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Preface

The Encyclopedia of Biometrics provides a comprehensive reference to concepts, technologies, issues, and trends in
the field of biometrics. The volume covers all important aspects — research, development, and applications,
including biometric sensors and devices, methods and algorithms, sample quality, system design and implemen-
tation, databases, performance testing, information security, and standardization. Leading experts around the
world contributed to this collection of over 200 in-depth essays accompanied by more than 600 definitional
entries.

The focus of the encyclopedia is on immediate, yet comprehensive, information in an easy-to-use format
which is accessible to researchers and scientists, system designers, engineers, programmers, students, practi-
tioners, and government agents working in the broad field of biometrics. It is available as a print edition as well as
a fully searchable version with extensive cross-referencing and updates as new trends and terms arise.

Key Features at a Glance

e Serves as an immediate point of entry into the field for in-depth research

e Covers biometrics of face, fingerprints, iris, vein, voice, hand, ear, gait, skin, tongue, dental, odor, skull,
and DNA

e A-Z format allows intuitive and easy-to-use access

e Cross-referenced entries

e Internationally renowned editorial board, from across the scientific and engineering disciplines and
geographies

e Balanced coverage
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Abstract Syntax Notation One

A notation commonly used to define abstract syntax
and semantics of the data structures (formats), to
convey messages in computer communication (similar
to XSD, but using a simpler syntax and allowing binary
as well as XML encodings of the data). The definitions
are independent of any programming language, but it
is common for tools to map them into specific pro-
gramming languages such as C, C++ and Java, and to
provide run-time modules that will allow values of
those data structures to be encoded in a standardized
form and sent to other computer systems. Once de-
fined at the abstract level, ASN.1 messages can be
conveyed (through standards and tool support) into
a variety of encodings, including very compact binary
encodings and human-readable XML encodings.

» Biometric Technical Interface, Standardization

|
ACBio instance

An ACBio instance is a data structure generated by
a Biometric Processing Unit (BPU) and contains
data that can be used by an external “validator” pro-
cess of a biometric verification process to authenticate
the BPU and its functional transaction data and
other information. The validating data is typically
in the form of digitally signed certificates that
authenticate the BPU entity and, where appropriate,
security relevant aspects of its performance. Examples
include: authentication of stored biometric refer-
ences (templates) used for verification, and certi-
fication of the performance capabilities of the
biometric technology used in the recognition process.
The ACBio instance is digitally signed and bound to

© 2009 Springer Science+Business Media, LLC

the functional transaction data from the BPU. The
digitally signed certificates are provided by a trusted
3" party organisation through an evaluation and
certification procedure that is not defined by the
ACBio standard.

A BPU is a functional component of a biometric
transaction system that operates at a uniform security
level. It contains one or more subprocesses, the last of
which generates the ACBio instance for the BPU and
outputs it together with the functional transaction data
from the BPU. The ACBio instance can be used by a
subsequent “validator” process of a biometric verifica-
tion process to authenticate the BPU and its functional
transaction data and other information.

» Biometric Security, Standardization

l .
Acceleration

Acceleration of pen-movement during the signing
process.

This feature is used for on-line signature verification.
There are two ways to obtain the acceleration feature.
One way is to measure the pen acceleration directly with
accelerometers integrated into the pen. The other way is
to compute the acceleration from other measurements,
for example, from the second-order derivative of the pen
position signal with respect to time.

» Signature Recognition
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Synonym

Logon, Password management

Definition

Logical access control is the means and procedures
to protect access to information on PCs, networks,
and mobile phones. A variety of credential types may
be used, such as passwords, tokens, or biometrics, to
authenticate the user. These credentials may represent
something the user knows (password), something the
user has (token), or a physical trait of the user
(biometrics). A logical access control system will im-
plement a method to enroll and associate credentials
with the user, and then to request that one or more
of the user’s credentials be authenticated for access to
the resource (application, network, device, or operating
system). The logical access control system may also log
all access attempts for use in auditing who and when
someone accessed a specific resource.

Introduction

The key used to open almost any door in the digital
realm has traditionally been the password. This was the
natural consequence of the fact that somewhere some-
one manipulated data, from a desktop personal com-
puter (PC) and to prevent this, using passwords began.
Furthermore, from a theoretical standpoint, a password
can offer extremely strong security since the only place a
password needs to be stored is in the user’s mind.

In practice however, the mind is a terrible place to
store complex secrets; people cannot easily remember
complex passwords so they write them down or reveal
them to others, and most people end up using the same
password everywhere. Exploiting the human factors
which affect security is increasingly the quickest path
for hackers to break into computer systems. In addi-
tion, there are many automated points of attacks on
password-based security systems. For instance, a user’s
password can be compromised via insertion of a

hardware or software-based keylogger to trap the key-
strokes as they are being entered. And, as computers
gain speed, it has become easy to reverse a crypto-
graphic hash, or any other cryptographic representa-
tion of a password stored in the computer, even if the
password is very complex.

End users do not want to be encumbered with
complexities and inconveniences that slow them
down while doing their job. On the other hand, busi-
nesses increasingly find out that they must implement
strong authentication to satisfy industry and govern-
ment auditors. It is fairly straightforward for a system
administrator to patch a piece of software or install
a firewall, but it is not trivial to tackle the human
factors of security. A secure password policy, such
as requiring users to change their passwords every
month enforces complexity in construction but in
reality makes it more likely that users will find ways
to simplify and recall, such as by writing their passwords
down on a note under their keyboard. Information
technology support costs also go up as more people
forget their passwords and need to call the helpdesk.
In the end, since passwords are chosen not by the
system administrator in a corporation, but by the end
users, the system administrator must rely on each user
to follow the policy. This typically becomes the weakest
link in network security. Other methods, such as tokens
and smartcards, succumb to the same challenge — it
remains the end user who bears the responsibility of
maintaining the security of the credential.

The need to move away from password-based sys-
tems can be summarized as follows:

o Weak passwords are easy to crack. Most people set
their passwords to words or digits they can easily
remember, for example, names and birthdays of
family members, favorite movie or music stars,
and dictionary words. In 2001, a survey of 1,200
British office workers conducted by CentralNic
found that almost half chose their own name, a
pet’s name, or a family member’s name as a pass-
word. Others based their passwords on celebrity or
movie character names, such as “Darth Vader” and
“Homer Simpson”. Such passwords are easy to
crack by guessing or by simple brute force dictio-
nary attacks. Although it is possible, and even ad-
visable, to keep different passwords for different
applications and to change them frequently, most
people use the same password across different
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applications and never change it. Compromising a
single password can thus cause a break in security
in many applications. For example, a hacker might
create a bogus Web site enticing users with freebies
if they register with a login name and password.
The hacker could then have a good chance of suc-
cess in using the same login name and password to
attack the users’ corporate accounts.

Strong passwords are difficult to remember. In an
effort to address weak passwords, business often
enforce policies to make passwords strong, for ex-
ample, a business may require that a password is at
least 8 characters long, contains at least one digit and
one special character, and must be changed every
couple of weeks. Such policies backfire. Certainly,
longer complex random passwords are more secure,
but they are so much harder to remember, which
prompts users to write them down in accessible
locations such as Post-It notes hidden under the
keyboard, an unprotected electronic file on their
computer, or other electronic devices such as cellular
phones or personal digital assistants (PDAs), creat-
ing a security vulnerability. Else, people forget their
passwords, which create a financial nightmare to
businesses as they have to employ helpdesk support
staff to reset forgotten or expired passwords. Cryp-
tographic techniques can provide very long pass-
words (encryption keys) that the users need not
remember; however, these are in turn protected by
simple passwords, which defeat their purpose.
Password cracking is scalable. In a password-based
network authentication application, a hacker may
launch an attack remotely against all the user
accounts without knowing any of the users. It
costs the hacker almost the same amount of time,
effort, and money to attack millions of accounts as it
costs to attack one. In fact, the same password (for
example, a dictionary word) can be used to launch
an attack against (a dictionary of) user accounts.
Given that a hacker needs to break only one pass-
word among those of all the employees to gain
access to a company’s intranet, a single weak pass-
word compromises the overall security of every sys-
tem that user has access to. Thus, the entire system’s
security is only as good as the weakest password.
Password and tokens do not provide nonrepudiation.
When a user shares a password with a colleague, there
is no way for the system to know who the actual user
is. Similarly, tokens can be lost, stolen, shared,

duplicated or a hacker could make a master key that
opens many locks. Only biometrics can provide a
guarantee of authentication that cannot subsequently
be refused by a user. It is very hard for the user to
deny having accessed a biometric-based system.

Biometrics provide the only credential that does not
rely on the end user to maintain its security. Further-
more, biometric systems are potentially cheaper to
support and easier to use since the end user does not
need to remember complex secrets.

Shrink-wrapped packaged software solutions are
available today to enable the use of biometric-based
authentication to logon to virtually any consumer and
enterprise application, including Microsoft Windows
networks, websites, web services, and virtual private
networks. Since few applications or operating systems
implement native biometric authentication, the role of
many such software solutions is to map a successful
biometric authentication to the user’s long and com-
plex password, which is then used by the application
for logon. The end user, however, will likely not need to
know his or her underlying password or be able to
enter it, and thus, a biometric solution effectively elim-
inates passwords for the user. Similarly, a user’s bio-
metric credential can be bound to the private key
associated with a digital certificate to facilitate digital
signing of data, such as financial transactions, email,
forms, and documents. In addition, to aid compliance
the system administrator can access an event log to
confirm that a biometric match was performed for
access and whether the match was successful or not.

Fingerprint-based solutions, in particular, have
emerged as the most common method for logical ac-
cess control with biometrics. The use of a fingerprint
requires the user to declare their credential with a
definitive action, such as a finger press or swipe for
authentication. Fingerprint readers have attained the
size, price, and performance necessary to be integrated
in a range of logical access devices, including note-
books, keyboards, mouse, and smartphones.

It is typical for the logical access control applica-
tions to have only one user per biometric reader, a
reader that may be attached to the user’s PC or embed-
ded in her notebook or smartphone. This is unlike
most other commercial applications such as physical
access control, time and attendance, or authentication
at point of sale terminals, where the biometric reader
would be shared among many users. Certain logical
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access control application deployments may offer the
biometric authentication as a choice to the users.
A user could chose to use the biometric system or
chose to continue using the passwords. In such deploy-
ments, the intention of the enterprise is to provide
maximum end user convenience while still availing
cost savings by reducing helpdesk calls. The above prop-
erties of logical access control deployments drive funda-
mentally different requirements for the single-user
biometric reader in terms of accuracy, ease of use, cost,
size, and security, as compared to the requirements for
the shared-use biometric readers. Shared-use biometric
readers traditionally focus on ease of use, durability, and
accuracy over a wide demographic population. Single-
use biometric readers prioritize low cost, small size, and
cryptographic security. For fingerprint-based readers,
this trend has manifested itself through the use of place-
ment-based readers for shared-use applications, and
swipe-based readers for single-use applications.

Most platforms and peripherals that come with
embedded fingerprint readers include software to ac-
cess the local PC and applications. These applications
may include biometric-based access to the PC, pre-
boot authentication, full disk encryption, Windows
logon, and a general password manager application
to facilitate the use of biometric for other applications
and websites. Such a suite of applications protects the
specific PC on which it is deployed and makes personal
access to data more secure, convenient, and fun. Com-
panies such as Dell, Lenovo, Microsoft, and Hewlett-
Packard ship platforms and peripherals pre-loaded
with such capability. However, these are end user uti-
lities with the scope of use only on the local PC. As a
result, they may be challenging and costly to manage if
deployed widely in an enterprise since each user will
need to setup, enroll his or her biometric, and config-
ure the appropriate policy, all by themselves. Usually
the user is given the option to use the biometric system
as a cool individual convenience, rather than enforced
by an enterprise-wide authentication policy.

The other major class of logical access control bio-
metric application for the enterprise network is server-
based solutions. These solutions typically limit the
flexibility given to the end user and instead focus on
the needs of the organization and the system adminis-
trator to deploy, enroll users’ biometric credentials
into the enterprise directory, and centrally configure
enterprise-wide policies. An enterprise-wide policy,
drives requirements for the

however, stronger

reliability, security, and interoperability of the biomet-
ric authentication. If it is a business policy that every-
one in the organization must use the biometric system
for authentication, the reliability of the biometric sys-
tem must be higher than a » client-side-only solution
where the user can opt in to use the biometric system
just for convenience. A » server-based logical access
control solution generally needs to be interoperable
with data coming from many different biometric read-
ers since not every platform in the organization will use
the same model of the biometric reader. Interoperabil-
ity can be accomplished at either the enrollment tem-
plate level or the biometric image level. Lastly, since a
server-based solution typically stores biometric cre-
dentials in a central database, the security model of
the whole chain from the reader to the server must be
considered to protect against hackers and maintain
user privacy. However, unlike government deploy-
ments that store the user’s actual biometric image(s)
for archival purposes, a biometric solution used for
enterprise authentication typically stores only the bio-
metric enrollment templates.

Biometric systems remove the responsibility of man-
aging credentials from the hands of the end users and
therefore resolve the human factors affecting the system
security. However, the flip side is that the biometric
capture and match process must be trustworthy. Logical
access control for users is typically accomplished
through a client device, such as a notebook or desktop
PC, by authenticating the user to a trusted, managed
server. The root challenge of protecting the biometric
match process is to remove all means by which a hacker
could affect the user authentication by tampering with
the client operating system. This can be accomplished
by carefully monitoring the health of the client
operating system with adequate virus and spyware soft-
ware, and in the future, with the use of trusted comput-
ing, or, if operating from an untrusted client, by
removing the client operating system entirely from the
system security equation. The practical means to ac-
complish this is by either performing the biometric
match in a secure coprocessor, or by encrypting or
digitally signing the raw biometric data on the biometric
reader itself so that the biometric data is trusted by the
server. Of course, depending on the threats present in a
given environment, some deployments of logical access
control may need to resolve more than just the human
factors of security and will need to use multiple factors
of authentication, such as two-factor (biometric and
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password) or even three-factor (biometric, smartcard,
and PIN) to protect against active adversaries.

After many years of fits and starts as a niche tech-
nology, the use of biometrics for logical access control
has gained a foothold in protecting corporate assets
and networks as the cost of solutions has gone down,
and the security and reliability has gone up. Use of
biometric authentication for logical access control
resolves threats that other secret-based methods such
as passwords and tokens cannot, the main threat being
the human factors that lower security and are costly
and difficult to manage. No security method is a magic
bullet, but biometric solutions for logical access con-
trol can be a reliable tool or layer to add to a holistic
approach to enterprise security.

Specifically, biometrics-based logical access control
has found a home in the healthcare and financial indus-
tries to help satisfy government compliance directives.

Healthcare

Compliance with the security requirements of the
Health Insurance Portability and Accountability Act
(HIPAA) of 1996 accelerated the adoption of biometric
systems in the U.S. healthcare industry. This regulation
does not specify the use of biometrics explicitly, but it
states that access to any healthcare data must be re-
stricted through strong user authentication. Such a
requirement made the access to healthcare information
technology systems and patient data more burden-
some. The healthcare industry turned to the biometric
systems to get a good balance of convenience, security,
and compliance. The Joint Commission on Accredita-
tion of Healthcare Organizations (JCAHO) auditing
requirements also contributed to the adoption rate.
Once the healthcare industry was educated on the
biometric technologies, it adopted biometric systems
for other applications as well. Today the healthcare
industry uses biometric systems in many different
applications to reduce fraud prevalent in the industry
and to provide convenience to medical professional
without compromising their need for quick and easy
access to critical health data. The majority of initial
adoption in the healthcare industry was in the employee
facing applications. Customer-facing applications have
started getting some traction recently. Some examples
of business objectives in the healthcare industry that
are successfully met with biometrics deployments are:

e Restrict logical access to medical information
systems

e Improve hospital efficiency and compliance

e Improve pharmacy efficiency and compliance

e Reduce medical benefits fraud

e DPatient verification

Financial

In the U.S., Financial Services Modernization Act of
1999, also known as Gramm-Leach-Bliley Act of 1999
mandates high standards of safeguarding financial
transactions, data, and assets. The U.S. Sarbanes-Oxley
(SOX) Act of 2002 requires higher security standards for
data that is financial or confidential. According to this
act, any public company may be liable if it has not taken
adequate steps to protect financial records and data. The
government considers financial records to be confiden-
tial and private. It is imperative that they are secure and
access is allowed only to authorized users. Many existing
passwords and security policies would not be consid-
ered sufficient under SOX. Compliance with these two
acts is contributing to an increase in the rate of adoption
of biometrics in the financial sector applications. In this
respect, the financial industry is somewhat similar to the
healthcare industry — adoption of biometric systems in
both these industries is being accelerated by government
regulations.

Related Entries
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Synonyms

Biometric Readers; Biometric PAC; Physical Access
Control
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Definition

The use of biometric technologies within physical
access control systems is one of the most broadly
commercialized sectors of biometrics, outside of foren-
sic applications. A key issue for the successful integra-
tion of biometrics within a physical access control
system is the interface between the biometric and
the access control infrastructures. For this reason, the
biometric system must be designed to interface appro-
priately with a wide range of access control systems.
Also, the usability demands of a physical access control
system are significant as, typically, all users need to
be enrolled for subsequent successful usage more or
less on a daily basis. The most significantly-deployed
biometric types for access control are: fingerprint;
hand geometry; face and iris.

Introduction

The use of biometrics within physical access control
(PAC) systems is one of the most broadly commercia-
lized sectors of biometrics, outside of forensic applica-
tions. The requirements for the use of biometrics
within a larger physical access control system are de-
pendent on the interaction with existing access control
infrastructures. For this reason, the biometric system
must be designed to interface appropriately with a
wide range of access control systems. Also, the usability
demands of a physical access control system are signif-
icant as all users need to be enrolled for successful
usage more or less on a daily basis. The most signifi-
cantly deployed biometric types for access control are:
fingerprint; hand geometry; face and iris. A more re-
cent set of requirements for biometric systems for PAC
is that it is also interoperable with logical access control
systems — the most broadly recognized example of this
requirement is defined in FIPS 201 [1] for access con-
trol to federal facilities and computers.

Verification Versus Authorization

As discussed in the introduction, biometric PAC is one
of the most commercially deployed applications of
biometrics. One of the keys to the success of this appli-
cation is the capability to interface with multiple PAC

systems AND to isolate the act of user verification from
the more general PAC system operation of authorization.
Achieving these two factors allows a biometric device to
be seamlessly added to existing access control systems.

The role that biometric systems serve within the
context of a physical access control system is generally
to provide evidence (herein referred to as “verification)
that an individual is who he/she claims to be. This claim
is based on an established persona or user that the
individual has within the PAC system. It is important
to distinguish between the individual’s identity; an
identifier (see [2]) by which they are known to a secu-
rity system — in this case, the PAC system; and
the verification process which simply verifies that they
are the valid owner of the identifier. It is also important to
distinguish between authentication (accomplished here
via biometric verification) and authorization. Authenti-
cation verifies the individual’s identity, and authorization
permits them to continue with access to the building or
facility, based on their status within the PAC system.

As background, consider the various steps compris-
ing the registration of a new user within a PAC system.

e An administrator of the PAC system will establish
the unique identity of the individual. This is typi-
cally achieved through the use of so-called “breeder
documents” such as employee records, driver’s li-
cense, passport, etc.

e Ifthe individual is identified as unique, the security
system will establish the individual as a new user of
the system, and assign a unique identifier by which
they are known to the system. An example of an
identifier would be the Wiegand data string for
physical access control.

e The instructed to enroll
their biometric and the biometric system will create

individual will be

a biometric template that is associated with the user.
e The template will be bound to the identifier, either
by physically storing them in related locations in
the biometric or security system, or by binding
them together using encryption or a digital signa-
ture mechanism, to create a user record (see Fig. 1).

Subsequently, when the user requests to access a facil-
ity, the following steps are undertaken:

e An individual establishes a claim to the system
that he/she is a valid user of the system. This is
usually achieved either by inputting the username
associated with the user, or by presenting a card



Access Control, Physical

Access Control, Physical. Figure 1 User record,
comprising biometric template and user identifier.

or other credentials to the system to make the
claim.

e The security system ensures that the user record of
the claimed user is available to the biometric sys-
tem (either by transmitting it to the biometric
system, or by selecting it within the biometric sys-
tem), where it will be unbound to produce the
template and identifier. Note that as part of the
unbinding process either the PAC security system
(see Fig. 2) or the biometric system (or both) may
verify the authenticity of the user record, by, for
example, checking a digital signature.

e The individual is requested to verify that they are
the valid owner of the user record, by comparing a
live biometric sample with that represented by the
template in the user record.

e If a successful match occurs, the identifier that was
stored in the user record is relayed to the PAC system
where the user is authorized, to rights and privileges
according to their PAC security system.

This separation between the authentication of the indi-
vidual and the authorization of the user is critical for
successful integration of biometric systems into general
PAC systems. It provides an explicit segregation between
the verification process in the biometric system and the
rights and privileges that the user is assigned by the
security system. This is especially important when con-
sidering issues such as the revocation of a user’s rights
and privileges in a very immediate manner across a wide
area system — i.e., a user can still locally verify, but no

Access Control, Physical. Figure 2 Separation of
biometric authentication and system authorization.

access action will be permitted as the PAC security
system has denied access as a result of the user’s autho-
rization privileges having been revoked.

Weigand Format

The most prevalent format for an identifier within
a PAC system is the 26-bit Wiegand Format [3]. The
26-bit Wiegand code comprises of 1 parity bit; 8 bits of
facility code; 16 bits of identity code; and 1 stop bit.
These data thus contains the identifier by which the
user is known by a particular access control system.
Note that this identifier is explicitly unrelated to the
individual’s biometric, as described in the previous
section. Other formats for identifiers include federal
identifiers such as CHUID and FASCN.

Typical Biometrics used for Access
Control

Biometrics that are typically used for PAC are those
which can provide excellent enrollment rates; through-
put rates; and low false rejection rates. The false accept
rate is typically set at a rate which is commensurate
with the PAC security system requirements, and the
false reject rate is thus set by default. Typical biometrics
used for PAC are: fingerprint technology; hand geom-
etry; iris technology; and facial recognition. Tradition-
ally, fingerprint and hand geometry have been the
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main biometrics used for PAC. As the performance of
facial recognition systems improve, for example via
dedicated lighting, or by using 3-D surface or texture,
this biometric modality is becoming more popular for
PAC applications. Similarly, as the cost decreases, and
the usability (via verification on the move), of iris
recognition systems improves, this modality is also
becoming more popular for PAC. Furthermore, sys-
tems have been deployed using several of the above
biometrics in a combined multi-biometric system.

Interaction with Logical Access
Control

As the number of users enrolled in a PAC system that are
migrated over to the use of biometrics increases, there is
a desire to have the PAC systems interoperable with
logical applications systems. This interoperability has
several aspects: template interoperability (i.e., it is pref-
erable that the user need not re-enroll for different
systems); identifier interoperability (this is especially
important where the rights and privileges of the user
should span both physical and logical access applica-
tions); and event synchronization (for example, a user
cannot be granted access to a computer in a room for
which they are not authorized to enter). These require-
ments are more recently being designed into biometric
PAC systems; as such PAC systems are required to be a
component in a converged physical and logical access
control system. A particular example of such as system
would be a U.S. Federal system based on HSPD-12,
which, in 2004, mandated the establishment of a
standard for the identification of Federal employees
and contractors, subsequently defined by the Federal
Information Processing Standard Publication 201
(FIPS 201), Personal Identity Verification (PIV) of Fed-
eral Employees and Contractors in February 2005 and
Biometric Data Specification for Personal Identity Veri-
fication, NIST Special Publication 800-76 (SP 800-76).
SP 800-76 describe the acquisition and formatting
specifications for the biometric credentials of the PIV
system and card. In particular, for fingerprints, it calls
for compliance to the ANSI/INCITS 378 fingerprint
minutiae data interchange format standard for storing
two of the captured fingerprints (the left and right
index fingers) on the card for use in user verification.
This process enables the template interoperability re-
quired for a converged physical and logical application.

Access Control, Physical. Figure 3 Examples of
fingerprint and 3-D facial biometric devices for
Physical Access Control.

In addition, a unique number stored on the PIV card,
known as the CHUID (Cardholder Unique Identifier)
is used as the single identifier by which the user is
known to both the physical and logical access control
systems, thus satisfying the requirement of identifier
interoperability as described above.
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ACE-V is the four phase identification protocol
which includes analysis, comparison, evaluation, and
verification.
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Acupuncture

Acupuncture is a treatment where sharp, thin needles
are inserted in the body at very specific points. It is one
of the forms of treatment in traditional Chinese
medicine.

» Skull, Forensic Evidence of

I
AdaBoost

AdaBoost (short for Adaptive Boosting) is a machine
learning algorithm that learns a strong classifier by com-
bining an ensemble of weak (moderately accurate) clas-
sifiers with weights. The discrete AdaBoost algorithm
was originally developed for classification using the ex-
ponential loss function and is an instance within the
boosting family. Boosting algorithms can also be derived
from the perspective of function approximation with
gradient descent and applications for regression.

» Face Detection

I
Adapted Fusion

Adapted fusion in the framework of multi-biometric
score fusion refers to the techniques in which a baseline
fusion function is first constructed based on some gen-
eral knowledge of the problem at hand, and then adjust-
ed during the operation of the system. The adaptation
can be based on ancillary information such as: the user
being claimed (adapted user-specific fusion), quality
measures of the input biometrics (» quality-based fu-
sion), or other kind of environmental information
affecting the various information channels being fused.

» Fusion, User-Specific

I
Adaptive Learning

» Incremental Learning

I
Affective Computing

The research area concerned with computing that
relates to, arises from, or deliberately influences
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emotion. Specifically, the research area of machine
analysis of human affective states and employment of
this information to build more natural, flexible (affec-
tive) user interfaces goes by a general name of affective
computing. Affective computing expands HCI by in-
cluding emotional communication together with ap-
propriate means of handling affective information.

» Facial Expression Recognition

! Albedo

For a reflecting surface, Albedo is the fraction of the
incident light that is reflected. This is a summary
characteristic of the surface. Reflection can be quite
complicated and a complete description of the reflec-
tance properties of a surface requires the specification
of the bidirectional reflectance distribution function as
a function of wavelength and polarization for the
surface.

» Iris Device

|
Alignment

Alignment is the process of transforming two or more
sets of data into a common coordinate system. For
example, two fingerprint scans acquired at different
times each belong to their own coordinate system;
this is because of rotation, translation, and non-linear
distortion of the finger. In order to match features
between the images, a correspondence has to be
established. Typically, one image (signal) is referred
to as the reference and the other image is the target,
and the goal is to map the target onto the reference.
This transformation can be both linear and nonlinear
based on the deformations undergone during acqui-
sition. Position-invariant features, often used to avoid
registration, face other concerns like robustness to
local variation such as non-linear distortions or
occlusion.

» Biometric Algorithms

[
Altitude

Altitude is the angle between a line that crosses a plane
and its projection on it, ranging from 0° (if the line is
contained in the plane) to 90° (if the line is orthogonal
to the plane). This measure is a component of the pen
orientation in handwriting capture devices.

» Signature Features

[
Ambient Space

The space in which the input data of a mathematical
object lie, for example, the plane for lines.

» Manifold Learning

|
American National Standards
Institute (ANSI)

ANSI is a non-government organization that develops
and maintains voluntary standards for a wide range of
products, processes, and services in the United States.
ANSI is a member of the international federation of
standards setting bodies, the ISO.

» Iris Device

[
Anatomy

It is a branch of natural science concerned with the
study of the bodily structure of living beings, especially
as revealed by dissection. The word “Anatomy”
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originates from the Old French word “Anatomie,” or a
Late Latin word “Anatmia.” Anatomy implies, “ana”
meaning “up” and “tomia” meaning “cutting.”

» Anatomy of Face
» Anatomy of Hand
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Anatomy of Eyes

KristiNna IrscH, Davib L. GuyTtoN

The Wilmer Ophthalmological Institute, The Johns
Hopkins University School of Medicine, Baltimore,
MD, USA

Definition

The human eye is one of the most remarkable sensory
systems. Leonardo da Vinci was acutely aware of its
prime significance: “The eye, which is termed the win-
dow of the soul, is the chief organ whereby the senso
comune can have the most complete and magnificent
view of the infinite works of nature” [1]. Human beings
gather most of the information about the external
environment through their eyes and thus rely on sight
more than on any other sense, with the eye being the
most sensitive organ we have. Besides its consideration
as a window to the soul, the eye can indeed serve as
a window to the identity of an individual. It offers
unique features for the application of identification
technology. Both the highly detailed texture of the
iris and the fundus blood vessel pattern are unique to
every person, providing suitable traits for biometric
recognition.

Anatomy of the Human Eye

The adult eyeball, often referred to as a spherical globe,
is only approximately spherical in shape, with its largest
diameter being 24 mm antero-posteriorly [2, 3].
A schematic drawing of the human eye is shown in
Fig. 1. The anterior portion of the eye consists of the
cornea, iris, pupil, and crystalline lens. The pupil serves
as an aperture which is adjusted by the surrounding

» iris, acting as a diaphragm that regulates the amount
of light entering the eye. Both the iris and the pupil are
covered by the convex transparent cornea, the major
refractive component of the eye due to the huge differ-
ence in refractive index across the air-cornea interface
[5]. Together with the crystalline lens, the cornea is
responsible for the formation of the optical image on
the retina. The crystalline lens is held in place by
suspensory ligaments, or zonules, that are attached to
the ciliary muscle. Ciliary muscle actions cause the
zonular fibers to relax or tighten and thus provide
accommodation, the active function of the crystalline
lens. This ability to change its curvature, allowing
objects at various distances to be brought into sharp
focus on the retinal surface, decreases with age, with
the eye becoming “presbyopic.” Besides the cornea
and crystalline lens, both the vitreous and aqueous
humor contribute to the dioptric apparatus of the
eye, leading to an overall refractive power of about
60 diopters [3]. The aqueous humor fills the anterior
chamber between the cornea and iris, and also fills
the posterior chamber that is situated between the
iris and the zonular fibers and crystalline lens. Togeth-
er with the vitreous humor, or vitreous, a loose gel
filling the cavity between the crystalline lens and
retina, the aqueous humor is responsible for main-
taining the intraocular pressure and thereby helps the
eyeball maintain its shape. Moreover, this clear watery
fluid nourishes the cornea and crystalline lens. Taken
all together, with its refracting constituents, self-adjust-
ing aperture, and finally, its detecting segment, the eye
is very similar to a photographic camera. The film of
this optical system is the b retina, the multilayered
sensory tissue of the posterior eyeball onto which the
light entering the eye is focused, forming a reversed and
inverted image. External to the retina is the choroid, the
layer that lies between retina and sclera. The choroid is
primarily composed of a dense capillary plexus, as well
as small arteries and veins [5]. As it consists of numer-
ous blood vessels and thus contains many blood cells,
the choroid supplies most of the back of the eye with
necessary oxygen and nutrients. The
the external fibrous covering of the eye. The visible
portion of the sclera is commonly known as the
“white” of the eye.

Both iris and retina are described in more detail in
the following sections due to their major role in bio-
metric applications.

sclera is
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Anatomy of Eyes. Figure 1 Schematic drawing of the human eye [4].

Iris

The iris may be considered as being composed of
four different layers [3], starting from anterior to
posterior: (1) Anterior border layer which mainly con-
sists of fibroblasts and pigmented melanocytes, inter-
rupted by large, pit-like holes, the so-called crypts of
Fuchs; (2) Stroma containing loosely arranged collagen
fibers that are condensed around blood vessels and
nerve fibers. Besides fibroblasts and melanocytes, as
present in the previous layer, clump cells and mast
cells are found in the iris stroma. It is the pigment in

the melanocytes that determines the color of the iris,
with blue eyes representing a lack of melanin pigment.
The sphincter pupillae muscle, whose muscle fibers
encircle the pupillary margin, lies deep inside the stro-
mal layer. By contracting, the sphincter causes pupil
constriction, which subsequently results in so-called
contraction furrows in the iris. These furrows deepen
with dilation of the pupil, caused by action of the dilator
muscle, which is formed by the cellular processes of the
(3) Anterior epithelium. The dilator pupillae muscle
belongs to the anterior epithelial layer, with its cells
being myoepithelial [6]. Unlike the sphincter muscle,
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the muscle fibers of the dilator muscle are arranged in a
radial pattern, terminating at the iris root; (4) Posterior
pigmented epithelium whose cells are columnar and
more heavily pigmented in comparison with the
anterior epithelial cells. The posterior epithelial layer
functions as the main light absorber within the iris.

A composite view of the iris surfaces and layers
is shown in Fig. 2, which indicates the externally visible
iris features, enhancing the difference in appear-
ance between light and dark irides (iris features and
anatomy). Light irides show more striking features in
visible light because of higher contrast. But melanin is
relatively transparent to near-infrared light, so viewing
the iris with light in the near-infrared range will uncover
deeper features arising from the posterior layers, and
thereby reveals even the texture of dark irides that is
often hidden with visible light.

In general, the iris surface is divided into an inner
pupillary zone and an outer ciliary zone. The border
between these areas is marked by a sinuous structure,
the so-called collarette. In addition to the particular
arrangement of the iris crypts themselves, the structur-
al features of the iris fall into two categories [7]: (1)
Features that relate to the pigmentation of the iris
(e.g., pigment spots, pigment frill), and (2) move-
ment-related features, in other words features of the
iris relating to its function as pupil size control (e.g.,
iris sphincter, contraction furrows, radial furrows).

Among the visible features that relate to the pig-
mentation belong small elevated white or yellowish
Wolfflin spots in the peripheral iris, which are pre-
dominantly seen in light irides [3]. The front of the
iris may also reveal iris freckles, representing random
accumulations of melanocytes in the anterior border
layer. Pigment frill or pupillary ruff is a dark pigmen-
ted ring at the pupil margin, resulting from a forward
extension of the posterior epithelial layer. In addition
to the crypts of Fuchs, predominantly occurring
adjacent to the collarette, smaller crypts are located in
the periphery of the iris. These depressions, that are
dark in appearance because of the darkly pigmented
posterior layers, are best seen in blue irides. Similarly,
a buff-colored, flat, circular strap-like muscle becomes
apparent in light eyes, that is, the iris sphincter.
The contraction furrows produced when it contracts,
however, are best noticeable in dark irides as the base
of those concentric lines is less pigmented. They ap-
pear near the outer part of the ciliary zone, and are

Anatomy of Eyes. Figure 2 Composite view of the
surfaces and layers of the iris. Crypts of Fuchs (c) are seen
adjacent to the collarette in both the pupillary (a) and
ciliary zone (b). Several smaller crypts occur at the iris
periphery. Two arrows (top left) indicate circular
contraction furrows occurring in the ciliary area. The
pupillary ruff (d) appears at the margin of the pupil,
adjacent to which the circular arrangement of the
sphincter muscle (g) is shown. The muscle fibers of the
dilator (h) are arranged in a radial fashion. The last sector at
the bottom shows the posterior surface with its radial folds
(i and j). (Reproduced with permission from [5]).

crossed by radial furrows occurring in the same region.
Posterior surface features of the iris comprise structural
and circular furrows, pits, and contraction folds. The
latter, for instance, also known as Schwalbe’s contraction
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folds, cause the notched appearance of the pupillary
margin.

All the features described above contribute to a
highly detailed iris pattern that varies from one
person to the next. Even in the same individual,
right and left irides are different in texture. Besides
its uniqueness, the iris is a protected but readily
visible internal organ, and it is essentially stable over
time [7, 8]. Thus the iris pattern provides a suitable
physical trait to distinguish one person from another.
The idea of using the iris for biometric identification
was originally proposed by the ophthalmologist Burch
in 1936 [9]. However, it took several decades until two
other ophthalmologists, Flom and Safir [7], patented
the general concept of iris-based recognition. In 1989,
Daugman, a mathematician, developed efficient algo-
rithms for their system [8-10]. His mathematical for-
mulation provides the basis for most iris scanners
now in use. Current iris recognition systems use infra-
red-sensitive video cameras to acquire a digitized image
of the human eye with near-infrared illumination in the
700—900 nm range. Then image analysis algorithms
extract and encode the iris features into a binary code
which is stored as a template. Elastic deformations asso-
ciated with pupil size changes are compensated for
mathematically. As pupil motion is limited to living
irides, small distortions are even favorable by providing
a control against fraudulent artificial irides [8, 10].

Imaging the iris with near-infrared light not only
greatly improves identification in individuals with very
dark, highly pigmented irides, but also makes the system
relatively immune to anomalous features related to
changes in pigmentation. For instance, melanomas/
tumors may develop on the iris and change its appearance.
Furthermore, some eye drops for glaucoma treatment
may affect the pigmentation of the iris, leading to colora-
tion changes or pigment spots. However, as melanin is
relatively transparent to near-infrared light and basically
invisible to monochromatic cameras employed by current
techniques of iris recognition, none of these pigment-
related effects causes significant interference [9, 10].

Retina

As seen in an ordinary histologic cross-section, the
retina is composed of distinct layers. The retinal layers
from the vitreous to choroid [2, 3] are: (1) Internal
limiting membrane, formed by both retinal and vitreal

elements [2]; (2) Nerve fiber layer, which contains the
axons of the ganglion cells. These nerve fibers are
bundled together and converge to the optic disc,
where they leave the eye as the optic nerve. The cell
bodies of the ganglion cells are situated in the (3)
ganglion cell layer. Numerous dendrites extend into
the (4) inner plexiform layer where they form synapses
with interconnecting cells, whose cell bodies are locat-
ed in the (5) inner nuclear layer; (6) Outer plexiform
layer, containing synaptic connections of photorecep-
tor cells; (7) Outer nuclear layer, where the cell bodies
of the photoreceptors are located; (8) External limiting
membrane, which is not a membrane in the proper
sense, but rather comprises closely packed junctions
between photoreceptors and supporting cells. The
photoreceptors reside in the (9) receptor layer. They
comprise two types of receptors: rods and cones. In
each human retina, there are 110-125 million rods and
6.3—6.8 million cones [2]. Light contacting the photo-
receptors and thereby their light-sensitive photopig-
ments, are absorbed and transformed into electrical
impulses that are conducted and further relayed to
the brain via the optic nerve; (10) Retinal pigment
epithelium, whose cells supply the photoreceptors
with nutrients. The retinal pigment epithelial cells
contain granules of melanin pigment that enhance
visual acuity by absorbing the light not captured by
the photoreceptor cells, thus reducing glare. The most
important task of the retinal pigment epithelium is to
store and synthesize vitamin A, which is essential for
the production of the visual pigment [3]. The pigment
epithelium rests on Bruch’s membrane, a basement
membrane on the inner surface of the choroid.

There are two areas of the human retina that are
structurally different from the remainder, namely the
» fovea and the optic disc. The fovea is a small depres-
sion, about 1.5 mm across, at the center of the macula,
the central region of the retina [11]. There, the inner
layers are shifted aside, allowing light to pass unimpeded
to the photoreceptors. Only tightly packed cones, and
no rods, are present at the foveola, the center of the
fovea. There are also more ganglion cells accumulated
around the foveal region than elsewhere. The fovea is
the region of maximum visual acuity.

The optic disc is situated about 3 mm (15 degrees of
visual angle) to the nasal side of the macula [11]. It con-
tains no photoreceptors at all and hence is responsible
for the blind spot in the field of vision. Both choroidal
capillaries and the central retinal artery and vein supply
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the retina with blood. A typical fundus photo taken with
visible light of a healthy right human eye is illustrated in
Fig. 3, showing the branches of the central artery and
vein as they diverge from the center of the disc. The
veins are larger and darker in appearance than the
arteries. The temporal branches of the blood vessels
arch toward and around the macula, seen as a darker
area compared with the remainder of the fundus,
whereas the nasal vessels course radially from the
nerve head. Typically, the central » retinal blood ves-
sels divide into two superior and inferior branches,
yielding four arterial and four venous branches that
emerge from the optic disc. However, this pattern
varies considerably [6]. So does the choroidal blood
vessel pattern, forming a matting behind the retina,
which becomes visible when observed with light in the
near-infrared range [12]. The blood vessels of the cho-
roid are even apparent in the foveal area, whereas
retinal vessels rarely occur in this region.

In the 1930s, Simon and Goldstein noted that
the blood vessel pattern is unique to every eye. They
suggested using a photograph of the retinal blood
vessel pattern as a new scientific method of identifica-
tion [13]. The uniqueness of the pattern mainly
comprises the number of major vessels and their
branching characteristics. The size of the optic disc
also varies across individuals. Because this unique

pattern remains essentially unchanged throughout
life, it can potentially be used for biometric identifica-
tion [12, 14].

Commercially available retina scans recognize the
blood vessels via their light absorption properties. The
original Retina Scan used green light to scan the retina
in a circular pattern centered on the optic nerve head
[14]. Green light is strongly absorbed by the dark red
blood vessels and is somewhat reflected by the retinal
tissue, yielding high contrast between vessels and tis-
sue. The amount of light reflected back from the retina
was detected, leading to a pattern of discontinuities,
with each discontinuity representing an absorbed spot
caused by an encountered blood vessel during the
circular scan. To overcome disadvantages caused by
visible light, such as discomfort to the subject and
pupillary constriction decreasing the signal intensity,
subsequent devices employ near-infrared light instead.
The generation of a consistent signal pattern for the
same individual requires exactly the same alignment/
fixation of the individual’s eye every time the system is
used. To avoid variability with head tilt, later designs
direct the scanning beam about the visual axis, there-
fore centered on the fovea, so that the captured vascu-
lar patterns are more immune to head tilt [12]. As
mentioned before, the choroidal vasculature forms a
matting behind the retina even in the region of the

Anatomy of Eyes. Figure 3 Fundus picture of a right human eye.
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macula and becomes detectable when illuminated with
near-infrared light. Nevertheless the requirement for
steady and accurate fixation still remains a problem
because if the eye is not aligned exactly the same way
each time it is measured, the identification pattern will
vary. Reportedly a more recent procedure solves the
alignment issue [15]. Instead of using circular scanning
optics as in the prior art, the fundus is photographed,
the optic disc is located automatically in the obtained
retinal image, and an area of retina is analyzed in fixed
relationship to the optic disc.

Related Entries

» Iris Acquisition Device

» Iris Device

» Iris Recognition, Overview
» Retina Recognition
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Synonyms

Anatomic; Structural and functional anatomy

Definition

Facial anatomy — The soft-tissue structures attached
to the bones of the facial skeleton, including epi-
dermis, dermis, subcutaneous fascia, and mimetic
musculature.

Introduction

Face recognition is a leading approach to person recog-
nition. In well controlled settings, accuracy is compara-
ble to that of historically reliable biometrics including
fingerprint and iris recognition [1]. In less-controlled
settings, accuracy is attenuated with variation in pose,
illumination, and facial expression among other factors.
A principal research challenge is to increase robustness
to these sources of variation, and to improve perfor-
mance in unstructured settings in which image acquisi-
tion may occur without active subject involvement.
Current approaches to face recognition are primarily
data driven. Use of domain knowledge tends to be limit-
ed to the search for relatively stable facial features, such as
the inner canthi and the philtrum for image alignment,
or the lips, eyes, brows, and face contour for feature
extraction. More explicit reference to domain knowledge
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of the face is relatively rare. Greater use of domain
knowledge from facial anatomy can be useful in improv-
ing the accuracy, speed, and robustness of face recogni-
tion algorithms. Data requirements can be reduced, since
certain aspects need not be inferred, and parameters may
be better informed. This chapter provides an introduc-
tion to facial » anatomy that may prove useful towards
this goal. It emphasizes facial skeleton and muscula-
ture, which bare primary responsibility for the wide
range of possible variation in face identity.

Morphological Basis for Facial Variation
Among Individuals

The Skull

It has been suggested that there is more variation
among human faces than in any other mammalian
species except for domestic dogs [2]. To understand
the factors responsible for this variation, it is first neces-
sary to understand the framework of the face, the skull.
The bones of the skull can be grouped into three general
structural regions: the dermatocranium, which sur-
rounds and protects the brain; the basicranium,
which serves as a stable platform for the brain; and
the viscerocranium (facial skeleton) which houses most
of the special sensory organs, the dentition, and the
oronasal cavity [3]. The facial skeleton also serves as
the bony framework for the » mimetic musculature.
These muscles are stretched across the facial skeleton
like a mask (Fig. 1). They attach into the dermis, into
one another, and onto facial bones and nasal cartilages.
Variation in facial appearance and expression is due in
great part to variation in the facial bones and the skull
as a whole [2].

The viscerocranium (Fig. 2) is composed of
6 paired bones: the maxilla, nasal, zygomatic (malar),
lacrimal, palatine, and inferior nasal concha. The
vomer is a midline, unpaired bone; and the mandible,
another unpaired bone, make up the 13th and 14th
facial bones [3]. While not all of these bones are visible
on the external surface of the skull, they all participate
in producing the ultimate form of the facial skeleton.
In the fetal human there are also paired premaxilla
bones, which fuse with the maxilla sometime during
the late fetal or early infancy period [2]. Separating the
bones from one another are sutures. Facial sutures

Anatomy of Face. Figure 1 Mimetic musculature and
underlying facial skeleton. © Tim Smith.

are fairly immobile fibrous joints that participate in
the growth of the facial bones, and they absorb some of
the forces associated with chewing [2]. Variation in the
form of these bones is the major reason that people
look so different [4].

While there are many different facial appearances,
most people fall into one of three types of head
morphologies: » dolicocephalic, meaning a long, nar-
row head with a protruding nose (producing a lepto-
proscopic
proportional length to width head (producing a meso-
proscopic face); and brachycephalic, meaning a short,
wide head with a relatively abbreviated nose (produc-
ing a euryproscopic face) (Fig. 3).

What accounts for this variation in face shape?
While numerous variables are factors for this variation,
it is largely the form of the cranial base that establishes
overall facial shape. The facial skeleton is attached to the
cranial base which itself serves as a template for estab-
lishing many of the angular, size-related, and

face);  » mesocephalic, meaning a
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Anatomy of Face. Figure 2 Frontal view (left) and side view (right) of a human skull showing the bones that make

up the facial skeleton, the viscerocranium. Note that only the bones that compose the face are labeled here. Key: 1 - maxilla,
2 - nasal, 3 - zygomatic (malar), 4 - lacrimal, 5 — inferior nasal concha, 6 - mandible. The vomer is not shown here as it is located
deeply within the nasal cavity, just inferior to the ethmoid (eth). While the maxilla is shown here as a single bone it remains
paired and bilateral through the 20’s and into the 30’s [2]. The mandible is shown here as an unpaired bone as well. It
begins as two separate dentaries but fuses into a single bone by 6 months of age [2]. Compare modern

humans, Homo sapiens, with the fossil humans in Fig. 6, noting the dramatic enlargement of the brain and reduction

in the “snout”. © Anne M. Burrows.

Anatomy of Face. Figure 3 Representative human head
shapes (top row) and facial types (bottom row). Top left —
dolicocephalic head (long and narrow); middle -
mesocephalic head; right - brachycephalic head (short and
wide). Bottom left — leptoproscopic face (sloping forehead,
long, protuberant nose); middle — mesoproscopic face;
right — euryproscopic face (blunt forehead with short,
rounded nose). © Anne M. Burrows

topographic features of the face. Thus a dolicocephalic
cranial base sets up a template for a long, narrow face
while a brachycephalic cranial base sets up a short, wide
face. A soft-tissue facial mask stretched over each of
these facial skeleton types must reflect the features of
the bony skull. While most human population fall into a
brachycephalic, mesocephalic, or dolicocephalic head
shape, the variation in shape within any given group
typically exceeds variation between groups [2]. Overall,
though, dolicocephalic forms tend to predominate in
the northern and southern edges of Europe, the British
Isles, Scandinavia, and sub-Saharan Africa. Brachyce-
phalic forms tend to predominate in central Europe
and China and mesocephalic forms tend to be found in
Middle Eastern countries and various parts of Europe
[4]. Geographic variation relates to relative genetic
isolation of human population following dispersion
from Africa approximately 50,000 years ago.

Variation in facial form is also influenced by sex,
with males tending to have overall larger faces. This
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dimorphism is most notable in the nose and forehead.
Males, being larger, need more air in order to support
larger muscles and viscera. Thus, the nose as the en-
trance to the airway will be longer, wider, and more
protrusive with flaring nostrils. This larger nose is
associated with a more protrusive, sloping forehead
while female foreheads tend to be more upright and
bulbous. If a straight line is drawn in profile that passes
vertically along the surface of the upper lip, the female
forehead typically lies far behind the line with only the
tip of the nose passing the line. Males, on the other
hand, tend to have a forehead that is closer to the line
and have more of the nose protruding beyond the
line [2, 5]. The protruding male forehead makes
the eyes appear to be deeply set with less prominent
cheek bones than in females. Because of the less pro-
trusive nose and forehead the female face appears to be
flatter than that of male’s. Males are typically described
as having deep and topographically irregular faces.

What about the variation in facial form with
change in age? Facial form in infants tends to be
brachycephalic because the brain is precocious relative
to the face, which causes the dermatocranium and
basicranium to be well-developed relative to the vis-
cerocranium. As people age to adulthood, the primary
cue to the aging face is the sagging soft-tissue: the
» collagenous fibers and » proteoglycans of the dermis
decline in number such that dehydration occurs. Ad-
ditionally, subcutaneous fat deposits tend to be reab-
sorbed, which combined with dermal changes yields a
decrease in facial volume, skin surplus (sagging of the
skin), and wrinkling [4].

Musculature and Associated Soft Tissue

Variation in facial appearance among individuals is also
influenced by the soft tissue structures of the facial
skeleton: the mimetic musculature, the superficial
» fasciae, and adipose deposits. All humans generally
have the same mimetic musculature (Fig. 4). However,
this plan does vary. For instance, the risorious muscle,
which causes the lips to flatten and stretch laterally, was
found missing in 22 of 50 specimens examined [6].
Recent work [7, 8] has shown that the most common
variations involve muscles that are nonessential for
making five of the six universal facial expressions of
emotion (fear, anger, sadness, surprise, and happiness).

The sixth universal facial expression, disgust can be
formed from a variety of different muscle combinations,
so there are no ‘essential’ muscles. The most variable
muscles are the risorius, depressor septi, zygomaticus
minor, and procerus muscles. Muscles that vary the least
among individuals were found to be the orbicularis oris,
orbicularis occuli, zygomaticus major, and depressor
anguli oris muscles, all of which are necessary for creat-
ing the aforementioned universal expressions.

In addition to presence, muscles may vary in form,
location, and control. The bifid, or double, version of
the zygomaticus major muscle has two insertion points
rather than the more usual single insertion point. The
bifid version causes dimpling or a slight depression to
appear when the muscle contracts [6, 9, 10]. The
platysma muscle inserts in the lateral cheek or on
the skin above the inferior margin of the mandible.
Depending on insertion region, lateral furrows are
formed in the cheek region when the muscle contracts.
Muscles also vary in the relative proportion of slow to
fast twitch fibers. Most of this variation is between mus-
cles. The orbicularis occuli and zygomaticus major
muscles, for instance, have relatively high proportions
of fast twitch fibers relative to some other facial mus-
cles [11]. For the orbicularis oculi, fast twitch fibers are
at least in part an adaptation for eye protection. Varia-
tion among individuals in the ratio of fast to slow
twitch fibers is relatively little studied, but may be an
important source of individual difference in facial
dynamics. Overall, the apparent predominance of
fast-twitch fibers in mimetic musculature indicates a
muscle that is primarily capable of producing a quick
contraction but one that fatigues quickly (slow-twitch
fibers give a muscle a slow contraction speed but will
not fatigue quickly). This type of contraction is consis-
tent with the relatively fast neural processing time for
facial expression in humans [8].

A final source of variation is cultural. Facial move-
ments vary cross-culturally [12] but there is little liter-
ature detailing racial differences in mimetic muscles.
To summarize, variation in presence, location, form,
and control of facial muscles influences the kind of
facial movement that individuals create. Knowledge
of such differences in expression may be especially
important when sampling faces in the natural environ-
ment in which facial expression is common.

While there are no studies detailing individual
variation in the other soft tissue structures of the face,
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Anatomy of Face. Figure 4 Human mimetic musculature in (A.) frontal and (B.) right side views. Key: 1 - orbicularis

occuli m,, 2 - frontalis m., 3 — procerus m., 4 — corrugator supercilli m., 5 - zygomaticus minor m., 6 — buccinator

m., 7 — orbicularis oris m., 8 - mentalis m., 9 — depressor labii inferioris m., 10 — depressor anguli oris m., 11 - risorius m.,

12 - zygomaticus major m., 13 — levator labii superioris m., 14 — levator labii superioris alaeque nasi m., 15 - nasalis

m., 16 — depressor septi m., 17 — occipitalis m., 18 — posterior auricularis m., 19 — superior auricularis m., 20 — anterior

auricularis m., 21 - platysma m. Color coding represents depth of musculature with muscles colored yellow being the

most superficial, muscles colored blue being intermediate in depth, and muscles colored purple being the deepest. Note

that the buccinator m. (#6) is not considered to be a mimetic muscle but it is included here as a muscle located on the
face that is innervated by the facial nerve [7]. © Anne M. Burrows.

they may also affect facial appearance. The facial soft-
tissue architecture is a layered arrangement with the
epidermis and dermis being most superficial, followed
by the subcutaneous fat, superficial fascia, mimetic
musculature, and deep facial fascia (such as the
parotid/masseteric fascia) and the buccal fat pad [13].
The superficial fascia mainly consists of the SMAS (the
superficial musculoaponeurotic system). This is a con-
tinuous fibromuscular fascia found in the face that
invests and interlocks the mimetic muscles. It sweeps
over the parotid gland, up to the zygomatic arch, across
the cheeks and lips and down to the region of the
platysma muscle. This sheet is also attached to the
deep fascia of the face and the dermis [13]. The collagen
fibers found throughout the SMAS deteriorate with age,
contributing to the sagging facial appearance during the
aging process. In addition, fat deposits in the facial region,
especially the buccal fat pad located between the masseter
muscle and the orbicularis oris muscle, also break down
with age and contributes to the sagging [13].

Contributing to change with age are the cumulative
effects of individual differences in facial expression.
When facial muscles contract, facial lines and furrows
appear parallel to the direction of the contraction. With
aging, the elasticity of the skin decreases, and those
expressions that occur frequently leave their traces; facial
lines, furrows, and pouches become etched into the
surface as relatively permanent features.

Asymmetry

Faces are structurally asymmetric, often with one side
larger than the other. Structural asymmetry, approxi-
mated by distance from facial landmarks to center
points, ranges from 4 to 12% average difference,
depending on the landmark measured [14]. The right
side tends to be larger, and facial landmarks on the
right side tend to be rotated more inferiorly and
posterior to than those on the left [14]. Facial



Anatomy of Face

21

asymmetry is perceptually salient (Fig. 5) and can
result from multiple factors. These include genetic
variation, growth, injury, age, and depending on type
of asymmetry, sex.

Recent evidence suggests that individual differences
in asymmetry may be a useful biometric. When asym-
metry metrics were added to a baseline face recogni-
tion algorithm, Fisher-Faces, recognition error in the
FERET database decreased by close to 40% [15]. These
findings are for 2D images. Because some aspects of
asymmetry are revealed only with 3D measurement,
error reduction may be greater when 3D scans are
available.

Another factor that may contribute to the appear-
ance of asymmetry is facial expression. While most
of the variation in asymmetry at peak expression is
accounted for by structural asymmetry (i.e., basal or
intrinsic asymmetry at rest) [16], movement asymme-
try contributes less but significant variance to total
asymmetry. A function of movement asymmetry may
be to attenuate or exaggerate apparent asymmetry. The
influence of facial expression in face recognition has
been relatively little studied.

Evolution of Human Face Forms

The first recognizable human ancestor was Australo-
pithecus. The gracile (slender or slight) australopithe-
cines, such as A. africanus, are direct ancestors to Homo
and modern humans. The craniofacial skeleton of the
gracile australopithecines is characterized by having rel-
atively large brains when compared to modern apes (but
smaller than Homo) and massive molar teeth with large
jaws. Large jaws need large muscles to move them,
which in turn leave large muscle markings such as the
sagittal crest and a flaring mandibular angle. Powerful
chewing stresses were dealt with in the facial skeleton
by placing anterior pillars on either side of the nasal
apertures. These anterior pillars were massive vertical
columns supporting the anterior part of the hard pal-
ate. Any facial mask stretched over this facial skeleton
would have been influenced in appearance by these
bony features. Overall, australopithecines had a doli-
cocephalic head with a prominent, prognathic “snout”
relative to modern humans [17].

In Homo erectus, the “snout” is greatly reduced as
are the molars (Fig. 6). The sagittal crest and anterior

Anatomy of Face. Figure 5 Left: original face images taken under balanced bilateral lighting. Middle: a perfectly
symmetrical face made of the left half of the original face. Right: a perfectly symmetrical face made of the right half of the
original face. Notice the difference in nasal regions in both individuals caused by left-right asymmetry of the nasal bridge.

[14]. © Elsevier.
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Anatomy of Face. Figure 6 Frontal (left) and right views
(right) of fossil humans. a.) Australopithecus africanus, b.)
Homo erectus, c.) H. neanderthalensis. Abbreviations: AP:
anterior pillar; SC: sagittal crest; BR: brow ridges. Note the
relatively small neurocranium in A. africanus and the
relative states of dolicocephaly and leptoproscopy,
reflecting the small brain. Note also the anterior pillars and
massive jaws. While a brow ridge is present in this species,
it is relatively small compared to Homo. In H. erectus, note
the enlarging neurocranium and wider face with a reduced
“snout”, reflective of the enlarging brain in this species
relative to A. africanus. Additionally, the anterior pillars
have disappeared and the size of the jaw is reduced but
the brow ridges enlarge. Similarly, H. neanderthalensis has
an even larger brain and greater reduction of the “snout”
relative to H. erectus. © Tim Smith

pillars thus disappear and the head shape becomes
more brachycephalic as in modern humans, due to
the dramatic increase in brain size. The nasal aperture
becomes much wider, and the nares in this species
attain the downward facing posture as in modern
humans. A prominent brow ridge develops in H. erectus
that is lost in modern humans [17].

Neanderthals, H. neanderthalensis, are the most
recent fossil human. Their brain size was actually larger
than that of modern humans. Neanderthals are gener-
ally characterized by an enormous nasal opening, a
reduced snout relative to H. erectus but larger than
in modern humans, and a swollen, “puffy” appearance
to the face in the region of the malar bones [17].

What might the face have looked like in each of
these fossil humans? What might their facial expres-
sion repertoire have been? Facial musculature does not
leave muscle markings behind on the bones so it can-
not be described with any degree of certainty. However,
since the mimetic musculature in primates follows a
very conservative pattern from the most primitive
strepsirhines through humans [8], it is logical to
assume that mimetic musculature in fossil humans
was very similar to our own and to chimpanzees, our
closest living relative.

Conclusions

Variation in facial appearance among human indivi-
duals is considerable. While the mimetic musculature
produces facial movements, of which facial expressions
of emotions are best known, it is not the major source
of this variation. The major source is in the facial
skeleton itself. Three representative head types have
been identified, dolico-, meso-, and brachycephalic.
These types correspond to geographic dispersion of
human populations over the past 50,000 years or
more. Within each of these types, there is considerable
variation, which is likely to increase in light of demo-
graphic trends. Such individual differences in facial
anatomy have been relatively neglected in face recogni-
tion research. Asymmetry is a recent exception. Pre-
liminary work in 2D images suggests that inclusion of
asymmetry metrics in algorithms may significantly
reduce recognition error. Because many asymmetry
metrics are 3D, their relative utility may be even greater
where 3D imaging is feasible. Asymmetry, of course, is
only one type of individual variation in facial anatomy.
Others are yet to be explored. The anatomical record
suggests that such work could be promising.

Fossil humans had facial skeletons drastically dif-
ferent from contemporary humans, Homo sapiens. In
general, human facial skeletons have evolved from a
long, narrow form with a prominent “snout” to one in
which the face is more “tucked under” the braincase.
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Facial expression and face recognition are major com-
ponents of communication among humans. Under-
standing the evolution of the human facial form
provides a window for an understanding of how and
why so much emphasis is placed on the face in recog-
nition of individual identity.

Acknowledgements

Preparation of this manuscript was supported in part
by grant NIMH R01-501435 to the University of
Pittsburgh. The authors wish to thank Bridget M.
Waller for much thoughtful discussion on the topic
of muscle variation in humans and helpful comments
on earlier versions of this work. Fig. 1, 4, and 6 by
Timothy D. Smith.

Related Entries

» Eye Features and Anatomy
» Face, Forensic Evidence of
» Face Recognition, 3D

» Face Variation

References

1. Phillips, P.J., Scruggs, W.T., O’Toole, A.]., Flynn, P.J., Bowyer, K.W.,
Schott, C.L., et al.: FRVT 2006 and ICE 2006 large-scale results.
Technical Report NISTIR 7408. National Institute of Standards
and Technology Washington: (2007)

2. Enlow, D.H., Gans, M.G.: 1Essentials of facial growth.
W. B. Saunders, Philadelphia (1996)

3. Schwartz, J.H.: Skeleton keys: An introduction to skeletal mor-
phology, development, and analysis (2nd edn). Oxford Univer-
sity Press, New York (2007)

4. Enlow, D.H.: Facial growth (3rd edn). W.B. Saunders, Philadel-
phia (1990)

5. Mooney, M.P., Siegel, M.L.: Overview and introduction. In:
Mooney M.P, Siegel M.I. (eds.) Understanding craniofacial
anomalies: The Etiopathogenesis of Craniosynostoses and Facial
Clefting, pp. 3-10. Wiley-Liss, New York (2002)

6. Pessa, J.E., Zadoo, V.P.,, Adrian, E.J., Yuan, C.H., Aydelotte, J.,
Garza, J.R.: Variability of the midfacial muscles: Analysis of 50
hemifacial cadaver dissections. Plast. Reconstr. Surg. 102,
1888-1893 (1998)

7. Waller, B.M., Cray, J.J., Burrows, A.M.: Facial muscles show
individual variation only when non-essential for universal facial
expression. Emotion. 8, 435-439 (2008)

8. Burrows, A.: Primate facial expression musculature: Evolution-
ary morphology and ecological considerations. Bio Essays. 30,
212-225 (2008)

9. Pessa,].E., Zadoo, V.P,, Garza, P., Adrian, E., Dewitt, A., Garza, J.R.:
Double or bifid zygomaticus major muscle: Anatomy, incidence,
and clinical correlation. Clin. Anat. 11, 310-313 (1998)

10. Sato, S.: Statistical studies on the exceptional muscles of the
Kyushu - Japanese Part 1: The muscles of the head (the facial
muscles). Kurume Med. J. 15, 69-82 (1968)

11. Goodmurphy, C., Ovalle, W.: Morphological study of two
human facial muscles: orbicularis occuli and corrugator super-
cilii. Clin. Anat. 12, 1-11 (1999)

12. Schmidt, K.L., Cohn, J.E: Human facial expressions as adapta-
tions: Evolutionary perspectives in facial expression research.
Yolk. Phys. Anthropol. 116, 8-24 (2001)

13. Larrabee, J.W.E,, Makielski, K.H.: Surgical anatomy of the face.
Raven Press, New York (1993)

14. Ferrario, V.E, Sforza, C., Ciusa, V., Dellavia, C., Tartaglia, G.M.:
The effect of sex and age on facial asymmetry in healthy
participants: A cross-sectional study from adolescence to mid-
adulthood. J. Oral Maxillofac. Surg. 59, 382-388 (2001)

15. Liu, Y., Schmidt, K.L., Cohn, J.E, Mitra, S.: Facial asymmetry
quantification for expression invariant human identification.
Comput. Vision Image Underst. 91, 138-159 (2003)

16. Schmidt, K.L., Lui, Y., Cohn, J.E: The role of structural facial
asymmetry in asymmetry of peak facial expressions. Laterality
11(6), 540-561 (2006)

17. Tattersall, I., Schwartz, J.H.: Extinct humans. Westview, Boulder,
CO (2000)

I
Anatomy of Fingerprint

» Anatomy of Friction Ridge Skin

I
Anatomy of Friction Ridge Skin

R. AusTIN HickLIN
Noblis, Fairview Park Drive, Falls Church, VA, USA

Synonyms

Anatomy of Fingerprint; Palmprint anatomy

Definition

Friction ridge skin refers to the skin of the palms of the
hands and fingers as well as the soles of the feet and toes.
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Friction ridge skin can be differentiated from the skin of
the rest of the body by the presence of raised ridges, by
epidermis that is thicker and structurally more com-
plex, by increased sensory abilities, by the absence of
hair, and by the absence of sebaceous glands. The pres-
ence of friction ridges enhances friction for skin used in
grasping. Note that the term » fingerprint refers to an
impression left by the friction skin of a finger rather
than the anatomical structure itself.

Introduction

The palms of the hands and fingers as well as the soles of
the feet and toes have skin that is distinctly different
from the skin of the rest of the body. This skin is known
as thick skin, volar skin, or hairless skin by anatomists,
but is known as friction ridge skin in the biometric and
forensic communities due to the distinctive patterns of
raised ridges that can be used in identification.

Surface Features

Friction ridge skin is covered with a corrugated texture of
ridges that enhance the ability of the hand (and feet) to
grasp or grip surfaces. The ridges are three-dimensional
structures with irregular surfaces, separated by narrower
furrows or valleys. The surface features of friction ridge
skin are often divided into three levels of detail: » ridge
flow and pattern for an area of skin (level-1 features);
ridge path and » minutiae for a specific ridge (level-
2 features); and dimensional, edge shape, and pore
details within a specific ridge (level-3 features) [1, 2].
The morphological patterns of ridge flow vary with
the location. When comparing the areas of friction ridge
skin, the most complex patterns can usually be found on
the outermost (distal) segments of the fingers, at the
interdigital portion of the palm across the bases of
the fingers, on the tips of the toes, and at the portion
of the sole across the bases of the toes. The ridges in
these areas often have tightly curving patterns with con-
tinuously changing direction. The complexity of ridge
flow in these areas is because of the fetal development of
volar pads in those areas (discussed below in Friction
Skin Development). The other areas of friction skin,
such as the extreme tips and lower joints of the fingers,
and the lower portion of the palm, usually contain gently
curving ridges without dramatic changes in direction.

For the distal (outermost) segments of the fingers,
ridge flow falls into three general pattern classifications:
(1) whorls, in which the ridge flow forms a complete
circuit; (2) loops, in which the ridge flow enters from
one side, curves, and returns in the same direction from
which it came; and (3) arches, in which the ridge flow
enters from one side and exits the opposite side. The
most common patterns are ulnar loops, or loops in
which the flow points to the ulna (the bone in the
forearm closest to the little finger). The most complex
patterns (double loop, central; pocket loop, and acci-
dental) are considered subclasses of whorls. In very rare
circumstances, friction skin is composed of dissociated
small sections of ridges that do not form continuous
ridges, a genetic condition known as dysplasia [1].

Ridges are of varying lengths, and may be as short as
a segment containing a single pore, or may continue
unbroken across the entire area of friction skin. The
points where specific ridges end or join are known as
minutiae, and are of particular interest: ridge endings
and bifurcations are the features most frequently used in
identification. Very short ridges containing a single pore
are known as dots. Many fingerprints have thin, imma-
ture, often discontinuous ridges known as incipient
ridges between the primary ridges as shown in Fig. 2.

The ridges vary markedly in diameter and frequency
between different parts of the body: for example, the
ridges of the soles of the feet are notably coarser than
those of the palms and fingers, and the ridges of the little
fingers are often finer than those of the other fingers. The
diameter of ridges increases with an individual’s size,
with male ridges generally larger than for females, and
adult ridges notably larger than for children. Within a
given small section of skin, some ridges may be finer or
coarser than the others in the surrounding area.

The ridges are punctuated by a series of sweat
pores. While on average the spacing of the pores is
relatively regular, the specific locations of pores are
distinctive features that are used in identification.

Friction skin flexes along lines known as flexion
creases. The most prominent of the flexion creases are
the interphalangeal creases that separate the segments of
the fingers, and the thenar and transverse creases of the
palm. A variety of minor flexion creases are particularly
notable on the palm. Flexion creases form along areas in
which the skin is more strongly attached to the under-
lying fascia [3]. The smallest of the flexion creases are
known as white lines, which occur randomly over the
skin [1]. The prevalence and depth of white lines
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increases with age. White lines are especially prevalent
on the lower joints of the fingers, and on the thenar
(base of the thumb). In some cases, a large number of
white lines make the underlying ridges difficult to
discern, as shown in Fig. 1.

Friction Skin Structure

Skin is a protective barrier that contains nerve recep-
tors for a variety of sensations, regulates temperature,
allows the passage of sweat and sebaceous oils, and
houses the hair and nails. Friction ridge skin is differ-
entiated from thin skin not just by the presence of
raised papillary ridges, but also by epidermis that is
much thicker and structurally more complex, by
increased sensory abilities, by the absence of hair, and
by the absence of sebaceous glands.

Skin throughout the body is composed of three
basic layers: the hypodermis, dermis, and epidermis.

The innermost hypodermis (also known as subcu-
taneous tissue or the superficial fascia) is made of
connective tissue that stores fat, providing insulation
and padding. The hypodermis varies in thickness, but
is particularly thick in friction ridge skin [3, 4].

The dermis is composed of dense connective tissue
that provides strength and plasticity. The dermis houses
blood vessels, nerve fibers and endings, and sweat glands.
In non-friction ridge skin, the dermis also contains
sebaceous (oil) glands, hair follicles, and arrector pili
muscles, which raise hair and cause “goose bumps” [4].

The boundary between the dermis and epidermis is
of particular interest for friction ridge skin. The dermis
and epidermis are joined by papillae, which are colum-
nar protrusions from the dermis into the epidermis, and
rete ridges, which are the areas of the epidermis

Anatomy of Friction Ridge Skin. Figure 1 Friction skin ridge flow: whorl and loop finger patterns, and unpatterned skin
from a lower finger joint. Note the minor creases (white lines), especially in the middle and right images.

Anatomy of Friction Ridge Skin. Figure 2 Friction ridge skin with corresponding inked and optical live scan fingerprint
impressions. Note the variation in appearance of details, especially the incipient ridges. The pores are clearly visible in the

rightmost image.
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surrounding the papillae. The papillae anchor the epi-
dermis and contain nerve endings and blood vessels.
Papillae in thin skin are small, relatively infrequent,
and are not arranged in any particular pattern. In
friction ridge skin, the papillae are densely arranged
in curved parallel lines by pairs, with pairs of papillae
surrounding the sweat pores [3] (Fig. 3).

The epidermis provides the outermost protective
layer, and is structurally very different between friction
ridge and thin skin. The epidermis does not contain
blood vessels, and therefore the basement membrane,
which joins the dermis and epidermis, serves as the
medium through which nutrient and waste passes.
The lowest level of the epidermis (stratum basale) con-
tains a single layer of basal generative cells, which are
anchored to the basement membrane. These basal
cells continuously create columns of new cells. It takes
12-14 days for a cell to progress from the innermost
basal layer to the outermost horny or cornified layer
of the epidermis. During this time, the cell flattens
forms interconnections with the neighboring cells, is
filled with keratin (the tough protein found in hair

and nails), and dies. The dead cells are continuously
exfoliated, with the entire epidermis being renewed
approximately every 27 days. The thickest portion of
the cornified layer of cells is generated along the lines
of paired papillae, resulting in visible friction ridges,
punctuated with pore openings. The epidermis in
friction ridge skin is 0.8—1.44 mm thick, as compared
to 0.07-1.12 mm thickness elsewhere. Heavy use can
result in substantially increased thickness of the epi-
dermis, in the form of calluses or corns [3, 4].

Friction Skin Development

The individual characteristics of friction ridge skin are
determined during fetal development, based on a com-
bination of genetic and random factors. The overall
pattern of friction ridges is determined by the forma-
tion and regression of volar pads in the fetus. Starting
at approximately 6 or 7 weeks of gestational age, human
fetuses form swellings of tissue in what will later be-
come the dermis: 11 of these volar pads generally

Anatomy of Friction Ridge Skin. Figure 3 (a) Structure of friction ridge [5]. (b) Examples of friction ridge features.
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develop on each hand, with 1 at each fingertip, 4 inter-
digital pads at the bases of the fingers, 1 thenar pad at
the ball of the thumb, and 1 hypothenar pad along the
outside of the palm. Each foot has 11 pads in
corresponding locations. The size, shape, and period
of development of the volar pads are determined to a
large extent by genetics. The pads continue to grow for
a few weeks and then regress as the rest of the hands and
feet grow. The volar pads are usually no longer evident
by about 16 weeks of gestational age. During the period
of volar growth and regression, starting at about 10
weeks of gestational age, the basal epidermal cells
begin a stage of rapid proliferation, especially sur-
rounding the sweat glands. Since this process occurs
while the volar pads are regressing, the result is that the
growing cells fuse together along the lines of stress
created by the collapse of the volar pads. While the
overall form of the ridges follows the contours of
volar pads, the specific paths, bifurcations, and endings
of the ridges are determined by the stresses encountered
during growth [1, 6, 7].

The overall form of the ridges is determined by the
topography of the volar pads, with the pattern class
determined by the height and symmetry of the volar
pads. This can be seen most easily in examining the
areas without volar pads, such as the lower joints of the
fingers and the lower palm: the ridge flow in these areas
is generally simple, with ridges flowing across the area
without dramatic changes in direction. If volar pads
are small the resulting pattern will be an arch, with
simple ridge flow similar to the areas without volar
pads. If the volar pads are large and centered, the
resulting pattern will be a whorl, with ridge flow fol-
lowing the circuit of the pad.

Because of the genetic basis for volar pad forma-
tion, overall ridge flow or pattern classification is often
similar between siblings, especially identical twins.
For the same reason, fingerprint patterns on an indi-
vidual’s left and right hands are often similar to mirror
images of each other. However, because the path of any
individual ridge results from chaotic stresses, the details
of minutiae are specific to the individual.

Prevalence

Friction skin covers the palms and soles of all anthro-
poid primates (monkeys, apes, and humans), as well as
on portions of the prehensile tails of some New World

monkeys. Some but not all prosimian primates
(lemurs) have friction skin on portions of their palms
and soles [8]. Friction skin is unusual in other mam-
mals, but is found on portions of the grasping hands
and feet of two species of tree-climbing marsupials
(koalas and one form of phalanger) [9]. Note in all
cases that friction ridge skin is associated with
grasping surfaces: the ridges increase friction, and the
greater density of nerve endings improves tactile
sensitivity.

Problems in Capturing Friction Skin
Features

Friction ridge skin is a flexible, three-dimensional
surface that will leave different impressions depending
on factors including downward or lateral pressure,
twisting, and the medium used. Even when only con-
sidering clear impressions, the details of fingerprints
and » palmprints vary subtly or substantially between
impressions. As downward pressure increases, the ap-
parent diameter of the valleys decreases and the ridges
widen. The frequency of ridges is affected by lateral
compression or stretching. A bifurcation of a physical
ridge does not always appear as a bifurcation in the
corresponding print, but may appear to be a ridge end-
ing under light pressure. Incipient ridges may become
more discontinuous or vanish altogether under light
pressure. Pores are not always evident in fingerprints
even at high resolution, which can be explained in
part by the tendency to fill with liquid such as sweat
or ink. This variability between different impressions
of an area of friction skin is responsible for much of
the complexity of matching fingerprints, whether per-
formed by human experts or automated recognition
systems.
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Synonyms

Hand physiology; Hand structure

Definition

The » anatomy of human hand is quite unique and
includes the configuration of bones, joints, veins, and

muscles. The physiological interconnection and struc-
ture of these parts are responsible for the structure of
the human hand. The functional area of hand includes
the five fingers, palm, and the wrist. Among a number
of biometric modalities that are used for human
identification, hand-based modalities achieve high
performance and have very high user acceptance.
A hand-based biometric system integrates several
physiological and/or behavioral features that have
their individuality in the anatomy of hand. The
prime focus of this study is on internal and physiologi-
cal structure of human hand which defines the unique-
ness of various hand related biometric modalities.

Introduction

The anatomical study of human hand is not new; it
dates back to prehistoric times, but it is finding new
applications in the field of biometrics. The proper
understanding of structure requires the knowledge of
function in the living organism. As one of the basic life
sciences, anatomy is closely related to medicine and to
other branches of biology. The hands of the human
being are the two multi-fingered body parts located at
the end of each arm. It consists of a broad palm with
five fingers, each attached to the joint called the wrist.
The back of the hand is formally called the dorsum of
the hand. The uniqueness of the human hand, as
compared to the other animals comes from the fact
that all the fingers are independent of each other and
the thumb can make contact with each finger.

The anatomy of hand is the key to ascertain the indi-
viduality of hand-based biometrics. The hand-geometry
biometric largely represets the anatomy of hand bones
and muscles. The hand-vein biometric represents the
uniqueness in the anatomy of hand-veins while the palm-
print represents » epidermis on the palm. The behav-
ioral biometrics like signature is also highly dependent
on the anatomy of bones and muscles. Therefore the
study of hand anatomy is fundamental to ascertain the
individuality of hand-based biometrics.

Structure of the Human Hand

The internal structure of hand is an assortment of
bones, muscles, nerves, and veins.
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Bones

The structure of the hand is primarily attributed to the
bones comprising the human hand. The hand is com-
posed of 27 bones, broadly divided into three groups
called carpals, metacarpals, and phalanges (Fig. 1). The
wrist of the hand consists of a cluster of bones named
as carpals. These bones are considered as a part of wrist
and are responsible for the to-fro and back-forth
movement of the wrist. These are eight in number
and are named as:

1. Scaphoid 2. Lunate
3. Triquetrum 4. Pisiform
5. Trapezium 6. Trapezoid
7. Capitate 8. Hamate

Metacarpals are the intermediate part of the fingers
and the wrist [1]. This cluster of bones make the
central part of the hand called the palm. The metacar-
pals are five in number and are named as:

9. First metacarpal 10.
(Thumb)

11.|  Third metacarpal 12.
(Middle finger)

13. | Fifth metacarpal (Little
finger)

Second metacarpal
(Index finger)

Fourth metacarpal
(Ring finger)

The remaining fourteen bones are called the pha-
langes. These are named as follows:

14. Proximal 15.
16. Distal

Medial

There are two in the thumb, and three in each of the
four fingers, as shown in (Fig. 2). The distal phalanges
carry the nails, the middle phalanges are in the middle
and the proximal phalanges are closest to the palm.
Bones are the most important structure of the human
hand and responsible for almost all the activities of the
hand. Even so, bones structures in the hand are not a
popular candidate for biometric authentication. Being a
hidden structure of hand, the acquisition of hand bone
images is very difficult. However, the hand bone struc-
tures are useful in forensic identification especially in
situations when other physiological structures are not
available, e.g. during accidents/fire. The individuality of
hand bone structures is generally believed to be low due
to the high similarity in the bone types.

Anatomy of Hand. Figure 1 Skeletal structure of the
human hand.

Anatomy of Hand. Figure 2 Phalanx bones of the
human hand.

Muscles

Muscles are like the building blocks on the bones.
These not only make the hand robust in gripping
but also are very helpful in its movement. The mus-
cles of the human hand are composed of two types of
tissue, namely the extrinsic muscle groups and intrin-
sic muscle groups [3]. The extrinsic groups of muscles
are generally present in dorsal (back) part of the hand,
or palmer (grasping) part of the hand. It is broadly



30

Anatomy of Hand

divided into extensors, present on dorsal part and
flexors, present on the palmar part of the hand. The
extensor muscles are further divided into those whose
movement is around wrist as:

1.| Extensor carpi radialis | 2.
longus

Extensor carpi radialis
brevis

3.| Extensor carpi ulnaris

4. Abductor pollicus 5.
longus

Extensor pollicus
brevis

Extensor pollicus longus | 7. | Extensor digiti minimi

8.| Extensor digitorium

And those whose movement is around digits (the
four fingers without the thumb) of hand as:

All the extensor muscles are shown in (Fig. 3).
Unlike extrinsic muscles, the intrinsic muscles of
the hand are originated at wrist and hand. It can be
divided as: Dorsal and Volar muscles. The dorsal intrin-
sic muscles (Fig. 4) can be further subdivided into:

|1. ‘ Dorsal interossei ‘ 2. ‘Abductordigiti minimi

The volar intrinsic muscles are present in two
layers:
1. Superficial layer

1.1. | Abductor digiti minimi | 1.2.
1.3. Lumbricals 1.4.
1.5. | Abductor pollicis brevis

Flexor digiti minimi

Adductor pollicis

2. Deep layer

|2.1. ‘ Oppones digiti minimi ‘ 2.2. ‘Palmar interossei

The superficial and deep muscles are shown in
Figs.5a and 5b.

Due to intrinsic features of human hand, the
muscles are weak candidate for biometric identifica-
tion. Muscles are covered by skin and hence it is very
difficult for an imaging system to capture muscle
structures independently. The acquisition of muscle
structure requires very complex imaging techniques,
such as magnetic resonance imaging which is very
expensive. While capturing hand geometry or palm-
print images, the muscles have very little or no effect
on hand surface when the user-pegs are employed
to constrain the hand movement. However, the

Anatomy of Hand. Figure 3 Extrensor muscles of
the hand.

Anatomy of Hand. Figure 4 Dorsal intrinsic muscles.

peg-free hand imaging introduces some effect due to
the independent movement of fingers. One of the
major weaknesses with muscles as biometric trait
is that with the change in age, it begins to loose its
shape and strength. Due to change in shape the
hand surface of a young man looks quite different as
compared to an old man. However, being an internal
part of hand surface, muscles are quite stable with
respect to changes in humidity and temperature.
Another advantage with the possible usage of muscle
as a biometric trait is that being hidden structure it is
very difficult to spoof and any change in muscle
structure requires very complex surgical operations.

Nerves

The nerves are a very important part of hand
and helpful in sensing objects. These internal struc-
tures are also responsible for carrying the sensory in-
formation from one part of the body to the other.
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Anatomy of Hand. Figure 5 (a) Superficial layers. (b) Deep layer.

These nerves are quite stable and unique candidate for
potential biometric identification. There are two ways
of discussing nerve distribution in wrist and hand of
human body. These are:

The peripheral nerves are distributed around wrist
and hand and can be classified as:

|1. ‘ Peripheral nerves or I 2. ‘Dermatomes nerves

The dermatomic regions of the skin are very sensi-
tive from medical point of view, as pain in this area
indicates spinal damage. Nerves in these areas are
originated from dorsal root (single spinal nerve root)
[4]. These root nerves are:

1.1. Median nerve 1.2. Ulnar nerve

Lateral cutaneous
nerve of forearm

1.3. Radial nerves 1.4.

1.5.| Medial cutaneous (musculocutaneous

nerve of forearm nerve)
1.1. cs5 1.2. c6
1.3. c7 1.4. c8
1.5. T1 1.6. T2

Nerve root C5 is associated with radial nerve, C6 is
associated with median nerve, and C7 is associated
with both median and radial nerve. C8 forms the
median, ulnar, and radial nerve. T1 root is of Medial
cutaneous nerve of forearm. All the root and peri-
pheral nerves are shown in Fig. 6.

Anatomy of Hand. Figure 6 The peripheral nerves
distribution in arm and wrist of human hand.

However, nerves are also the hidden structure and
therefore very difficult to be imaged. This is the prin-
cipal reason why the nerve structures are not yet been
explored for biometric identification.

Palmprint

The human palm is defined as the inner portion of the
hand starting from the wrist to the root of the fingers.
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The print is an impression made when the body part is
pressed against some surface. A palmprint therefore
illustrates the physical properties of skin pattern such
as lines, points, minutiae, and texture [2]. Palmprint
identification can be seen as the capability to uniquely
identify a person amongst others, by an appropriate
algorithm using the palmprint features. The palmprint
features are mainly developed during the life processes,
due to biological phenomenon, with the growth of
fetus in the uterus. Even a minute change in these
inherent phenomenon, changes the complete life pro-
cess and hence the structure of two different palms is
expected to be never the same. The main features of
interest from the palmprints are as follows:

Minutiae features from the palm friction ridges

2. Principal lines, which are the most, darken lines on
the palm

3. The thinner and irregular lines, as compared to
principle lines called wrinkles

4. Datum points, which are the end points of princi-
pal lines

In the most palmprint recognition approaches,
various texture features are acquired from the 2D
images. However, a limitation of such a system is that
the acquired images and hence the accuracy of such
systems is highly sensitive to the illumination changes.
Recent research in this area has shown promising
results using simultaneously acquired 3D palmprint
features [5]. A 3D scanner can be used to capture the
palmprint surface. Such acquisition not only reduces
the effect of illumination, but also provides a better
curvature of principle lines, depth, and wrinkles of the
palmprint. The palmprint systems employing 3D pal-
mar features are certainly more reliable and robust to
security threats as compared to those systems employ-
ing only 2D features.

Most of the above discussed palmprint features are
acquired from low resolution images (approximately
100 pixels per inch). Such extracted features and
matching algorithms cannot suit a typical forensic
application. More palmprint features such as: palmar
friction ridges, palmar flexion creases, palmar texture,
minutiae etc., can be utilized for recognition purposes.
Friction ridges are folded pattern of palm skin with
sudoriferous gland but without hair. The palmar fric-
tion ridges are formed during the embryonic skin
development but after the appearance of flexion
creases [6, 7]. The palmer friction ridges originate

Anatomy of Hand. Figure 7 The palmar flexion creases
(adopted from [6]): major creases (red), minor

from the deeper » dermis layer within the first twelve
weeks of fetal development.

As shown in Fig. 7, the flexion creases appearing on
palmar surface can be grouped in three categories:
major flexion, minor flexion, and secondary creases.
The major flexion creases are the largest creases and
include distal transverse (heart-line), radial transverse
(life-line), and proximal transverse (head-line). These
major flexion creases are highly visible large lines that
are often employed as reference while aligning two
palmprints for biometric identification. The minor flex-
ion creases, along with the secondary creases and min-
utiae locations, serve as reliable features for palmprint
identification for forensic [6] and civilian applications.

Fingerprint

The impression of friction ridges formed from the
inner surface of fingers and thumb is referred to as
fingerprint. The formation of finger tips is similar
to the formation of blood vessels or capillaries during
the growth of fetus in the uterus. The formation of
skin and the volar surface of palm or sole in the
fetus are due to the flow of amniotic fluids in a
micro-environment. With the minor change in the
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flow of amniotic fluids and the position of fetus in the
uterus, the minute skin structures around palm or
finger tips begins to differentiate. Thus, the finer
details present on fingertips are determined by very
minute biological phenomenon in a micro-environ-
ment. Even a small difference in micro-environment,
changes the process of cell formation completely and
these structures vary from hand to hand. The similarity
of these minute structural variations is virtually im-
possible to detect [8]. In biometrics literature, finger-
print is treated as one of the most reliable modality due
to its high structural variance from hand to hand as
even identical twins have different fingerprints [9]. A
fingerprint broadly consists of a pattern of ridges/
valleys. Its uniqueness is attributed to the ridge char-
acteristics and their inter-relationship. Minutiae points
in the fingerprints are defined as ridge endings, the
point where the ridges end abruptly, or ridge bifurca-
tion/trifurcation, where the ridges are divided into
different branches. These patterns have shown to be
quite immune to aging and biological changes. The
fingerprint features are extracted from the character-
istics of frictin ridges and generally into three
categories:

1. Macroscopic ridge ridge flow patterns (core and
delta points)
Minutiae features (ridge endings and bifurcations)
3. Pores and ridge contour attributes (incipient
ridges, pore, shape and width)

Finger Knuckle

The joints from phalanx bones (Fig. 2) of human
hands generate distinct texture patterns on the
finger-back surface, also known as the dorsum of
hand. In particular, the image pattern formation from
the finger-knuckle bending is quite unique and makes
this surface a distinctive biometric identifier. Figure 8
identifies three finger knuckles, from each of the
finger, which can be potentially employed for per-
sonal identification. The anatomy of fingers allows
these knuckles to bend forward and resist backward
motion [2]. Therefore each of three finger-knuckle
(Fig. 8) results in a very limited amount of crease and
wrinkles on the palm-side of the fingers. The anatomy
of joints from the phalanax bones results in a greater
amount of texture pattern from the middle finger
knuckle surface, from each of the fingers, and has

Anatomy of Hand. Figure 8 Finger Knuckle from the
hand dorsal surface.

emerged as another promising modality for the bio-
metric identification.

Hand Geometry

The anatomy of hand shape depends upon geometry of
hand, length, width of fingers, and the span of the hand
in different dimensions. The hand geometry biometric
is not considered suitable for personal identification
for the large scale user population as the hand geome-
try features are not highly distinctive. The requirement
of the low cost imaging and low-complexity in feature
extraction makes this biometric highly suitable for
small scale applications (office attendence, building
access etc.). The typical imaging setup for the acquisi-
tion of hand geometry images employ pegs to con-
strain the movement of fingers. However, recent
publications have illustrated that the peg-free imaging
can also be used to acquire images for hand geometry
measurements. Such images can be used to extract
length, width, perimeter, and area of palm/finger sur-
face. These geometrical features of the hand can be
simultaneously extracted with other biometric fea-
tures, e.g. palmprint or fingerprint [10]. The anatomy
of two human hands is quite similar and therefore
hand geometry features from the left and right hands
are expected to be similar. This is unlike the finger-
print or iris which shows characteristic distinctiveness
in two separate (left and right) samples. The hand
gestures also play very important anatomical repre-
sentation in our daily life. Some of the examples of
such activities are, waving the hand for familiar faces,
making use of hands to call someone, representing the
sign of victory with hands, fingers are used to point
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someone, etc. The 3D hand gestures are a potential
modality for gesture recognition and pose estimation
and highly depend on the anatomy of individual’s
hands [11].

Hand Veins

Veins are hidden underneath the skin, and are generally
invisible to the naked eye and other visual inspection
systems. The pattern of blood veins is unique to every
individual, even among identical twins. The veins are
the internal structure responsible for carrying blood
from one body part of the body to the other. Veins that
are present in the fingers, palmar, and back of the hand
surface are of particular interest in biometric identifi-
cation. There are mainly two types of veins found on
the dorsum of the hand, namely cephalic and basilic.
Basilic veins are the group of veins attached with the
surface of the hand. It generally consists of upper part
of the back of hand. Cephalic veins are the group of
veins attached with the wrist of the hand. It is often
visible form the skin. The vein pattern of human hand
can also be represented in the same way as fingerprint
and palmprint by ridges and bifurcation points [12].
Figure 9 shows the vein structure on the back of human
hand or on the palm dorsum surface. The spatial arr-
angement of the vascular network in the human body
is stable and unique in individuals [13]. The prime
function of vascular system is to provide oxygen to
body parts. As the human body increases with age it
extends or shrinks with the respective change in the
body. Thus, the shape of hand vein changes with the

Anatomy of Hand. Figure 9 Veins in the human hand.

physiological growth. During the adult life generally no
major growth takes place and hence vein patterns are
quite stable at the age of 20-50 years, at a later age the
vascular system begins to shrink with the decline in the
strength of bones and the muscles. These changes in
vascular system make the vein pattern loose the earlier
pattern. As the vascular system is a large and essential
system of the body, it is largely affected by any change
in the body; either by nature or by disease. Diabetes,
hypertension, atherosclerosis, metabolic diseases, or
tumors [14] are some diseases which affect the vascular
systems and make it thick or thin.

The temperature of veins is quite different from its
surrounding skin due to temperature gradient of skin
tissues containing veins. This change in temperature
can easily be observed in an image, captured by infra
red thermal camera. However, such imaging is largely
influenced by room temperature and humidity due to
sensitivity of thermal cameras to these factors. Incor-
rect information about any of such factors can result in
wrong approximation of temperature and affect the
visibility of vein patterns. Based on the fact that
the superficial veins have higher temperature than
the surrounding tissue, the vein pattern at the back
of the hand can be captured using a thermal camera.
Other important aspect of vein anatomy relates to their
spectral properties. Vein absorbs more infrared light as
compared to its surrounding skin. This is due to level
of blood oxygen saturation in the vein patterns. There-
fore the vein pattern of a human hand can also be
acquired using low-cost near infrared imaging [12].
The absorption and scattering property of infrared
light depends upon exact wavelength used at the time
of imaging, while at some wavelength arteries absorb
more light than veins. Thus the same image of veins
and arteries, acquired at low wavelength generates dif-
ferent intensity images.

The Reflectance Spectrum of
Hand Skin

Besides the internal inherent structures that constitute
the hand anatomy (as discussed above), some other
biological properties of human hand can also be utilized
to acquire unique features for biometric identification.
One of such properties is the existence of distinguishing
patterns in skin reflectance. The biological composition
of skin and its response varies from individual to



Analysis-by-Synthesis

35

individual. The spectral behavior of skin can be
quantitatively measured as the ratio of light reflected
over the incident light for a particular wavelength. This
spectral analysis is one of the most reliable approaches to
detect spoof biometric samples; as research in this area
shows that the spectrum in the case of a mannequin is
quite different from human skin [15]. It is important to
note that the spectral characteristics of the palm are
quite identical to that of back of hand with little increase
in wavelength due its reddish color. The spectral reflec-
tance of skin is quite independent of any particular race
or species and therefore it cannot be used for any such
classification. However, the darker skin reflects smaller
proportion of incident light, therefore the variation in
curvature is also low [15].

Summary

The structure of human hand is quite complicated and
consists of a variety of soft tissues and bones. The hand
based biometrics system exploits several internal
and external features that are quite distinct to an indi-
vidual. However, some features or traits have been ob-
served to be highly stable while some are more
conveniently acquired (e.g. hand geometry). The indi-
viduality in the uniqueness of the hand based bio
metrics is highly dependent on the intrinsic anatomical
properties of the hand. There has been very little work to
explore several anatomical characteristics of hand, e.g.
muscles, nerves, etc., for biometric identification. The
success of a biometric modality highly depends on its
uniqueness or the individuality, which can be better ex-
plored from the human anatomy and the biological
process that generates corresponding physiological
characteristics.

Related Entries

» Palmprint, 3D

» Hand Geometry

» Hand Vein

» Palmprint Features
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Analysis-by-Synthesis

Analysis by synthesis is the process that aims to analyze
a signal or image by reproducing it using a model. The
objective is to find the value of the model parameters
that synthesize the closest image possible in the span of
the model. It is then an optimization problem that
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Analytic Study

requires the setting of a cost function (e.g., sum of
squares) and of a model with a small number of para-
meters. The model must be able to generate typical
variations (such as pose, illumination, identity and
expression for face images), to enable the analysis of a
signal or image that includes expected variations.

The analysis-by-synthesis approach of hetero-
geneous face matching compares between an enroll-
ment image A and an image A, which is synthesized
from an input probe image in such a way that the
image properties of A, resemble those of A.

» Face Sample Synthesis
» Heterogeneous Face Biometrics

|
Analytic Study

An analytic study is one where the goal is the utiliza-
tion of the information gathered for improvement
of the process going forward as opposed to an enumer-
ative study.

» Test Sample and Size

[
And-Or Graph

An And-Or graph is a 6-tuple for representing an
image grammar G

Gand-or = Sa VN, VTvRu 27 p

where S is a root node for a scene or object category,
Vn is a set of non-terminal nodes including an And-
node set and an Or-node set, Vr is a set of terminal
nodes for primitives, parts and objects, R is a number
of relations between the nodes, 2 is the set of all valid
configurations derivable from the grammar, and P is
the probability model defined on the And-Or graph.

» And-Or Graph Model for Faces

| And-Or Graph Model for Faces

Feng Min'"2, JINLI Suo®*, Song-CHuN Zuu??
"Institute for Pattern Recognition and Artificial
Intelligence, Huazhong University of Science and
Technology, China

“Lotus Hill Institute for Computer Vision and
Information Science, China
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Synonym

And-Or Graph Model

Definition

For face modeling, an » And—Or graph model was first
proposed in [1] as a compositional representation for
high resolution face images. In an And—Or graph, the
And nodes represent coarse-to-fine decompositions
and the Or-nodes represent alternative components
for diversity. The And-Or graph face model, as illu-
strated in Fig. 1, has three levels: the first level describes
the general appearance of global face and hair; the
second level refines the representation of the facial
components (eyes, eye brows, nose, mouth) by model-
ing the variations of their shapes and subtle appear-
ance; and the third level provides further details of the
face components and divides the face skin into nine
zones where the wrinkles and speckles are represented.
The And-Or graph provides an expressive model for
face diversity and details, and thus is found to be
especially efficient for applications in » face sketching
generation and » face aging simulation.

Introduction

Human faces have been extensively studied in com-
puter vision and graphics for their wide applications:
detection, recognition, tracking, expression recogni-
tion, and nonphotorealistic rendering (NPR). Many
face models have been proposed, for example,
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And-Or Graph Model for Faces. Figure 1 An illustration of the compositional And-Or graph representation of human
face. The left column is a face image at three resolutions. All face images are collectively modeled by a three-level And-Or
graph in the middle column. The And nodes represent decomposition and the Or nodes represent alternatives. Spatial
relations and constraints are represented by the horizontal links between nodes at the same level. By the selection of

alternatives, the And-Or graph turns into a parse graph for a face instance. The right column represents the dictionaries at

three scales: 4,/ A/, and A,'. From Xu et al. [1].

EigenFace [2], FisherFace [3], Laplacianfaces [4] and
their variants [5], deformable templates [6], the active
shape models, and active appearance models [7, 8, 9].
Most of these models are mainly used for face detec-
tion, localization, tracking, and recognition.

Although these face models have achieved reasonable
successes in face detection, recognition, and tracking,
they use templates of fixed dimensions at certain low-
middle resolutions, and thus are limited by their expres-
sive powers in describing facial details in higher resolu-
tions, for example, subtle details in the different types of
eyes, nose, mouths, eyebrows, eyelids, muscle relaxations
due to aging, skin marks, motes, and speckles. Conse-
quently, these models are less applicable to applications
that entail high precision, such as face sketch generation
and face aging simulation. For the latter tasks, Xu et al.
[1] proposed a compositional And—Or graph represen-
tation for high-resolution face images. Adopting a

coarse-to-fine hierarchy with the Or nodes represent-
ing the alternatives, the And—Or graph can represent a
large diversity of human faces at different resolutions.

Compositional And-Or Graph
Representation for Faces

A compositional And-Or graph describes all types
of faces collectively at low, medium, and high resolu-
tions, as shown in Fig. 1. There are three types of nodes
in the And-Or graph: And-nodes, Or-nodes and leaf-
nodes. An And-node either represents a way for decom-
position at higher resolution or terminates in a Leaf-
node at lower resolution. An Or-node stands for a
switch pointing to a number of alternatives compo-
nents. For example, an Or-node of eye could point to
different types of eyes. A leaf-node is an image patch or
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image primitive with shape and appearance attributes.
The And-Or graph has horizontal lines (see dashed) to
specify the spatial relations and constraints among the
nodes at the same level. By choosing the alternatives at
Or nodes, the And—Or graph turns into an And-graph
representing a face instance, which is called a parse
graph. Thus, the And—Or graph is like a “mother tem-
plate,” which produces a set of valid face configura-
tions, each of which is a composition of the image
patches or primitives at its leaf nodes.

At low resolutions, the face is represented as a tradi-
tional Active Appearance Model (AAM) [8], which
describe the general face shape, skin color, etc. At medi-
um resolutions, the face node expands to a number of
Or-nodes for facial components (eyebrows, eyes, nose,
and mouth) and skin zone. For each component, a
number of AAM models are used as the alternatives
for the Or node. At high resolutions, the nodes of facial
component and skin zone further expand into a number
of Or-nodes describing the local structure of compo-
nents and free curves (wrinkles, marks, etc.) in detail.

Model Computation

For an input high-resolution face image, the algorithm
computes a parse graph in a Bayesian framework in
three levels from coarse to fine.

At the first level, the face image is down-sampled, and
the algorithm computes the AAM-like representation
W, with global transform T, geometrical deformation
Ogeo» and photometric appearance f3,,, by maximizing
the posterior probability,

W = arg max p(IEbS|WL; ANp(Wp)
Wi = (T7 ageovﬁpht)' (1)

At the second level, a number of AAM-like models
are trained for each facial component. The algorithm
takes a down-sampled medium resolution face image
and Wy as the input and conducts a constrained search
for Wy, conditioned on W,;. The variables are
computed by maximizing the posterior probability,

Wi = argmax p(I°| W, Wy; 4y, A5)
p(Wm|Wy)
i i i 6
War = (I oo B, (2)

At the third level, the face area is decomposed into
zones that refine the sketches of local structures, based

on the searching results at medium resolution level.
The variables at this layer are inferred by maximizing
the posterior,

Wy = argmax p(IS | Wy, W3 A, A3K)
P(Wr|Ww)
WH = (Ka {(lk7 tk,O(k) tk= 1’2’

K} (3)

Applications

The And-Or graph face model has been applied to two
applications: automatic face sketch and portraiture
generation in [11] and face aging simulation in [10].

Min et al. [11] developed an automatic human
portrait system based on the And—Or graph represen-
tation. The system can automatically generate a set of
life-like portraits in different artistic styles from a fron-
tal face image as shown in Fig. 2. The And—Or graph is
adopted to account for the variabilities of portraits,
including variations in the structures, curves, and
drawing style. Given a frontal face image, a local
AAM search is performed for each facial component,
based on the search result, the hair and collar contours
can be inferred. Then, using predefined distances, a
template matching step finds the best matching tem-
plate from sketch dictionaries for each portrait com-
ponent. Finally, the strokes of specific style will render
each component into stylistic results. Making good use
of the large sketch dictionaries in different styles, it can
conveniently generate realistic portraits with detailed
face feature of different styles.

Suo et al. [10] augmented the compositional face
model [1] with aging and hair features. This aug-
mented model integrates three most prominent aspects
related to aging changes: global appearance changes
in hair style and shape, deformations and aging effects
of facial components, and wrinkles appearance at vari-
ous facial zones. Then face aging is modeled as a
dynamic Markov process on this graph representation,
which is learned from a large dataset. Given an input
image, the aging approach first computes the parse
graph representation, and then samples the graph
structures over various age groups according to
the learned dynamic model. Finally the sampled
graphs generate face images together with the dic-
tionaries. Figure 3 is an illustration of the dynamic
model for aging over the parse graphs. I; is an input
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And-Or Graph Model for Faces. Figure 2 The result of applying compositional And-Or graph model to portraiture
generation. (a) is an input frontal face image, (b) is a draft sketch obtained by image processing methods based on AAM
search result of face contour and face component, (c)-(e) are separately three rendered results by the sketch dictionaries
in literary, pencil, and colored style. From Min et al. [11].

And-Or Graph Model for Faces. Figure 3 An aging process can be modeled by a Markov Chain on the parse graphs G;
where t is an age period. The first row is an aging sequence of face, I, is the input image, and the other four are simulated
aged images. The second row is the graph representations of the image sequence. Third row is the corresponding parse
graphs G, which form a Markov Chain. ©n,,; includes the parameters for generating the images from G, and @4y, the
parameters for aging progression. From Suo et al. [10].
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Annotated Face Model. Figure 4 (a) is a training subset for dynamic learning of face aging. (b) is one simulated result of

eye aging. From Suo et al. [10].

young face image and G; is its graph representation.
L to Is are four synthesized aged images in four
consecutive age groups generated by G, to Gs. {Gj,
Gy, ...,Gs} is a chain of parse graphs describing face
aging procedure.

The compositional model decomposes face into
parts, and this strategy provides the potential of
learning the statistics of each node separately. In Suo
et al. [10], aging dynamics are learned from similar
parts cropped from different persons, Fig. 4(a) gives a
training subset of eye aging and (b) is the aging results.
Human experiments have validated that this aging
process is perceptually plausible.

Summary

The compositional And—Or graph model is an expres-
sive representation of high-resolution human face.
With the selection of alternatives at Or nodes, the
And-Or graph can model the large diversity of differ-
ent faces as well as the artistic styles. The decomposi-
tion allows learning of parts and the spatial constraints,
and alleviates the difficulty of training set collection. The
model has been applied to automatic portrait generation
and face aging simulation. The authors’ argue that the
model should also improve other applications such as
face recognition and expression analysis.

Related Entries

» And-Or Graph
» Face Aging
» Face Sketching
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Annotated Face Model

The annotated face model (AFM) is a 3D model of a
human face. The AFM defines the control points of
subdivision surfaces and it is annotated into different
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areas (e.g., mouth, nose, eyes). Using a global parame-
terization of the AFM, the polygonal representation of
the model can be converted into an equivalent geome-
try image representation.

» Face Recognition, 3D-Based

I
Anthropometry

Anthropometry is the study of human body measure-
ments for use in anthropological classification and
comparison. It has been used to assess nutritional
status, to monitor the growth of children, and to assist
in the design of office furniture and garment.

» Background Checks

I
Anthroposcopy

Anthroposcopy is about visual observation of the
human body such as skin color, body shape, in contrast
to more objective and precise anthropometry which is
about the measurement of the hyman body.

» Gait, Forensic Evidence of

I
Anti-Spoofing

A biometric spoof is an artificials mimic of a real
biometric. Anti-spoofing is a technical measure against
biometric spoofing. Liveness detection is one of such
techniques.

» Biometric Liveness

» Biometric Spoofing Prevention
» Liveness Detection: Fingerprint
» Liveness Detection: Iris

I
Appearance-Based Gait Analysis

Gait analysis by using information contained in an
image, with or without using temporal information.

» Gait Recognition, Motion Analysis for

I
Application Programming Interface
(API)

An API is a set of software functions by which a
software application can make requests of a lower
level software service, library, or Operating System
(OS). It is a way for one piece of software to ask
another piece of software to do something. In the
case of OS calls, the application may request basic
functions such as file system access. Other APIs are
more specific to the servicing software. For example,
BioAPI is a set of biometric programming functions
that can be used to develop a biometric system.

» Interfaces, Biometric
» Large Scale System Design

I
Artifact

An artifact is a man-made object or device; in connec-
tion to biometrics, artifacts are man-made imitations
of biometric traits to circumvent a biometric system.
An example of an iris artifact is a contact lens with
printed or hand-painted iris patterns.

» Liveness Detection: Iris

I
Artificial Biometrics

» Biometric Sample Synthesis
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I
Artificial Digital Biometrics

» Biometric Sample Synthesis

I
Artificial Fingerprints

» Fingerprint Sample Synthesis

I
Artificial Image Biometrics

» Biometric Sample Synthesis

|
ASN.1

» Abstract Syntax Notation one

I
Asset Protection

» Transportable Asset Protection

I . .
Association

» Human Detection and Tracking

I
Attack Trees

An attack tree is a diagram which graphically shows the
conceptual structure of a threat on a computer system.

It was designed by Bruce Schneier [(1999) Attack Trees.
Dr. Dobb’s Journal] to help organize analysis of system
security. Attack trees are multi-level diagrams with one
root and leaves, and children. Fach node describes a
condition which is either necessary or sufficient to enable
the node above. For example, the attack (root node)
“Open Safe”, may occur due to “Pick Lock,” “Learn
Combo”, or “Cut Open Safe”. The node “Learn Combo”
may, in turn, occur due to nodes “Eavesdrop” or “Bribe”,
which in turn depend on further factors. Further analysis
of the attack tree may be performed by assigning each
block a parameter (feasibility, required technical skill,
expense) and calculating the cost for the overall attack.

» Biometric Vulnerabilities, Overview

I
Audio-Visual-Dynamic Speaker
Recognition

» Lip Movement Recognition

[ . . .
Audio-Visual Fusion

Audio-visual fusion combines audio and visual informa-
tion to achieve higher person recognition performance
than both audio-only and visual-only person recogni-
tion systems. There exist various fusion approaches,
including adaptive approaches, which weight the contri-
bution of audio and video information based on their
discrimination ability and reliability.

» Lip Movement Recognition

I
Audio-Visual Speaker Recognition

In audio-visual speaker recognition, speech is used to-
gether with static video frames of the face or certain parts
of the face (face recognition) and/or video sequences of
the face or mouth area to improve person recognition
performance. The main advantage of audio-visual
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biometric systems lies in their improved robustness, and
resilience to spoofing. Each modality can provide inde-
pendent and complementary information and therefore,
prevent performance degradation due to the noise pres-
ent in one or both of the modalities.

» Lip Movement Recognition

I
Audio-Visual Speech Processing

Under some circumstances, such as in very noisy envir-
onments, it could be useful to use not only the acoustic
evidence of the speech, but also visual evidence by
recording the movement of the lips and processing
both evidences together. This processing of audio and
visual speech is commonly referred to as audio-visual
speech processing.

» Voice Device

I
Authentication

Biometric authentication is a synonym for biometric
recognition, meaning either verification or identifica-
tion in biometrics.

» Biometrics, Overview

» Fraud Reduction, Overview

» Verification/Identification/Authentication/Recogni-
tion: The Terminology

I
Authentics Distribution

The probability distribution of the match score a bio-
metric for cases where one instance of a biometric
template is compared against another instance derived
from the same individual as the first.

» Iris on the Move

I
Automated Fingerprint
Identification System

A computerized system that acquires, stores, and man-
ages a large scale fingerprint database and criminal
history, and provides fingerprint search service for
biometric identification and fraud prevention.

» Fingerprint, Forensic Evidence of
» Fingerprint Matching, Automatic

I
Automatic Classification of
Left/Right Iris Image
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"Language Technology Institute, Carnegie Mellon
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Synonym

Mislabeled Iris data correction

Definition

Many iris acquisition devices capture irises from a
single eye at a time. The device operator must typically
enter meta-data such as name, address, and which eye
by hand. In many deployment scenarios it is easy for
the device operator to be distracted and mislabel the
eyes. Such mislabeling can pose serious problems for
database indexing. In this article, the authors describe
an extremely efficient algorithm for automatic classifi-
cation of eyes into left/right categories. This algorithm
makes use of the iris/pupil segmentation information
that is already computed for most iris recognition
algorithms, so it poses a minimal computational load
and requires minimal modifications to existing iris
recognition systems.
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Introduction

Iris recognition is generally considered to be one of the
most effective biometric modalities for biometric iden-
tification [1]. Iris is a good biometric because (1) the
iris is rich in texture and that texture has many degrees
of freedom [2]; (2) the iris is both protected and acces-
sible; (3) the iris texture is thought to be stable through-
out most of a person’s life, barring catastrophic injury, or
illness; (4) the fraction of a the population that cannot
present an iris due to injury or congenital defect such as
aniridia is small; (5) the iris can be easily accessed in a
non-contact manner from moderate distances.

The performance and reliability of all biometric
identification systems depend crucially on the quality
of the enrollment data. Many real-world application
scenarios use single-iris acquisition devices that are
prone to mislabeling of left versus right iris due to
human error. If the enrollment database has been cor-
rupted by such errors, it is necessary to search both left
and right eyes during verification or identification. For
iris recognition algorithms in general, this results in
roughly a factor of two increases in the computational
cost of the search — for any individual for whom the
enrollment images are swapped. Hence, scrubbing en-
rollment databases of such errors will be useful as long as
the automatic procedure has an error rate which is
smaller than the error rate of the human device opera-
tors. The authors have developed an algorithm that
classifies iris images into left/right categories based on
an analysis of the pupil and iris segmentation data that is
already available in the pre-processing stage of most iris
recognition algorithms. Hence, it does not introduce an
increase in the computational load and can provide
significant increase in the search efficiency for enroll-
ment databases that have left/right classification errors.

Basis of the Algorithm

Figure 1 shows an example of a right eye image in
which the main components of the eye can be seen:
pupil, iris sclera, eyelid, and eyelashes. Note the
» punctum lacrimale, the D-shaped corner where the
upper eyelid meets lower eyelid. For right eye images
this is always on the right and for a left eye images, it
is on the left. The location of the punctum lacrimale
is one of the most effective ways for humans to distin-
guish left eyes from right eyes.

Automatic Classification of Left/Right Iris Image.
Figure 1 A right eye image.

Pupil
Left eye

Camera

Right eye

Automatic Classification of Left/Right Iris Image.
Figure 2 lllustration of the relative location of eye balls
and camera.

Though the punctum lacrimale is easily distin-
guished by humans, it is currently a challenging feature
for machine vision systems. Furthermore, the punc-
tum lacrimale is not always visible in iris recognition
images (due to sensor acquisition and processing) and
in some cases it is not particularly prominent which
causes difficulty even for humans. Other eye-shape
characteristics have been used for left/right classifica-
tion, but all of them suffer from the same sorts of
inherent person to person variability of eye shape. To
avoid these problems, the authors chose to consider
analysis of simpler iris image characteristics: the geo-
metric locations of the pupil and iris that are already
computed by most iris recognition algorithms. This
analysis can be understood with the help of Fig. 2, an
illustration of the relative positions of the left eye, right
eye and a camera at a particular location; the dotted
line denotes the line of sight for each of the two eyes.

It is observed that the distance between the camera
and the eyes is not infinity; the two lines of sight are
not parallel to each other. Rather, they intersect with
each other at an angle.

Figure 3 shows images of left and right eyes looking
at the same camera. It is seen that the pupil in the left
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Automatic Classification of Left/Right Iris Image. Figure 3 (a) An example image of right eye with center of pupil and
iris marked with x and ., respectively. (b) An example image of left eye with center of pupil and iris marked with x and

respectively.

eye is located closer to its punctum lacrimale (i.e., to
the right of the iris center) and the pupil of the right
iris is similarly located closer its punctum lacrimale
(i.e., to the left of the iris center). These observations
(backed with empirical evaluations) can provide a
simple, elegant, yet very effective left/right classifier
for iris images. Note that the relative position of the
center of the pupil and iris: if the center of the
pupil is on the left side of the center of the iris, it
is more likely that this is a left iris eye; otherwise, it is
more likely to be a right iris eye.
The algorithm can be summarized as:

1. Perform » iris localization. This can be done by
using any kind of iris segmentation algorithm com-
mercially or available academically, as long as it is
effective, precise [2—-11] and provides the (x, y)
image coordinates of the pupil and iris.

2. Retrieve the x-coordinate of both the center of
pupil and iris.

3. If the x-coordinate of the center of pupil is smaller
than x-coordinate of the center of iris, classify it as
left eye image.

4. If the x-coordinate of the center of pupil is larger
than x-coordinate of the center of iris, classify it as
right eye image.

5. If the x-coordinate of the center of pupil is exactly
the same as x-coordinate of the center of iris, then a
decision can not be made with this algorithm and
input from other pattern classifiers (e.g., punctum
lacrimale detector, eye-shape analysis, or random
guess) can be used.

Since this method is used for the existing localization/
segmentation data that is extracted in most deployed

iris recognition systems it poses a minimal additional
computational load. The precision of the algorithm
vastly depends on the accuracy of the iris localization
process. In summary, the proposed methodology does
not add any overhead to existing iris processing frame-
work, and can be executed extremely fast and can be
used as a meta-analysis tool to rectify already acquired
datasets. In the case that a decision cannot be made,
the tool can prompt the user to manually see if he can
identify the eye or further feature detectors such as
punctum lacrimale detectors or eye-shape analysis
can be used to make the decision and in some cases,
a random assignment might be acceptable.

Algorithm Performance

The authors evaluated the algorithm on NIST’s
Iris Challenge Evaluation (ICE) 2005 database [12].
The ICE 2005 dataset contains a total of 2953 irises
made up from 1528 left irises and 1425 right irises
captured from an LG EOU 2200 single iris capture
unit. For these experiments, the images were segment-
ed using the segmentation algorithm described in. One
of the 2953 irises was incorrectly segmented; that
image had an iris that was badly off-axis nature — an
outlier in this dataset; that image was omitted from the
subsequent analysis.

The segmentation data was analyzed using the left/
right classification algorithm; the results are shown
in Table 1. The data for all images and the left and
right eyes is presented separately. The error rates are
below 1%. The fraction of images for which a decision
could not be made is ~6%.
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Automatic Classification of Left/Right Iris Image. Table 1 The experimental results for Left vs. Right eye classification,
on ICE 2005 database

Category Image count Misclassified Undecided Correct identification rate
All images 2953 27 172 99.1%
Left 1528 15 78 99%
Right 1425 12 94 99.2%

If the algorithm is used for purely automated clas-
sification and assigned the undecided cases at random,
a classification error rate of the order of approximately
4% would be achieved. Only 5.8% of the images were
not able to be classified as left or right, and the ability
to determine this is crucial as it allows either to prompt
human input or to employ further more complex
feature extraction to see if a determination can be
done. However from the 94% of the images that were
automatically determined that a classification decision
could be made to whether they belong to left or right
irises, the authors’ classification algorithm made the
correct label assignment 99.1% of the time which is a
significant achievement of the proposed algorithm.
The implications of this approach is that it allows to
reduce the computational search time of matching by a
factor of 2 by applying a fully automatic method to
partition left/right iris datasets. For an iris recognition
system with a large database with high loading, this
could result in a substantial reduction in the cost of
the server farm needed to support the system.

Summary

Automatic left/right classification of iris images is
important in iris recognition systems. The authors have
presented a simple algorithm for automatic classification
that is efficient, effective and introduces minimal addi-
tional computational load on the system. Experimental
test on the ICE 2005 database demonstrate that the
algorithm can provide fully automated classification
and has the ability to determine when it is not confident
to make a correct classification decision, on the ICE
dataset this was approximately 5.8% of the data where
it determined that further human input or other feature
extraction processing is necessary. On the remaining
94.2% of the images that it determined a decision
could be made, it achieved a correct classification rate
of 99.1% on labeling the images as left or right irises.

This can provide a roughly 2x reduction in the compu-
tational load for irises matching in large databases.

Related Entries

» Image Pattern Recognition
» Iris Databases
» Iris Recognition, Overview
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Average Correlation Energy (ACE)

The result of applying a correlation filter is a two-
dimensional correlation plane. The average energy of
this plane can be estimated by first summing up the
squares of the values on every pixel and then dividing it
by the total number of the pixels. This value is called

average correlation energy. It is important to minimize
this term in the design of correlation filters because it
represents the average height of the sidelobes on the
correlation plane. If we would like to see a sharp peak
on the correlation plane for the authentic comparison,
criteria for minimizing sidelobes has to be added into
the optimization process.

» Iris Recognition Using Correlation Filters

I
Azimuth

In a plane, the angle measured clockwise from a coor-
dinate axis and a line, with values ranging from 0° to
360°. This measure is a component of the pen orienta-
tion in handwriting capture devices.

» Signature Features
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Synonyms

Vetting; Credit check; Personal information search;
Preemployment screening; Disclosure check; Criminal
record search; Criminal history check

Definitions

There are multiple types of Background checks that
all involve reviewing past, recorded behavior:

1. Job Applicants: When people apply for a position
of trust (e.g., a school teacher, a lawyer, or bank
teller) a background check is part of the way of
determining if the applicant is suitable — a positive
result. These are known as Applicant or Civil Back-
ground Checks. In the US:

(a) If there is a state or federal law requiring a
national check then applicant fingerprints
(with minimal supporting biographic infor-
mation) can be submitted to the Federal
Bureau of Investigation (FBI) for a search.

(b) If the applicants are seeking federal employ-
ment then their biographic data and finger-
prints can be submitted to the FBI for a search.

(c) If the applicants are applying for a job not cov-
ered by a state or federal law they are restricted
to commercial background checking services —
companies that have aggregated financial, court,
motor vehicle and other records.

2. Applicants for Credit: When people apply for
credit cards or a large financial commitment (e.g.,
a mortgage) a background check is part of the way
of determining if the applicant is suitable — a
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positive result. These are known as Credit Checks
and are performed by commercial background
checking services.

3. Applicants for Government Benefits: When people
apply for a visa, passport, drivers license, social
security and other benefits governments use vary-
ing levels of background checks to weed out fraud
(e.g., multiple applications with different identities
but for the same subject), previously denied per-
sons, etc. Other than possibly checks for visas, most
of these checks say nothing about the suitability of
a person for trustworthiness.

4. Criminals: In the criminal justice community Back-
ground Checks are used when a person is arrested
to determine if an arrestee already has a criminal
record that they are hiding — a negative result that
will be used in setting bail, sentencing, etc. In
the US:

5. Arrestee fingerprints (with minimal supporting
biographic information) can be submitted to the
FBI for a search.

Background Checks are primarily based on textual
information (e.g., name and date of birth) searches of
bank, court, credit card issuer, and other files or textual
searches and in some cases are combined with biomet-
ric based (e.g., fingerprint) searches of criminal or
undesirable persons (e.g., persons previously deported)
records.

The ANSI/IAI 2-1988 American National Standard
for Forensic Identification Glossary of Terms and
Acronyms defines » “criminal history check” as “A
search of name indices and/or fingerprint files to deter-
mine whether or not a subject has a prior criminal
record.”

The same American National Standard glossary
defines “criminal history” as “A chronological summary
of an individual’s criminal activity which may include
the dates of the activity, the individual’s name, aliases
and other personal descriptors, the identities of the
reporting agencies, the arrest charges, dispositions, etc.”
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The UK Criminal Records Bureau performs an
Enhanced Disclosure Check (the same check as the
» Standard Disclosure but with a local police record
check) to establish criminal backgrounds.

A » Credit Check is an automated credit record
search conducted through various major credit
bureaus.

Introduction

Background checks became important to » law en-
forcement about the time that large numbers of people
started moving to cities as a by-product of the Indus-
trial Revolution. Prior to that few people ever ventured
far form their birthplace — a place where they were
known and their history was known. The need to link
people to their criminal histories drove police forces
in London, Paris, and Buenos Aires to examine » iden-
tification methodologies such as » fingerprint recog-
nition and » anthropometry in the late 1800s — the
surviving approaches are now classified as members of
the science called biometrics. Simon Cole’s 2001 book
provides a good history of criminal identification [1].

In the post World War II era international travel
became far more common than before the war. A
parallel can be drawn with the movement during the
Industrial Age within countries — now criminals and
terrorists were freely crossing borders — hoping to leave
their criminal/terrorist records behind. Even if the
world’s police records were all suddenly accessible
over the Internet — they would not all be in the same
character set. While many are in the Roman alphabet,
others are in Cyrillic, Chinese characters, etc., this
poses a problem for text search engines and investiga-
tors. Fortunately biometrics samples are insensitive to
the nationality or country of origin of a person. Thus a
search can be theoretically performed across the world
using fingerprints or other enrolled biometric modal-
ities. Unfortunately the connectivity of systems does
not support such searches other than on a limited
basis — through Interpol. If the capability to search
globally were there the responses would still be textual
and not necessarily directly useful to the requestor.
One response to the challenge of international travel
has been that nations collect biometric samples, such as
the United Arab Emirates does with » Iris Recognition,
Overview, at their points of entry to determine if a
person previously deported or turned down for a visa
is attempting to reenter the country illegally.

A wide variety of positions of trust in both the
public and private sectors require » verification of
suitability either as a matter of law or corporate policy.
A person is considered suitable if the search for back-
ground impediments is negative. A position of trust
can range from a police officer or teacher; to a new
corporate employee who will have access to proprietary
information and possibly a business’s monetary assets;
or to an applicant for a large loan or mortgage. Certain
classes of jobs are covered by federal and state/provin-
cial laws such as members of the military and school
teachers/staff.

A background check is the process of finding infor-
mation about someone which may not be readily
available. The most common way of conducting a
background check is to look up official and commer-
cial records about a person. The need for a background
check commonly arose when someone had to be hired
for high-trust jobs such as security or in banking.
Background checks while providing informed and
less-subjective evaluations, however, also brought
along their own risks and uncertainties.

Background checks require the “checking” party to
collect as much information about the subject of the
background check as is reasonably possible at the be-
ginning of the process. Usually the subject completes
a personal history form and some official document
(e.g., a driver’s license) is presented and photocopied.
The information is used to increase the likelihood of
narrowing the search to include the subject, but not
too many others, with the same name or other attri-
butes such as the same date and place of birth.

These searches are typically based on not only an
individual’s name, but also on other personal identi-
fiers such as nationality, gender, place and date of
birth, race, street address, driver’s license number, tele-
phone number, and Social Security Number. Without
knowing where a subject really has lived it is very
hard for an investigation to be successful without
broad access to nationally aggregated records. There
are companies that collect and aggregate these records
as a commercial venture.

It is important to understand that short of some
biometric sample (e.g., fingerprints) the collected in-
formation is not necessarily unique to a particular
individual. It is well known that name checks, even
with additional facts such as height, weight, and DOB
can have varying degrees of accuracy because of iden-
tical or similar names and other identifiers. Reduced
accuracy also results from clerical errors such as
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misspellings, or deliberately inaccurate information
provided by search subjects trying to avoid being
linked to any prior criminal record or poor financial
history.

In the US much of the required background infor-
mation to be searched is publicly available but not
necessarily available in a centralized location. Privacy
laws limit access in some jurisdictions. Typically all
arrest records, other than for juveniles, are public
records at the police and courthouse level. When
aggregated at the state level some states protect them
while others sell access to these records. Other relevant
records such as sex offender registries are posted on the
Internet.

For more secure positions in the US, background
checks include a “National Agency Check.” These
checks were first established in the 1950s and include
a name-based search of FBI criminal, investigative,
administrative, personnel, and general files. The FBI
has a National Name Check Program that supports
these checks. The FBI web site [2] provides a good
synopsis of the Program:

Mission: The National Name Check Program’s
(NNCP’s) mission is to disseminate information
from FBI files in response to name check requests
received from federal agencies including internal
offices within the FBI; components within the
legislative, judicial, and executive branches of the
federal government; foreign police and intelligence
agencies; and state and local law enforcement agen-
cies within the criminal justice system.

Purpose: The NNCP has its genesis in Executive Order
10450, issued during the Eisenhower Administra-
tion. This executive order addresses personnel
security issues, and mandated National Agency
Checks (NACs) as part of the preemployment vet-
ting and background investigation process. The FBI
is a primary NAC conducted on all U.S. govern-
ment employees. Since 11 September, name check
requests have grown, with more and more custo-
mers seeking background information from FBI
files on individuals before bestowing a privilege —
whether that privilege is government employment
or an appointment, a security clearance, attendance
at a White House function, a Green card or natu-
ralization, admission to the bar, or a visa for the
privilege of visiting our homeland. . ..

Function: The employees of the NNCP review and

potential identifiable

analyze documents to

determine whether a specific individual has been
the subject of or has been mentioned in any FBI
investigation(s), and if so, what (if any) relevant
information may be disseminated to the requesting
agency. It is important to note that the FBI does not
adjudicate the final outcome; it just reports the
results to the requesting agency.

Major Contributing Agencies: The FBI’s NNCP Section
provides services to more than 70 federal, state, and
local governments and entities. ... The following
are the major contributing agencies to the NNCP:
e U.S. Citizenship and Immigration Services —

Submits name check requests on individuals
applying for the following benefits: asylum,
adjustment of status to legal permanent resi-
dent, naturalization, and waivers.

e Office of Personnel Management — Submits
name check requests in order to determine an
individual’s suitability and eligibility in seeking
employment with the federal government.

e Department of State — Submits FBI name
check requests on individuals applying for
visas. ... [2]

In the US government background checking pro-
cess, a P credit check “is included in most background
investigations except the basic NACI investigation
required of employees entering Non-Sensitive (Level 1)
positions [3].”

Background checks were once the province of gov-
ernments. Now commercial companies provide these
services to the public, industry, and even to govern-
ments. These commercial checks rely on purchased,
copied, and voluntarily submitted data from second
and third parties. There are many commercial compa-
nies that accumulate files of financial, criminal, real
estate, motor vehicle, travel, and other transactions.
The larger companies spend substantial amounts of
money collecting, collating, analyzing, and selling this
information.

At the entry level, customers of these aggregators
include persons “checking out” their potential room-
mates, baby sitters, etc. At the mid-level employers use
these services to prescreen employees. At the high end
the data is mined to target individuals for commercial
and security purposes based on their background (e.g.,
financial and travel records.) The profiling of persons
based on background information is disturbing in that
the files are not necessarily accurate and rarely have
biometric identifiers to identify people positively.
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For an example of the problem, there is no need to look
further than the news stories about post 9-11 name-
based screening that kept Senator Kennedy on the
no-fly list because he shared a name with a suspected
person — and that was a government maintained file.

Historically the challenge in background checking
has been (1) when people usurp another person’s
identity that “checks out” as excellent, (2) when people
make up an identity and it is only checked for negative
records not for its basic veracity, and (3) when persons
try to hide their past or create a new past using multi-
ple identities to gain benefits or privileges they might
otherwise not be entitled to receive. A second identity
could be created by simply changing their date and
place of birth, of course it would not have much
“depth” in that a simple check would reveal no credit
history, no driver’s license, etc. yet for some applicants
checking is only to determine if the claimed identity
has a negative history or not — not to see if the person
really exists. All of these challenges render many name
or number-based (e.g., social security number) back-
ground checks ineffective.

Several countries, states, and provinces are under-
taking one relatively simple solution to stolen identities.
As more and more records become digital, governments
can link birth and death records — so a person cannot
claim to be a person who died at a very early age and
thus having no chance of a negative record. People were
able to use these stolen identities as seeds for a full set
of identification documents. Governments and finan-
cial institutions are also requiring simple proof of
documented residence such as mail delivered to an
applicant from a commercial establishment to the
claimed address and a pay slip from an employer.
Denying people easy ways to shift identities is a critical
step in making background checks more reliable.

The most successful way to deal with these chal-
lenges has been to link persons with their positive (e.g.,
driver’s license with a clean record) and negative his-
tory (e.g., arrest cycles) biometrically. The primary
systems where this linkage is being done are in the
provision of government services (motor vehicle
administration and benefits management) and the
criminal justice information arena (arrest records and
court dispositions). Currently, few if any financial
records are linked to biometric identifiers and the
major information aggregators do not yet have bio-
metric engines searching through the millions of
records they aggregate weekly. The real reason they

have not yet invested in this technology stems primar-
ily from the almost total lack of access to biometric
records other than facial images. This provides some
degree of privacy for individuals while forcing credit
bureaus to rely on linked textual data such as a name
and phone number, billed to the same address as on
file with records from a telephone company, with an
employment record.

The inadequacy of name-based checks was redocu-
mented in FBI testimony in 2003, regarding checking
names of persons applying for Visas to visit the US.
Approximately 85% of name checks are electronically
returned as having “No Record” within 72 hours. A
“No Record” indicates that the FBI’s Central Records
System contains no identifiable information regarding
this individual. . .” This response does not ensure that
the applicants are using their true identity but only
that the claimed identity was searched against text-
based FBI records — without any negative results.

The FBI also maintains a centralized index of cri-
minal arrests, convictions, and other dispositions. The
data is primarily submitted voluntarily by the states
and owned by the states — thus limiting its use and
dissemination. The majority of the 100 million plus
indexed files are linked to specific individuals through
fingerprints. The following information about the
system is from a Department of Justice document
available on the Internet [4].

This system is an automated index maintained by
the FBI which includes names and personal identifica-
tion information relating to individuals who have been
arrested or indicted for a serious or significant criminal
offense anywhere in the country. The index is available
to law enforcement and criminal justice agencies
throughout the country and enables them to deter-
mine very quickly whether particular persons may
have prior criminal records and, if so, to obtain the
records from the state or federal databases where
they are maintained. Three name checks may be
made for criminal justice purposes, such as police
investigations, prosecutor decisions and judicial sen-
tencing. In addition, three requests may be made
for authorized noncriminal justice purposes, such as
public employment, occupational licensing and the
issuance of security clearances, where positive finger-
print identification of subjects has been made.

Name check errors are of two general types:
(1) inaccurate or wrong identifications, often called
“false positives,” which occur when all three name
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checks of an applicant does not clear (i.e., it produces
one or more possible candidates) and the applicant’s
fingerprint search does clear (i.e., applicant has no
FBI criminal record); and (2) missed identifications,
often called “false negatives,” which occur when the
three name checks of an applicant’s III clears (i.e.,
produces no possible candidates) and the applicant’s
fingerprint search does not clear (i.e., applicant has an
FBI criminal record). Although errors of both types
are thought to occur with significant frequency — based
on the experience of state record repository and FBI
personnel — at the time when this study was begun,
there were no known studies or analyses documenting
the frequency of such errors.

In contrast, fingerprint searches are based on a
biometric method of identification. The fingerprint
patterns of individuals are unique characteristics that
are not subject to alteration. Identifications based on
fingerprints are highly accurate, particularly those pro-
duced by automated fingerprint identification system
(AFIS) equipment, which is in widespread and increas-
ing use throughout the country. Analyses have shown
that AFIS search results are 94-98% accurate when
searching good quality fingerprints.

Because of the inaccuracies of name checks as com-
pared to fingerprint searches, the FBI and some of the
state criminal record repositories do not permit name-
check access to their criminal history record databases
for noncriminal justice purposes.

Where Do Biometrics Fit In?

When executing a background check there are several
possible ways that biometric data can be employed. As
seen governments can collect large samples (e.g., all ten
fingers) to search large criminal history repositories.
The large sample is required to ensure the search is cost
effective and accurate. The time to collect all these
fingerprints and extract the features can be measured
in minutes, possibly more than ten, while the search
time must be measured in seconds to deal with the
national workloads at the central site.

Other programs such as driver’s license applicant
background checks are sometimes run using a single
facial image. These are smaller files than fingerprints,
collected faster using less costly technology, but have
somewhat lower accuracy levels thus requiring more
adjudication by the motor vehicle administrators.

As companies (e.g., credit card issuers) start to
employ biometrics for convenience or brand loyalty —
they are very likely to use the biometrics not just for
identity verification at the point of sale but to weed out
applicants already “blacklisted” by the issuer. These
biometric samples will need to be of sufficient density
to permit identification searches and yet have a subset
that is “light weight” enough to be used for verification
in less than a second at a point of sale.

Temporal Value of Background Checks

In the US under the best conditions a vetted person
will have “passed a background check” to include an
FBI fingerprint search, a NAC, a financial audit, per-
sonal interviews, and door-to-door field investigation
to verify claimed personal history and to uncover any
concerns local police and neighbors might have had.
This is how the FBI and other special US agencies and
departments check their applicants. Unfortunately,
this is not sufficient. Robert Hanssen, Special Agent
of the FBI was arrested and charged with treason
in 2001 after 15 years of undetected treason and over
20 years of vetted employment.

Even more disturbing is a 2007 case where Nada
Nadim Prouty pleaded guilty to numerous federal
charges including unlawfully searching the FBI’s Auto-
mated Case Support computer system. Ms. Prouty was
hired by the FBI in 1999 and underwent a full back-
ground check that included fingerprints. In 2003 she
changed employers, joining the CIA where she under-
went some level of background check. Neither of these
checks nor earlier checks by the then INS disclosed her
having paid an unemployed American to marry her to
gain citizenship.

Without being caught, criminals have the same
clean record as everyone else, with or without bio-
metrics being used in a background check. While FBI
agent’s fingerprints are kept in the FBI’s AFIS system,
those of school teachers and street cops are not. This
means if any of them were arrested only the FBI’s
employees’ fingerprints would lead to notification of
the subject’s employer. Rap (allegedly short for Record
of Arrests and Prosecutions) sheets are normally
provided in response to fingerprint searches. A rela-
tively new process called Rap-Back permits agencies
requesting a background check to enroll the finger-
prints such that if there is a subsequent arrest
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the employer will be notified. Rap-Back and routine
reinvestigations addresses part of the temporal prob-
lem but in the end there is no guarantee that a
clean record is not a misleading sign — just an indica-
tor of no arrests, which is not always a sign of
trustworthiness.

Privacy Aspects

Performing a complete and accurate background check
can cause a conflict with widely supported privacy laws
and practices. The conflicts come from most “privacy
rights” laws being written to inhibit certain govern-
ment actions not to uniformly limit commercial aggre-
gation and sharing of even questionable data on a
background-data-for-fee basis.

Robert O’Harrow’s book [5], points out two seri-
ous flaws on the privacy side of the commercial back-
ground check process.

e “Most employees who steal do not end up in public
criminal records. Dishonest employees have lear-
ned to experience little or no consequences for
their actions, especially in light of the current
tight labor market,” ChoicePoint tells interested
retailers. “A low-cost program is needed so com-
panies can afford to screen all new employees
against a national theft database” The database
works as a sort of blacklist of people who have
been accused or convicted of shoplifting [6].

e Among other things the law restricted the govern-
ment from building databases of dossiers unless the
information about individuals was directly relevant
to an agency’s mission. Of course, that’s precisely
what ChoicePoint, LexisNexis, and other services
do for the government. By outsourcing the collec-
tion of record, the government doesn’t have to
ensure the data is accurate, or have any provisions
to correct it in the same way it would under the
Privacy Act [7].

These companies have substantially more information
on Americans than the government. O’Harrow reports
that Choice Point has data holdings of an unthinkable
size:

e Almost a billion records added from Trans Union
twice a year

e Updated phone records (numbers and payment
histories) from phone companies — for over 130
million persons

A Comprehensive Loss Underwriting Exchange
with over 200 million claims recorded

e About 100 million criminal records

e Copies of 17 billion public records (such as home
sales and bankruptcy records)

The United Nations International Labor Organization
(ILO) in 1988 described “indirect discrimination”
as occurring when an apparently neutral condition,
required of everyone, has a disproportionately harsh
impact on a person with an attribute such as a criminal
record.” [8] Thus pointing out the danger of cases where
criminal records “include charges which were not proven,
investigations, findings of guilt with non-conviction and
convictions which were later quashed or pardoned. It also
includes imputed criminal record. For example, if a per-
son is denied a job because the employer thinks that they
have a criminal record, even if this is not the case [9]”
This problem is recognized by the Australian gov-
ernment, which quotes the above ILO words in its
handbook for employees. The handbook goes on to
say, “The CRB recognises that the Standard and En-
hanced Disclosure information can be extremely sensi-
tive and personal, therefore it has published a Code
of Practice and employers’ guidance for recipients of
Disclosures to ensure they are handled fairly and used

properly” [10].

Applications

Background checks are used for preemployment
screening, establishment of credit, for issuance of
Visas, as part of arrest processes, in sentencing deci-
sions, and in granting clearances. When a biometric
check is included, such as a fingerprint-based criminal-
records search, there can be a higher degree of confi-
dence in the completeness and accuracy of that portion
of the search.

Seemingly secure identification documents such as
biometric passports do not imply a background check
of the suitability of the bearer — but only that the person
it was issued to is a citizen of the issuing country. These
documents permit positive matching of the bearer to
the person the document was issued to — identity
establishment and subsequent verification of the bearer.

It is unfortunately easy to confuse the two concepts:
a clean background and an established identity. The US
Government’s new Personal Identity Verification (PIV)
card, on the other hand, implies both a positive
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background check and identity establishment. The
positive background check is performed through a
fingerprint-based records search. The identity is estab-
lished when a facial image, name, and other identity
attributes are locked to a set of fingerprints. The fin-
gerprints are then digitally encoded and loaded on the
PIV smart card; permitting verification of the bearer’s
enrolled identity at a later date, time, and place.

Summary

Background checks are a necessary but flawed part of the
modern world. Their importance has increased substan-
tially since the terrorist attacks on 9/11 in the US, 11-M
in Spain, and 7/7 in London. Governments use them
within privacy bounds set by legislatures but seem to
cross into a less constrained world when they use com-
mercial aggregators. Industry uses them in innumerable
process — often with little recourse by impacted custo-
mers, employees, and applicants. Legislators are addres-
sing this issue but technology is making the challenge
more ubiquitous and at an accelerating rate.

Biometric attributes linked to records reduce the
likelihood of them being incorrectly linked to a wrong
subject. This is a promise that biometrics offers us — yet
the possible dangers in compromised biometric records
or systems containing biometric identifiers must be
kept in mind.
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Back-of-Hand Vascular Recognition

Definition

The back-of-hand vascular recognition is the process
of verifying the identity of individuals based on their
subcutaneous vascular network on the back of the
hand. According to large-scale experiments, the pat-
tern of blood vessels is unique to each individual, even
among identical twins; thereby the pattern of the hand
blood vessels on the back of the hand can be used as
distinctive features for verifying the identity of indivi-
duals. A simple back-of-hand vascular recognition sys-
tem is operated by using P near-infrared light to
illuminate on the back of the hand. The deoxidized
hemoglobin in blood vessels absorb more infrared rays
than surrounding tissues and cause the blood vessels to
appear as black patterns in the resulting image cap-
tured by a camera, sensitive to near-infrared illumina-
tion. The image of back-of-hand vascular patterns is
then pre-processed and compared with the previously
recorded vascular pattern » templates in the database
to » verify the identity of the individual.

Introduction

» Biometric recognition is considered as one of the
most advanced security method for many security
applications. Several biometric technologies such as
fingerprint, face, and hand geometry have been
researched and developed in recent years [1]. Com-
pared with traditional security methods such as pass
codes, passwords, or smart cards, the biometric securi-
ty schemes show many priority features such as high
level security and user convenience. Therefore, biomet-
ric recognition systems are being widely deployed in
many different applications.

The back-of-hand vascular pattern is a relatively
new biometric feature containing complex and stable
blood vessel network that can be used to discriminate a
person from the other. The back-of-hand vascular pat-
tern technology began to be considered as a potential
biometric technology in the security field in early
1990s. During this period, the technology became
one of the most interesting topics in biometric research
community that received significant attention. One of
the first paper to bring this technology into discussion
was published by Cross and Smith in 1995 [2]. The
paper introduced the » thermographic imaging tech-
nology for acquiring the subcutaneous vascular

network of the back of the hand for biometric applica-
tion. However, the thermographic imaging technology
is strongly affected by temperature from external envi-
ronment; therefore, it is not suitable to apply this
technology to general out-door applications.

The use of back-of-hand vascular recognition in
general applications became possible when new imag-
ing techniques using near-infrared illumination and
low-cost camera have been invented [3]. Instead of
using far-infrared light and thermographic imaging
technology, this technology utilizes the near-infrared
light to illuminate the back of the hand. Due to the
difference in absorption rate of infrared radiation,
the blood vessels would appear as black patterns in
the resulting image. The cameras to photograph the
back-of-hand vascular pattern image can be any low-
cost cameras that are sensitive to the range of near-
infrared light.

Although the back-of-hand vascular pattern tech-
nology is still an ongoing area of biometric research,
it has become a promising identification technology in
biometric applications. A large number of units
deployed in many security applications such as infor-
mation access control, homeland security, and com-
puter security provide evidence to the rapid growth of
the back-of-hand vascular pattern technology. Com-
pared to the other existing biometric technologies,
back-of-hand vascular pattern technology has many
advantages such as higher authentication accuracy
and better » usability. Thereby, it is suitable for the
applications in which high level of security is required.
Moreover, since the back-of-hand vascular patterns lies
underneath the skin, it is extremely difficult to spoof or
steal. In addition, lying under skin surface, back-of-
hand vascular pattern remains unaffected by inferior
environments. Therefore, the back-of-hand vascular
pattern technology can be used in various inferior
environments such as factories, army, and construction
sites where other biometric technologies have many
limitations. Because of these advanced features, the
back-of-hand vascular pattern technology is used in
public places.

Development History of the Back-of-
Hand Vascular Recognition

As a new biometric technology, back-of-hand vascular
pattern recognition began to receive the attention
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from biometric community from 1990s. However, the
launch of the back-of-hand vascular recognition sys-
tem into the market was first considered from 1997.
The product model named BK-100 was announced by
BK Systems in Korea. This product was sold mainly in
the local and Japanese market. In the early stage of
introduction, the product had limitations for physical
access control applications. More than 200 units
have been installed in many access control points
with time and attendance systems in both Korea and
Japan. Figure 1(a) shows a prototype of the BK-100
hand vascular recognition system.

The first patent on the use of the back-of-hand
vascular pattern technology for personal identification
was published in 1998 and detailed in reference [4].
The invention described and claimed an apparatus and
method for identifying individuals through their sub-
cutaneous hand vascular patterns. Consecutively, other
subsequent commercial versions, BK-200 and BK-300,
have been launched in the market. During the short
period of time from the first introduction, these pro-
ducts have been deployed in many physical access
control applications.

The technology of back-of-hand vascular pattern
recognition was continuously enhanced and developed
by many organizations and research groups [5-11].
However, one of the organizations that made promising
contributions to the development of the back-of-hand
recognition technology is Techsphere Co., Ltd. in Korea.
As the results from these efforts, a new commercial
product under the name VP-II has been released.
Many advanced digital processing technologies have
been applied to this product to make it a reliable and
cost-effective device. With the introduction of the new
product, the scanner became more compact to make the

Back-of-Hand Vascular Recognition. Figure 1 Prototype
of hand vascular recognition system; (a) BK-100 and
(b) VP-II product.

product suitable to be integrated in various applica-
tions. The product also provided better user interface
to satisty user-friendly requirements and make the sys-
tem highly configurable. Figure 1(b) shows a prototype
of the VP-II product.

Various organizations and research groups are
spending efforts to develop and enhance the back-of-
hand vascular pattern technology. Thousands of
back-of-hand products have been rapidly installed and
successfully used in various applications. Researches
and product enhancements are being conducted to
bring more improvements to products. Widespread in-
ternational attention from biometric community will
make the back-of-hand vascular pattern technology as
one of the most promising technologies in security field.

Underlying Technology of Back-of-Hand
Vascular Recognition

To understand the underlying technology of the back-
of-hand vascular recognition, the operation of a typical
back-of-hand vascular recognition system should be
considered. Similar to other biometric recognition sys-
tem, the back-of-hand vascular recognition system
often composes of different modules including image
acquisition, feature extraction, and pattern matching.
Figure 2 shows a typical operation of the back-of-hand
vascular recognition system.

Image Acquisition

Since the back-of-hand vascular pattern lies under-
neath the skin, it cannot be seen by the human eye.
Therefore, it cannot use the visible light that occupies a
very narrow band (approx. 400-700 nm wavelength)
for photographing the back-of-hand vascular pat-
terns. The back-of-hand vascular pattern image can
be captured under the near-infrared light (approx.
800-1000 nm wavelength). The near-infrared light
can penetrate into the human tissues to approximately
3 mm depth [10]. The blood vessels absorb more
infrared radiation than the surrounding tissues and
appear as black patterns in the resulting image. The
camera used to capture the image of back-of-hand
vascular pattern can be any low-cost camera that is
sensitive to the range of near-infrared light. Figure 3
shows an example of images obtained by visible light
and near-infrared light.
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Back-of-Hand Vascular Recognition. Figure 2 Operation
of a typical back-of-hand vascular recognition system.

Back-of-Hand Vascular Recognition. Figure 3
The back-of-hand images obtained by visible light (left)
and by infrared light (right).

Pattern Extraction

One of the important issues in the back-of-hand vas-
cular recognition is to extract the back-of-hand vascu-
lar pattern that can be used to distinguish an
individual from the others. Pattern extraction module
is to accurately extract the back-of-hand vascular
patterns from raw images which may contain the un-
desired noises and other irregular effects. The perfor-
mance of the back-of-hand vascular recognition
system strongly depends on the effectiveness of the
pattern extraction module. Therefore, the pattern

extraction module often consists of various advanced
image processing algorithms to remove the noises and
irregular effects, enhance the clarity of vascular pat-
terns, and separate the vascular patterns from the
background. The final vascular patterns obtained by
the pattern extraction algorithm are represented as
binary images. Figure 4 shows the procedure of a
typical feature extraction algorithm for extracting
back-of-hand vascular patterns from raw images.
After the pattern extraction process, there still could
be salt-and-pepper type noises. Thus, noise removal
filters such as medial filters may be applied as a post-
processing step.

Pattern Matching

The operation of a back-of-hand vascular recognition
system is based on comparing the back-of-hand vascu-
lar pattern of a user being authenticated against
pre-registered back-of-hand patterns stored in the
database. The comparison step is often performed by
using different type of pattern matching algorithms to
generate a matching score. The structured matching
algorithm is utilized if the vascular patterns are repre-
sented by collections of some feature points such as line-
endings and bifurcations [13]. If the vascular patterns
are represented by binary images, the template match-
ing algorithm is also utilized [14]. The matching score
is then used to compare with the pre-defined system
threshold value to decide whether the user can be
authenticated. For more specific performance figures
for each algorithm, readers are referred to [4-7].

Applications of Back-of-Hand Vascular
Recognition

The ability to verify identity of individuals has become
increasingly important in many areas of modern life,
such as electronic governance, medical administration
systems, access control systems for secured areas, and
passenger ticketing, etc. With many advanced features
such as high level of security, excellent usability, and
difficulty in spoofing, the back-of-hand vascular rec-
ognition systems have been deployed in a wide range of
practical applications. The practical applications of the
back-of-hand vascular recognition systems can be
summarized as following:
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Back-of-Hand Vascular Recognition. Figure 4 The flow chart of a typical feature extraction algorithm.

Office access control and Time Attendance: The wide
use of back-of-hand vascular recognition technology is
physical access control and identity management for
time and attendance. The recognition systems utilizing
the back-of-hand vascular technology are often instal-
led to restrict the access of unauthorized people. The
integrated applications with back-of-hand vascular
recognition systems will automatically record the
time of entering and leaving the office for each em-
ployee. Furthermore, the time and attendance record
for each employee can be automatically fed to the
resource management program of the organization.
This provides a very effective and efficient way to
manage the attendance and over-time payment at
large-scale organizations.

Port access control: Due to the overwhelming secu-
rity climate in recent years and fear of terrorism, there
has been a surge in demand for accurate biometric
authentication methods to establish a security fence
in many ports. Airports and seaports are the key
areas through which terrorists may infiltrate. Due to
its high accuracy and usability, fast recognition speed,
and user convenience, the back-of-hand vascular rec-
ognition systems are being employed for access control
in many seaports and airports. For example, back-of-
hand vascular recognition systems are being used
in many places at Incheon International Airport
and many airports in Japan [14]. In addition, major
Canadian seaports (Vancouver and Halifax) are fully
access-controlled by back-of-hand systems.

Factories and Construction Sites: Unlike other bio-
metric features which can be easily affected by dirt or

oil, the back-of-hand vascular patterns are not easily
disturbed because the features lie under the skin of
human body. Therefore, the back-of-hand vascular
pattern technology is well accepted in applications
exposed to inferior environments such as factories or
construction sites. The strengths and benefits of the
back-of-hand vascular pattern technology become
more obvious when it is used in these applications
because other existing biometric technologies show
relatively low usability and many limitations when
used in inferior environments.

Summary

The back-of-hand vascular pattern technology has
been researched and developed in the recent decades.
In a relatively short period, it has gained considerable
attention from biometric community. The rapidly
growing interest in the back-of-hand vascular pattern
technology is confirmed by the large number of re-
search attempts which have been conducted to im-
prove the technology in recent years. Although the
back-of-hand vascular pattern has provided a higher
accuracy and better usability in comparison with other
existing biometric technologies, more research need to
be performed to make it more robust and tolerant
technology in various production conditions. The fu-
ture research should focus on development of higher
quality image capture devices, advanced feature extrac-
tion algorithms, and more reliable pattern matching
algorithms to resolve pattern distortion issue.
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Barefoot Morphology Comparison

This describes the comparison carried out by a forensic
expert to determine if two footprints could, or could
not, have been made by the same person.

» Forensic Barefoot Comparisons

I e
Base Classifier

This term is used to indicate the base component of a
multiple classifier system. In other words, a multiple
classifier system is made up by a set of base classifiers.
Some authors use this term only when the multiple
classifier system is designed using a single classification
model (e.g., a decision tree) and multiple versions of
this base classifier are generated to build the multiple
classifier system.

» Multiple Classifier Systems

l . .
Baseline Algorithm

Baseline algorithm is a simple, yet reasonable, algo-
rithm that is used to establish minimum expected
performance on a dataset. For instance, the eigenfaces
approach based on principal component analysis is the
baseline algorithm for face recognition. And, the sil-
houette correlation approach establishes the baseline
for gait recognition.

» Performance Evaluation, Overview

I
Baum-Welch Algorithm

The Baum-Welch algorithm is the conventional, recur-
sive, efficient way to estimate a Hidden Markov Model,



Bayesian Hypothesis Test

that is, to adjust the parameters of the model given the
observation sequence. The solution to this problem per-
mits to develop a method to train self-learning classifiers.

» Hidden Markov Models

|
Bayes Decision Theory

A probabilistic framework for assigning an input pattern
(e.g., a feature vector) to a class (or category) so as to
minimize the risk associated with misclassification. The
risk itself is computed as a function of several factors
including the conditional probabilities describing the
likelihood that the input pattern belongs to a particular
class and the cost of misclassification as assessed by the
practitioner. In some cases, the risk function is defined
purely in terms of the probability of error. The various
probabilities characterizing the framework are estimated
using a set of training data comprising patterns whose
class information is known beforehand.

» Fusion, Score-Level

|
Bayes Rule

Bayes theorem or Bayes rule allows the estimation of the
probability that, a hypothesis H is true when presented
with a set of observations or evidence E. Let P(H) be
the best estimate of the probability that hypothesis H
is true prior to the availability of evidence E. Hence,
P(H) is known as the prior probability of H. Let P(EIH)
be the conditional probability (likelihood) of observing
the evidence E given that, H is true and P(E) be the
marginal probability of E. Then, the posterior probabil-
ity of hypothesis H given evidence E is.

P(E|H)P(H)

PHIE) = ==5 5

According to the Bayes rule, the posterior probability is
proportional to the product of the likelihood and the
prior probabilities.

» Soft Biometrics

[
Bayesian Approach/Likelihood Ratio
Approach

This approach used for interpreting evidence is based
on the mathematical theorem of Reverend Thomas
Bayes, stating the posterior odds are equal to the
prior odds multiplied the likelihood ratio (LR). If
using prior odds, one will speak of the Bayesian ap-
proach, and if using only the LR, one will speak of the
likelihood ratio approach.

In forensic science, the weight of evidence E (DNA,
glass, fingerprints, etc.) is often assessed, using the
ratio of two probabilities estimated given by two pro-
positions (i.e., LR). One hypothesis is suggested by the
prosecution (Hj) and the other by the defence (Hy).
Two propositions could be for example “The blood
recovered from the crime scene comes from the suspect”
versus “The blood recovered from the crime scene does
not come from the suspect, but from someone else,
unrelated to him.” The likelihood ratio (LR) is therefore
constructed as the ratio of the two probabilities of the
observations given in each proposition. It can take any
value between zero and infinity. Values inferior to one
favor the defence proposition and values above favor the
prosecution proposition. This metric is used worldwide
and has been the subject of numerous publications.
Verbal scales for reporting LR have been suggested, as
an example values from 1,000 and upwards would pro-
vide very strong support for H,

The likelihood ratio approach permits to evaluate
evidence using a balanced, logical, and scientific view.
It helps avoiding erroneous reasoning, such as the
prosecution or the defence fallacy.

» Forensic DNA Evidence

|
Bayesian Hypothesis Test

Given a segment of speech Y and a speaker S, the
speaker verification task consists indetermining if Y
was spoken by S or not. This task is often stated as
basic hypothesis test between two hypotheses: If Y
comes from the hypothesized speaker S it is HO, and
if Y is not from the hypothesized speaker S it is HI.
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A likelihood ratio (LR) between these two hypotheses
is estimated and compared to a decision threshold 0.
The LR test is given by:

LR(Y, Ho, H1) — 2VIHO) (1)
p(y[H1)

where Yis the observed speech segment, p(YIHO) is the
likelihood function for the hypothesis HO evaluated
for Y, p(YIH1) is the likelihood function for H1, and
0 is the decision threshold for accepting or rejecting
HO. If LR(Y, HO, H1) > 0, HO is accepted else H1 is
accepted.

A model denoted by Ay, represents HO, which is
learned using an extract of speaker S voice. The model
/lh—yp represents the alternative hypothesis, H1, and is
usually learned using data gathered from a large set of

P Vi)
P77y

Often, the logarithm of this statistic is used giving the
logLR (LLR):

LLR(Y) = log(p(Y | Anyp)) — (p(Y]455))- ()

speakers. The likelihood ratio statistic becomes

» Speaker Matching

l . . .
Behavioral Biometrics

Behavioral biometrics is the class of biometrics based on
various human actions as opposed to physical character-
istics. Typically, behavioral biometrics is used only in
verification frameworks. Examples of behavioral
biometrics include: keystroke recognition, speaker/voice
recognition, and signature. Behavioral biometrics is ar-
guably more replaceable than physiological biometrics,
as the context in which they are based can often be

changed (i.e., keystroke recognition, voice, etc.).

» Keystroke Recognition

' BIAS

» Biometric Identity Assurance Services

M. . oes
Bias-Variance Decomposition

Bias-variance decomposition is an important tool for
analyzing machine learning approaches. Given a
learning target and the size of training data set, it
breaks the expected error of a learning approach
into the sum of three nonnegative quantities, i.e.,
the intrinsic noise, the bias, and the variance. The
intrinsic noise is a lower bound on the expected error
of any learning approach on the target; the bias mea-
sures how closely the average estimate of the learning
approach is able to approximate the target; the vari-
ance measures how much the estimate of the learning
approach fluctuates for the different training sets of the
same size.

» Ensemble Learning

|
Bi-directional Reflectance
Distribution Function (BRDF)

Let us assume that the irradiance received by an ele-
mentary surface from a point light source is AE, and
that the radiance from the elementary surface emits in
an outgoing direction toward the viewer is AL. BRDF
is defined as the ratio of AE/AL, i.e., the ratio of the
radiance in the outgoing direction to the incident

irradiance. The unit of BRDF is sr— ..

» Image Formation

. .
Bifurcation

The point at which a blood vessel splits or forks into
two branches. An individual’s unique pattern of retinal
blood vessel bifurcations can be used as a feature space
for retinal biometric encoding.

» Simultaneous Capture of Iris and Retina for
Recognition
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[
Binary Hypothesis

The binary hypothesis represents a decision maker
with only two hypotheses to choose from. For
biometrics, this usually means that the sensor has
identified the genuine user or an imposter.

» Fusion, Decision-Level

|
Binary Morphology

Operations on binary images using convolution-type
kernels (the “structuring elements”) and basic set
operations and image translations. Also called image
morphology or mathematical morphology.

» Segmentation of Off-Axis Iris Images

|
Binomial Distribution

A major class of discrete probability distribution that
describes the likelihood of outcomes from runs of
Bernoulli trials (conceptually coin tosses with two pos-
sible results from each toss, having stable but not
necessarily equal probabilities). A binomial distribu-
tion is described by two parameters: the probability of
one of the outcomes (which implies the probability of
the other); and the number of trials (or coin tosses)
conducted. If the two outcome probabilities are equal,
then the distribution is symmetrical; otherwise it is
not. If one measures the fraction of outcomes of one
type that occur in a certain number of tosses, then the
mean of the distribution equals the probability of that
outcome, and its standard deviation varies inversely as
the square-root of the number of trials conducted.
Thus, the larger the number of trials, the tighter this
distribution becomes. The tails of a binomial distribu-
tion attenuate very rapidly because of the factorial
combinatorial terms generating it, particularly when
the number of trials is large. The binomial should not

be confused with, nor interchanged with, a Gaussian
distribution, which describes continuous instead of dis-
crete random variables, and its domain is infinite unlike
the compact support of the binomial. Under certain
statistical conditions, even correlated Bernoulli trials
generate binomial distributions; the effect of correlation
is to reduce the effective number of trials. When
IrisCodes from different eyes are compared, the distri-
bution of normalized fractional Hamming distance
scores follows a binomial distribution, since compari-
sons of IrisCode bits are effectively Bernoulli trials.

» Score Normalization Rules in Iris Recognition

[
BioAPI

BioAPI is Biometric Application Programming Inter-
face. BioAPI 2.0 is a widely recognized international
standard created by the BioAPI consortium and
defined in ISO/IEC 19784-1:2005.

» Biometric Technical Interface, Standardization
» Finger Vein Pattern Imaging

[
BioAPl Framework

A module supplied by one vendor that provides the
linkage (via the BioAPI API and SPI interfaces) be-
tween application modules and Biometric Service Pro-
viders from other independent vendors that support
the standardized interfaces.

» Biometric Technical Interface, Standardization

[
BioAPI Interworking Protocol

A fully specified protocol running over the Internet
(including Secure Socket Layer) that allows one BioAPI




64

Biological Motion

Framework to communicate with another BioAPI
Framework. This allows applications in one computer
system to communicate with Biometric Service Provi-
ders (BSPs) in one or more computer systems, where
the applications and BSPs are only aware of the local
BioAPI API or SPI interface, and are not aware of the
communications protocol. It provides a seamless inte-
gration of application and BSP modules running in
different systems to provide for many forms of
distributed biometric application.

» Biometric Technical Interface, Standardization

|
Biological Motion

The motion arising from the movement of living things.
Although the term is consistent with viewing an action
in natural conditions with full lighting, it is commonly
used in the field of visual perception to denote motion
patterns arising from viewing conditions with reduced
visual information such as just the motion of specific
points on the body or the silhouette. Human gait is a
common example of biological motion.

» Psychology of Gait and Action Recognition
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Definition

Biometric algorithms are automated methods that en-
able a biometric system to recognize an individual by

his or her anatomical/behavioral traits [1]. They con-
sist of a sequence of automated operations performed
by the system to verify or identify its ownership. These
operations include quality assessment, enhancement,
feature extraction, classification/indexing, matching
and fusion, as well as compression algorithms, often
used to reduce storage space and bandwidth.

Introduction

Biometric recognition is achieved by comparing the
acquired biometric sample (the “query”) with one or
more biometric samples that have been captured pre-
viously and stored in the system database (the “refer-
ence” or “gallery”). The process of creating the
database is called enrollment. The process of compar-
ing samples is called verification if the query comes
along with a claimed identity (in this case the “query”
is compared to the biometric data of the claimed
identity), or identification if no identity claim is
made (in this case the “query” is compared to all the
biometric data in the database).

The biometric sample is acquired by a biometric
device and produces an electronic representation
of high-dimensional signals (e.g., fingerprint or face
images, signature dynamics) [2]. Most often, to
avoid the “» curse of dimensionality,” these high-
dimensional signals are not directly compared; instead,
a more compact representation of the signal — called
“template” —
used for the comparison. The various processes used to
compare them are called biometric algorithms. These
processes include assessing and enhancing the quality
of the biometric signal, extracting and matching salient
features, and information fusion at various stages.
Compression and classification/indexing are also key
components of biometric algorithms to optimize the
resources needed (space and time).

Biometric techniques are effective to recognize
people because the characteristics of biometric traits
are distinct to each individual. In practice, however,
variations (inherent in the biometric trait or how it is
presented during acquisition) and noise, as well as
intrinsic limitations of biometric sensing techniques
can cause the accuracy of the system to drop signifi-

is extracted from the raw signal and is

cantly. It is necessary to develop biometric algorithms
that are robust to these variations; namely, to extract
salient and reproducible features from the input and to
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match these features efficiently and effectively with the
templates in the database. Addressing all the problems
requires the combination of various techniques to
obtain the optimal robustness, performance, and
efficiency, which is a key step in biometric algorithm
design.

Compression

Many applications require storage or transmission of
the biometric data (e.g., images). These data can be
large and it is often desirable to compress them to save
storage space or transmission bandwidth. This com-
pression can be either lossless or lossy. Lossless com-
pression algorithms guarantee that every single bit of
the original signal is unchanged after the data is un-
compressed. Higher compression ratio can be achieved
with lossy compression at the cost of altering the orig-
inal signal. Artifacts introduced by lossy compression
may interfere with subsequent feature extraction and
degrade the matching results.

Biometric systems often use lossy compression,
chosen in such a way that a minimal amount of critical
information is lost during the compression, to achieve
the best balance between data quality and representa-
tion size. Standardization bodies have defined com-
pression protocols for each biometric so that any user
of the system can reconstruct the original signal. They
also specify the compression ratio that must be used to
preserve the quality of the biometric data. As an exam-
ple, standards currently exist for the compression of
fingerprints (WSQ for 500ppi and JPEG-2,000 for
1,000ppi), facial images (JPEG-2,000), voice data
(CELP) [3, 4].

Quality Assessment

Biometric quality refers to the usefulness of a biomet-
ric sample in terms of the amount of discriminatory
information. Quality assessment is the algorithm that
calculates and assigns a quantitative quality score to a
biometric sample based on its character (e.g., inherent
features), fidelity (e.g., signal to noise ratio), or utility
(e.g., correlation with system performance) [5].
Quality measure can be used for various applica-
tions in a biometric system: (1) to provide quality
feedback upon enrollment to improve the operational

efficiency of biometric systems; (2) to improve the
matching performance of biometric systems, e.g.,
local quality can be used to assist feature extraction
and assign confidence to features during matching; and
(3) to improve performance of multi-biometric
systems, e.g., quality can be used to derive weights or
statistical significance of individual sample or modality
in fusion.

There are two main paradigms for quality assess-
ment algorithms: a “bottom-up” approach reflecting
character and fidelity; and a “top-down” approach
based on observed utility [5]. In the “bottom-up”
approach, quality measure is used to determine a sam-
ple’s “improvability” (i.e., the improvement that can
be gained by recapturing the biometric). If a sample
does not inherently have many features, recapturing
will not benefit the performance. On the other hand, if
the signal to noise ratio is very high, recapturing may
help obtain additional salient features. In the “top-
down” approach, the utility of a sample is used to
determine a performance estimate. This estimate can
be used to disregard (emphasize) features that have
strong (weak) correlation with utility.

Development of quality assessment algorithms and
algorithms that use the estimated quality information
is an active area of research in biometric community.
The NIST biometric quality workshop [6] provides a
forum for the community to share new research and
development in biometric quality assessment. An open
source software to measure fingerprint quality has also
been developed and released by NIST [7]. Standards
committees from around the world are working to in-
corporate the concept of quality into the biometric stan-
dards, e.g., ISO/IEC 29794 [8], with the aim of uniform
interpretation and interoperability of quality scores.

Enhancement

Enhancement, in the context of biometrics, is the pro-
cess of improving the signal quality with or without
knowing the source of degradation (this definition
includes restoration). The general goal is to increase
the signal to noise ratio, although, many interpreta-
tions of signal/noise can be applicable. Enhancement
typically employs prior knowledge about the acquired
signal to facilitate automatic feature extraction algo-
rithms or to provide better visualization for manual
processing.
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The quality of a signal can be affected by environ-
mental conditions, sensor noise, uncooperative/un-
trained subjects, inherent low quality biometrics, etc.
In order to ensure that the performance of a biometric
algorithm will be robust with respect to the quality of
the acquired signal, additional algorithms/heuristics
must be employed to improve the clarity of the desired
traits in the signal. Different types of normalization
(e.g., histogram equalization) or filtering approaches
(e.g., Gabor wavelets) can be employed to separate
noise from biometric signals [9]. Segmentation (i.e.,
detecting the meaningful part of the signal and dis-
carding the background) is another example of en-
hancement that is classically used.

Feature Extraction

During feature extraction, the biometric data is pro-
cessed to extract a set of salient and discriminatory
features that represent the underlying biometric trait.
These features can either have a direct physical counter-
part (e.g., minutiae for fingerprints), or indirectly
related to any physical trait (e.g., filter responses for iris
images) [10]. The extracted set is commonly referred to
as the template and is used as an input for matching and
filtering (classification/indexing). Ideally, the extracted
features are consistent for the same subject (small
intra-class variation) and are distinct between different
subjects (small inter-class similarity). In practice, how-
ever, factors such as poor image quality and distortion
can greatly affect the accuracy of feature extraction.

Feature extraction can be related to dimensionality
reduction, where the raw input signal is often in high
dimension, containing redundant and irrelevant infor-
mation [2]. Feature extraction transforms the original
data space into a lower dimension by retaining the
most discriminatory information possible. In fact,
standard dimensionality algorithms (e.g., PCA) are
commonly employed to extract features for face im-
ages. Regardless of the trait, the feature extraction
algorithm greatly controls the performance of match-
ing [10]. If feature extraction can separate the subjects
in the feature space, simple matching algorithms can
be employed. If feature extraction performs poorly, it
may not be possible to design a matching algorithm
that will provide sufficient accuracy.

For some applications, especially those where multi-
ple systems need to work together, algorithms need to be

interoperable. That is, in particular, the extracted fea-
tures, or templates are encoded in such a way that they
can be used by any matching system that follow the same
encoding standard. This is crucial for large-scale applica-
tions, such as biometric passport, especially when the
template storage space is small. Once again, standardiza-
tion bodies play an important role in defining common
formats to store the biometric templates. The Minutiae
Interoperability Exchange Test (MINEX) [11], con-
ducted by NIST, quantified the impact on system per-
formance to use fingerprint minutiae standards in
comparison to proprietary formats.

Matching

A matching algorithm compares the features extracted
from the query with the stored templates in the data-
base to produce scores that represent the (dis)simil-
arity between the input and template. A matching
algorithm must cope with variations of the extracted
features [12]. These variations may be the result of
modification (e.g., scar, aging, disease), occlusion (e.g.,
beard, glasses), presentation (pose, displacement, non-
linear distortion), and noise (lighting, motion blur) of
the biometric trait. Variations resulting from the presen-
tation of the biometric are typically handled through the
use of invariant features or by trying to “align” the two
templates. A common approach to alleviate some varia-
tions is to introduce certain flexibility (or tolerance) in
the matching of individual features (local matching)
and obtain an accumulated probability value (global
matching) for computing the final match score. In
many cases, this approach is shown to exhibit some
complementary nature, increasing robustness to errors
while preserving high accuracy. Integration (fusion) of
various feature representations in a matching algorithm
or combining different matching algorithms seems to be
the most promising way to significantly improve the
matching accuracy.

In the final stage, matching must provide a decision,
either in the form of validating a claimed identity or
providing a ranking of the enrolled templates to per-
form identification. The biometric matching algorithms
range from simple nearest neighbor algorithms, to so-
phisticated methods such as support vector machines.
Thresholding techniques are used to decide if the dis-
tance of the claimed identity (in verification) or first
rank (in identification) is sufficient for authentication.
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In large systems, such as countrywide ID or law
enforcement systems, when throughput is high or
when matching decision has to be determined online
in real time (e.g., border crossing), the time of an
individual match must be very small. This imposes
strong constraints on the design of the matching algo-
rithm. In order to achieve both high accuracy and
speed, » multistage matching techniques are often
used. Furthermore, biometric algorithms can often be
implemented in a parallel architecture, and the proces-
sing of matching can be distributed over many CPUs.

Filtering (Classification/Indexing)

With the rapid proliferation of large-scale databases,
one to one matching of the query with each template
in the database would be computationally expensive.
A filtering process is, hence, usually employed to re-
duce the number of candidate hypotheses for matching
operation. Filtering can be achieved by two different
approaches: classification and indexing [10].

Classification algorithms, or classifiers, partition a
database into a discrete set of classes. These classes can
be explicitly defined based on the global features of the
biometric data, e.g., “Henry classes” for fingerprints
[13]; or implicitly derived based on data statistics [10].
General biometric classification algorithms can be
divided into rule-based, syntactic-, structural-based,
statistical- and Neural Network-based and multi-
classifier methods. Sometimes, a single-level classifica-
tion is not efficient enough as data may be unevenly
distributed among these classes. For example, more
than 90% of fingerprints belong to only three classes
(left loop, right loop, and whorls). To continue nar-
rowing down the search, some classes can be further
divided into more specific categories, also known as
sub-classification. Once templates in a database are
classified, matching time can be greatly reduced by
comparing the query only with templates belonging
to the same class assigned to the query.

Indexing algorithms [10], on the other hand, pro-
vide a continuous ordering of the database. This process
is also often referred as continuous classification, where
biometric data are no longer partitioned into disjoint
classes, but associated with numerical vector represen-
tations of its main features. This can also be regarded
as an extremely fast matching process, where feature
vectors can be created through a similarity-preserving

transformation and the matching is performed by
comparing the query only with those in the database
whose vector representation are close to that of the
query in the transformed space.

Because they can be extremely fast, filtering techni-
ques are often used as a first stage in multistage match-
ing. Indexing is often preferred over classification,
since it enables to avoid classifying ambiguous data
(e.g., by adjusting the size of the neighborhood con-
sidered for matching) and can be designed to be virtu-
ally error free.

Fusion

Biometric systems can be designed to recognize a per-
son based on information acquired from multiple
biometric sources. Such systems, also known as multi-
biometric systems, offer substantial improvement
with regard to enrollment and matching accuracy
over traditional (uni) biometric systems [12, 14]. The
algorithm that combines the multiple sources of infor-
mation in a multibiometric system is called fusion.
Biometric fusion can be performed at four different
levels of information, namely, sensor, feature, match
score, and decision levels [12, 14]. Fusion algorithms
can be used to integrate primary biometric traits (e.g.,
fingerprint and face) with soft biometric attributes
(e.g., gender, height and eye color). Besides improving
recognition accuracy, information fusion also increases
population coverage (by avoiding “failure to enroll”
and deters spoof attacks in biometric systems [14].

Related Entries

» Biometric Sample Acquisition
» Biometric, Overview

References

1. Jain, A., Ross, A., Prabhakar, S.: An introduction to biometric
recognition. IEEE Trans. Circuits Syst. Video Technol. 14(1),
4-20 (2004)

2. Duda, R., Hart, P, Stork, D.: Pattern classification 2nd edn.
Wiley, New York (2000)

3. Brislawn, C.: The FBI fingerprint image compression specifica-
tion. In: Topiwala, P. (ed.) Wavelet Image and Video Compres-
sion, pp. 271-288. Kluwer (1998)




68

Biometric and User Data, Binding of

4. Brislawn, C., Quirk, M.: Image compression with the JPEG-2000
standard. In: Driggers, R. (ed.) Encyclopedia of Optical Engi-
neering, pp. 780-785. Marcel Dekker (2003)

5. INCITS biometric sample quality standard draft. M1/06-0948
(2006) http://www.incits.org/tc_home/m1htm/2006docs/
m1060948.pdf

6. NIST Biometric Quality Workshop, 2006, http://www.itl.nist.
gov/iad/894.03/quality/workshop07/index.html (2007)

7. Tabassi, E., Wilson, C., Watson, C.: Fingerprint image quality.
NIST research report NISTIR7151 (2004)

8. ISO/IEC Biometric Sample Quality Standard. ISO/IEC 29794
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_
detail.htm?csnumber=43583

9. Hong, L., Wan, Y, Jain, A.: Fingerprint image enhancement:
Algorithms and performance evaluation. IEEE Trans. Pattern
Anal. Mach. Intell. 20(8), 777-789 (1998)

10. Maltoni, D., Maio, D., Jain, A., Prabhakar, S.: Handbook of
fingerprint recognition. Springer, New York (2003)

11. Grother, P,, McCabe, M., Watson, C., Indovina, M., Salamon, W.,
Flanagan, P., Tabassi, E., Newton, E., Wilson, C.: MINEX:
Performance and Interoperability of the INCITS 378 Fingerprint
Template. NIST MINEX Evaluation Report (2006)

12. Jain, A, Flynn, P, Ross, A.: Handbook of biometrics. Springer,
New York (2008)

13. Henry, E.: Classification and uses of finger prints. Routledge,
London (1900)

14. Ross, A., Nandakumar, K., Jain, A.: Handbook of multibio-
metrics. Springer, New York (2006)

|
Biometric and User Data, Binding of

PENG L1, JiE T1aN, XIN YANG, SUJING ZHOU
Institute of Automation, Chinese Academy of Sciences,
Beijing, People’s Republic of China

Synonyms

Key binding; Secure biometrics; Template protection

Definition

“User data” stands for the private information of the
biometric system user, for example the identity num-
ber, e-mail address or any other significant or insignif-
icant character string, which can be transformed into
ASCII code in computer systems. Binding of biometric
and user data is a method which aims to solve the
issues of security and privacy involved with biometric
system. As an important method of Biometric

Encryption, binding of biometric and user data has
two main functions, one is protecting the biometric
template from attacks, where cancelable biometric
templates can be generated; and the other is embed-
ding user data into the biometric template, where user
data will be reproduced if and only if biometric match-
ing succeeds.

Introduction

As an identity authentication method, biometrics bases
recognition on an intrinsic aspect of the human being
and the use of biometrics requires the person to be
authenticated as physically present at the point of the
authentication [1]. With more and more application
examples, biometrics recognition system exposes some
intrinsic defects; the most serious is the security and
privacy issue involved with raw biometric data [2].
Biometric data is difficult to cancel in case it is lost or
obtained by an attacker. The lost biometric may be
used for cross-matching between different databases
and can bring disastrous results to user data. Because
of this kind of hidden danger, people resort to a more
secure biometric system, called Biometric Encryption
or Biometric Cryptosystems [3]. Among the various
methods of Biometric Encryption, binding of biomet-
ric and user data is the most practical and promising
one, which is named Key Binding Method. This is
different from the other key-related method: Key Re-
lease (Fig. 1).

The commonly collected user data includes name,
any form of ID number, age, gender, and e-mail ad-
dress, etc. The user data which is bound with biometric
in the algorithm layer, say e-mail address or social
security ID, should be protected from being stolen by
the attackers, while the nonsensitive data can be open.
In the enrollment stage of the Biometric Encryption
system, the biometric feature extraction procedure is
the same as in the traditional system. After the feature is
obtained, it will be bound with user data (e.g., identity
number, password, etc) in some way, thus yielding a
cancelable biometric template, which will be stored as a
private template and used to match the query samples.
In the matching stage, the user provides his/her bio-
metric and the user-specific data to the biometric sys-
tem. Then, the same feature extraction and binding
procedure will be conducted inside the system. The
two private templates are compared in the traditional
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Biometric and User Data, Binding of. Figure 1 (a) Key release (b) Key binding (Reprinted with permission from Jain
et al.: Biometrics: a tool for information security. IEEE Trans. Inf. Forensics Security. 1(2), 125-143 (2006) ©2006 IEEE).

manner in which the biometric system works and a
matching score or YES/NO decision is given. In some
algorithms, famous fuzzy vault algorithm for instance,
if matching succeeds, the user-specific key is repro-
duced and released. The key can be used in different
conventional cryptographic circumstances.

Challenges

The difficulty of binding biometric and user data lies
mostly in how the fuzziness of biometrics and the
exactitude of user data (key) are bridged.

Fuzziness of Biometrics

Unlike the password-based identity authentication
system, biometric signals and their representations
(e.g., fingerprint image and its computer representa-
tion) of a person vary dramatically depending on the
acquisition method, acquisition environment, and
user’s interaction with the acquisition device [2].
Acquisition condition variance: The signal cap-
tured by a sensor varies with the identifier as well as
the acquisition equipment. For example, fingerprint
images are usually captured with contacting sensors,

e.g., capacitive sensor, inductive sensor, and optical sen-
sor. The mechanism of imaging fingerprint is mapping
a three-dimensional object to a two-dimensional
plane. Since the finger tip is nonrigid and the mapping
procedure cannot be controlled precisely, the captured
fingerprint images change in minute details from
time to time, but are still within a certain metric dis-
tance of intra-class difference. When the sensor’s surface
is not large enough or the user provides only part of the
finger to the sensor, the acquired image area does not
cover the whole finger. Different fingerprint images
from the same finger may include different parts of
the finger. In addition, translation and rotation are
very common in different samples from the same finger.
Another good example to show the acquisition condi-
tion variance is facial image acquisition. Illumination
change influences the captured facial image in
real circumstances. Moreover, the greatest variance
is in the facial expression, including the kinds of mod-
alities used to express different emotions. Almost
all kinds of biometric modalities have to bear this
variance.

Circumstances and time variance: Change in
outer circumstances may also cause the captured bio-
metric signal to vary more or less. While taking the
fingerprint, for example, the environmental tempera-
ture and humidity may render the finger too dry or too
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damp to be captured. Low-quality fingerprint images
are very common in real application systems and en-
hancing (i.e., preprocessing) them is a challenging
research direction in the traditional fingerprint recog-
nition field. Generally, the fingerprint does not change
with time because the skin on the finger tip may not
change much with age. But many modalities cannot
resist the temporal change, e.g., face, gait, palm, voice,
and so on. In particular, the face varies greatly with
age; facial images captured from the same person at
different ages differ vastly. How one estimates the aging
model of a person also makes an important research
issue in the face recognition field. In addition, there are
other factors which can influence the captured biomet-
ric signal for some specific modality.

Feature extraction variance: Almost all the feature
extraction algorithms are based on signal processing or
image processing methods. They are not exact when
processing different biometric samples. Noise is often
introduced in the extraction procedure, especially of
the low-quality samples.

All the above factors can make the samples from the
same subject seem different and the ones from different
subjects quite similar. Large intra-class differences and
small inter-class differences will be the result due to these
reasons. However, a cryptosystem requires exact com-
puting and operation. A tiny change in input may cause
an enormous difference in output, for example, for the
hash function. So bridging the fuzziness of biometrics
and the exactness of cryptography becomes the greatest
challengein the binding of biometric and user data.

Encrypted Template Alignment

The second challenging problem is how to align the
encrypted biometric templates. One of the purposes of
binding biometric and user data is to conceal raw bio-
metric data. Thus original features cannot be used for
alignment after binding to prevent the original template
from being stolen. Nevertheless, the alignment stage has
to be conducted to locate the various biometric samples
in the same metric space and to ensure the authentica-
tion accuracy. So the feature used in the alignment stage
must satisfy two conditions: (1) it will not reveal origi-
nal biometric data and (2) it must assure alignment
accuracy to some extent. The concept of Helper Data
satisfying these conditions was proposed [4]. Taking the
case of the fingerprint as an example, the points with

maximum local curvature around the core are detected
and used for alignment without leaking the minutiae
information. Theoretically, the system security can be
estimated according to information theory from the
information published by Helper Data [5].

Theory and Practice

The theories of Secure Sketch [5] and Fuzzy Extractor
[5] lay the foundation for the binding of biometric and
user data and give some significant theoretic results
from the point of view of information theory. In the
various binding methods of biometric and user data,
Bioscrypt [6], Biohashing [7], Fuzzy Commitment [8],
and Fuzzy Vault [9] are the most representative to
address the problem of security and privacy. These
algorithms will be described in detail in the next section.

Fuzzy Commitment Scheme

Fuzzy Commitment scheme [8] is one of the earliest
methods of binding biometric and user data. It is
actually an ordinary commitment scheme (a primitive
in cryptography) taking biometric templates as private
keys, and employing error correcting codes to tackle
the fuzziness problem of biometric templates.

As an ordinary cryptographic commitment, the fuzzy
commitment scheme has two procedures: committing
and decommitting. To commit a bit string x, first gener-
ate a codeword ¢ from x according to a prespecified error
correcting code, then apply some cryptographic hash
function (or one-way function) to ¢, the ultimate com-
mitment is (h(c), w + ¢), where w is a biometric template
related string with the same length of c. To decommit a
commitment, the user has to provide a biometric tem-
plate related string w which is close to that in the
committing procedure; the verifier uses it to decode the
correct codeword ¢, then checks whether the hash value
of c equals the stored hash value in the commitment, and
accepts the commitment if they are equal, rejects other-
wise. The fuzzy commitment scheme is essentially a
Secure Sketch as observed by Dodis et al. [5].

Secure Sketch

A Secure Sketch is a primitive component proposed by
Dodis et al. [5] to extract helper data from the input
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biometric sample and to reconstruct the original sam-
ple according to the helper data without storing the
raw biometric template. A Secure Sketch consists of
two procedures. The first procedure outputs a bit
string (called helper data) from the enrolled biometric
template and stores the bit string while discarding the
enrolled biometric template. In the second procedure,
the query sample is inputted. The biometric template
could be reconstructed according to the query and
the helper data if the distance between the query
and the template is less than a specified threshold in
terms of some metric space.

The security of a Secure Sketch is estimated as the
loss of the min-entropy of the enrolled biometric tem-
plate between the sketch values before and after thebit
string is provided; the less the loss the better. In case
the distance between the two biometric templates is
measured by the number of positions in which the two
binary represented biometric templates differ, e.g., in
Hamming metric space, two basic constructions based
on error correcting codes are known: code-offset con-
struction and syndrome construction. In case the dis-
tance between the two biometric templates is measured
by the number of elements that occur only in one of
the two duplicate-free set represented biometric tem-
plates, e.g., in set difference metric space, the construc-
tion is called a PinSketch. In case the distance between
two biometric templates is measured by the smallest
number of character insertions and deletions required
to change one biometric template into another one,
e.g., in edit metric space, the metric space is first
transformed into another metric space that is easy to
handle by embedding injections with some distortion
that is tolerable, and then treated as in the transformed
metric space.

A Secure Sketch can be used to construct a fuzzy
extractor. Fuzzy vault and fuzzy commitment in this
context are essentially Secure Sketches in Hamming
metric space and set difference metric space, respectively.

Fuzzy Extractor

A fuzzy extractor is a primitive component proposed by
Dodis et al. [5] to obtain a unique bit string extracted
from the biometric template provided in enrollment
whenever the query biometric template is close enough
to the enrolled biometric template. The random bit
string can be further used as a private key of the user.

A fuzzy extractor consists of two procedures. The
first procedure outputs a bit string and a helper data
from the enrolled biometric template, stores the helper
data while it discards the bit string and the enrolled
biometric template. The second procedure outputs the
bit string from the first procedure if the distance be-
tween the query biometric template and the enrolled
biometric template is less than a specified parameter,
given a query biometric template and helper data from
the first procedure.

The security of a fuzzy extractor is estimated as
the statistics distance between the bit string and a
uniform random distribution when the helper data is
provided; the closer the better. A fuzzy extractor can be
constructed easily from any Secure Sketch. A fuzzy
extractor itselfis also an important primitive component
in biometric based cryptosystems. Fuzzy extractors with
robustness [5] are considered to protect against a kind
of active attack, i.e., an adversary might intercept and
change the helper data in a way to obtain biometric
template-related private information of the user
who blindly applied his biometric template on the
fraud helper data. Fuzzy extractor with reusability [5]
is also considered to secure against a kind of
active attack, i.e., a collusion attack from multiple
application servers to which a user is enrolled by the
same fuzzy extractor scheme, each server obtaining a
different helper data and by collusion there exists the
risk of exposure of private user data, e.g., biometric
template.

Bioscrypt

Bioscrypt [6], a method of binding biometric and user
data, is the first practical Biometric Encryption algo-
rithm to the authors’ knowledge. The binding is based
on performing a Fourier Transform of a fingerprint.
In the enrollment stage (Fig. 2), several fingerprint
images, denoted by f(x) are inputted and Fourier
Transformation and other operations are performed
to result in H(u). H(u) composes two components:
magnitude |H(u)l and phase ¢##(*), The magnitude
component |H(u)l is discarded and the phase e ()
is preserved. A random array is generated according to
RNG (Random Number Generator), denoted by R.
The phase components of R, denoted by e™x(*), are
used to multiply with 1) and results stored in
Hyorea(u). In addition, ¢(x) is produced from the
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Biometric and User Data, Binding of. Figure 2 Overview of the enrollment process for Biometric Encryption. (Reprinted

with permission from [5]).

Fourier Transformation of the number of fingerprints
and stored into a lookup table together with an N-bit
key ko, where ky and ¢y(x) are linked with a link
algorithm. On the other hand, k; is used to encrypt S
bits of Hyyreq(14) and then the result will be hashed to
obtain an identification code idy. After the above pro-
cedure, Hyyreq(u), the Lookup table, and the identifi-
cation code idj are stored together in a template (called
Bioscrypt by the authors).

In the verification stage (Fig. 3), after inputting the
query fingerprint sample and the Fourier Transforma-
tion operation, the identification code ¢ (x) is com-
puted according to the Hgyyeq(u) in the Bioscrypt.
Through the link algorithm, a key k; is released from
the Lookup table in the Bioscrypt. idj is released syn-
chronously to be used for comparing in the next step.
S bits of Hyprea(#) is encrypted with k; and the result
is hashed to result in id;. id; is compared to idy and
if they are identical the identification succeeds, other-
wise fails.

Biohashing

Biohashing [7] is also a typical Biometric Encryption
algorithm binding biometric and user data. In the

beginning, it uses the fingerprint, followed by face-
hashing [10], palmhashing [11], and so on.

Toeh et al. [7] proposed the two-factor identity
authentication method combining fingerprint and
tokenized random number (i.e., user data). The Wave-
let Fourier Mellin Transformation (WFMT) feature of
fingerprint is employed (Fig. 4) and iterative inner
product operations are performed on WFMT and the
user-specific pseudo-random number stored in the
user’s token (Fig. 5). Quantization is then conducted
on the inner product value according to the preset
threshold. Thus, from a fingerprint image a bit-string
can be obtained, which is used for matching in terms of
Hamming distance.

However, the authentication performance of bio-
hashing will decrease greatly if the token (i.e., the user
data) is stolen by the attacker, which is called the
token-stolen scenario. Related experiments have con-
firmed this point. That is to say, tokenized random
number plays a more important role than the biomet-
ric itself in the biohashing algorithm.

Some subsequent work has focused on improving
the performance in the token-stolen scenario, e.g.,
Lumini and Nanni’s work [12], which are briefly de-
scribed below. They improved the performance by
dramatically increasing the length of the biohashing
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Biometric and User Data, Binding of. Figure 3 Overview of the verification process for Biometric Encryption. (Reprinted

with permission from [5]).

Biometric and User Data, Binding of. Figure 4 The flowchart of WFMT generation. (Reprinted with permission from [6]).

output. The following are the specific solutions leading
to the reported improvement:

1. Normalization: Normalizing the biometric vectors
by their module before applying the BioHashing
procedure, such that the scalar product <xlor;> is
within the range [—1, 1]

2.

3.

1 Variation: Instead of using a fixed value for 7, using
several values for Tand combining with the “SUM
rule” the scores obtained by varying t between Ty,
and Ty, with p steps of Tyep = (Tmax-Tmin) /P

Spaces augmentation: Since the dimension of the
projection space m cannot be increased at will,
using more projection spaces to generate more
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Biometric and User Data, Binding of. Figure 5 The flowchart of iterative inner product operation. (Reprinted with
permission from [6]).

BioHash codes per user. Let k be the selected num-
ber of projection spaces to be used; the Biohashing
method is iterated k times on the same biometric
vector in order to obtain k bit vectorsb;, i=1, 2,.. .,
k. Then the verification is carried out by combining
the classification scores obtained by each bit vector
(BioHash code). The random generation can be
performed in an iterative manner, thus requiring
a single Hash key K: in such a way that the random
generator is not reinitialized by a new key until the
complete generation of the k bases is not performed
Features permutation: Another way to generate
more BioHash codes, without creating more
projection spaces, is to use several permutation
methods of the feature coefficients in x during
the projection calculation: using g permutations
of x obtained by round-shifting the coefficients of
a fixed amount thus obtaining g bit vectors. As
above the verification is carried out by combining
the classification scores obtained by each bit vector

Fuzzy Vault

The Fuzzy Vault algorithm [9] is a practical method of
binding biometric and user’s private key. It consists of
the following two steps:

1. A user Alice places a secret (K) in the vault, and

locks it with an unordered set A

2.

Another user Bob tries to access the secret (K) with
another unordered set B (i.e., unlock the vault)

Bob can access the secret (K) if and only if the two

unordered sets B and A overlap substantially.

Specifically, the Fuzzy Vault can be depicted as

follows:

1.

2.

Encoding the Vault: A user Alice selects a polyno-
mial p of variable x encoding K, then computes the
project p(A) of the unordered set A on the polyno-
mial p, thus (A, p(A)) can construct a finite point
set. Some chaff points are then randomly generated
to form R with the point set (A, p(A)); R is the so-
called Vault. The chaff point set is vital to hide the
secret K, and the point numbers in it are more than
the real point set

Decoding the Vault. Another user Bob tries to access
the secret (K) with another unordered set B. If the
elements in B and the ones in A overlap substan-
tially, then many points in B will lie in the polyno-
mial p. So Bob can use correction code technology
to reconstruct p, and consequently access the secret
K. However, if a large proportion of points in Band
A do not overlap, due to the difficulty of recon-
structing the polynomial, it is almost infeasible to
attain p over again.

The security of Fuzzy Vault scheme is based on the
polynomial reconstruction problem. This scheme is
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highly suitable for hiding biometric data, because it
works with unordered sets (e.g., fingerprint minutiae),
and can tolerate difference (element number or kind or
both) between the two sets A and B to some extent.

The idea of “fuzzy fingerprint vault” [13] and
“fuzzy vault for fingerprint” [4] are also proposed
aiming to solve the problems of fingerprint template
protection. Fuzzy Vault for face [14] and iris [15] have
also been proposed recently.

Performance Evaluation

Performance evaluation of the binding of biometric
and user data should be conducted based mainly on
two aspects: accuracy and security. Accuracy reflects
the effect after binding of biometric and user data as an
enhanced identity authentication way, and security can
provide information on the probability that the system
will be attacked successfully.

1. Accuracy: The accuracy of biometric-like identity
authentication is due to the genuine and imposter
distribution of matching. The overall accuracy
can be illustrated by Receiver Operation Character-
istics (ROC) curve, which shows the dependence of
False Reject Rate (FRR) on False Accept Rate (FAR)
at all thresholds. When the parameter changes,
FAR and FRR may yield the same value, which is
called Equal Error Rate (EER). It is a very impor-
tant indicator to evaluate the accuracy of the bio-
metric system, as well as binding of biometric and
user data.

2. Security: The security of the binding of biometric
and user data depends on the length of user data,
which is converted to binary 0/1 expression. It
assumes the attacker has full knowledge about the
binding method, but can only mount brute-force
attack on the system. So the system security is
weighed by bit length of the user data. Typically,
the security of the iris binding system is 140-bit,and
that of fingerprint is 128-bits. However, typical face
binding algorithm holds only 58-bit security [3].

Summary

Binding of biometric and user data is a kind of tech-
nique to tackle the issues of security and privacy

arising frequently in traditional biometric systems. It
may decrease the accuracy performance to some ex-
tent, but generally, the security and privacy of the
system are enhanced.

Related Entries
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» Security Issues, System Design
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Synonym

Biometrics

Definition

A biometric application is the sum of the functionality,
utilization, and role of a biometric technology in oper-
ation. Biometric technologies such as fingerprint, face
recognition, and iris recognition are utilized in a range
of applications that vary in terms of performance
requirements, operational environment, and privacy
impact. Biometric technology selection — which mo-
dality to utilize and what hardware and software to
deploy — is typically driven in large part by the appli-
cation. Biometric applications can be generalized into
four categories. The first application category is
controlling access to data, such as logging into a device,
PC, or network. The second application category is
controlling access to tangible materials or areas, such
as physical access control. The third application cate-
gory is to validate a claimed identity against an existing
credential, such as in a border control environment.
The fourth application is to register or identify indivi-
duals whose identities need to be established biome-
trically, most often using centralized or distributed
databases. Beyond this high-level decomposition, an
application taxonomy can be defined that spans 12
distinct biometric applications. This taxonomy takes
into account factors such as the user’s motivation and
incentive, the location of biometric data storage and
matching, the nature of the data or materials that the

biometric is protecting, and the role of non-biometric
authentication and identification techniques.

Introduction

The need for secure, reliable identity validation
and confirmation has driven the adoption of bio-
metric technologies in a diverse range of applications.
Biometric applications can be generalized into four
categories. The first application category is control-
ling access to data, such as logging into a device, PC,
or network. The second application category is
controlling access to materials or areas, such as physi-
cal access control. The third application category is to
validate a claimed identity against an existing creden-
tial, such as in a border control environment. The
fourth is to register or identify individuals whose iden-
tities need to be established by biometric means, most
often using centralized or distributed databases. Law
enforcement and military uses of biometrics are pri-
mary examples of this fourth application category.

Though the four generalized functionalities pro-
vide an overview of how biometrics can be applied, a
more detailed taxonomy is required to capture the full
breadth of biometric application. The large majority of
biometric utilization and » deployment can e grouped
into one of twelve applications:

e Law Enforcement (forensics): Biometric technologies
have long been utilized as a secure means to identify
alleged criminals. In this particular application, an
individual’s fingerprints are used to determine or
confirm an identity against a central record store.
The FBI currently holds one of the largest biometric
databases, comprised of tens of millions of civil and
criminal fingerprint records.

e Background Checks: Biometric technologies are used
to execute background checks as a condition of em-
ployment for many government and commercial pro-
fessions. While background checks may be executed
against the same databases used in criminal searches,
the applications differ in that background check or
“civil” records are typically not retained — they are
discarded after the result is returned to the querying
agercy.

o Surveillance: Biometric technologies are deployed
locate, track, and identify persons in a field of view
(i.e, in a given space or area). Historically,
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surveillance applications required laborious and mo-
notonous monitoring of cameras. Biometrics auto-
mates the process through the utilization of face
recognition technology; biometric surveillance sys-
tems can be configured to alert officials to the presence
of individuals of interest.4

Border Control: The ever-increasing volume of inter-
national travel necessitates implementation of tech-
nologies that can automate, streamline, and expedite
border crossing. Driven by international standards
for biometric-enabled passports, as well as ad hoc
regional efforts, countries utilize fingerprints, iris,
and face recognition technologies in border control
applications ranging from localized to nationwide.
Deployed properly, biometrics can ensure that screen-
ing resources are routed toward travelers whose risk
profile is unknown.

Fraud Reduction: Biometric technology can be
deployed in public-sector applications to prevent
individuals from claiming benefits under multiple
identities. Government agencies have utilized iris
and fingerprint recognition as a means to deter “dou-
ble dipping” at the state and federal levels.

Trusted Traveler: This application enables users to
traverse security checkpoints with reduced likelihood
of rigorous security inspections. Iris recognition and
fingerprint are the leading technologies in this high-
profile biometric application.

Physical Access Control: Physical access control is use
of biometrics to identify or verify the identity of
individuals before permitting access to an area. Com-
panies and government agencies deploy technologies
such as fingerprint, hand geometry, and iris recogni-
tion to control key entry and exit points.

Time and Attendance: Biometrics can serve as a
commercial application to assist in employee man-
agement. In this particular application, devices are
used to track employee attendance. Hundreds of com-
mercial deployments utilize hand geometry and fin-
gerprint recognition to ensure the integrity of work
hours and payroll.

Consumer Recognition: This application refers to the
confirmation of one’s identity in order to execute a
commercial transaction.
tion methods have utilized keycards, PIN numbers
and signatures to ensure the validity of a given trans-
action. Biometrics can reduce reliance on tokens and
passwords and can provide consumers with a sense of
their

Conventional authentica-

assurance that transactions are secure.

Fingerprint recognition is a common technology
deployed in this application.

e Remote Authentication: Biometrics provide a secure
method of authentication for remote access to impor-
tant information by allowing mobile device users to
be accurately identified.1 Previous deployments have
utilized fingerprint and voice recognition.

o Asset Protection: This application describes the need
to protect digital information and other sensitive
materials from unauthorized users. One common
application is the use of fingerprint recognition on
safes to protect sensitive documents. Biometrics also
serves to compliment already in-place security meth-
ods such as passwords and user identification on
computer workstations.

e Logical Access Control: Biometrics is used to control
access to systems and/or devices based on physical
characteristics. It is commonly used to control access
to centralized databases, healthcare information, or
financial records. Many deployments have utilized
fingerprint recognition due to its proven reliability,
ease-of-use, and accuracy.

As seen by the aforementioned application descrip-
tions, biometric technology is typically used in applica-
tions where it can improve security, increase efficiency,
or enhance convenience. Additionally, biometrics allow
users to forego the responsibility of creating passwords
and carrying keycards while maintaining a level of
security that meets, and in some cases surpasses, that
of conventional authentication methods.

Discussion

Each application utilizes biometrics as a solution to an
identified authentication problem. There exist, howev-
er, key differentiating factors that help to distinguish
one application from another. Some of these distinc-
tions include the environment in which biometrics has
been implemented, the purpose that biometrics is
intended to serve, and the methods
biometrics is utilized to serve its purpose.

The application of biometrics in law enforcement
has utilized fingerprint recognition as a reliable means
to identify criminals. Biometrics enable officials to
conduct automated searches, compare biometric infor-

in which

mation of suspects against local, state, and national

databases, and process mug shot-database
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comparisons.” A typical deployment would utilize a
live-scan system, AFIS technology including matching
hardware and software, and face recognition software.
Though such a scenario is common for law enforce-
ment related applications, recent trends have begun to
push for mobile biometric devices in order to identify
individuals in the field without the need to retain
suspects for extended periods of time. Law enforce-
ment applications of biometrics are unique in that they
implement widely-adopted standards for imaging,
data transmission, and file formats. These standards
allow jurisdictions to share fingerprint and face data in
an interoperable fashion, even when biometric hard-
ware and software are sourced from different suppliers.
Increasingly, law enforcement biometric systems are
deployed to search suspected terrorist data as well as
data collected in military applications.

Background checks utilize biometric systems to de-
termine the identity of an individual and to retrieve his
or her historical records. Biometric background check
systems collect high-quality fingerprints for submission
to state or federal systems that determine whether a
given set of fingerprints is linked to criminal or other
derogatory records. For example, some government
agencies require individuals to submit biometric data
for employment purposes. Fingerprint recognition tech-
nology is primarily used due to the extensive collection
of fingerprint images currently held by government
officials.

Surveillance applications utilize biometric technol-
ogy, primarily face recognition, to locate and identify
individuals without their awareness. Such applications
are designed to collect biometric data without an ex-
plicit, direct presentation. By contrast, fingerprint and
vein recognition technologies require individuals to
voluntarily submit biometric measurement to the
device. Surveillance application can, however, measure
one’s biometrics from a distance. A typical deployment
would be to implement biometrics into already-
existing security cameras or to install customized cam-
eras whose resolution and performance characteristics
are sufficient for acquisition of enrollable face images.
In the future, gait recognition is envisioned as a sur-
veillance technology capable of operating at greater
distances than face recognition.” The technology
could then notify officials to the presence of specific
individuals in highly trafficked areas such as airport
terminals. One challenge facing biometric surveillance
is individual movement. Previously deployed systems

have shown that quick and sudden actions can cause
recognition performance to decrease. Some implemen-
ters have attempted to overcome this challenge by
installing cameras in locations in which movement is
limited such as entrances and staircases.

Border control focuses upon the management of
international borders at targeted locations. At busy
points of entry, it can be a difficult process to accu-
rately and efficiently identify individuals. A common
solution is to compliment conventional security pro-
tocols, such as identification cards, with biometric
security methods such as fingerprint devices. This
allows for 1:1 biometric matches that can reduce the
time required to confirm the user’s identity. There
are some complications, however, when implementing
biometrics into border management. One challenge
typically faced is the assurance of cross-jurisdictional
interoperability. It can prove to be difficult to have
bordering nations to agree upon a single standard.

Biometric technology can provide a considerable
financial benefit to both the government and general
public. Biometric systems are deployed in public ser-
vices applications for fraud reduction, detecting and
deterring the use of multiple identities to receive enti-
tlements such as welfare payments. If a previously
enrolled individual attempts to claim another identity,
the biometric system recognizes this and officials are
alerted. Past deployments have utilized stationary fin-
gerprint or iris recognition systems that have been
installed within government facilities.

The trusted traveler application enables frequent
travelers to bypass extensive and time consuming
security check points after their initial enrollment. At
enrollment, passengers submit their identification
information and biometric data, which is then used
to conduct a background check. Once the individual
has been cleared as non-threatening and their identity
is verified, the agency can then distribute a specialized
traveler’s smart card that contains the traveler’s infor-
mation and biometric data.®> With this smart card,
the traveler can utilize specialized security checkpoints
to gain access to airport terminals quickly and conve-
niently. Terminals install automated systems that
determine whether to deny or grant access to the
traveler based on their biometric information. Typical
trusted traveler systems utilize gated entry points to
prevent forced entry, smart cards that store biometric
templates, and face, fingerprint, or iris recognition
technology to verify the individual’s identity. The
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commercial benefits of trusted traveler programs ac-
crue when a critical mass of registrants is reached, as
well as when additional programs are incorporated
into the “trusted” framework.

Biometric physical access control deployments are
most often implemented to control employee access to
secure or protected areas. Typically, the biometric
reader is installed as a stationary system in which the
user must verify his or her identity against a card-
based, reader-based, or centralized template. Physical
access control is one of the most well-established bio-
metric applications, with hundreds of devices on the
market ranging from inexpensive, standalone finger-
print readers to highly automated iris recognition
devices. Fingerprint, face recognition, hand geometry,
and vein recognition are also commonly deployed for
physical access control.

Aside from maintaining a high level of security,
biometric applications can help to serve the commercial
sector for financial benefits. Biometrics used for time
and attendance confirm the presence of an individual
at a specific time, date, and location. Because of
the potential difficulty of tracking the hours of
thousands of employees at larger facilities, time and
attendance applications allow management to auto-
matically eliminate the possibility of “buddy-punch-
ing”, tardiness, or absence without their knowledge.
Automating this process can also lead to time savings
with payroll management. Hand geometry recognition
and fingerprint are the most-frequently deployed bio-
metric technologies in this application. Deployers
often need to overcome the learning curve associated
with device acclimation and the challenge of end-user
acceptance.

Biometrics are deployed in financial sector applica-
tions to provide convenience and security for the con-
sumer. Numerous banks have deployed fingerprint
and vein recognition technology at ATMs as a method
to enhance identification and security. The use of
biometric technology bypasses the need for users to
carry identification cards and to remember lengthy
PIN numbers. Another possible application of bio-
metric technology within the financial sector is to use
biometrics in customer service call centers. This spe-
cific example utilizes voice recognition technology to
bypass the need for customers to provide their identi-
fication details and verify their information. Instead,
voice recognition technology automates the customer
authentication process, and allows representatives to

immediately aid the consumer, saving time and in-
creasing productivity.

Remote authentication utilizes biometrics to verify
individuals in different locations, and allows for unsu-
pervised secure authentication. Web-based financial
transactions without biometrics typically consist of an
extended identification number, PIN number, and/or
user information to verify an individual as authorized.
This single factor authentication, however, can be easily
replicated. Biometric technologies such as voice recog-
nition or mobile fingerprint recognition can provide an
added layer of security to reduce customer fraud.

Biometric logical access control applications allow
authorized users to gain access to systems or devices
containing highly sensitive information such as health-
care information and financial records. A common
approach would be to utilize inexpensive fingerprint
peripherals (for workstations) or integrated fingerprint
devices (for laptops). The user must provide his or her
biometric information in order to gain access to sensi-
tive device or system. It can be a challenge to deploy
biometrics for logical access control because end-users
may feel uncomfortable with supplying such personal
information to gain access to information. It would be
crucial to provide sufficient lead time for users to
become accustomed wit the device and aware of what
information is being recorded and not recorded.

Summary

Biometrics technologies are currently deployed in a
wide range of mission-critical government and com-
mercial applications. Due to its wide range of func-
tionality, biometric technology can be utilized in a
number of applications to provide an added-level
of security and convenience beyond that of conven-
tional security methods. Additionally, biometrics can
be implemented in parallel with legacy systems to
enable a gradual transition from conventional security
systems to enhanced biometric security. As seen from
previous deployments, some biometric modalities bet-
ter serve one application than another; limiting factors
include environment, size, and end-user compliance.
Though each application serves its own purpose, ap-
plying biometrics achieves the overarching goal of ac-
curately identifying or verifying an individual’s
identity while enhancing security, efficiency, and/or
convenience.
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I
Biometric Capture

It refers to the stage of the biometric authentication
chain in which the biometric treat is transformed into
an electrical signal, which is useful for further
processing.

» Biometric Sensor and Device, Overview

I
Biometric Capture Device

Biometric capture device is a device that captures sig-
nal from a biometric characteristic and converts it to a
digital form (biometric sample) suitable for storing,
and automated comparison with other biometric
samples.

» Fingerprint Image Quality

I
Biometric Characteristic

Biological and behavioral characteristic of an individ-
ual that can be detected and from which distinguish-
ing, repeatable biometric features can be extracted
for the purpose of automated recognition of indivi-
duals. Biological and behavioral characteristics are
physical properties of body parts, physiological and
behavioral processes created by the body and combi-
nations of any of these. Distinguishing does not neces-
sarily imply individualization (e.g., Galton ridge
structure, face topography, facial skin texture, hand
topography, finger topography, iris structure, vein
structure of the hand, ridge structure of the palm,
and retinal pattern).

» Multibiometrics and Data Fusion, Standardization

I
Biometric Cryptosystem

Biometric cryptosystems refer to systems which can
be used for securing a cryptographic key using
some biometric features, for generating a cryptograph-
ic key from biometric features, or to a secure biometric
template. Specifically, the following operational modes
can be identified. In the key release mode the crypto-
graphic key is stored together with the biometric tem-
plate and the other necessary information about the
user. After a successful biometric matching, the key is
released. In the key binding mode, the key is bound to
the biometric template in such a way that both of them
are inaccessible to an attacker and the key is released
when a valid biometric is presented. It is worth pointing
out that no match between the templates needs to be
performed. In the key gemeration mode, the key is
obtained from the biometric data and no other user
intervention besides the donation of the required
biometrics is needed.

» Encryption, Biometric
» Iris Template Protection
» Security Issues, System Design
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I
Biometric Data

Biometric data, also called biometric sample or biomet-
ric record, is any data record containing a biometric
sample of any modality (or multiple modalities), wheth-
er that data has been processed or not. Biometric data
may be formatted (encoded) in accordance with a stan-
dard or may be vendor specific (proprietary) and may or
may not be encapsulated with the metadata. Examples of
biometric data include a single compressed fingerprint
image, a four-finger slap image formatted as an ANSI/
NIST ITL1-2000 Type-14 record, a record containing
fingerprint minutiae from the right and left index fin-
gers, a digital passport face photo, two iris images within
a CBEFF structure, or an XML encoded voice sample.

» Biometric Interfaces

I
Biometric Data Acquisition

» Biometric Sample Acquisition

I
Biometric Data Block (BDB)

» Biometric Data Interchange Format, Standardization

I
Biometric Data Capture

» Biometric Sample Acquisition

I
Biometric Data Interchange Format

» Biometric Data Interchange Format, Standardization

I
Biometric Data Interchange Format,
Standardization
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Synonyms

Biometric Data Interchange Format; Biometric Data
Block (BDB); Biometric Reference

Definitions

Biometric Data Interchange Formats define an encod-
ing scheme according to which biometric data is stored
in a » biometric reference. In most cases the stored
data will be used for future comparisons with biomet-
ric data stemming from the same or different subject.
Encoded data should not only contain a digital repre-
sentation of a » biometric characteristic (e.g., finger-
print image, face image) but also relevant metadata
that impacted the capturing process (e.g., resolution
of fingerprint sensor). Standardized Data Interchange
Formats are a fundamental precondition to implement
open systems where biometric data can be processed
with components of different suppliers.

Introduction

Biometric systems are characterized by the fact that
essential functional components are usually dislocated.
While the enrolment may take place as part of an
employment procedure in a personal office or at a
help-desk, the biometric verification often takes place
at different location and time. This could occur when
the claimant (the data subject) approaches a certain
physical access gate or requests logical access to an IT
system. No matter whether the recognition system
operates in verification or identification mode, it
must be capable to compare the fresh biometric data
captured from the subject with the stored reference
data. Applications vary in the architecture, especially
with respect to the storage of the biometric reference.
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Some applications store the reference in a database
(either centralized or decentralized), while other applica-
tions use token-based concepts like the ePassport [1] in
which subjects keep control of their personal biometric
data as they decide for themselves whether and when
they provide the token to the controlling instance [2].

The recognition task is likely to fail if the biometric
reference is not readable according to a standardized
format. While closed systems that are dedicated to spe-
cific applications — say access control to a critical infra-
structure — could be designed on proprietary format
standards only, any open system implementation
requires the use of an interoperable, open standard to
allow for enrolment and recognition components to be
supplied from different vendors. An operator should
also be able to develop a system such that generators
(and also verifiers) of biometric references can be
replaced — should one supplier fail to guarantee service.
Furthermore, it is desired that the same biometric refer-
ence could be used in different applications: It may serve
as a trusted traveler document or as ID for eGovern-
ment applications. Applications that may be quite dif-
ferent in nature will require the biometric data to be
encoded in one harmonized record format. Due to the
nature of the different biometric characteristics being
observed, an extensive series of standards is required.
Some biometric systems measure stable biological char-
acteristics of the individual that reflect anatomical and
physiological structures of the body. Examples of these
types are facial or hand characteristics. Other biometric
systems measure dynamic behavioral characteristics,
usually by collecting measured samples over a given
time span. Examples are signature/sign data that is
captured with digitizing tables or advanced pen systems
or voice data that is recorded in speaker recognition
systems. The ISO/IEC JTC1/SC37 series of standards
known as ISO/IEC IS 19794 (or the 19794-family)
meets this need. This multipart standard includes cur-
rently 13 parts and covers a large variety of biometric
modalities ranging from finger, face, iris, signature,
hand-geometry, 3-D face, voice to DNA data.

Many applications embed the biometric data as a
» Biometric Data Block (BDB) in a data container
such as the Common Biometric Exchange Format
Framework (CBEFF) [3] that provide additional func-
tionality such as integrity protection of the data
through digital signatures or the storage of multiple
recordings from various biometric characteristics in
one data record. Thus the CBEFF container is also

appropriate to represent data for multimodal biomet-
ric systems. The BDB is a concept described in the
CBEFF standard. The CBEFF standard is a component
of the SC37 layered set of data interchange and inter-
operability standards.

Format Structures

The prime purpose of a biometric reference is to repre-
sent a biometric characteristic. This representation
must allow a good biometric performance when being
compared to a fresh verification sample as well as allow-
ing a compact coding as the storage capacity for some
applications (e.g., the RFID token with 72 Kbytes) may
be limited. A further constraint is that the encoding
format must fully support the interoperability require-
ments. Thus, encoding of the biometric characteristic
with a two-dimensional digital representation of, e.g., a
fingerprint image, face image, or iris image is a promi-
nent format structure for many applications. The image
itself is stored in standardized formats that allow high
compression ratio. Facial images are stored according
to JPEG, JPEG2000. For fingerprint images a Wavelet
Scalar Quantization (WSQ) has been proven to be a
highly efficient encoding. It can be shown that a 300
kbyte image can be compressed to a 10 KByte WSQ file
without compromising the biometric performance [4].
Compression formats such as JPEG2000 furthermore
can encode a specific region of interest in higher quali-
ty using limited compression, and more aggressively
compress the remainder background image. A good
example is the encoding of the iris in high resolution,
while all other areas of the image such as the lids may
essentially be masked out. In such a case, images can
be compressed down to 2.5 KByte and still yield an
acceptable performance [5].

Nonetheless SmartCard-based systems such as the
European Citizen Card [6] or the U.S. PIV Card [7] not
only require further reduction of the format size but
also a good computational preparation of the compar-
ison step especially in environments with low compu-
tational power. Comparison-On-Card is an efficient
concept to realize privacy protection: The relevant
concept is that the biometric reference is not disclosed
to the potentially untrusted recognition system. Hence
the fresh recognition sample is provided to the card
and comparison and decision are performed by the
trusted SmartCards. Samples are encoded in a template
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format, as a vector of individual features that were
extracted from the captured biometric sample. This
process is quite transparent as for example in the finger-
print analysis: The essential features of a fingerprint are
minutia locations (ridge endings and ridge bifurcations)
and directions and potentially extended data such as
ridge count information between minutia points. This
data is relevant information for almost every fingerprint
comparison subsystem and standardizing a minutia for-
mat was a straightforward process [8].

These feature-based format standards encode only
the structured information — none of the various con-
cepts and algorithms that extract minutia points has
been included in the standardization work. Many
approaches for these tasks have been published in the
academic literature; nevertheless, solutions in products
are considered as intellectual property of the suppliers
and therefore usually not disclosed.

Furthermore, it became necessary to cope with
different cultures in identifying minutia points. Thus
minutia definitions based on ridge ending versus defi-
nitions based on valley skeleton bifurcations became
sub-types of the standard. While these ambiguities
cover the variety of approaches of industrial imple-
mentations, an impressive interoperability can still
be achieved, as it was proven in two independent
studies [9, 10].

Requirements from biometric recognition applica-
tions are quite diverse: Some applications are tuned on
high biometric performance (low error rates) in an
identification scenario. Other applications are tuned
to operate with a low capacity token in a verification
scenario. Where database systems are designed, the
record format sub-type is the appropriate encoding.
In other applications the token capacity may be ex-
tremely limited and thus the card format sub-type that
exists in ISO/IEC IS 19794 for the fingerprint data
formats in Part 2, 3 and 8 is the adequate encoding.
Other parts such as 19794-10, which specifies the
encoding of the hand silhouette, have been designed
to serve implementations that are constrained by stor-
age space. In general the concept of compact encoding
with the card format is to reduce the data size of a BDB
down to its limits. This can be achieved when necessary
parameters in the metadata are fixed to standard
values, which makes it obsolete to store the header
information along with each individual record.

For all data interchange formats it is essential to
store along with the representation of the biometric

characteristic essential information (metadata) on the
capturing processing and the generation of the sample.
Note that in the case of the card format sub-type fixed
values may be required as discussed above. Metadata
that is stored along with the biometric data (the bio-
metric sample at any stage of processing) includes
information such as size and resolution of the image
and (e.g., fingerprint image, face image) but also rele-
vant data that impacted the data capturing process:
Examples for such metadata are the Capture Device
Type ID, that identifies uniquely the device that was
used for the acquisition of the biometric sample and
also the impression type of a fingerprint sample, which
could be a plain live scan, a rolled live scan, non-live
scan or stemming from a swipe sensor. Furthermore,
the quality of the biometric sample is an essential
information that must be encoded in the metadata.
In general, an overall assessment of the sample quality
is stored on a scale from 0 to 100, while some formats
allow additional local quality assessment such as the
fingerprint zonal quality data or minutia quality in
various fingerprint encoding standards [8, 11]. The
rationale behind this quality recording is to provide
information that might weigh into a recapture deci-
sion, or to drive a failure to acquire decision. A bio-
metric system may need to exercise quality control on
biometric samples, especially enrollment, to assure
strong performance, especially for identification sys-
tems. Furthermore, multimodal comparison solutions
should utilize quality to weigh the decisions from the
various comparison subsystem to improve biometric per-
formance. Details on how to combine and fuse different
information channels can be found in the ISO technical
report on multibiometric fusion [12]. A local quality
assessment may also be very meaningful as environ-
mental factors (such as different pressure, moisture, or
sweat may locally degrade the image quality of a fin-
gerprint) and thus degrade biometric performance.

In general the metadata in an ISO data interchange
format is subdivided into information related to the
entire record which is stored in the general header and
specific information related to one individual view,
which is stored in the view header. The existence of
multiple views is of course dependent on the applica-
tion and the respective modality used. In the case of a
fingerprint recognition system it is a common ap-
proach, in order to achieve a higher recognition per-
formance, to store multiple views such as right and left
index finger together as separate views in one BDB.
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The general structure of ISO data interchange for-
mat standards is:

1. General header

2. View 1 (mandatory)
a. View header
b. View data

3. Views 2-N (optional)
a. View header
b. View data

This structure is not yet implemented in all Parts of
ISO/IEC 19794, but harmonization in this regard is
expected in the revision process of these standards.

Common elements of the general header are the
format identifier, the version number of the standard,
the length of the record, Capture Device ID, the num-
ber of views in the record, and other complementary
information.

Elements of the view header are dependent on the
modality in use. Typical represented information for a
biometric fingerprint sample includes the finger posi-
., left index

., left little finger), the view number (in the

tion (right thumb, right index finger, ..
finger, ..
record), the impression type (live-scan plain, live-scan
rolled, etc.), finger quality, and number of minutia.

Often, the mere specification for the encoding of
the biometric data and the metadata is not enough
to assure interoperability. For some biometric modal-
ities, the context of the capture process is also impor-
tant, and best practices for the capture procedures of the
biometric characteristics are described in the standards.
The capture of face images suitable for biometric com-
parison is described in an amendment to ISO/IEC
IS 19794-5 [13]. This amendment provides suitable
constraints for illumination, backgrounds, and how
to avoid shadows on the subject’s face. Other stan-
dards, such as the iris standard ISO/IEC IS 19794-6
include such information in an annex of the base
standard [14].

Published Standards

After the international subcommittee for biometric
standardization, SC37, was founded in 2002 [15]. The
first standards were already published after an ex-
tremely short preparation period in summer 2005.
Standardization in the field of information tech-
nology is pursuit by a Joint Technical Committee

(JTC) formed by the International Organization for
Standardization (ISO) and the International Electro-
technical Commission (IEC). An important part of the
JTC1 SC37 subcommittee’s activities is the definition
of data interchange formats in its Working Group 3
(WGS3) as described in the previous section. WG3 has,
over its first years of work concentrated on the devel-
opment of the ISO 19794 family, which includes cur-
rently the following 13 parts:

Part 1: Framework (IS)

Part 2: Finger minutiae data (IS)

Part 3: Finger pattern spectral data (IS)
Part 4: Finger image data (IS)

Part 5: Face image data (IS)

Part 6: Iris image data (IS)

Part 7: Signature/Sign time series data (IS)
Part 8: Finger pattern skeletal data (IS)

Part 9: Vascular image data (IS)

Part 10: Hand geometry silhouette data (IS)
Part 11: Signature/Sign processed dynamic data (WD)
Part 12: - void -

Part 13: Voice data (WD)

Part 14: DNA data (WD)

The first part includes relevant information that is
common to all subsequent modality specific parts such
as an introduction of the layered set of SC37 standards
and an illustration of a general biometric system with a
description of its functional sub-systems namely the
capture device, signal processing sub-system, data stor-
age sub-system, comparison sub-system, and decision
sub-system. Furthermore, this framework part illus-
trates the functions of a biometric system such as
enrolment, verification, and identification, and explains
the widely use context of biometric data interchange
formats in the CBEFF structure.

Part 2—Part 14 then detail the specification and pro-
vide modality related data interchange formats for both
image interchange and template interchange on feature
level. The 19794-family gained relevance, as the Interna-
tional Civic Aviation Organization (ICAO) adopted
image-based representations for finger, face, and iris for
storage of biometric references in Electronic Passports
[13, 14, 16]. Thus the corresponding ICAO standard
9303 includes a normative reference to ISO 19794 [17].

Another relevant standard for the global exchange
of biometric data has been developed by the National
Institute of Standards and Technology (NIST) as
American National Standard [18]. This data format



Biometric Data Interchange Format, Standardization

85

is the de-facto standard for the interchange of finger-
print and facial information for forensic purposes
among criminal police institutions. It is also intended
to be used in identification or verification processes.
This standard supports fingerprint images, fingerprint
minutia, iris images, face images, as well as support for
any CBEFF encapsulated biometric data.

The American and Japanese standardization com-
mittees are developing national standards in parallel to
the SC37 international standards. Many of the projects
inside SC37 had been initiated by and received signifi-
cant support from national standard developments.
However with the full constitution of SC37 as one of
the most active and productive committees inside the
JTC1 many national standardization committees — and
essentially all European countries — have stopped the
development of pure national standards. Most of the
available resources are now focused on and invested in
the development and procurement of international
standards with the JTCI.

Interoperability and Future Needs

With the current set of data format standards open
biometric systems can be developed, which can provide
interoperability among suppliers. However, as the prime
purpose of a biometric system is to achieve a good
recognition performance, a core objective is to achieve
a good interoperability performance, e.g., the perfor-
mance associated with the use of a generator and com-
parison subsystems from different suppliers. This goal
of good interoperability performance can be achieved
when conformance of each supplier to the data form
standard is reached. The concept of conformance testing
supports customers and suppliers. A conformance test-
ing protocol verifies that data records generated by an
implementation are compliant to the standard. Testing
can be subdivided in three levels:

1. Data format conformance: proof that data fields
specified in a data format standard do exist and
are filled in a consistent manner. The result of this
test indicates whether all the fields are included and
values in those fields are in the defined range. This
check is conducted on a field-by-field and byte-by-
byte operation and is often referred to as “Level 1
conformance testing.”

2. Internal consistency checking: In the second level of
conformance testing the data record is tested for

internal consistency, such as relating values from
one field of the record to other parts or fields of the
record are conformant. This test is often referred to
as “Level 2 conformance testing.”

In the third level of
conformance testing the values in the data fields are
investigated whether or not they are faithful repre-
sentation of the biometric characteristic, e.g., for a
fingerprint image whether minutia points identified
are indeed bifurcation or end points of papillary
ridges. The test requires standardized sample data
on the one hand and elaborated semantic confor-
mance tests, that are yet not developed.

3. Semantic conformance:

Along with the definition of conformance testing stan-
dards, the standardization of sample quality standards
is the most important and pressing work to be solved
in SC37. The standardization of quality scores is im-
portant as it allows for increased interoperability of
reference data. The system that utilizes a biometric
reference enrolled under a different quality policy
may still be able to leverage that reference if it can
understand and make use of the quality information
relevant to that biometric reference. Thus, the quality
standards and technical reports provide guidance to
assure interoperability. The technical reports provide
guidance about what is relevant to comparability that
should be measured for a given biometric characteris-
tic. Currently, quality standardization exists for an
overall framework, along with guidance for fingerprint
images and face images.

The SC37 standards community has also initiated
the revision projects for the 19794 standards. This revi-
sion process will not only enable further harmonization
of all 19794-parts under one framework, but also respect
technology innovations and discuss options, whether or
not for future-proof usage of the standard the encoding
of the data fields should support an XML encoding.
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Definition

Biometric Identity Assurance Services, or BIAS, is
a collaborative standards project between the Inter-
national Committee for Information Technology
Standards (INCITS), Technical Committee M1 —
Biometrics and the Organization for the Advancement
of Structured Information Standards (OASIS). BIAS
provides an open framework for deploying and invoking
biometric-based identity assurance capabilities that can
be readily accessed using services-based frameworks.
BIAS services provide basic biometric identity assurance
functionality as modular and independent operations
that can be assembled in many different ways to perform
and support a variety of business processes.

Introduction

In reviewing the current biometric-related standards
portfolio and » service-oriented architecture (SOA)
references, it became apparent that a gap exists in the
availability of standards related to biometric services.
There are several existing biometric-related standards
describing how to format either biometric data specif-
ically or transactions containing identity informa-
tion (including biometric information) for use in a
particular application domain. However, these standards
do not readily fit into an SOA. As enterprise architectures
are increasingly built on SOA models and standards,
biometric applications, such as those that perform bio-
metric capture functions, require a consistent set of ser-
vices to access other biometric-based resources. In this
context, a biometric resource could be a database with
biometric information, a one-to-many search engine, or
a system that performs one-to-one verifications. BIAS
seeks to fill the gap by standardizing a set of biometrics-
based identity assurance capabilities that applications
can invoke remotely across a services-oriented frame-
work in order to access these biometric resources.

Scope

Although focused on biometrics, BIAS recognizes that
there are nonbiometric elements to an identity. While
the services have been built around biometric-related
operations, nonbiometric information can be referenced
in several of the service calls. BIAS services do not

prescribe or preclude the use of any specific biometric
type. BIAS is primarily focused on remote service invo-
cations, and therefore, it does not deal directly with
any local biometric devices. Recognizing the need for
vendor independence, BIAS attempts to be technology,
framework, and application domain independent.
BIAS establishes an industry-standard set of prede-
fined and reusable biometric identity management ser-
vices that allow applications and systems to be built
upon an open-system standard rather than implement-
ing custom one-off solutions for each biometric resource.
BIAS defines basic biometric-related business level opera-
tions, including associated data definitions, without con-
straining the application or business logic that
implements those operations. The basic BIAS services
can be assembled to construct higher level, composite
operations that support a variety of business processes.

INCITS and OASIS Collaboration

The development of the BIAS standard requires expertise
in two distinct technology domains: biometrics, with
standards leadership provided by INCITS M1 [1], and
service
provided by OASIS [2]. The two groups are collabor-
ating to produce two associated standards. The
INCITS M1 standard [3] defines biometric services
used for identity assurance, which are invoked over
a services-based framework. It is intended to provide
a generic set of biometric (and related) functions and
associated data definitions to allow remote access to
biometric services. The related OASIS standard [4]
specifies a set of patterns and bindings for the imple-
mentation of BIAS operations (which are defined
in the INCITS M1 standard) using Web services and
service-oriented methods within XML-based transac-

architectures, with standards leadership

tional Web services and service-oriented architectures.

Existing standards are available in both fields and
many of these standards provide the foundation
and underlying capabilities upon which the biometric
services depend. The INCITS standard leverages the exist-
ing biometric and identity-related standards and formats.
The OASIS standard leverages known information ex-
change and assurance patterns (such as message reliability
acknowledgments), and functions (such as repository use
and calls) arising in service-oriented systems, and poten-
tially leverages those functions and features that are al-
ready embedded in existing SOA methods and standards.
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Currently, the INCITS M1 standard has been pub-
lished as INCITS 442. The OASIS standard, which
depends on the INCITS M1 standard, is still in draft
form in the OASIS technical committee and is expected
to be finalized in 2009.

Architecture

The BIAS architecture consists of the following com-
ponents: BIAS services (interface definition), BIAS

data (schema definition), and BIAS bindings.
The BIAS services expose a common set of opera-
tions to external requesters of these operations.
These requesters may be an external system, a Web
application, or an intermediary. The BIAS services
themselves are platform and language independent.
The BIAS services may be implemented with differing
technologies on multiple platforms. For example,
OASIS is defining Web services bindings for the BIAS
services.

Biometric Identity Assurance Services. Figure 1 BIAS Application Environment. ITIC. This material is reproduced from
INCITS 422-2008 with permission of the American National Standards Institute (ANSI) on behalf of the Information
Technology Industry Council (ITIC). No part of this material may be copied or reproduced in any form, electronic retrieval
system or otherwise, or made available on the Internet, a public network, by satellite, or otherwise without the prior written
consent of the ANSI. Copies of this standard may be purchased from the ANSI, 25 West 43rd Street, New York, NY 10036, (212)

642-4900, http://webstore.ansi.org.
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Figure 1 depicts the BIAS services within an appli-
cation environment. BIAS services provide basic bio-
metric functionality as modular and independent
operations that can be publicly exposed directly and/
or utilized indirectly in support of a service-provider’s
own public services.

Services

BIAS defines two categories of services: primitive and
aggregate. Primitive services are basic, lower-level opera-
tions that are used to request a specific capability. Aggre-
gate services operate at a higher-level, performing a
sequence of primitive or other operations in a single
request. An example of an aggregate service would be
where a one-to-many search (identify), which results in a
‘no match, is immediately followed by the addition of the
biometric sample into that search population (enroll).

BIAS provides primitive services for the following
areas:

1. Manage subject information: adding or deleting
subjects, or associating multiple subjects into a
single group.

2. Managing biographic information: adding, updat-
ing, deleting, or retrieving biographic information
on a particular subject.

3. Managing biometric information: adding, updat-
ing, deleting, or retrieving biometric information
on a particular subject.

4. Biometric searching/processing: performing bio-
metric one-to-one or one-to-many searches, check-
ing biometric quality, performing biometric fusion,
or transforming biometric data from one format to
another.

BIAS also defines several aggregate services. The intent of
BIAS is to standardize the service request; organizational
business rules will determine how the service is actually
implemented. The standard aggregate services include
Enroll, Identify, Verify, and Retrieve Information.

Summary

The BIAS standard represents the first collaboration
between INCITS M1 and OASIS, bringing these two
organizations together to define a set of standardized
biometric services that can be invoked within a
services-oriented framework. The services are defined

at two levels and correspond to basic biometric opera-
tions. BIAS is technology and vendor independent, and
therefore, it may be implemented with differing tech-
nologies on multiple platforms.
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Definition

Biometric interfaces comprise the methods by which
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another. These components may be devices, software,
or entire systems. Implied in this definition is the
exchange of information — generally that of biometric
data. Interfaces are key elements of biometric system
architecture and design and provide the basis for
interoperability.

Introduction

Biometric systems are composed of subsystems and
components, the configuration and interrelationship
of which describe the system architecture. For the
system to function, these components must interact
with one another across intra-system interfaces. The
system itself may be a part of a larger “system of
systems” in which inter-system interfaces also exist.
In a biometric (or biometrically enabled) system, the
interface involves the exchange of biometric data or
the invocation of » biometric services.

Biometric interfaces exist at a variety of levels —
from low-level internal interfaces within a capture
device, for instance, to inter-system messaging inter-
faces, such as between law enforcement systems in
different countries (Fig. 1).

The biometric process involves a series of steps in-
cluding data collection (capture), processing (fea-
ture extraction), storage, and matching depending
on the operation (i.e., enrollment, verification, or

Biometric Interfaces. Figure 1 Interface Types and Levels.

identification). Biometric data may be transferred be-
tween components performing these operations or to
an application controlling or using the results of the
operation. A biometric interface exists whenever bio-
metric data is transferred from one system component
to another, internally or externally. The following sec-
tions describe data interchange, device interfaces, appli-
cation programming interface and communications,
and messaging interfaces.

Data Interchange

» Biometric data may exist in a variety of forms —
“raw” biometric sample data captured by a sensor
device, partially processed data (e.g., a biometric sam-
ple that has undergone a degree of image processing),
or a fully processed biometric reference template or
recognition sample suitable for matching. Likewise,
this data may be formatted and encoded in different
ways. An image, for example, can be compressed or
uncompressed. Biometric data may exist as a single
sample or be packaged together with other like or
unlike samples from the same individual. It may exist
in a proprietary format or in a standard format, with
or without associated metadata.

Whenever data is exchanged between components
or systems, the format and encoding of that data must
be understood by both the sending and the receiving
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entities. This implies that the format information is
defined in a document of some type. If both ends of the
interface are owned/controlled by the same entity (e.g.,
a device manufacturer) then the definition may be
less formal or be contained within some larger spe-
cification. As the relationship between the endpoints
becomes more loosely coupled, more formal and rig-
orous data definitions are needed.

In a closed system, the data format can be whatever
works. It can be highly customized and proprietary. In
open systems, however, data formats need to be stan-
dardized so that they can be understood by a wide
variety of producers and consumers of biometric
data. Today, data interchange format standards exist
for most modalities, although at the raw/image levels.
Standard template formats exist only for fingerprint
biometrics.

In addition to the biometric data itself, standards
exist for encapsulating (“packaging”) that data. This
includes defined structures, standard metadata headers,
and security information. Examples of such standards
are the Common Biometric Exchange Formats Frame-
work (CBEFF) and ANSI/NIST ITL1-2007 [1, 2].

More information on data interchange standards
can be found in the chapter on Standardization.

Device Interfaces

Biometric sensor devices capture biometric data and
sometimes provide additional capabilities to process,
store, and/or match it. For an application to integrate
a biometric device, an interface to that device must
exist and be defined. This includes the physical inter-
face, the communications protocol, and the data/
message exchange.

Physical interfaces to biometric devices generally
utilize industry standards which define both the physical
interface and communications protocols. Because bio-
metric data samples (especially raw data such as images)
can be very large, an interface that provides adequate
speed and bandwidth is desirable. In the early days of
electronic fingerprint scanners, IEEE 1284 parallel inter-
faces were the norm. Today, the Universal Serial Bus
(USB) or IEEE 1394 (“Firewire™”) are more commonly
used. Some biometric sensors are commodity items
such as cameras, microphones, or signature pads.

A common software interface for devices is TWAIN
whose purpose is to provide and foster a universal

public standard which links applications and image
acquisition devices. It supports image acquisition
from a scanner, digital camera, or another device and
imports it directly into an application. Many commod-
ity devices provide TWAIN-compliant device drivers.

To interface to a biometric device from a software
application, operating system (OS) support is re-
quired. This is generally accomplished via a “device
driver”. Most devices provide Windows™ device dri-
vers; however, support for other platforms (such as
Linux, Unix, OS2, etc.) is a bit more spotty.

In addition to the device drivers, biometric device
manufacturers usually provide software developer kits
(SDKs) to control and access the functionality of their
device. Applications interface to SDKs via a defined
application programming interface (API) as described
in the following.

Software Interfaces

Biometric software modules are components that pro-
vide a set of biometric functions or capabilities via
a software interface. This includes biometric proces-
sing and matching algorithms or control of a biometric
device. Reusable software packages are called SDKs.
Biometric SDKs with standardized interfaces are called
biometric service providers (BSPs).

APIs can be either “high level” or “low level”. In
terms of biometrics, a high level API provides a set of
more abstract, generalized functions (e.g., “Enroll”)
whereas a lower level API provides more specific,
atomic functions (e.g., “Capture Fingerprint Image”
or “Set Contrast”). The lower the level, the more
modality- and even vendor/device-specific it is. An
example of a low level biometric API standard is
the Speaker Verification API (SVAPI) developed in
the mid-90’s and championed by Novell [3].

A software application interfaces to an SDK or BSP
via an APIL The first biometric SDKs appeared in the
mid-90’s. Most SDK APIs are vendor specific. They are
defined by the manufacturer to be highly tailored to the
features and capabilities of their product. The advantage
of such APIs is that they can be very efficient and
provide sophisticated controls. Standard biometric
APIs also exist, which define a common interface defi-
nition for a category of services. This allows an applica-
tion to be written once to the standard API and utilize
any biometric SDK/BSP that conforms to the standard.
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Early APIs were defined using ‘C’ language con-
structs. However, more recently the trend is to define
object oriented interfaces in terms of Java, .NET, or
COM in order to be more easily integrated into object-
oriented applications.

The most well known biometric API is the BioAPIL
This standard was originally developed by a group of
over 100 organizations from industry, government,
and academia and published in 2000 as an open sys-
tems industry specification [4]. Subsequently, version
1.1 was published as an American National Standard
(INCITS 358) and version 2.0 as an international stan-
dard (ISO/IEC 19784) [5, 6].

The BioAPI interface defines a set of functions (and
associated data structures), including biometric, data-
base, and unit (device) operations, component manage-
ment functions, utility functions, and data handle,
callback, and event operations. High level biometric
operations such as enroll, verify, and identify are
provided as well as more primitive operations such as
capture, create template, process (feature extraction),
verify match, identify match, and import. Conformance
categories identify which functions and options are
required for a given product class.

To perform module management functions, a
BioAPI framework component is included as part of
the API/SPI (service provider interface) architecture.
This allows dynamic insertion and control of BSPs and
devices, as well as a discovery mechanism (Fig. 2).

BioAPI is defined as a ‘C interface, though a Java
version is in progress. The version 1.1 framework has
been ported to Win32, Linux, Solaris, and WinCE

Biometric Interfaces. Figure 2 BioAPI Architecture.

platforms and a variety of wrappers (e.g., JNI, C#)
have been developed.

Another “standard” biometric API is BAPIL. This
API was developed by I/O Software and later licensed
to Microsoft who included it in their XP Home
Edition as the interface to their fingerprint device.
This API originally provided 3-levels of interface — a
high level similar to BioAPI, a mid-level, and a lower
(device) level interface. BAPI has not been made pub-
licly available or formally standardized.

More recently, the Voice Extensible Markup Lan-
guage (VoiceXML) was created for creating voice user
interfaces that use automatic speech recognition
(ASR) and text-to-speech synthesis (TTS). It was de-
veloped by the VoiceXML Forum and published by
the W3C. “VoiceXML simplifies speech application
development by permitting developers to use familiar
Web infrastructure, tools and techniques. VoiceXML
also enables distributed application design by separating
each application’s user interaction layer from its
service logic” [7] An extension to VoiceXML called
Speaker Identification and Verification (SIV) is in
progress [8].

In addition to group developed APIs, there have been
biometric APIs developed by application and middle-
ware vendors. The latter standardize an interface to their
particular product or product line. In this case, the
application/middleware vendor defines an interface
such that any biometric technology vendor wishing to
be integrated (or resold) with that application must
conform to the application vendor’s API. It may be a
biometric specific API or a more general “authentication
method” API. While this has been successful to some
extent, the drawback is that the technology vendors must
provide different flavors of their SDK for each such
application, which may become difficult to maintain.

Communications and Messaging
Interfaces

When biometric information is passed between sys-
tems or subsystems, a communications or messaging
interface may be used. This is generally defined in terms
of message content and protocol. The best known are
those used by the justice community. The FBI’s Elec-
tronic Fingerprint Transmission Specification (EFTS)
and the Interpol Implementation (INT-I) both utilize
the ANSI/NIST ITL1-2000 standard to define
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Biometric Interfaces. Figure 3 Biometric Web Services Using BIAS.

transactions (request and response messages) with their
respective systems [2, 9, 10] (note that the EFTS and
ANSI/NIST standards have recently been revised; how-
ever, at the time of this article, they had not yet
been implemented. Interpol is expected to follow
suit) [11, 12].

ANSI/NIST ITL1-2000/2007 defines the content, for-
mat, and units of measurement for electronically encod-
ing and transmitting fingerprint, palmprint, facial/
mugshot, and SMT images, and associated biographic
information. It consists of a series of “record types”, each
containing a particular type and format of data. For
example, a Type-4 record contains a high resolution
grayscale fingerprint image, a Type-9 record contains
minutiae data, a Type-10 facial or SMT images, a Type-
14 variable-resolution tenprint images, etc. An XML
version of the 2007 standard was recently released [13].

EFTS and INT-I define transactions in terms of
these records and further define the content of “user-
defined fields”. For example, EFTS defines a type of
transaction (TOT) called a CAR (Criminal Tenprint
Submission, Answer Required) that “contains ten
rolled and four plain impressions of all ten fingers, as
well as information relative to an arrest or to custody
or supervisory status and optionally may include up to
4 photos of the subject.” [8] It nominally consists of a
Type 1 (header), Type 2 (descriptive text), 14 Type-4,
and 0-4 Type-10 records.

Services Interfaces

Today’s biometric systems are being built upon what is
commonly referred to as a “service oriented architec-
ture (SOA)”. In an SOA, requesting applications/sys-
tems are decoupled from those systems which provide
biometric services and allows biometric operations to
be invoked and resources to be accessed remotely,
usually across an open or closed network, including

the internet. These services interfaces may be custo-
mized or standardized.

The most often used protocols for such services are
XML over Hypertext Transmission Protocol (HTTP)
or Simple Object Access Protocol (SOAP) over HTTP.
SOAP services are defined in terms of » Web Services
Definition Language (WSDL) and frequently utilize a
set of existing web services standards. Service providers
may post their WSDL to a directory which can be read
by potential users or, in closed systems, may be
provided directly to known requesters.

A service provider offers a set of remote biometric
services such as biometric data storage and retrieval,
1:1 face verification, or 1:N iris or fingerprint search/
match. The requester invokes the operation by sending
a service request with the associated data to the service
provider. The service provider accepts the request, per-
forms the operation, and returns the results as a service
response (Fig. 3).

Although today most services interfaces are
system specific, a project known as Biometric Identity
Assurance Services (BIAS) is in progress to standardize
a set of generic biometric Web services. (See BIAS
section of the Standardization chapter for more
information.)

Summary

Biometric interfaces provide a means to exchange bio-
metric data, perform data transactions, and invoke
biometric services. This can occur at several different
levels and between different types of biometrics and
system components. All biometric interfaces involve
transfer of biometric data and must be specified
in some way. An interface definition may be proprie-
tary, as is frequently done in closed systems, or stan-
dardized. Biometric interfaces are key aspects of the
overall biometric system architecture and design.
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Synonyms

Biometric data acquisition; Biometric data capture;
Biometric front end; Biometric sensing; Fingerprint
capture; Fingerprint reading; Fingerprint scan; Image
capture; Iris capture; Iris scan

Definition

Biometric sample acquisition is the process of captur-
ing information about a biological attribute of the
subject, as it exists within a specific time frame. The
objective is to measure data that can be used to derive
unique properties of the subject that are stable and
repeatable over time and over variations in acquisition
conditions.

Typically, the capture process measures a physical
property that is affected by the biological characteristic
of interest, and converts the measured data into a format
that is suitable for analysis — typically a digital electronic
format compatible with computerized analysis.

For simplicity, in this discussion, it is assumed that
behavioral biometrics are biological attributes that
have a temporal dimension and are included in the
discussion as such.

In classic biometric systems such as criminology
systems, there is a definitive separation (in both
time and space) between biometric sample acquisition
and the processing and matching of that sample. For
example, an arresting officer may collect a suspect’s
fingerprints at a booking station in the sheriff’s office.
The fingerprints may then be sent to the FBI for pro-
cessing and matching against a fingerprint repository.
In contrast, real-time biometric ID verification sys-
tems, such as those used for login on a laptop comput-
er, do not have that clear separation. In laptop
computers, for example, the sample processing and
matching will begin operating, while sample acquisi-
tion is still in progress. Information from those ana-
lyses can then be used to optimize the sample
acquisition in real time, significantly improving the
overall performance of the system, but blurring the
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separation between sample acquisition and the
subsequent processes.

Introduction

This article will start out by examining the high level
requirements that apply generally to many types of
biometric sample acquisition. The biometric sample
acquisition process will then be decomposed into its
essential elements and each of those discussed briefly.
It then examines how each of the essential elements
is applied, using the fingerprint ridge pattern as the
example biological property, and also examines the
real-world implementation embodied in the recently
popular fingerprint login systems on laptop compu-
ters. The article then reviews some of the new require-
ments imposed on biometric sample acquisition
systems when they become essential elements of the
secure, trusted computing, and communication sys-
tems that are needed by applications such as mobile
commerce and mobile banking.

Generalized Requirements for Biometric
Sample Acquisition

The fundamental requirements for the biometric sam-
ple acquisition process are driven by the needs of the
biometric matching process. At the conceptual level,
these requirements boil down to the following two:

e To be able to distinguish a large number of people
from each other, a biometric property must contain a
large amount of information entropy. In state space
terms, the property must have a very large number of
distinguishable states. As a result, most biometric
characteristics are complex properties represented as
arrays of information such as 2- or 3-dimensional
images of biological structures (e.g., fingerprints), or
segments of time series data (e.g., speech segments).
Biometric sample acquisition then becomes the task
of making a large number of measurements that
have well known interrelationships in space and/or
in time, with sufficient resolution and accuracy to
develop the required large measurement state space.

e To avoid failing to recognize a previously enrolled
person, the biometric matching process needs
repeatable detail among all the samples of the
biometric property data. The key is minimizing

sample variability. Ideally, the biometric sample ac-
quisition system should capture the same biometric
property data across the full range of conditions in
which it is used. This can become a significant chal-
lenge given the wide variability in the biological
structures being measured across the human popula-
tion and the wide range of environmental conditions
in which some biometric systems must function.

Sample variability can come from a variety of sources
including:

e Intrinsic biological variability

e Environmental variability

e Sample presentation variability

e Biological target contamination

e Acquisition losses, errors, and noise

Good biometric sample acquisition systems minimize
the effects of these sources of variability.

Process Decomposition
For our discussion here, the sample acquisition process
can be decomposed into three parts:

1. The measurement physics
2. The transducers
3. The electronic data acquisition

Figure 1 illustrates this decomposition.

Biometric Sample Acquisition. Figure 1 Biometric
sample acquisition process decomposition
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The Measurement Physics

Starting with a biological attribute of interest, a physi-
cal sensing method is selected, usually involving an
energy flow that originates from, or has been modified
by the biological attribute to be measured.

Different physical sensing mechanisms may be
more or less sensitive to the biological attribute of
interest. A key element in selecting the sensing mecha-
nism is the intrinsic signal to noise ratio. A mechanism
that has high sensitivity to the attribute of interest and
low sensitivity to other influences is likely to have a
favorable signal to noise ratio [1].

The Transducers

The energy flow associated with a sensing method may
be measurable by several different types of transducers.
Transducers convert the energy associated with a phy-
sical measurement into a representative electronic
signal. Different transducers may be more or less effec-
tive in extracting the biological information from the
energy flow.

The Electronic Data Acquisition

Electronic data acquisition equipment converts the
transducer output signal into a standardized form
that can be manipulated by digital computers [2].
This digitized data becomes the input to the feature
extraction and pattern matching processes.

The data acquisition process typically involves [3]:

e Generating excitation energy and applying it to
the biological structures to be measured and/or
to the transducers

e Amplifying the transducer signals

e Multiplexing the signals from a multitude of trans-
ducers to a small number of signal processing
nodes

e Canceling or filtering noise in the transducer
signals

e Time-sampling the transducer signals

e Digitizing the (typically analog) transducer signals

e Assembling the digitized signals into a formatted
data stream for delivery to a microprocessor for
further processing [4]

An Example Biometric Sample
Acquisition Process

For example, select the fingerprint ridge pattern as the
biological attribute to be measured.

Example Sensing Physics and Transducers

The fingerprint ridge pattern is able to generate or
influence several different types of energy, and hence,
may be amenable to several different measurement
methods. Each type of energy can be measured by
several types of transducers. Designing the biometric
sample acquisition system then involves finding the
optimum combination of measurement methods and
transducer type for the application [5].

Pressure

Fingerprint ridges and valleys can apply different
amounts of pressure to a contact surface. A wide variety
of transduction methods can detect such spatial pres-
sure variations. These span the range from arrays of tiny
nano-switches, to the legacy inkpad and card systems
used with fax-machine-like card scanners.

Optical Energy

Fingerprint ridges and valleys differ in their abilities to
reflect light, absorb light, and diffuse light. When one
of the various forms of optical energy has been applied
to the fingerprint region of the skin, camera-like image
capture devices can then capture the fingerprint pat-
terns from the resulting light. Figure 2 illustrates the
energy conversions involved in a typical optical finger-
print reader.

Electrical Energy

The fingerprint ridge and valley pattern can affect the
movement of electrical energy in several different ways,
and electrical energy can be measured by several differ-
ent types of transducers. Arrays of electrical transdu-
cers then measure the patterns in the electrical energy
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flow to develop a 2-dimensional image of the finger-
print pattern that can be very similar to the images
produced by optical measurements.

Acoustical and Thermal Energy

Both acoustical energy and thermal energy propagate
more efficiently through the fingerprint ridges than
through the air spaces in the valleys between the ridges.
Arrays of acoustical and thermal transducers then can
detect the pattern of ridges in contact with the array,
and generate images similar to those produced by the
optical and electrical methods discussed above.

Example Electronic Data Acquisition

Arrays of all the above types of transducers can be
fabricated today on the top surfaces of silicon
integrated circuits [6]. The transducers can then be
connected directly to silicon electronic circuits that
perform the data acquisition tasks described in the
previous section of this article. The integration of
arrays of transducers with data acquisition circuitry

Biometric Sample Acquisition. Figure 2 Example of
optical fingerprint sample acquisition process

on a single silicon chip has reduced the size and cost
of biometric sample acquisition systems by a factor of
over 100 within the 10 years between 1997 and 2007,
enabling a wide variety of new biometric identity veri-
fication applications that had previously been cost
prohibitive.

Real-World Implementation -Biometric
Sample Acquisition Systems in
Widespread Use Today

If you have a laptop computer purchased in 2007 or
later, there is a good chance as it has a biometric
sample acquisition system built into it — in the form
of a small fingerprint sensor integrated into the key-
board. The fingerprint sensor can be used as a conve-
nient alternative to passwords when you logon to your
computer, or when you access a password protected
website. Figure 3 is a photograph of a laptop computer
with a built-in fingerprint sensor.

The fingerprint sensors integrated into laptop com-
puters use tiny bits of electrical energy as discussed
above to detect the fingerprint pattern of a finger
when you slide your finger across the sensor. There
are two types of sensing physics in common use in
today’s laptops. One type uses electrical energy to
measure differences in electrical capacitance between
pixels near a fingerprint ridge and pixels near a valley.
The other type uses small radio frequency signals to
detect the fingerprint shape in the conductive layer of
skin just beneath the surface. Both types of sensors are
fabricated as silicon devices, with integrated transdu-
cers and data acquisition electronics.

Biometric Sample Acquisition. Figure 3 Fingerprint
Sensor in Laptop computer
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New Requirements for Security in
Biometric Sample Acquisition

Biometric sample acquisition systems have begun to
take a roll in user identity verification in mobile com-
puting and communication systems. Examples include
the previously discussed fingerprint enabled laptops
and biometrically secured cellphones as well. This is a
different type of role than that played by biometric
systems in the forensic and criminology worlds, be-
cause these new systems operate in unsupervised and
usually insecure situations. This section examines
some of the implications of that new role for biometric
sample acquisition and the new requirements imposed
on biometric sample acquisition by that role.

Using Biometric Data in Trustworthy
Identity Verification

While biometric verification is often used as a replace-
ment for passwords, biometric methods when applied
to identity verification function more like a handwrit-
ten signature and less like a password. This is not
surprising, since a handwritten signature is considered
as a form of biometric identity verification.

It can be argued that biometric sample data of any
kind cannot be considered secret, hence » Trustwor-
thy Biometric Identity Verification in unsupervised
situations requires the biometric sample acquisition
system to function as a kind of trusted agent [7],
essentially certifying (to some reasonable degree of
confidence) the validity of the biometric sample that
it generates. The role is somewhat analogous to that of
a Notary in handwritten signature situations. This new
role imposes new requirements on the biometric sam-
ple acquisition system that do not exist in the heavily
supervised biometric acquisition processes associated
with criminology and forensics.

While it is not the intention here to discuss the full
scope of trusted biometric identity verification sys-
tems, the biometric sample acquisition part of that
system inherits certain requirements that can be dis-
cussed in this context. Thus, for biometric sample
acquisition systems designed to function within un-
attended identity verification systems, the added
requirements include resistance to a number of attack
vectors that could be used to falsify the biometric
sample that the system delivers.

Trusted Biometric Sample Acquisition
Systems

A trusted biometric sample acquisition system inherits
atleast the following requirements:

e Resistance to fake biometric target presentation.

e This capability is also called » Biometric Spoof
Prevention. It provides an appropriate degree of
protection against attacks like the use of a face
mask to fool a face recognition system, or movie
hero James Bond’s use of molded latex rubber
finger coverings to fool a fingerprint reader.

e Resistance to acquisition system tampering.

e The requirement here is to prevent an attacker
from accessing the internal operation of the bio-
metric sample acquisition system, where he could
force it to output different information than it is
actually measuring. This requirement may impose
hardened packaging requirements on the biometric
sample acquisition system.

e Resistance to device/system substitution.

e The system as a whole should be able detect if
an alternate device has been substituted for all or
any portion of the biometric sample acquisition

typically cryptographic

capabilities on the biometric sample acquisition

system. This imposes
system.

e Resistance to communications attacks (e.g., man-
in-the-middle, and replay).

e The acquired biometric sample must be securely
delivered to the subsequent processing stages either
by a physically inaccessible data channel or by
cryptographic methods.

All these requirements are designed to enhance the
trustworthiness of the biometric sample capture
event. When a trusted biometric sample acquisition
system is integrated into an overall trusted biometric
system (e.g., a » sealed local biometric identity verifi-
cation system), unsupervised biometric identity verifi-
cation can be performed with reasonable levels of
confidence, without concern that biometric properties
are intrinsically not secret.

Related Entries

» Biometric Applications, Overview
» Biometrics, Overview
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Synonyms

Biometric quality evaluation; Performance of biomet-
ric quality measures

Definition

The intrinsic characteristic of a biometric signal may
be used to determine its suitability for further proces-
sing by the biometric system or assess its conformance
to preestablished standards. The quality score of a
biometric sample signal is a scalar summary of the
sample’s quality.

Quality measurement algorithm is regarded as a
black box that converts an input sample to an output
scalar. Evaluation is done by quantifying the association
between those values and observed matching results. For
verification, these would be the false match and non-
match rates. For identification, the matching results

would usually be false match and nonmatch rates [1],
but these may be augmented with rank and candidate-
list length criteria. For a quality algorithm to be effec-
tive, an increase in false match and false nonmatch
rates is expected as quality degrades.

Introduction

Biometric quality measurement algorithms are increas-
ingly deployed in operational biometric systems [2, 3],
and there is now international consensus in industry
[4], academia [5], and government [6] that a statement
of a biometric sample’s quality should be related to its
recognition performance. That is, a quality measure-
ment algorithm takes a signal or image, x, and pro-
duces a scalar, ¢ = Q(x), which is predictive of error
rates associated with the verification or identification
of that sample. This chapter formalizes this concept
and advances methods to quantify whether a quality
measurement algorithm (QMA) is actually effective.
What is meant by quality? Broadly a sample should
be of good quality if it is suitable for automated
matching. This viewpoint may be distinct from the
human conception of quality. If, for example, an ob-
server sees a fingerprint with clear ridges, low noise,
and good contrast then he might reasonably say it is of
good quality. However, if the image contains few min-
utiae, then a minutiae-based matcher would underper-
form. Likewise, if a human judges a face image to be
sharp, but a face recognition algorithm benefits from
slight blurring of the image then the human statement
of quality is inappropriate. Thus, the term quality is
not used here to refer to the » fidelity of the sample,
but instead to the » utility of the sample to an auto-
mated system. The assertion that performance is ulti-
mately the most relevant goal of a biometric system
implies that a quality algorithm should be designed to
reflect the sensitivities of the matching algorithm. For
fingerprint minutiae algorithms, this could be the ease
with which minutiae are detected. For face algorithms,
it might include how readily the eyes are located.
Quality evaluation methods should not rely on the
manual annotation of a data set because this is imprac-
tical for all but small datasets, not least because human
examiners will disagree in this respect. The virtue of
relating quality to performance is that matching trials
can be automated and conducted in bulk. The essay
notes further that quality algorithms that relate to
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human perception of a sample, quantify performance
only as much as the sensitivities of the human visual
system are the same as those of a biometric matcher.

One further point is that performance related qual-
ity evaluation is agnostic on the underlying technolo-
gy: it would be improper to force a fingerprint quality
algorithm to produce low quality values for an image
with few minutia when the target matching algorithm
is nonminutia based, as is the case for pattern based
methods [7].

Evaluation of quality measurement algorithms
should be preferably done in large scale offline trials,
which offer repeatable, statistically robust means of
evaluating core algorithmic capability.

Prior work on quality evaluation, and of sample
quality analysis generally, is limited. Quality measure-
ment naturally lags recognition algorithm develop-
ment, but has emerged as it realized that biometric
systems fail on certain pathological samples. Alonso
et al. [8] reviewed five algorithms and compared the
distributions of the algorithms’ quality assignments,
with the result that most of the algorithms behave
similarly. Finer grained aspects of sample quality can
be addressed. For instance, Lim et al. [9] trained a
fingerprint quality system to predict the accuracy of
minutia detection. However, such methods rely on the
manual annotation of a data set, which as stated above
is impractical.

Properties of a Quality Measure

This section gives needed background material, includ-
ing terms, definitions, and data elements, to support
quantifying the performance of a quality algorithm.
Throughout this chapter, low quality values are used
to indicate poor sample properties.

Consider a data set D containing two samples, d;'"
and di(z) collected from each of i = 1, ..., N indivi-
duals. The first sample can be regarded as an enroll-
ment image, the second as a user sample collected later
for verification or identification purposes. Suppose
that a quality algorithm Q can be run on the ith
enrollment sample to produce a quality value

0 = Q") (1)
and likewise for the authentication (use-phase) sample
a” = Q). 2)

Thus, it has been suggested that these qualities are
scalars, as opposed to vectors for example. Operation-
ally, the requirement for a scalar is not necessary: a
vector could be stored and used by some application.
The fact that quality has historically been conceived
of as scalar is a widely manifested restriction. For
example, BioAPI [10] has a signed single byte value,
BioAPI_QUALITY; and the headers of the ISO/IEC
biometric data interchange format standards [11]
have five-byte fields for quality with only one byte
allocated for quality score. This chapter does not fur-
ther address the issue of vector quality quantities other
than to say that they could be used to specifically direct
re-acquisition attempts (e.g., camera settings), and if
considered, their practical use would require applica-
tion of a discriminant function.

The discussion now formalizes the premise that bio-
metric quality measures should predict performance.
A formal statement of such requires an appropriate,
relevant, and tractable definition of performance. Con-
sider K verification algorithms, Vj, that compare pairs
of samples (or templates derived from them) to pro-
duce match (i.e., genuine) similarity scores

SS,k) = Vk(d§1)7d1(‘2))a (3)

and similarly nonmatch (impostor) scores

£ = v

i#] (4)
Now, to posit that two quality values can be used to
produce an estimate of the genuine similarity score
that matcher k would produce on two samples
k ) (2 k

& =P a7 + €. 5)
where the function P is some predictor of a matcher ks
similarity scores, and €;; is the error in doing so for the
ith score. Substituting (1) gives

= P(Q(d"),Q(d™)) + €, (6)

and it becomes clear that together P and Q would be
perfect imitators of the matcher Vi in (3), if it was not
necessary to apply Q to the samples separately. This

(k)

i

S

separation is usually a necessary condition for a quality
algorithm to be useful because at least half of the time
(i.e., enrollment) only one sample is available. The
obvious consequence of this formulation is that it is
inevitable that quality values will imprecisely map to
similarity scores, i.e., there will be scatter of the known
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scores, s;;, for the known qualities g’ and g,*). For
example, Fig. 1 shows the raw similarity scores from a
commercial fingerprint matcher versus the trans-
formed integer quality scores from NIST fingerprint
image quality (NFIQ) algorithm [6, 12], where
NFIQ native scores are mapped to Q = 6 —NFIQ (so
that higher quality values indicate good “quality”).
Figure 1(a) also includes a least squares linear fit, and
Fig. 1(b) shows a cubic spline fit of the same data. Both
trend in the correct direction: worse quality gives lower
similarity scores. Even though the residuals in the spline

fit are smaller than those for the linear, they are still not
small. Indeed even with a function of arbitrarily high
order, it will not be possible to fit the observed scores
perfectly if quality values are discrete (as they are for
NFIQ). By including the two fits of the raw data, it is not
asserted that scores should be linearly related to the two
quality values (and certainly not locally cubic). Accord-
ingly, it is concluded that it is unrealistic to require
quality measures to be linear predictors of the similarity
scores; instead, the scores should be a monotonic func-
tion (higher quality samples give higher scores).

Biometric Sample Quality. Figure 1 Dependence of raw genuine scores on the transformed NFIQ qualities of the two

input samples.
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Evaluation

Quality measurement algorithms are designed to
target application-specific performance variables. For
verification, these would be the false match rate (FMR)
and false nonmatch rate (FNMR). For identification,
the metrics would usually be FNMR and FMR [1], but
these may be augmented with rank and candidate-list
length criteria. Closed-set identification is operation-
ally rare, and is not considered here.

Verification is a positive application, which means
samples are captured overtly from users who are moti-
vated to submit high quality samples. For this scenario,
the relevant performance metric is the false nonmatch
rate (FNMR) for genuine users because two high qual-
ity samples from the same individual should produce a
high score. For FMR, it should be remembered that false
matches should occur only when samples are biometri-
cally similar (with regard to a matcher) as for example
when identical twins’ faces are matched. So, high quality
images should give very low impostor scores, but low
quality images should also produce low scores. Indeed,
it is an undesirable trait for a matching algorithm to
produce high impostor scores from low quality samples.
In such situations, quality measurement should be used
to preempt submission of a deliberately poor sample.

For identification, FNMR is of primary interest. It
is the fraction of enrollee searches that do not yield the
matching entry on the candidate list. At a fixed thresh-
old, FNMR is usually considered independent of the
size of the enrolled population because it is simply
dependent on one-to-one genuine scores. However,
because impostor acceptance, as quantified by FMR,
is a major problem in identification systems, it is
necessary to ascertain whether low or high quality
samples tend to cause false matches.

For a quality algorithm to be effective, an increase
in FNMR and FMR is expected as quality degrades.
The plots in Fig. 2 shows the relationship of trans-
formed NFIQ quality levels to FNMR and FMR.
Figure 2(a) and 2(c) are boxplots of the raw genuine
and impostor scores for each of the five NFIQ quality
levels. The scores were obtained by applying a commer-
cial fingerprint matcher to left and right index finger
impressions of 34,800 subjects. Also shown are boxplots
of FNMR and FMR. The result, that the two error rates
decrease as quality improves, is expected and beneficial.
The FMR shows a much smaller decline. The non-
overlap of the notches in plots of Fig. 2(a) and 2(b)

demonstrates “strong evidence” that the medians of the
quality levels differ [13]. If the QMA had more finely
quantized its output, to L > 5 levels, this separation
would eventually disappear. This issue is discussed
further in section “Measuring Separation of Genuine
and Impostor Distributions”

Rank-Ordered Detection Error Tradeoff
Characteristics

A quality algorithm is useful, if it can at least give an
ordered indication of an eventual performance. For
example, for L discrete quality levels there should no-
tionally be L DET characteristics. In the studies
that have evaluated performance measures [1, 5, 12, 14,
15, 16], DET’s are the primary metric. It is recognized
that DET’s are widely understood, even expected, but
note three problems with their use: being parametric in
threshold, t, they do not show the dependence of
FNMR (or EMR) with quality at fixed ¢, they are used
without a test of the significance of the separation of L
levels; and partitioning of the data for their computa-
tion is under-reported and nonstandardized.

This chapter examines three methods for the quality-
ranked DET computation. All three use N paired match-
™ and ¢
range [1, L]. Associated with these are N genuine

ing images with integer qualities g; on the
similarity scores, s;, and up to N(N — 1) impostor
scores, s;; where i # j, obtained from some matching
algorithm. All three methods compute a DET charac-
teristic for each quality level k. For all thresholds s, the
DET is a plot of FNMR(s) = M(s) versus FMR(s) = 1—
N(s), where the empirical cumulative distribution func-
tions M(s) and N(s) are computed, respectively, from
sets of genuine and impostor scores. The three methods
of partitioning differ in the contents of these two sets.
The simplest case uses scores obtained by comparing
authentication and enrollment samples whose qualities
are both k. This procedure (see for example, [17]) is
common but overly simplistic. By plotting

’{Siii $ii < S, q51)=q§2)=k}’
‘{Sii: Sii < 00, qz(‘l):qg?):k}
’{Siji Sij > 5, qgl)quzkvi#j}‘
{sis s> —00, d) = =k i)}
(7)

)

FNMR s, k) =

FMR(s, k) =

)
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Biometric Sample Quality. Figure 2 Boxplots of genuine scores, FNMR, impostor scores, and FMR for each of five

transformed NFIQ quality levels for scores from a commercial matcher. Each quality bin, g, contains scores from

comparisons of enrollment images with quality g > g and subsequent use-phase images with g = g, per the
discussion in section “Rank-Ordered Detection Error Tradeoff Characteristics”. The boxplot notch shows the median; the
box shows the interquartile range, and the whiskers show the extreme values. Notches in (d) are not visible because
the medians of FMRs are zero therefore outside the plot range.

the DETs for each quality level can be compared. Al-
though a good QMA will exhibit an ordered relation-
ship between quality and error rates, this DET
computation is not operationally representative because
an application cannot usually accept only samples with
one quality value. Rather, the DET may be computed for
verification of samples of quality k with enrollment
samples of quality greater than or equal to k,

Hsiii sii <, qﬁ” >k, qu) :k}’
‘{Siii sii < 00, qgl) >k, qu) = k}
’{%5%>% éUZh@”:ki#ﬁ’
H%i%>—&%éUZk%”:hi¢ﬁ
(8)

The situation is modeled in which the enrollment sam-

FNMR(s, k) =

b

FMR(s, k) =

)

ples are at least as good as the authentication (i.e., user

submitted) samples. Such a use of quality would lead to
» failures to acquire for the low quality levels.

If instead performance across all authentication
samples is compared against enrollment samples of
quality greater than or equal to k,

{Sii i <s, qﬁ” > k}‘
FNMR(s, k) = - ,
{S,‘,‘ LS < 00, ‘11( ) > k}
‘%W Sij > 5, éUZhi#ﬁ‘
FMR(s, k) = . o —7
{sij D5 > —o0, q; >k, 175]}

©)

The situation where quality control is applied only
during enrollment is modeled. If repeated enrollment
attempts fail to produce a sample with quality above
some threshold, a failure-to-enroll (FTE) would be
declared. This scenario is common and possible
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because enrollment, as an attended activity, tends to
produce samples of better quality than authentication.

The considerable differences between these three
formulations are evident in the DETs of Fig. 3 for
which the NFIQ algorithm [6] for the predicting per-
formance of a commercial fingerprint system was ap-
plied to over 61,993 genuine and 121,997 impostor

comparisons (NFIQ native scores were transformed
to Q = 6 — NFIQ). In all cases, the ranked separation
of the DETs is excellent across all operating points. It is
recommended that (8), as shown in Fig. 3(b), be used
because it is a more realistic operational model.
However, as relevant as DET curves are to expected
performance, revisited here is a very important

Biometric Sample Quality. Figure 3 Quality ranked detection error tradeoff characteristics. Each plot shows five traces
corresponding to five transformed NFIQ levels. (Note that the DET used here plots FNMR vs. FMR on log scales. It is
unconventional in that it does not transform the data by the CDF of the standard normal distribution. The receiver

operating characteristic plots 1 —FNMR on a linear scale instead. These characteristics are used ubiquitously to summarize

verification performance).
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complication. Because DET characteristics quantify
the separation of the genuine and impostor distribu-
tions and combine the effect of quality on both genu-
ine and impostor performance, the separate effects of
quality on FNMR and FMR is lost sight of.

In any case, it is concluded that DETs, while familiar
and highly relevant, confound genuine and impostor
scores. The alternative is to look at the specific depen-
dence of the error rates on quality at some fixed thresh-
old. Indeed for verification applications, the variation in
FNMR with quality is key because the majority of trans-
actions are genuine attempts. For negative identification
systems (e.g., watchlist applications) in which users are
usually not enrolled, the variation of FMR with quality is
critical. This approach is followed in the next section.

Error Versus Reject Curves

It is proposed to use error versus reject curves as an
alternative means of evaluating QMAs. The goal is to
state how efficiently rejection of low quality samples
results in improved performance. This again models
the operational case in which quality is maintained by
reacquisition after a low quality sample is detected.
Consider that a pair of samples (from the same subject),
with qualities ¢;*) and ¢,*’, are compared to produce a
score s;, and this is repeated for N such pairs.

Thresholds u and v are introduced that define levels
of acceptable quality and define the set of low quality
entries as

R(u,v) = {] : q](-l) < u, q](-2> < v}. (10)

The FNMR is the fraction of genuine scores below
threshold computed for those samples not in this set

{sjj :sij < t,j & R(u, v)}}
[{sj : 55 < o0}

The value of tis fixed (Note that any threshold may be
used. Practically it will be set to give some reasonable
false non-match rate, f, by using the quantile function
the empirical cumulative distribution function of the
genuine scores, t = M ~'(1 — f).) and u and v are
varied to show the dependence of FNMR on quality.

For the one-dimensional case, when only one qual-
ity value is used the rejection set is

R ={j + H@ .q™) <u}  (12)

FNMR (¢, u,v) = |

(11)

where H is a function of combining two quality mea-
sures into a single measure. FNMR is false non-match
performance as the proportion of nonexcluded scores
below the threshold.

FNMR(t, u) = [ {50 55 < 1. & Rlw}| (13)
{3+ 55 < o0} |

If the quality values are perfectly correlated with the
genuine scores, then when f is set to give an overall
FNMR of x and then reject proportion x with the
lowest qualities, a recomputation of FNMR should be
zero. Thus, a good quality metric correctly labels those
samples that cause low genuine scores as poor quality.
For a good quality algorithm, FNMR should decrease
quickly with the fraction rejected. The results of apply-
ing this analysis are shown in Fig. 4. Note that the

curves for each of the three fingerprint quality algo-
rithms trend in the correct direction, but that the even
after rejection of 20% the FNMR value has fallen only
by about a half from its starting point. Rejection of
20% is probably not an operational possibility unless
an immediate reacquisition can yield better quality
values for those persons. Yoshida, using the same ap-
proach, reported similar figures [18]. Note, however,
that for NFIQ, the improvement is achieved after re-
jection of just 5%. In verification applications such as
access control, the prior probability of an impostor
transaction is low and thus, the overall error rate is
governed by false nonmatchers. In such circumstances,
correct detection of samples likely to be falsely rejected
should drive the design of QMAs.

Figure 5 shows error versus reject behavior for the
NFIQ quality method when the various H(q;, ¢,) com-
bination functions are used. Between the minimum,
mean, and geometric mean functions there is little dif-
ference. The geometric mean is best (absent a signifi-
cance test) with steps occurring at values corresponding
to the square roots of the product of NFIQ values. The
gray line in the figure shows H = ,/q,q, + N(0,0.01),
where the gaussian noise serves to randomly reject sam-
ples within a quality level and produces an approxima-
tion of the lower convex hull of the geometric mean
curve. The green line result, for H=| q, — g5 |, shows
that transformed genuine comparison score is unrelated
to the difference in the qualities of the samples. Instead,
the conclusion is that FNMR is related to monotonic
functions of the two values. The applicability of this
result to other quality methods is not known.
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Biometric Sample Quality. Figure 4 Error versus reject performance for three fingerprint quality methods. (a) and (b)
show reduction in FNMR and FMR at a fixed threshold as up to 20% of the low quality samples are rejected. The similarity

scores come from a commercial matcher.

Biometric Sample Quality. Figure 5 Dependence of the error versus reject characteristic on the quality combination
function H(.). The plots show, for a fixed threshold, the decrease in FNMR as up to 60% of the low quality values are
rejected. The similarity scores come from commercial matchers. The steps in (a) are result of discrete quality metric.
Continuous quality metrics such as in (b), do not usually exhibit such steps.

Generalization to Multiple Matchers

It is a common contention that the efficacy of a quality
algorithm is necessarily tied to a particular matcher. It
is observed that this one-matcher case is commonplace
and useful in a limited fashion and should, therefore,
be subject to evaluation. However, it is also observed

that it is possible for a quality algorithm to be capable
of generalizing across all (or a class of) matchers, and
this too should be evaluated.

Generality to multiple matchers can be thought of
as an interoperability issue: can supplier A’s quality
measure be used with supplier B’s matcher? Such a
capability will exist to the extent that pathological
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samples do present problems to both A and B’s match-
ing algorithms. However, the desirable property of
generality exposes another problem: it cannot be
expected to predict performance absolutely because
there are good and bad matching systems. A system
here includes all of the needed image analysis and
comparison tasks. Rather, it is asserted that a quality
algorithm intended to predict performance generally
need only be capable of giving a relative or rank order-
ing, i.e., low quality samples should give lower perfor-
mance than high quality samples.

The plots of Fig. 6 quantify this generalization for
the NFIQ algorithm using the error versus reject curves
of section “Error Versus Reject Curves”. Figure 6(a)
includes five traces, one for each of five verification
algorithms. The vertical spread of the traces indicates
some disparity in how well NFIQ predicts the perfor-
mance of the five matchers. A perfectly general QMA
would produce no spread.

Measuring Separation of Genuine and
Impostor Distributions

Quality algorithms can be evaluated on their ability to
predict how far a genuine score will lie from its
impostor distribution. This means instead of evaluat-
ing a quality algorithm solely based on its FNMR

(i.e., genuine score distribution), the evaluation can
be augmented by including a measure of FMR be-
cause correct identification of an enrolled user
depends both on correctly finding the match and on
rejecting the nonmatches. Note also that a quality
algorithm could invoke a matcher to compare the
input sample with some internal background samples
to compute sample mean and standard deviation.

The plots of Fig. 7 show, respectively, the genuine
and impostor distributions for adjusted NFIQ values,
1, 3, and 5. The overlapping of genuine and impostor
distributions for the poorest NFIQ means higher rec-
ognition errors for that NFIQ level, and vice versa; the
almost complete separation of the two distribution for
the best quality samples indicates lower recognition
error. NFIQ was trained to specifically exhibit this
behavior.

The Kolmogorov—Smirnov is considered statistic.
For better quality samples, a larger KS test statistic
(i.e., higher separation between genuine and impostor
distribution) is expected. Each row of Table 1 shows KS
statistics for one of the three quality algorithms tested.
KS statistics for each quality levels u = 1, ..., 5
are computed by first computing the genuine (i.e.,
{sit (i, 1) € R(w)}) and impostor (ie., {s;t (i j) € R
(u), i # j}) empirical cumulative distributions, where R
(u) = {(i,): H(qi(l), qj(z)) = u}. Thereafter, the largest
absolute difference between the genuine and impostor

Biometric Sample Quality. Figure 6 Error versus reject characteristics showing how NFIQ generalizes across (a) five

verification algorithms and (b) three operational data sets. The steps in (@) occur at the same rejection values because the

matchers were run on a common database.
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Biometric Sample Quality. Figure 7 There is a higher degree of separation between the genuine and impostor

distribution for better quality samples as measured by NFIQ.

Biometric Sample Quality. Table 1 KS statistics for
quality levels of three quality algorithms

Quality algorithm

Quality algorithm 1 | 0.649 | 0.970 | 0.988 | 0.993
Quality algorithm 2 | 0.959 | 0.995 | 0.996 | 0.997
Quality algorithm 3 | 0.918 | 0.981 | 0.994 | 0.997

distributions of quality u is measured and plotted.
(Note that to keep quality algorithm providers anony-
mous KS statistics of the lowest four quality levels were
reported.)

Summary

Biometric quality measurement is an operationally
important and difficult problem that is nevertheless
massively under-researched, in comparison to the pri-
mary feature extraction and pattern recognition tasks.

It was asserted that quality algorithms should be de-
veloped to explicitly target matching error rates, and
not human perceptions of sample quality.

Several means were given for assessing the efficacy
of quality algorithms. The existing practice was
reviewed, cautioned against the use of detection error
tradeoff characteristics as the primary metrics, and
instead advanced boxplots and error versus reject
curves as preferable. This chapter suggests that algo-
rithm designers should target false non-match rate as
the primary performance indicator.
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Synonyms

Biometric quality; Sample quality

Definition

Open documented data structures for universally
interpretable interchange of » biometric sample
quality data.

» Biometric data interchange standards are needed
to allow the recipient of a data record to successfully
process data from an arbitrary producer. This defines
biometric interoperability and the connotation of the
phrase “successfully process” the data, in this case,
» Biometric Sample Quality score, can be accurately
exchanged and interpreted by different applications.
This can only be achieved if the data record is both
syntactically and semantically conformant to the doc-
umentary standard.
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Introduction

Performance of biometric systems depends on the qual-
ity of the acquired input samples. If quality can be
improved, either by sensor design, user interface design,
or by standards compliance, better performance can be
realized. For those aspects of quality that cannot be
designed-in, an ability to analyze the quality of a live
sample is needed. This is useful primarily in initiating
the reacquisition from a user, but also for the real-time
selection of the best sample, and the selective invocation
of different processing methods. That is why quality
measurement algorithms are increasingly deployed in
operational biometric systems. With the increase in
deployment of quality algorithms, rises the need to
standardize an interoperable way to store and exchange
of biometric quality scores.

Roles

With advancement in biometric technologies as a reli-
able identity authentication scheme, more large-
scale deployments (e.g., e-passport) involving multiple
organizations and suppliers are being ruled out. There-
fore, in response to a need for interoperability, biomet-
ric standards have been developed.

Without interoperable biometric data standards, ex-
change of biometric data among different applications is
not possible. Seamless data sharing is essential to identi-
ty management applications when enrollment, capture,
searching, and screening are done by different agencies,
at different times, using different equipment in different
environments and/or locations. Interoperability allows
modular integration of products without compromising
architectural scope, and facilitates the upgrade process
and thereby mitigates against obsolescence.

This chapter focuses on biometric quality standardi-
zation. Broadly biometric quality standards serve the
same purpose as many other standards, which is to
establish an interoperable definition, interpretation,
and exchange of biometric quality data. Like other stan-
dards, this creates grounds for a marketplace of off-the-
shelf products, and is a necessary condition to achieve
supplier independence, and to avoid vendor lock-in.

Biometric quality measurement has vital roles to
play in improving biometric system accuracy and effi-
ciency during the capture process (as a control-loop
reacquisition), in database

variable to initiate

maintenance (sample update), in enterprise wide quali-
ty-assurance surveying, and in invocation of quality-
directed processing of samples. Neglecting quality mea-
surement will adversely impact accuracy and efficiency
of biometric recognition systems (e.g., verification and
identification of individuals). Accordingly, biometric
quality measurement algorithms are increasingly
deployed in operational systems [1, 2]. These motivated
for biometric quality standardization efforts.

Standards do not themselves assure interoperabil-
ity. Specifically, when a standard is not fully prescrip-
tive, or allows for optional content, then two
implementations that are exactly conformant to the
standard may still not interoperate. This situation
may be averted by applying further constraints on the
application of the standard. This is done by means of
“application profile” standards which formally call out
the needed base standards and refine their optional
content and interpretation.

Standards Development Organizations

Standards are developed by a multitude of standards
development organizations (SDOs) operating in a
great variety of technical disciplines. SDO’s exist within
companies and governments, and underneath trade
associations and international body umbrellas. Interna-
tional standards promise to support larger marketplaces
and the development process involves more diverse and
thorough review and so consensus is more difficult to
achieve. Standard development processes are conducted
according to definitive sets of rules. These are intended
to achieve consensus standards that are technically
sound, implementable, and effective.

The following list gives an overview of the rele-
vant SDOs. Note that the published standards are
usually copyrighted documents and available only by
purchase.

e ISO/IEC JTC 1/SC 37: SubCommittee 37 (SC 37)
Biometrics was established in mid 2002 as the most
new of seventeen active subcommittees beneath
Joint Technical Committee 1 (JTC 1) and its parent
the International Standard Organization (ISO)
and the International Electrotechnical Commission
(IEC) (ISO maintains a catalog of its standards
development efforts at http://www.iso.org/iso/en/
CatalogueListPage.CatalogueList). The scope of
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JTC 1/SC 37 is standardization of generic biometric
technologies pertaining to human beings to sup-
port interoperability and data interchange among
applications and systems. The establishment of
JTC 1/SC 37 provided an international venue to
accelerate and harmonize formal international bio-
metric standardization and to coalesce a wide range
of interests among information technology and
biometric industry and users of biometric-based
solutions for multiple identification and verifica-
tion applications. SC 37 portfolio is divided into six
working groups of SC 37. The body responsible for
biometric quality standardization is Working
Group 3. The group is the largest Working Group
in SC 37 and develops biometric data interchange
format standards, which have the highest profile
adoption in the marketplace.

e MIl: M1 is Technical Committee of the Inter-
National Committee for Information Technology
Standards (INCITS). It serves as the United States
Technical Advisory Group (TAG) to SC 37. It was
established in June 2002 and is responsible for for-
mulating U.S. positions in SC 37 where it holds the
U.S. vote. It is also a standards development organi-
zation in its own right. Its standards are published in
the US, but may be purchased worldwide.

e ANSI/NIST The U.S. National Institute of Stan-
dards and Technology (NIST) is also a SDO. It
developed the ANSI/NIST standards for law en-
forcement under the canvass process defined by
American National Standard Institution (ANSI).

The ISO/IEC 29794 Biometric Sample
Quality Standard

In January 2006, the SC37 Biometrics Subcommittee of
JTCI initiated work on ISO/IEC 29794, a multipart
standard that establishes quality requirements for ge-
neric aspects (Part 1), fingerprint image (Part 4), facial
image (Part 5), and possibly, other biometrics later.
Specifically, part 1 of this multi-part standard specifies
derivation, expression, and interpretation of biometric
quality regardless of modality. It also addresses the
interchange of biometric quality data via the multipart
ISO/IEC 19794 Biometric Data Interchange Format
Standard [4]. Parts 4 and 5 are technical reports (not
standard drafts) which address the aspects of biometric
sample quality that are specific to finger images and

facial images as defined in ISO/IEC 19794-4 and ISO/
IEC 19794-5 respectively.

The generic ISO quality draft (ISO/IEC 29794-1)
requires that quality values must be indicative of rec-
ognition performance in terms of false match rate, false
non-match rate, failure to enrol and failure to acquire.
Furthermore, it considers three components of bio-
metric sample quality namely character, fidelity and
utility. The character of a sample indicates the richness
of features and traits from which the biometric sample
is derived. The fidelity of a sample is defined as the
degree of similarity between a biometric sample and its
source, for example, a heavily compressed fingerprint
has low fidelity. The utility of a sample reflects the
observed or predicted positive or negative contribution
of an individual sample to the overall performance of a
biometric system. Utility is a function of both the
character and fidelity of a sample and is most closely
indicative of performance in terms of recognition error
rates (i.e., false match rate, false non-match rate, fail-
ure to enrol and failure to acquire).

Part 1 of multipart ISO/IEC 29794 draft standard
defines a binary record structure for the storage of a
sample’s quality data. It establishes requirements on
the syntax and semantic content of the structure. Spe-
cifically it states that the purpose of assigning a quality
score to a biometric sample shall be to indicate the
expected utility of that sample in an automated com-
parison environment. That is, a quality algorithm
should produce quality scores that target application
specific performance variables. For verification, the
metric would usually be false-match and false-non-
match rates that are likely to be realized when the
sample is matched.

In addition, revision of all parts of ISO/IEC 19794
Biometric Data Interchange Format began in January
2007. This opened the opportunity to revise or add
quality-related clauses (e.g., compression limits) to
data format standards so that conformance to those
standards ensures acquisition of sufficient quality sam-
ples. This constitutes quality by-design. To enable an
interoperable way of reporting and exchanging bio-
metric data quality scores, the inclusion of a five-byte
quality field to the view header in each view of the data
in a Biometric Data Block (BDB) for all parts of ISO/
IEC 19794 is being considered. By placing quality field
in the view header (as opposed to general header) of a
BDB, one can precisely report quality score for each
view of a biometric sample (Fig. 1). Table 1 shows the
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Biometric Sample Quality, Standardization. Figure 1 Structure of header in a biometric data block as defined in ISO/

IEC 19794-x.

Biometric Sample Quality, Standardization. Table 1 Structure of five-byte quality field that SC 37 Working Group 3 is

considering
Valid
Description Size (byte)  values Note
Quality Score 1 [0-100] 255 | 0: lowest; 100: highest; 255: Failed Attempt
Quality Algorithm 2 [1,65535] |These two bytes uniquely identifies the supplier (vendor) of quality score
Vendor ID
Quality Algorithm 2 [1,65535] |These two bytes uniquely identifies the algorithm that computes the
ID quality score. It is provided by the supplier (vendor) of quality score

structure of the quality filed that SC 37 Working Group
3 is currently considering.

The one-byte quality score shall be a quantitative
expression of the predicted matching performance of
the biometric sample. Valid values for quality score are
integers between 0 and 100, where higher values indi-
cate better quality. Value 255 is to handle special cases.
An entry of “255” shall indicate a failed attempt to
calculate a quality score. This values of quality score is
harmonized with ISO/IEC 19784-1 BioAPI Specifica-
tion (section 0.5) [6], where “255” is equivalent to
BioAPI “-17 (Note that BioAPI, unlike ISO/IEC
19794 uses signed integers).

To enable the recipient of the quality score to dif-
ferentiate between quality scores generated by different
algorithms, the provider of quality scores shall be
uniquely identified by the two most significant bytes
of four-byte Quality Algorithm vendor ID (QAID).
The least significant two bytes shall specify an integer
product code assigned by the vendor of the quality
algorithm. It indicates which of the vendors algorithms
(and version) was used in the calculation of the quality
score and should be within the range 1 — 65535.

Different quality assessment methods could be
used to assess quality of a biometric sample,
for example, quality algorithm A could be used at the
time of enrollment, but the verification phase might
deploy quality

algorithm B. To accomodate

interchange of quality scores computed by different
quality algirithms, multiple blocks of quality as
shown in Table 1 could be encoded in a view header.
Block(s) of quality data as shown in Table 1 is preceded
by a single byte which value indicates how many blocks
of quality data are to follow. A value of O means no
attempt was made to calculate a quality score (i.e. no
quality score has been specified). This is equivalent to
BioAPI “—2”. The structure of the quality field is
modality independent and therefore generalizable to
all parts of ISO/IEC 19794.

The ISO/IEC 29794 standard is currently under de-
velopment, and ISO/IEC 19794 is currently under revi-
sion. The reader is cautioned that standards under
development or revision, are subject to change; the docu-
ments are owned by the respective working groups and
their content can shift due to various reasons including,
but not limited to technical difficulties, the level of sup-
port, or the need to gain consensus.

The ANSI/NIST ITL 1-2007 Quality Field

Initiated in 1986, this standard is the earliest and
most widely deployed biometric standard. It establishes
formats for the markup and transmission of textual,
minutia, and image data between law enforcement
agencies, both within United States and internationally.
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Biometric Sample Quality, Standardization. Table 2 BioAPI quality categories

Value Interpretation

Unacceptable: The sample cannot be used for the purpose specified by the application. The sample needs to
be replaced using one or more new biometric samples.

0-25

26-50

using one or more new biometric samples.

Marginal: The sample will provide poor performance for the purpose specified by the application and in most
application environments will compromise the intent of the application. The sample needs to be replaced

51-75

Adequate: The biometric data will provide good performance in most application environments based on the
purpose specified by the application. The application should attempt to obtain higher quality data if the
application developer anticipates demanding usage.

76-100

Excellent: The biometric data will provide good performance for the purpose specified by the application.

The ANSI/NIST standard includes defined Types
for the major biometric modalities. The standard
is multimodal in that it allows a user to define a
transaction that would require, for example, finger-
print data as Type 14, a facial mugshot as Type 10,
and the mandatory header and metadata records
Type 1 and 2. These are linked with a common nu-
meric identifier.

In its latest revision [8], the standard adopted the
ISO five-byte quality field (Table 1) structure, but
unlike ISO/IEC 29794, it allows for multiple quality
fields, where each quality score could be computed by
a different quality algorithm supplier. In addition, it
mandates NIST Fingerprint Image Quality (NFIQ) [9]
for all Type 14 records.

The BioAPI Quality Specification

ISO/IEC 19784 Biometric Application Programming
Interface (BioAPI) [7] (and its national counterpart
The BipAPI specification [6]) allows for quality mea-
surements as an integral value in the range of 0-100
” means that the
quality field was not set by the Biometric Service Provider
(BSP) and value of “-2” means that quality information is
not supported by the BSP. The primary objective of
quality measurement and reporting is to have the BSP
inform the application how suitable the biometric sample
is for the purpose specified by the application (as
intended by the BSP implementer based on the use
scenario envisioned by that BSP implementer), and the
secondary objective is to provide the application with
relative results (e.g., current sample is better/worse than
previous sample). BioAPI also provides guidance on gen-

with exceptions that value of “-1

eral interpretation of quality scores as shown in Table 2.

Summary

The benefit of measuring and reporting of biometric
sample quality is to improve performance of biomet-
ric systems by improving the integrity of biometric
databases and enabling quality-directed processing in
particular when utilizing multiple biometrics. Such
processing enhancements result in increasing probabil-
ity of detection and track accuracy while decreasing
probability of false alarms. Given these important roles
of biometric sample quality in improving accuracy
and efficiency of biometric systems, quality measure-
ment algorithms are increasingly deployed in opera-
tional systems. Biometric Sample Quality standards
have been developed to facilitate universal seemless
exchange of sample quality information.

Related Entries

» Face Image Quality Assessment Software
» Face Sample Quality

» Fingerprint Image Quality

» Fusion, Quality-Based

» Interoperability

» Iris Image Quality
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Synonyms

Synthetic biometrics; Artificial biometrics; Artificial dig-
ital biometrics; Artificial image biometrics; Intermediate
biometrics

Definition

Biometric sample synthesis is the computer generation
of simulated digital biometric data using parametric
models. Parametric models are in general the computer
creation steps derived from the empirical analysis of
digitized biometric patterns or mathematical equations
from the physics of the biometric sample’s creation.

Introduction

Biometric sample synthesis is the art and science of
creating artificial digital biometrics that mimic real

digital biometric samples. Researchers involved in the
creation of synthetic biometric samples may have any
number of possible noble goals; included in these may
be striving for a fundamental understanding of the
factors that affect the digitization process of real
human biometric samples for a specific type of bio-
metric sensor, attempting to improve or test com-
puter algorithms used in biometric security devices,
striving for statistically realistic equations of human
populations, or simply attempting to efficiently
computer-generate an image that is similar in visual
appearance to a digitized biometric image.

No matter what the underlying reason for creating
synthetic biometrics by researchers, the movie indus-
try’s quest for realistic computer-generated artificial
personas has led to » physics-based models to control
physical form, motion, and illumination properties of
materials [1]. Computer-generated human character-
istics now address a broad range of human details
including facial features, skin, hair, and gait, as well
as more nuanced bodily movements, such as emotive
gestures and even eye movement. The Association for
Computing Machinery (ACM) Special Interest Group
on Computer Graphics (SIGGRAPH) has a large
body of work spanning over three decades with the
long-standing goal of achieving photo-realism in the
computer generation of synthetic images [2]. This
achievement of modeling, animation, and rendering
of visual human subjects is widely viewed in feature
films, commercial art, and video games. An example of
the state-of-the-art in the synthesis of an image-based
facial biometrics is illustrated in Fig. 1.

The ultimate goal of biometric sample synthesis
can be summarized as; the use of a standard computer
model containing parameter settings that provide the
ability to create a synthetic corpus of biometrics, which
would be indistinguishable from that of a corpus of
biometric samples obtained from real people.

Factors Affecting Biometric Samples

There are a number of factors that directly affect real
biometric samples, which the process of biometric
sample synthesis must take into account. For example,
biological human responses to environmental condi-
tions are known to directly influence a biometric sam-
ple such as: heat to sweat, cold to shivering, or light
level on pupil dilation. Likewise, the environment can
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Biometric Sample Synthesis. Figure 1 Rendering of a
synthetic face using 13 million triangles and a bidirectional
surface scattering distribution function (BSSRDF) model for
subsurface light scattering and an oily reflection layer
(http://graphics.ucsd.edu/~henrik/papers/face_cloning/)
(Reproduced with permission from the author).

also directly affect the biometric digitizing device; for
example, fog, rain, smoke or light level decrease a video
camera’s ability to get a clear image, or water on a
fingerprint device’s platen can adversely affect the
quality of the image. The environment can also cause
behavioral changes that affect biometric sample acqui-
sition; for example, influencing the clothes we wear
during hot or cold weather or during a cloudy or sunny
day, or whether or not we are likely to be wearing
sunglasses, gloves, or certain types of headgear.
Additionally, one’s occupation can affect the exposure
of a biometric to specific environments that may
degrade the quality of the biometric sample. The im-
pact of handling rough surfaces on the skin ridges and
troughs on the fingers and hands of people in certain
occupations can directly affect the quality of bio-
metric samples from some biometric fingerprint digi-
tizing devices.

Regional location also affects the likelihood of
finding various ethnicities who may wear different
kinds of hats, different styles of facial hair growth, or
various types of garments, which may directly influ-
ence biometric sample acquisition. Additional factors
may effect biometric sample acquisition through the
presentation of a biometric to the digitizing device.

An example is the habituation of users to fingerprint
sensor technologies that require pressing the sensor’s
platen; users unfamiliar with the technology are more
likely to press extremely hard or very lightly, while
habituated users are more likely to provide a closer to
nominal amount of pressure when placing a digit on
the device. The amount of pressure may (or may not)
adversely affect the biometric feature extraction algo-
rithm used by the vendor. For example, light pressure
could decrease the number of minutia available to the
biometric matching algorithm.

Genetic factors also play an important role in
biometrics. Examples here include the generally smaller
size of Asian fingerprints, gender, skin color, and
others. Another environmental factor that can affect a
biometric is our health, in the sense that our unique
genetic makeup and our environmental exposure to
triggering factors can make us more susceptible to
(for example) diseases that can affect a biometric.
Here an example is psoriasis that can affect the skin,
which (if located on the hand or fingers) can affect the
quality of a finger or palm acquisition device’s digitized
image that in turn can affect the ability of the biometric
feature extraction algorithm to extract a consistent
biometric feature. Finally, the natural process of aging
and relationships with exposure to the sun affects the
quality or number of features available for biometric
matching algorithms.

The method of sample measurement also directly
affects the quality and depth of information obtained
about the real biometric trait that the device is attempting
to measure. Examples are optical, electrical resistance, or
ultrasound for fingerprint devices, and number of pixels
used by a digital-camera to acquire images of the face.
The final representation of the synthetic biometric sam-
ple must adequately mimic the digitization process on
the biometric sample. Figure 2 illustrates the taxonomy
framework that distinguishes between the feedback
effects of environment on unmeasured biometric sam-
ples and the measurement/digitization process [3].

How all these factors directly or indirectly affect
biometric samples is an ongoing research activity in
the field of biometrics.

Synthesis Methods

Synthesis of image-based biometrics has been achieved
for the most widely recognized digital-image type
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Biometric Sample Synthesis. Figure 2 A conceptual biometric-environment-sensor interaction model for

understanding the taxonomy of modeled parameters in synthetic biometrics.

biometrics of fingerprint, face, and iris. Table 1 identifies
the available model types for a number of widely used
biometric modalities.

The methods used for biometric sample synthesis
can be categorized depending on the approach for
feature synthesis. These are loosely placed into statisti-
cal or physical modeling categories based on character-
istics of the biometric formation process.

Physical models are those that are based on the
physics of how the biometric is created. Examples of
biometric features that have physical models for the
body part containing the biometric sample include
stress/strain finger growth models that have been used
to describe fingerprint patterns, craniofacial 3D growth
models, and speech synthesis models for the human
vocal tract.

» Statistical models are those that use » empirical
analysis of real 2D or 3D biometric images to create
empirically derived statistical information that can be
parameterized into some sort of equation or algorithmic
synthesis steps to create a synthetic biometric sample.
The SFinGe fingerprint generation tool in Fig. 3 is one
example of the use of this intermediate-pattern type of
biometric feature generator. This tool also exemplifies
the parametric or mathematical model of synthesis.
Face creation and morphing tools, such as the one
from FaceGen Modeler from Singular Inversions, Inc.
(Fig. 4) is another example of a statistical modeling tool
that also provides age progression functionality as well as

the ability to rotate, translate, add texture, or make a
number of possible modifications to face/head models.

Validated statistical models would (at a minimum)
be those models that have been rigorously validated to
match across a wide range of human ethnic popula-
tions under specific image-gathering conditions that
could affect the image. Matching could be achieved by
using quantile-quantile (q-q) plots to show that the
distributions from the two different populations are
identical as was done by Daugman for iris codes [4].
The broader view would be the validation of these
models across the human populations and the widest
variety of possible environments and devices.

After the statistical taxonomy, parameters are under-
stood for the acquisition of a particular biometric sam-
ple, the tool can be configured to generate a large number
of synthetic biometric samples (as shown in Fig. 5).

Uses of Synthetic Biometrics

Synthetic biometric samples should not be considered
a replacement for real biometric samples, which are
still needed to understand the specifics of how the
biometric acquisition device and system as a whole
handles real world conditions. Mansfield and Wayman
provide a warning about the “external validity” from
the use of artificial images due to the bias that can
result from their generation [5]. This bias is introduced
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Biometric Sample Synthesis. Table 1 Synthetic biometric data generation

Fingerprint Face Iris Voice

Synthetic Yes Yes Yes Yes
generation
Model types | Physical - finger/skin growth Physical - craniofacial growth & | Statistical - Statistical and

model; Statistical — level human skin light scattering feature Physical -

2 minutiae models; Statistical — morphable articulatory

feature

Validated No No Partial No
statistical
models

Biometric Sample Synthesis. Figure 3 The SFinGe tool as an example of the synthesized intermediate biometric

patterns based on an empirical statistical model.

during the analysis of the training set of images used in
creating the parametric equations. However, synthetic
biometric samples offer a number of potential uses,
some positive and some negative.

Among the positive useful benefits of synthetic
biometric sample is a cost-effective means for studying
a biometric system’s algorithmic sensitivity to specific
biometric images from a variety of sensor types, or the
performance impacts from biometric images that have
been affected by any of a number of various environ-
mental or presentation factors.

Injecting synthetic biometric images into real world
or synthetic world scenes provides an ability to perform
operational scenario testing in a laboratory environ-
ment. The modeled “subjects” can be generated

randomly according to statistical models of a target
population or in this randomly generated target popu-
lation, very specific real or synthetic biometrics can be
injected to determine gross failure to detect rates in a
system context. Operational scenarios can include
videos of synthetic subjects walking through a security
checkpoint, and in the system context could include
a specifically injected individual with specific behavior-
al characteristics, or individual wearing troublesome
garments, such as sunglasses. Validated biometric mod-
els could also be used in the area of fingerprinting where
they could readily provide the effects of age, ethnicity,
and gender on performance. Biometric systems engi-
neers could run a vast array of potential scenarios to
categorize the performance of a layered security system
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Biometric Sample Synthesis. Figure 4 A photographic image of a live person added to a 3D face model (Reproduced

with permission from the original author).

Biometric Sample Synthesis. Figure 5 Methodology for creating synthetic sample databases using parametric models.

that contains security devices that have a known reli-
ability, or can use it to optimize camera locations and
lighting conditions.

National security support can be provided in the
areas of border control in airports, border crossings,
and in ports — by providing the capability to under-
stand potential vulnerabilities through controlled
areas. Countries that lack sufficient biometric diversity

to test border control systems for under-represented
ethnic groups would certainly benefit from the ability
to inject synthetic biometrics from these groups
to insure the system is not biased in its ability to
properly handle those individuals. Systems that
under-perform on specific ethnic groups mostly lacked
sufficient training data for the engineers building the
system.
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Synthetic biometric samples are not associated with
specific individuals; hence one could then argue that
they enhance privacy. Biometric databases generally
must be encrypted and secured for protection of an
individual’s identity, especially when additional meta-
data about that individual providing the biometric
sample is accumulated in the same data-gathering ex-
ercise. Synthetic biometric samples do not have this
restriction.

A sensitive subject for some is the use of biometrics
by governments. The U.S. Department of Defense’s
anti-terrorism total information awareness system
attracted significant congressional and public scrutiny
concerning the privacy, policy and potential abuses of a
system whose intended purpose was to protect U.S.
citizens from individuals known to want to cause the
U.S. harm. A concern about the potential ultimately
led to the cancellation of the program and is summar-
ized in a December 2003 audit report from the Inspec-
tor General of the U.S. Department of Defense [6].

There should be few if any restrictions on sharing
the parameters used to create synthetic biometric sam-
ples or entire synthetic biometric databases. Further,
assuming the modeling science can progress to an
advanced state, the engineers and researchers could
eventually create standard models, from which they
would only need to exchange parameter settings to
allow anyone to recreate specific or statistically similar
synthetic biometric samples.

Another benefit to using synthetic biometrics is the
cost and time savings from the need to acquire real
biometric samples for testing systems. Provided the
device acquisition and the impacts from factors like
environmental changes are model-able, and the effects
of presentation variations are well understood, realistic
synthetic samples can be quickly generated. The syn-
thetic samples can subsequently be used to augment or
perhaps someday reduce the need for system scenario
tests, saving money.

As with a number of technologies, synthetic
biometrics generators have the potential for misuse.
Among these uses are as rapid “hill-climbing” biometric
generation devices that can be used to identify people
in a biometric system that has not taken appropriate
security safeguards to thwart hill-climbing attacks.
Another potential misuse would be to characterize an
individual’s biometric with specific parameters, which
could then be used to generate specific synthetic
biometrics that could fool biometric systems across a

wide variety of possible sensors and environmental con-
ditions through the creation of phony biometrics. For-
tunately, biometric system engineers are cognizant of
these potential security vulnerabilities and routinely
take appropriate precautions to counter potential
attacks from phony biometrics [7, 8].

Summary

Biometric technology becoming a ubiquitous addition
to many modern security technologies. The synthesis
of biometric samples has important benefits that may
one day play an important role in the future of
biometrics. The likelihood that image biometric sam-
ple synthesis of facial or body characteristics may be-
come nothing more than a scientific curiosity is
remote. This is due to the movie industry’s quest to
create lifelike animated avatars.

The biometrics industry lacks validated models.
This shortfall remains one of the primary issues facing
the use of synthetic biometrics. In addition, the accu-
rate transformation of a specific synthetic biometric
between sensors and environments remains as an im-
portant next step that has been achieved to a certain
degree by at least some of the vendors of these
products.

The ultimate potential for synthetic biometrics is
providing a cost-effective method to avoid widely pub-
licized biometric deployment failures. The poster child
deployment failure was the Boston Logan Airport’s
attempt to utilize a face recognition system that
according to reports failed to match the identities of
38% of a test group of employees. Had the deployment
specifics (lighting conditions, algorithms, camera type,
angles, etc.) been checked in the lab with a synthesized
environment with injected real and synthetic biometric
avatars, it is entirely possible that this snafu could have
been avoided [9].

Despite some potentially negative uses, there are
significant potential benefits from biometric sample
synthesis. Increases in sophistication, reliability, and
accuracy of synthetic biometrics will improve the
potential for decreasing false match and false non-
match rates in systems through the use of finely tuned
biometric samples to allow algorithm improvements
to account for numerous noise inducing factors. This
improvement would be cost effective and privacy
enhancing — provided the synthetics accurately reflect
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what a real subject’s biometric would (or could) appear
like to the system’s biometric template extraction and
matching algorithms.

Biometric sample synthesis is a technology with
promising applications — the potential of which has
not been fully realized.
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» Biometric security threat

» Biometric vulnerabilities, Overview
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Biometric Security Measure

Biometric security measure (or security countermea-
sure) is a technological or procedural system designed
to protect a biometric system from active attack (Bio-
metric security threat). Examples of security measures
include: liveness detection which is designed to detect
spoof biometric samples; and cancelable biometrics
and biometric encryption which are designed to pro-
tect against attacks on Biometric template security.
Examples of procedural measures include surveillance
and supervision of sensors. Biometric security mea-
sures are not designed to defend from zero-effort
impostors; as this aspect of the biometric system
would be considered the biometric performance.
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Definition

Biometrics holds out the promise of increased confi-
dence in personal authentication processes compared
with traditional passwords and tokens (e.g., keys and
cards). This is because of the direct link between the
biometric characteristic and the individual (strong
binding) compared with the indirect link represented
by passwords and tokens (weak binding).

Biometric Systems are IT systems that include bio-
metric recognition functionality. The security of
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biometric systems shares much with the traditional IT
system security, but there are some factors that are
biometric specific. These include threats such as spoof-
ing and the personal nature of biometric data that re-
quire special handling.

The earliest work on biometric security standards
related to biometric security management for the fi-
nancial services sector. However the recent growth in
the deployment of biometric systems, particularly in
public domain applications such as passports, visas,
and citizen cards, has given a strong impetus to the
development of standards that address the comprehen-
sive requirements of biometric systems and application
security. Consequently, there is now a concerted effort
by the two major standards groups involved ISO
(International Organization for Standards)/IEC JTC 1
(Joint Technical Committee 1 (The IT Standards Com-
mittee of ISO)) SC37 (Biometric Standards Subcom-
mittee of JTC 1) and SC 27 (IT Security Standards
Subcommittee of JTC 1) to cooperate to develop the
new guidelines and standards needed to deploy bio-
metric systems securely in the modern world.

Current areas of study include

Biometric security evaluation.

Biometric transaction security.

Protection of biometric data.

Guidance for specifying performance requirements
to meet security and usability needs in applications
using biometrics.

L .

Introduction

The rapid growth of biometric technology for authen-
tication in public domain applications, such as pass-
ports, visas, border control and citizen card schemes, is
fuelling an intensive program of work to develop in-
ternational standards for future biometric systems. The
availability of standards provides suppliers with a set of
specifications and “good practices” as targets for their
products, and gives system designers more confidence
that their systems will work as intended and be inter-
operable with other products designed to conform to
the same standards. Alongside the technical standards,
corresponding security standards are needed to ensure
that biometric applications can be designed, built, and
deployed with adequate protection for the system and
for its users.

Since biometric systems are also IT systems, the
threats to security will share some aspects with those
of IT systems generally. However, there are specific
considerations for biometric systems that lie out-
side the normal. These include areas such as vulner-
abilities, which include the threat of spoofing with
an artifact (e.g., gummy fingerprint), mimicry, the
capture and replay of biometric data, and privacy con-
cerns because of the personal nature of biometric data.
Function creep and identity theft are examples of
possible misuse that are particularly relevant to bio-
metric applications. The consequence of these special
factors is that, for biometric systems, security con-
siderations need to extend beyond the system to
include protection for the biometric data of indivi-
duals whose biometric data are processed by or stored
on the system.

Although there is already a rich vein of IT security
standards available that are applicable to biometric
systems, the use of biometrics brings new, biometric-
specific, security requirements that existing standards
do not deal with. Biometric and IT security standards
bodies are currently focused on the development
of new biometric security standards that address
the deficiencies.

The biometric and IT security standards commu-
nities need to collaborate closely because of the vital
need for shared expertise and also because of the inev-
itable dependencies between standards specifying the
technology and others aimed at security. For example,
providing end-to-end security assurance of biometric
transactions across a network will require security infor-
mation to be generated and processed by the biometric
hardware and software at each end of the connection
as well as on the linking network. These end-points
are governed by the technical biometrics standards
BioAPI (Biometric Application Programming Inter-
face) [1] and CBEFF (Common Biometric Exchange
Format Framework) [2] developed by SC 37, and these
have strong interdependencies with ACBio (Authenti-
cation Context for Biometrics) [3], the biometric
transaction security standard under development in
SC 27. This and other examples are discussed in more
detail in later sections of this article.

Close liaison between SC 37 and SC 27 has existed
since the formation of SC 37 in December 2002. Each
subcommittee has appointed liaison officers who
attend meetings of both the subcommittees and take

responsibility for identifying projects requiring
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cooperation between SC 27 and SC 37 and ensuring
that relevant experts can be provided to support them.
Recent action taken by SC 37 will further strengthen
the cooperation with SC 27 through a coordinated
support group operating within SC 37. The motivation
is not only for the reasons given earlier but also
because much of the biometrics expertise essential for
the biometric security standards work is concentrated
in SC 37.

The following sections of this article provide a brief
discussion of the biometric security issues currently
being addressed by the standards community and the
associated standards development projects. Readers
should however note that, although the information
here was correct at the time of writing, many of these
standards are still in development and are evolving
rapidly; in consequence, some of the information will
inevitably become out of date. Readers are therefore
urged to visit the web sites of the relevant international
standards subcommittees for the current status of bio-
metric security standards. The URLs are listed in the
reference section at the end of the article [4, 5].

Biometric Data Management
Standards

Biometric Data Management is concerned with the
broader issues of management and procedural mea-
sures for protecting biometric data. These include
awareness training and accounting and auditing pro-
cedures as well as a reference to technical measures
such as those described in this article.

Historically, this work originated from the ANSI X9
subcommittee in the US X9.84 Standard — Biometric
Information Management — Security (2003) [6]. X9.84
progressed into the international standards domain to
become the starting point for the development of ISO
19092-2008 — Financial services — Biometrics — Security
Framework [7]. ISO 19092 is a biometric-specific
extension of ISO 17799, the Code of Practice for Infor-
mation Security Management, which is now subsumed
into the ISO 27000 family of ISMS standards [8].

Biometric Data Security Standards

Biometric data stored and processed in biometric sys-
tems are security sensitive. Their loss or disclosure could

potentially lead to the undermining of the authentica-
tion integrity of the system and misuses such as func-
tion creep, identity theft, and breaches of personal
privacy. The disclosure of biometric reference data
(e.g., fingerprint templates) might provide identifying
information for an attacker to transfer to an artifact for
use in a spoofing attack, or to generate an electrical
signal that could be directly injected in an electronic
attack. If exported for use elsewhere without the author-
ity of the individual, this would constitute function
creep and possibly a breach of privacy. In many
countries, such practices are regulated by data protec-
tion legislation or codes of conduct.

To guard against these threats, various procedural
and technical measures can be employed. Current
technical standards work focuses on the protection of
stored biometric data, including biometric samples
and biometric references, using cryptographic techni-
ques such as digital signatures and encryption.

The core standard for biometric data storage and
exchange is ISO/IEC 19785 CBEFF (Common Biomet-
ric Exchange Format Framework). CBEFF is a multi-
part standard where Part 4-Security block format
specifications—provides for the protection of biometric
data integrity and confidentiality.

The CBEFF standard defines a basic block of bio-
metric data called a BIR (Biometric Information
Record). The BIR is further subdivided into a Standard
Block Header (SBH), a Biometric Data Block (BDB)
containing the biometric data themselves (which may
be encrypted), and a Security Block (SB). The SBH
header includes indicators of the security mechanisms
that are used to protect the data. The SB security block
contains relevant security information such as cryp-
tographic checksums, digital certificates, and data
encryption algorithm specifications etc. that are used
to guarantee the integrity and confidentiality of the
data. The details of these options and the structure of
SB are being standardized in 19785-4 CBEFF Part 4,
using The Internet Society’s RFC 3852 CMS (Crypto-
graphic Message Syntax) [9]. The specifications within
the CBEFF security block are planned to encompass
the security requirements associated with the ACBio
(Authentication Context for Biometrics) standard [3],
which is being developed in SC 27 to provide end-to-
end assurance for biometric transactions. Essentially,
the CBEFF security block will contain a set of ACBio
instances which contain data that can be used to vali-
date the end-to-end integrity of the biometric
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transaction. Further information on ACBio appears in
the next section of this article.

SC 37 biometric standards are being modified
in order to support ACBio. The effect on CBEFF has
been described, but the BioAPI (ISO/IEC 19784-1 In-
formation technology — Biometric application pro-
gramming interface — Part 1: BioAPI specification) is
also in the process of being updated to accept BIRs,
including Security Blocks. An Amendment 3 to the
BioAPI standard is under development to deal with
the extended requirement for the provision of security
of data.

One approach to protecting biometric data is to
replace the central database of biometric references by
storage of each enrollee’s reference on a personally
held smartcard. This is often advocated by groups
concerned about the privacy implications of centra-
lized biometric databases. Secure smartcards could also
provide the necessary biometric processing, the main
system capturing the biometric sample, passing the
sample to the smartcard for matching against the ref-
erence stored on the card, and authenticating the
result delivered by the smart-card. This is what is
known as “On-card matching”. A claimant could
carry the smartcard with him/her; present the card to
the system together with a biometric sample; and as-
sure the system that he/she is genuine by allowing
the secure processor of the smartcard to perform the
comparison between the live sample and the stored
reference. In this way, the biometric data and the
comparison algorithm are immune from attacks on
the central system.

The SC 37 19794-2 Fingerprint Minutia Standard
includes a section specifying a compact format finger-
print minutiae standard suitable for the limited storage
capability of smartcards. We envision that more stan-
dards may be necessary, especially standards that allow
for more interoperability between the smartcard and
the IT system.

Biometric Transaction Security
Standard - ACBio

Transaction security standards are well established in
the IT world, principally driven by the banking and
financial sectors where transactions need to be secure
not only over private networks but also between banks
and customers using the Internet. These standards

typically involve secure protocols using digital certifi-
cates and data encryption to guarantee the integrity
and confidentiality of remote transactions. If transac-
tions are to include biometric authentication, the se-
curity envelope needs to extend to provide assurance
for the biometric elements of the transaction. Such
assurance might include the authentication of the bio-
metric hardware (e.g., fingerprint reader), certification
of biometric performance capability, the quality of the
current biometric authentication instance, and the
integrity of the biometric data transfer process.

This is the scope of the SC 27 standard 24761
Authentication Context for Biometrics (ACBio) [3].
ACBio specifies the structure of data that can provide
the necessary assurance for a remote biometric verifi-
cation transaction.

ACBio models a biometric transaction as a set of
processes executed by Biometric Processing Units
(BPUs). A BPU places relevant security data into a
block called an ACBio instance. BPUs generate and
transmit ACBio instances together with the associated
biometric transaction data. ACBio instances secure the
integrity of the data, using security techniques such
as digital signatures and cryptographic checksums.
ACBio instances can also contain data that provide
the means of assuring other aspects of the transaction
such as validation of the biometric hardware used and
the certification of the performance capability of the
biometric verification process.

Transactions passing between BPUs will typically
accumulate a collection of ACBio instances associated
with the various processing stages. Each ACBio in-
stance will contain security markers (cryptographic
checksums, digital signatures etc.) that can provide
assurance for the corresponding process stages. Fur-
ther details are beyond the scope of this article, but the
security techniques used can provide protection
against the substitution of “bogus” components and
data replay attacks as well as general threats to the
integrity of the transaction data.

ACBio instances depend on other biometric and
security standards for their operation and effect. Inter-
dependencies with the CBEFF and BioAPI standards
have already been described in the Biometric Data
Security Standards section. Other standards are also
referenced by ACBio. An ACBio instance uses data
types defined in the RFC 3852 CMS (Cryptographic
Message Syntax) standard [2]. ACBio instances also
use X.509 digital certificates [10]. For the certification
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of biometric performance capability, ACBio calls on
the SC 37 19795 series of biometric performance test
standards [11]. To provide test results in a suitable
format for use by ACBio, work has begun in SC 37
on the 29120 standard: Machine-readable test data for
biometric testing and reporting [12]. Work is also
expected in SC 27 to produce a standard for the elec-
tronic format of cryptographic modules that will be
used by ACBio. Finally, ACBio refers to the SC 27
19792 Biometric Evaluation Methodology standard
[13] to provide security assurance for the biometric
hardware and software used in an application.

ACBio will therefore use existing cryptographic
and digital certificate techniques to assure transaction
data integrity end-to-end. The integrity of the biomet-
ric hardware and the performance and security of the
biometric technology will be provided by external
evaluation schemes, and the results will be embedded
in machine-readable data formats that can be authen-
ticated by the validation of the biometric verification
process as required.

The multiple dependencies between SC 27 and SC
37 standards for the successful operation of ACBio call
for close ongoing cooperation between the two sub-
committees to ensure consistency and interoperability
of the standards. Other collaborations are also re-
quired. In the area of smart cards, there is collabora-
tion between SC 17 and SC 27 to include in ACBio an
informative annex of command sequences for the real-
ization of ACBio on STOC (STore On Card) cards and
OCM (On Card Matching) cards. A STOC card is a
smart card that stores the biometric reference data on
the card, but does not perform the biometric verifica-
tion, and an OCM card is a smart card that both stores
biometric reference data and performs the biometric
comparison between the reference and the input bio-
metric sample data.

Biometric System Security Evaluation
Standards

Historical Background

Biometrics is about identification and verification.
However, in many systems, failures of identification or
verification will have security implications. Often the
reason that biometric technology is used is because of
the perceived

increase in assurance of correct

identification or verification that biometrics will pro-
vide. However, to reliably assess this level of assurance, a
properly constituted security evaluation procedure is
needed.

Security evaluation of IT systems is now well estab-
lished. Various evaluation schemes exist for specific
market sectors such as antivirus products and smart-
cards. The internationally recognized standard for IT
security evaluation is ISO 15408 — Common Criteria
[14]. This is a government-developed scheme aimed
primarily at evaluation for government use, but it is
also recognized and used commercially as a “gold
standard” for security evaluation. Evaluations are per-
formed by government-licensed evaluation laboratories
in member countries and the results are recognized
across the participant countries (and wider) through
a mutual recognition agreement.

Although the Common Criteria evaluation method-
ology is generic and therefore suitable for biometric
system evaluations, there are a number of special factors
that need to be considered when undertaking biometric
system security evaluations. These include statistical
performance testing and biometric-specific vulnerabil-
ities. This was first recognized during a pioneering Com-
mon Criteria evaluation of a biometric fingerprint
verification system in Canada in 2000 [15], which led
the evaluation team to investigate and develop the
methodology to deal with the special factors. Subse-
quently, this work was further developed by an infor-
mally constituted group of biometric and Common
Criteria experts to produce a biometric evaluation ad-
dendum for the Common Criteria Methodology known
as the Biometric Evaluation Methodology or BEM [16].
The BEM describes the special requirements of a bio-
metric system security evaluation and gives guidance to
evaluators on how to address these requirements in a
Common Criteria evaluation. At the time of writing, the
BEM had not attained official status as a formal part of
CC methodology. Nonetheless, it is frequently refer-
enced as a source of information on CC and other
security evaluations of biometric products and systems.

ISO/IEC 19792: Information Technology -
Security Techniques - Security Evaluation
of Biometrics [13]

This international standard is currently under devel-
opment in SC 27. Project 19792 is not targeted at a
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specific evaluation scheme such as Common Criteria;
rather, its aim is to provide guidance to developers and
evaluators on security concerns for biometric systems
and to specify a generic methodology for their evalua-
tion. It is similar to the BEM, but is not limited to
Common Criteria evaluations and contains more
detailed information on potential threats, countermea-
sures, and evaluation requirements. Like the BEM, it
assumes that evaluators are familiar with the broader IT
security evaluation issues and does not address these.
19792 covers biometric-specific security issues of
the system as a whole as well as threats and potential
vulnerabilities of the component parts. It describes
technical and nontechnical threats and how these
may be reduced or eliminated by appropriate counter-
measures. It provides guidance to evaluators on testing
and the assessment of potential vulnerabilities and
countermeasures, and it defines the responsibilities of
vendors and evaluators in the evaluation process.
Biometric-specific aspects of system security and
evaluation methodology covered by 19792 include.

Statistical Performance Testing

Biometric comparison decisions (match and nonmatch)
are not certainties, but are prone to false match and false
non-match errors. Comparison results are therefore
often expressed in terms of the probabilities of correct
and incorrect decisions, the actual numbers being
expressed in terms of statistical performance figures.
An example of what this means in practical terms is
that for an access control application with a false match
rate of 1%, if 100 randomly chosen impostors were to
present their own biometric characteristic to the system
while claiming to be legitimate enrollees, one of them
might succeed in gaining admittance through chance
error. The quantification of errors through robust per-
formance testing therefore forms one part of a biometric
system security evaluation. The international standard
for biometric testing and reporting is provided by the
multipart ISO/IEC standard 19795 [11].

The significance of biometric error rates to security
depends on the purpose of the identification or verifica-
tion in the application domain. For access control, the
false match rate may be the most important security
relevant factor, but for applications such as passport or
ID card registration, an important requirement will be
the successful detection of attempts to register multiple
times under different claimed identities. Here, the sys-
tem needs to search its biometric database to determine

if there is an apparent match with any existing enrollee.
If a false non-match occurs during the search, a multiple
enrolment attempt may succeed and therefore, for this
function, the false non-match rate statistics will be the
most important security consideration.

Biometric System Threats and Countermeasures

The use of biometrics brings potential security threats
and vulnerabilities that are distinct from those of other
IT technologies, including spoofing, mimicry, and
disguise. Further details of these threats and exam-
ples of countermeasures can be found in the defini-
tional entries for » Biometric System Threats and
» Countermeasures.

Human Security and Privacy Concerns

Since biometric systems collect and store the personal
data of its enrollees, security measures are necessary
to protect the data and the privacy of the enrollees. This
is another important difference between systems using
biometrics for authentication and those that depend on
inanimate entities such as passwords and tokens.

People have a right to privacy regarding the use and
sharing of their personal data, that is, data about their
lifestyle, preferences, habits etc. that can be linked to
them as individuals. Such data should be collected,
processed, and stored only with the informed consent
of the individual and only for the declared and author-
ized purpose. Unauthorized disclosure and misuse can
lead to undesirable consequences such as identity theft
and function creep. Biometric data are regarded as
particularly sensitive, because their strong binding to
specific persons may make it difficult for individuals to
repudiate authorized by biometric
authentication.

Technical security measures such as data encryp-
tion and the use of cryptographic signatures to bind
data to an application can help to secure biometric
data, but usually, complete protection also requires
administrative controls and sanctions implemented
within an overall system security policy.

transactions

Future Directions for Biometrics
Security Standards

The first generation of biometric standards may be
characterized as a collection of largely self-contained
or stand-alone parts that provide the essential building
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blocks for future biometric systems. These build-
ing blocks are now largely in place, but the course of
their development has uncovered new areas of work
that need to be addressed by a second generation of
biometric standards.

Building on the experience of developing the earlier
standards, the second generation will target the bro-
ader requirements for system and application level
standards. The new standards will tackle areas that
were omitted from the first generation standards and
serve to bind together the earlier work to furnish a
comprehensive standards package that will meet the
wider systems and applications level standards require-
ments. Biometric system designers and implementers
need these standards to support the rapid growth in
large public domain biometric systems that we are now
seeing, including passports, visas, border control appli-
cations and financial transaction systems. Many of
these systems are international in reach and raise im-
portant privacy and other human concerns as well as
major technical challenges.

In the security area, work is needed on standards
that deal with such issues as

1. The use of multimodal biometrics to increase the
security that biometric authentication offers;

2. Comparing and quantifying the security capabil-
ities of biometrics and password- and token-based
authentication technologies individually and in
combination;

3. Assessing the requirement for biometric perfor-
mance in the context of a system where biometrics
provides only one element of security as part of an
overall system security policy;

4. The potential role of biometric authentication in
identity management systems;

5. Locking biometric data to specific applications to
prevent misuse and potential identity theft;

6. Referencing, interpreting, and using other relevant
security standards, for example, US Government
Federal Information Processing Standards FIPS
140 for data encryption; X.509 digital certificates,
in the domain of biometric security standards.

Some groundwork has already begun. In the United
States, the InterNational Committee for Information
Technology Standards (INCITS) M1 Standards Com-
mittee has picked up on earlier work by the US National
Institute of Standards and Technology (NIST) on Elec-
tronic Authentication and E-Authentication for US

Federal Agencies [17, 18] and produced a study report
on the use of biometrics in e-authentication [19].

A special group has been formed by SC 37 to study
and develop a proposal for future work on providing
guidance for specifying performance requirements to
meet security and usability needs in applications using
biometrics. Both this initial study and any subsequent
work will require close cooperation and involvement
of experts from other standards subcommittees, in
particular, SC 27.

Related Entries

» Biometric Technical Interfaces

» International Standardization

» International Standardization Finger Data Inter-
change Format

» Performance Testing Methodology Standardization
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Biometric Security Threat

Biometric Security Threat is an approach of active
attack against vulnerability in a biometric system
(see Biometric system: vulnerabilities). Threats may
be broadly classified as: Presentation attacks (spoof-
ing), in which the appearance of the biometric sample
is physically changed or replaced; Biometric processing
attacks, in which an understanding of the biometric
algorithm is used to cause incorrect processing and
decisions; Software and networking vulnerabilities,
based on attacks against the computer and networks
on which the biometric systems run; and Social and
presentation attacks, in which the authorities using the
systems are fooled. To defend against a biometric secu-
rity threat, a biometric security measure may be used.
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Synonyms

Biometric sensors; Biometric devices

Definition

A biometric sensor is a transducer that converts a
biometric treat (fingerprint, voice, face, etc.) of a per-
son into an electrical signal. Generally, the sensor reads
or measures pressure, temperature, light, speed, elec-
trical capacity or other kinds of energies. Different
technologies can be applied to achieve this conversion
using common digital cameras or more sophisticated
combinations or networks of sensors.

It is important to highlight that the output
signal of a sensor or device is only a representation of
the real-world biometrics. Hence, if B is a biometrics
of a real-world and s is the transfer function of a
sensor or a device, the output signal is B = s(B) and
B +# B.

A biometric device is a system which a biometric
sensor is embedded in. Communication, processing
and memory modules are usually added to provide
additional functionalities that the biometric sensor
cannot if standalone.

Interchanging the terms sensor and device is
very a common practice, even if they are two differ-
ent concepts. A sensor is responsible only for the
conversion of a biometrics into an electrical signal.
Instead, when a processor and a memory module
are also involved, the term device is more appropriate.
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Introduction

Biometrics identification and verification are slowly
penetrating the security market. The convenience of
avoiding to recall passwords and/or loose tokens
(id cards, smart-cards, etc.) is one of the strongest
advantage of biometrics compared to the legacy secu-
rity tools. Moreover, biometrics concretely links a per-
son to her/his identity, compared to the traditional
approaches that associate the person identity to a
token or a password that can be forged, lost, forgotten
or used by other people.

The most sensitive step in the biometric authenti-
cation chain is the » biometric capture. The accuracy
and the repeatability of this process influence the
remaining steps of the chain. Since the output signal
of a device is only a representation of the real-world
biometrics, the choice of the representation type is a
very important issue, because it should try to meet
the four biometric axioms: uniqueness, repeatability,
permanence and collectibility [1]. However, this is a
very complex task influencing the choice of a technol-
ogy used and the design of the sensor/device for a
defined application.

Biometrics sensors must be designed taking into
account many factors. User convenience, portability,
electrical and optical characteristics and price are only
some of them. They are very important factors when
choosing among different sensors for a defined appli-
cation. However, they cannot be always met and the
right balance of these factors has to be found according
to the final application in which a biometric sensor
will be involved.

Below, the main features of a biometric sensor and
device are reported. This is not intended to be an
exhaustive list of features and only the most important
characteristics are highlighted.

User Acceptance

User acceptance is an important factor that has to be
taken into account during the choice of a technology
and the design of a biometric device. Easy-to-use devices
are preferable to user-unfriendly ones. For example,
devices pointing lasers to the eyes or providing small
electrical current to the body of a person are for sure
difficult to be accepted by the final user. Sensors touch-
ing a person body are less preferred than remote sensors

or device re-used to touch many individuals are not well
accepted for hygienic reasons. Some biometric devices
could be difficult to be accepted because of cultural or
religious motivations.

In general, biometrics sensors and devices can
be classified in two main families: intrusive and non-
intrusive. The closer the device to the person, the more
intrusive the device. For example, a surveillance camera
able to identify people face remotely is less intrusive than
imaging sensors touching the user eye to scan the retina.

Some biometric devices need the user to cooperate
during the capture and offer her or his own biometrics.
Other devices do not need any user cooperation. More-
over, when an operator is needed during the normal
use, the device can be classified as a supervised device,
while when the user can operate the sensor with no
extra support, it can be classified as an unsupervised
device. Usually, unsupervised devices are preferred to
supervised ones, because they do not need extra
human resources to operate.

Portability

Form factor and weight are sometimes very important
characteristics that must be taken into account during
the design of a biometric sensor, because they can
influence its portability. Embedding a face or finger-
print or iris sensor (or all together) in a mobile hand-
held computer or laptop or cellphone is becoming a
very attractive solution for different kinds of applica-
tions. When the portability is important, the sensor is
usually embedded in a more complex device contain-
ing all the functionalities (signal processing, commu-
nication, matching, etc.) that the biometrics sensor
cannot provide alone. The possibility to process locally
the captured biometrics requires the existence of pro-
cessor and memory modules. Instead, when the pro-
cessing is performed remotely a communication
interface must be considered as part of this more
complex device. In both cases, the power consumption
becomes an issue, because the need of supplying the
energy through portable batteries can limit the choice
of the technology.

Ruggedness and Lifetime

When a biometric device has to be installed or carried in
difficult environments (very low or high temperature,
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high humidity, vibrations, dust, noisy locations) or
when mechanical moving parts are involved (line-scan
cameras, auto-focusing cameras, auto-position sensors,
etc.) important features are the ruggedness and the life-
time. These influence the maintenance costs of the
device. Thus, during the design, these features have to
be taken into account and special housing or materials
must be used for the sensor manufacturing.

Calibration

The standard functionality of a sensor is usually influ-
enced by the external or internal factors and thus, it
can change during time, due to temperature, pressure
or humidity variations or due to some mechanical
movements. To reduce this problem, sensors need
to pass a periodical procedure to restore the initial
operational conditions. This process is called sensor
or device » calibration.

Calibration refers to different processes used accord-
ing to the type of sensor and the technologies involved
for the capture. Electrical calibration is the process used
to restore the initial electrical conditions that could
change over time due, for example, to temperature
variations. Mechanical calibration is performed instead
when a device has moving parts. In this case, mechanical
frictions starts to appear during the normal sensor life
altering the measure the sensor was designed for. Optical
calibration is instead the process used to re-focus lenses
or re-establish the initial illumination conditions.

The calibration is sometimes a process that is also
needed when the sensor is used for the first time (out-
of-the-box). Due to inaccuracies of the manufacturing,
the sensor functionality can be slightly different than
the defined one. Positioning, orientation or placement
of sensor parts can be sometimes very difficult and
the production process are usually not free of imper-
fections. Thus, the first time the device is used and then
periodically, a calibration procedure is needed. This
can be a manual, semi-automatic or fully-automatic
procedure. Fully-automatic calibration is usually pos-
sible when the biometric device does not contain me-
chanical and optical parts. In this case, the sensor
calibration is usually obtained using special electrical
circuits controlling the status of the device and re-
establishing the correct initial electrical conditions.
Optical calibration often requires the use of special
» optical targets. These are mechanical models used

to measure pre-defined known values against which
the output of the sensor is compared. Mechanical
calibration is usually done manually by an experienced
operator, reviewing all the mechanical functionalities.

Operating Conditions

The set of conditions (e.g., voltage, temperature, humid-
ity, pressure, etc.) over which specified parameters main-
tain their stated performance rating are called operating
conditions. When these are not respected, the biometric
sensor could not work as defined by the manufacturer.
The operating conditions must be chosen according to
the final sensor applications. Sensors used for military
applications have usually very large operating condi-
tions and the devices is supposed to work under huge
stress (high or low temperatures, vibrations, dust, high
humidity, etc.). As other electrical or mechanical com-
ponents, biometric sensors must meet some standard
requirements and pass a certification process. For
example, » ISO certifications define the electrical and
mechanical characteristics that an electronic device
should meet to be sold.

Sensor Interface

The possibility to interface a sensor or device with
other sensors or devices and with a processing unit is
an important feature that must be considered when
choosing a sensor for a defined biometric application.
USB and Firewire can be the best choice, when the
biometric sensor needs to be connected to a standard
PC. When the data throughput is an issue, optical
fibers or gigabit ethernet are possible solutions. More-
over, if the quantity of data the sensor has to transfer to a
processing unit is large, the interface must be able to
transfer this data as fast as possible to avoid long latency.
Wired or wireless communication interfaces can be cho-
sen according the final application.

Power Supply

Low-current absorption is usually a very required fea-
ture for a biometric device, because this facilitate
to embed it in other devices. Usually the basic sensors
(e.g. cameras and microphones) do not need to drain
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too much current, but when illuminators (» Light
Emission Diode or optical fibers) or mechanical move-
ments (line scanning cameras) or heating generators
(palmprint devices reducing the halo effect) are involved,
then extra power is needed. Modern communication
interfaces as USB 2.0, Firewire and Ethernet can supply
power to the sensor with no need of extra wires. This is a
very interesting alternative especially when the biometric
application requires a portable device connected to a
laptop.

Failure Rate

Failure Rate is the frequency with which an engineered
system or component fails. It can be expressed in fail-
ures per hour. Mean Time Between Failures (MTBF) is
the mean (average) time between failures of a system,
and is often attributed to the useful life of the device
i.e., not including infant mortality or end-of-life, if
the device is not repairable. Calculations of MTBF
assume that a system is renewed, i.e. fixed, after each
failure, and then returned to service immediately after
failure. The average time between failing and being
returned to service is termed mean-down-time
(MDT) or mean-time-to-repair (MTTR).

Cost

The cost of a biometric device or sensor is a very
important factor influencing the final target applica-
tion in which the device or the sensor will be involved.
The final costs depend on many factors. The availabi-
lity of the basic technology used for the biometric
capture is one of them. If special and sophisticated
technologies are used instead of the common ones,
the costs of the device increase. Moreover, the produc-
tion materials, the manufactured number of samples
and the maintenance are also factors influencing the
final costs.

Sensor Resolution

Sensor resolution refers to the ability of a device to
acquire, scan or distinguish details of the acquired
biometric treat. Depending on the sensor type, it can

be distinguished among spatial, frequency, time and
radial resolution. For example, a face device can be an
area-sensor and its spatial resolution measures the
quantity of details of the face skin it can acquire.

Spatial resolution represents the number of pixels in
a unitary length and is usually expressed in pixel-per-
inch or shortly, ppi. Frequency resolution represents the
ability of a device to distinguish frequency variations.
Time resolution measures the ability of a sensor to distin-
guish time variations. For example, microphones
used as speech devices should have a certain capacity to
recognize fast speakers. Radial resolution represents the
ability of a sensor to distinguish variation in the
distance.

The increase of the resolution increases the accuracy
of the sensor and usually its final cost. In many applica-
tions, a trade-off between resolution and final cost must
be found.

Optical and Imaging Characteristics

When a biometric sensor generates as output signal an
image and an optical system is involved in the capture
process, the choice of a sensor is based on optical
characteristics.

Image Depth or Dynamic Range determines how
finely a sensor can represent or distinguish differences
of intensity. It is usually expressed as a number of gray
levels or bits. For example, 8 bits or 256 gray levels is a
typical dynamic range of fingerprint image or 24 bits or
256 Red, Green and Blue (RGB) levels which is typical of
face image.

The Modulation Transfer Function (MTF) or Spatial
Frequency Response represent the relationship between
the input and the output signal of a sensor. Spatial
frequency is typically measured in cycles or line pairs
per millimeter (lp/mm). The more extended the
response, the finer the detail and the sharper the image.
MTF is the contrast at a given spatial frequency f relative
to contrast at low frequencies and it ca be computed
with the following (1):

c(f)

c(0)’
where C(f) = (Vax — Vinin)/(Vinax + Viin) 1s the con-
trast at frequency fand C(0) = (Viy — Vp)/(Vyw+ V)

MTF = 100%

(1)
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is the low frequency contrast. Vi, Vi, Vi, and V0
represent the luminance for black areas, the luminance
for white areas, the minimum luminance for a pattern
near spatial frequency fand the maximum luminance
for a pattern near spatial frequency f, respectively.

Geometric Image Accuracy represents the absolute
value of the difference D = X — Y, between the dis-
tance X measured between any two points on the input
image and the distance Y measured between those same
two points on the output image. This is a very impor-
tant parameter especially for devices having a very large
capture area. This feature is measured using special
optical targets.

The capacity of a sensor to capture the whole
biometrics in a single image is expressed by the
Field-of-View (FoV). For a digital camera, this repre-
sents the angular extent of the observable object that is
seen at any given moment. For some biometrics
devices, it is fundamental to capture the biometrics in
a single capture. For example, hand-geometry devices
needs to capture the full hand in a single shot. Sweep
fingerprint sensors allow only the capture of a finger-
print in different instant of times, since their FoV is
very limited.

Precise focus is possible at only one distance; at that
distance, a point object will produce a point image.
Depth-of-Field (DoF) represents the range of distance
in which the object remains focused. This is a very
important feature for remote cameras, since it repre-
sents the location in which the biometrics must be
placed to be always focused.

The Intensity Linearity represents the capacity of a
device to reproduce the intensity level values correctly.
To prove this feature, a target with gradually varying
grayscale levels is wusually used for this scope.
The grayscale levels on the output image are compared
with the grayscale levels on the input target to measure
the accuracy of the representation. Large varia-
tions in the representation lead that the sensor is
calibrated.

The Signal-to-Noise Ratio is a measure of the level
of noise introduced by the sensor during the biometric
capture. This is usually measured using a special opti-
cal target representing an intensity level as a reference.

The Framerate is the number of frames per time
unit that a sensor can generate. It is usually measured
in frames’s. These parameter is very important when
the object movements are involved (sweep devices,

touchless devices, gait device, face device) during the
biometric capture.

In optics, the F-number (sometimes called focal
ratio, f-ratio, or relative aperture) of an optical system
expresses the diameter of the entrance pupil in terms of
the effective focal length of the lens; in simpler terms,
the f-number is the focal length divided by the aperture
diameter. It is a dimensionless number that is a quan-
titative measure of lens speed, an important concept in
photography.

The Shutter-speed is the time that a detector needs
to capture a single image. In photography, shutter
speed is the length of time while the shutter is
open; the total exposure is proportional to this expo-
sure time or duration of light reaching the film or
image sensor.

Summary

Biometric sensors and devices are slowly penetrating
the security market, because of the advantages of
biometrics with respect to traditional security means
as passwords and tokens. The choice of a sensor for a
defined application is usually dependent on some elec-
trical, ergonomic, optical, mechanical and other char-
acteristics. An overview of this important features has
been here reported.

Related Entries

» Authentication

» Biometric Sample Acquisition Enrollment

References

1. Clark, J., Yulle, A.: Data Fusion for Sensory Information Proces-
sing Systems. Kluwer Academic, Boston, MA, USA, (2009)

M. .
Biometric Sensors

» Biometric Sensor and Device, Overview




Biometric Services

M. . .
Biometric Services

Biometric functions offered and performed by a
service provider on behalf of a requester, usually re-
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Synonyms

Attacks; Threats; Vulnerabilities

Definition

Spoofing is the use of an artifact containing a copy of
the biometric characteristics of a legitimate enrolee to
fool a biometric system. Examples include: gummy
fingers, photograph of a face or iris pattern, artificial
hand, etc., depending on the modality of the biometric
characteristic.

Mimicry is imitating someone else’s behavior to
fool a biometric system that uses human behavior
rather than biology as a distinguishing characteristic.
Examples include signature and voice recognition.

Disguise is concealing biometric characteristics to
avoid recognition. It can apply to biological and be-
havioral characteristics and may or may not involve the
use of artifacts.

Weak algorithms are biometric algorithms designed
to work effectively with the normal range of human
characteristics that may behave unpredictably when
presented with highly abnormal input signals. This
could produce much higher error rates than usual for
these abnormal cases. Such signals could be introduced
through the use of artefacts or electronically injected
via signal replay, e.g., fingerprint with an abnormally
high (or low) number of minutiae points.

Capture/replay attack is the capture and subsequent
replay of signals flowing in a biometric system, either
electrically injected or via transfer to an artifact.

If the biometric system returns a score to the user
indicating how close a submitted sample is to the match-
ing decision threshold, it may be possible for an attacker
to conduct a methodical attack by making small altera-
tions to successively submitted samples, looking to grad-
ually nudge the score until it passes the matching
decision threshold. This is a hill climbing attack.

Database attack is the unauthorized access to bio-
metric data held in the system database, may allow an
attacker to inject data or transfer it to an artifact to fool
the system.

Biometric systems have environmental vulnerabili-
ty. Abnormal conditions, like lighting, could cause a
biometric system to behave unpredictably, possibly
leading to high error rates. Knowledgeable attackers
could exploit such a weakness by creating adverse
environmental conditions.

» Biometric Security, Standardization

[
Biometric Spoof Prevention

Biometric spoofing is a method of attacking biometric
systems where an artificial object is presented to the
biometric sample acquisition system that imitates the
biological properties the system is designed to mea-
sure, so that the system will not be able to distinguish
the artifact from the real biological target.

Biometric spoof prevention involves providing the
system with measurement and analysis mechanisms
that help differentiate the real biological target from
various classes of fake targets. There are several
approaches to implementing biometric spoof detec-
tion and they are:

e Highly detailed analysis of the primary biometric
data can detect and reject low resolution spoofs

e Measurement of secondary properties of the
biological target can make spoof fabrication more
difficult

e Measurement of variation in the biometric prop-
erty over short time durations can help reject rigid
and stationary spoofs

e Simultaneous measurement of a second biometric
property of the same biological target can
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significantly increase the complexity and difficulty
involved in fabricating fake target artifacts.

» Anti-Spoofing
» Biometric Sample Acquisition

I
Biometric Strength of Function

The strength of security of the biometric system, being
measured through the FAR achieved in an operational
environment.
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» Operational Times

I
Biometric System

The integrated biometric hardware and software used
to conduct biometric identification or authentication.
Biometrics is the measurement of physical character-
istics, such as fingerprints, DNA, retinal patterns, or
verifying the

speech patterns, for identity of

individuals.

» Biometrics
» Multispectral and Hyperspectral Biometrics

I
Biometric System Components

Elements of a biometric system, including capture,
feature extraction, template generation, matching,
and decision.
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Definition

Biometric system design is the process of defining the
architecture, selecting the appropriate hardware and
software components and designing an effective ad-
ministration policy such that the biometric system
satisfies the specified requirements. The requirements
for a biometric system are typically specified in terms
of six major design parameters, namely, accuracy,
throughput, cost, security, privacy and usability.

Introduction

In general, biometric systems consist of seven basic
modules that operate sequentially [1] as shown in
Figure 1. These building blocks or modules include
(i) a user interface incorporating the biometric rea-
der or sensor, (ii) a quality check module to deter-
mine whether the acquired biometric sample is of
sufficient quality for further processing, (iii) an en-
improve the
signal quality, (iv) a feature extractor to glean only
the useful information from a biometric sample that
is pertinent for the person recognition task, (v) a
database to store the extracted features along with
the biographic information of the user, (vi) a matcher
to compare two feature sets during recognition and
to determine their degree of similarity and (vii) a
decision module that determines the user identity
based on the similarity (match scores) output by the
matcher.

Though all biometric systems are composed of
the same basic modules, there are three main steps
involved in the design of a biometric system. Firstly,
the designer needs to choose the appropriate architec-
ture for a biometric system. Secondly, the hardware and

hancement module to biometric

software components required for the implementation
of the architecture must be selected. Finally, appropri-
ate policies must be defined for the effective adminis-
tration of the biometric system. Before the essay dwells



136

Biometric System Design, Overview

deeper into these three issues, it is important to remem-
ber that the goal of any design process is to develop a
system that satisfies the requirements of the application.
Hence, most of the design decisions in a biometric
system are fundamentally driven by the nature or
functionality of the application and the specified
requirements.

The functionalities provided by a biometric system
can be broadly categorized as verification and identifica-
tion [2]. In verification, the user claims an identity and
the system verifies whether the claim is genuine by
comparing the input biometric sample to the template
corresponding to the claimed identity. In identification,
the user’s biometric input is compared with the tem-
plates of all the persons enrolled in the database and the
system returns either the identity (in some scenarios,
multiple identities whose templates have high similarity
to the user’s input may be returned by the system.). Of
the person whose template has the highest degree of
similarity with the user’s input or a decision indicating
that the user presenting the input is not an enrolled user.

Design Specifications

The six basic design specifications [3] of a biometric
system are presented below. While some of the para-

meters like accuracy and throughput can be

measured quantitatively, factors such as security, privacy
and usability are generally addressed in a qualitative
manner.

Accuracy

A biometric system can make two types of errors,
namely, false non-match and false match. When the
intra-user variation is large, two samples of the same
biometric trait of an individual (mate samples) may not
be recognized as a match and this leads to a false non-
match error. A false match occurs when two samples
from different individuals (non-mate samples) are incor-
rectly recognized as a match due to large inter-user
similarity. Therefore, the basic measures of the accuracy
of a biometric system are False Non-Match Rate (FNMR)
and False Match Rate (FMR). In the context of biomet-
ric verification, FNMR and FMR are also known as False
Reject Rate (FRR) and False Accept Rate (FAR), respec-
tively. In biometric identification, the false match and
false non-match errors are measured in terms of the
False Positive Identification Rate (FPIR) and False Neg-
ative Identification Rate (FNIR), respectively [4].
Accuracy requirements for a biometric system de-
pend on the application. For example, a verification
application usually involves co-operative users and may
require a low FMR (0.1% or less), while a relatively high

Biometric System Design, Overview. Figure 1 Basic building blocks of a biometric system.
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FNMR (1%-5%) may be acceptable. On the other hand,
a negative identification application like airport screen-
ing may require both a low FNIR to prevent undesirable
individuals from circumventing the system and a low
FPIR to avoid causing inconvenience (in the form of
secondary screening) to the other passengers.

Throughput

Throughput refers to the number of transactions that
can be handled by the biometric system per unit time.
Since the input is matched only to a single template in
verification, throughput is not a major issue in verifica-
tion systems. However, for the sake of user convenience
it is essential that the entire process of sample acquisi-
tion, feature extraction, and matching be completed
within a few seconds even in verification applications.
Throughput is a major concern in the identification
mode because it requires matching the biometric query
to all the templates in the database. Therefore, large-scale
identification systems employ special schemes (both
hardware and software) such as indexing, binning, or
filtering to facilitate efficient searching of the database
and thereby improve the system throughput.

Cost

The cost of a biometric system includes the cost of all the
components of the biometric system and the recurring
costs required for the operation, maintenance, and up-
grade of the system. Often, there is a tradeoff between the
cost of the biometric components and the performance
(accuracy, throughput, and usability) of the biometric
system. Furthermore, the intangible costs such as those
incurred due to the errors made by the biometric system
must also be considered while designing a biometric
system. A thorough cost-benefit analysis is essential
prior to any biometric system deployment.

Security

Since biometric systems provide a more secure and
reliable authentication functionality compared to pass-
word and token-based systems, it is now being widely
deployed in many real-word applications. However,
the biometric system itself is vulnerable to a number
of attacks [5] such as usage of spoofed traits and

tampering of biometric data, communication chan-
nels, or modules. These attacks may either lead to
circumvention of the biometric system or denial-of-
service to legitimate users. Hence, a systematic analysis
of these security threats is essential when designing a
biometric system.

Privacy

While biometrics facilitates secure authentication by
providing an irrefutable link to the identity of a person,
it also raises privacy concerns. One major objection
raised by privacy experts is the problem of function
creep, where the acquired biometric data is abused for
an unintended purpose. For example, allowing linkage
of identity records across biometric systems may facil-
itate tracking of users without their knowledge. Hence,
due diligence must be exercised during the design
process and appropriate checks and balances must be
incorporated in the biometric system to protect the
privacy of users [6].

Usability

Usability of a biometric system can be measured in
terms of different factors like effectiveness (Can users
successfully provide high-quality biometric samples?),
efficiency (Can users quickly authenticate themselves
without errors?), satisfaction (Are users comfortable
using the system?), and learnability (Do users get habi-
tuated to the system?) [7]. Two common metrics used
to measure the effectiveness of use of a biometric system
are the Failure to Enroll Rate (FTER) and Failure to
Capture Rate (FTCR). If an individual cannot interact
correctly with the biometric user interface or if the
biometric samples of the individual are of very poor
quality, the sensor or feature extractor may not be able
to process these individuals. Hence, they cannot be
enrolled in the biometric system and the proportion of
individuals who cannot be enrolled is referred to as
FTER. In some cases, a particular sample provided by
the user during authentication cannot be acquired or
processed reliably. This error is called failure to capture
and the fraction of authentication attempts in which the
biometric sample cannot be captured is denoted as
FTCR. Usability depends on the choice of the biometric
trait, the design of the user interface and sensor quality.
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Design Issues

Given the design specifications of the biometric system
and the nature of the biometric system, a system
designer needs to address the following three issues
systematically.

Biometric System Architecture

Architecture of a biometric system is primarily defined
by the storage location of the templates and the loca-
tion of the matcher. The templates (or the template
database) may be stored in (1) a centralized/distibuted
server, (2) local workstation at the client side, and (3) a
portable device such as smart card or token that is in
the possession of the user. Similarly, matching may also
take place at any one of the above three sites. This
allows for a wide range of possible architectures rang-
ing from a fully centralized model, where the templates
reside on the server and matching also takes place at
the server, to a completely decentralized model (e.g.,
match-on-card or system-on-device), where all the
biometric processing takes place on the device and
the template never leaves the device. Other intermedi-
ate architectures are also possible. For example, the
template may be stored on a smart card and during
authentication, the client workstation may read the
template off the card and match it with the input
biometric to provide access. Note that feature extrac-
tion usually takes place only at the client side (on the
local workstation or the portable device) to avoid costs
involved in transmitting the raw biometric sample over
a communication network.

The most important factor that decides the biomet-
ric system architecture is the mode of operation of the
biometric system. While it is possible to de-centralize
the database (e.g., storing the biometric templates on
personalized smart cards) in the verification mode,
identification mode necessarily requires centralized
databases. Other characteristics of the application such
as cooperative versus non-cooperative users, overt ver-
sus covert recognition, attended versus un-attended
application, on-site versus remote authentication, etc.
also influence the architecture of a biometric system.

In the special case of multibiometric systems [8]
that involve integration of evidence from different
biometric sources, the term architecture may also in-
clude the design of the fusion methodology. The fusion

architecture in a multibiometric system is determined
by the following three factors: (1) sources of informa-
tion that need to be combined (i.e., different modal-
ities like face, fingerprint and iris, different instances of
the same trait like left and right index fingers, etc.), (2)
the acquisition and processing sequence (i.e., cascade,
parallel or hybrid), and (3) the type of information to
be fused (i.e., features, match scores, decision, etc.).

Hardware/Software Implementation

Once the architecture of the biometric system has been
defined, the system designer/integrator needs to select
the appropriate hardware and software components to
implement the chosen system. If the system designer
also manufactures all the required components like the
biometric sensor, feature extraction, and matching
modules, it is relatively easy to put all these pieces
together to build the complete biometric system.
However, in the biometrics field, the vendors who
design the biometric system or develop the application
around it typically partner with another set of vendors
who build the biometric hardware and software mod-
ules and create OEM (Original Equipment Manufac-
turer) solutions. Therefore, the following issues need
to be considered by the system designers [9].

e Sample Acquisition: The biometric sensor or the
sample acquisition hardware plays a very impor-
tant role in determining the performance and us-
ability of a biometric system. Apart from its ability
to acquire or record the biometric sample of the
user precisely, other factors such as the size, cost,
robustness to different environmental conditions,
etc. must also be considered when selecting the
biometric sensor. Another problem that needs to
be addressed during sample acquisition is how to
deal with poor quality biometric samples.

e User Interface: The design of a good user interface is
also critical for the successful implementation of a
biometric system. An intuitive, ergonomic and easy
to use interface may facilitate rapid user habituation
and enable the acquisition of good quality biometric
samples from the user. Demographic characteristics
of the target population like age and gender and
other cultural issues (e.g., some users may be averse
to touching a sensor surface) must also be consid-
ered when designing the user interface.
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Biometric Processing Components: This includes the
hardware and/or software required for performing
the core biometric processing tasks of feature ex-
traction and matching. Usually, the vendors supply
software development kits (SDKs) to perform these
tasks. The system designer must examine whether
these components are proven and tested by reliable
third party evaluations. Other factors to be con-
sidered include the cost/performance tradeoff and
the availability of documentation and product
support.

Communication Channels: The establishment of
secure communication links between the different
modules of the biometric system is one of the
key steps in ensuring the security of the entire
system. Tamper resistance, cryptographic algo-
rithms, and challenge-response mechanisms must
be incorporated to secure the communication chan-
nels so as to avoid vulnerabilities such as denial-of-
service, replay attacks, man-in-the-middle attacks,
etc.

Database Design: The system designer is typically
entrusted with the task of storing and retrieving
the biometric templates and other user informa-
tion in/from a database. Therefore, the organi-
zation of the records in the database must be
addressed carefully to avoid unnecessary delays
that may decrease the throughput. The database
design is especially important in the case of large
scale identification systems.

Interoperability: When a biometric system is designed
using components obtained from multiple vendors, it
is very important to ensure their interoperability.
If possible, it is always better to use products that are
compliant with the existing or emerging standards so
that they can be replaced seamlessly in future. In the
case of software components, the system designer
must also check compliance with different operating
systems and platforms.

Administration Policy

Setting the administration policy of a biometric system
is one of the critical steps in ensuring the successful
deployment of a biometric system. The administration
policy may cover a variety of issues including:

Integrity of Enrollment: The success of any biomet-
ric recognition system is mainly decided by the

integrity of the enrollment process. If an adversary
can enroll into the system surreptitiously (under a
false identity) by producing his or her biometric
traits along with false credentials (e.g., fake pass-
ports, birth certificates, etc.), the effectiveness of the
biometric system gets completely nullified. Hence,
the administrator needs to set appropriate policies
that will guarantee the integrity of enrollment.
Quality of Enrollment Samples: Enrollment is gen-
erally performed under human supervision to en-
sure that good quality biometric samples are
obtained from the users. Furthermore, the admin-
istrator needs to define policies such as the number
of enrollment samples required, the minimum
sample quality required for enrollment, ways to
select the best quality samples, user training, and
exception procedures for persons who are unable to
provide good quality samples.

System Configuration: This includes setting system
parameters such as the matching threshold (which
determines the FMR and FNMR of the system), the
number of unsuccessful trials allowed before an
account is locked, the alarms to be generated, tem-
plate update policies, etc.

Exception Handling: Biometric systems are usually
riddled with exception handling procedures (or fall-
back systems) to avoid inconvenience to genuine
users. For example, when a user has an injury in
his finger, he may still be granted access based on
alternative authentication mechanisms without
undergoing fingerprint recognition. Such exception
processing procedures can be easily abused to cir-
cumvent a biometric system. It is very important to
define appropriate policies for handling such excep-
tions so that an adversary cannot exploit this poten-
tial loophole easily.

Privacy Measures: Given the sensitivity of the bio-
metric information, it is essential to set policies
that will prevent insiders and external adversaries
from modifying or tampering the template data-
base or using the biometric data for unintended
tasks. Measures such as strict audit of access logs
must be implemented to protect the user’s privacy.

Summary

Designers of biometric systems need to define the sys-
tem architecture, address the implementation issues,
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and set the administration policies in such a way that
the design specifications like accuracy, throughput,
cost, security, privacy, and usability are met. However,
this is generally a complicated task because some of the
design requirements may be contradictory. Depending
on the nature of the application, a number of tradeoffs
such as cost versus accuracy, accuracy versus through-
put, usability versus cost, accuracy versus security may
be involved in the design of a biometric system. Opti-
mizing these requirements so as to obtain the maxi-
mum return-on-investment is a challenging problem
that requires a systematic design approach.
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Definition

Agent-based biometric systems use the computational
notion of intelligent autonomous agents that assist the
users and act on their behalf to develop systems that
intelligently facilitate biometrics-enabled transactions,
giving them the ability to learn from the users and
adapt to application needs, thus enhancing recognition
performance and usability.

Introduction

The ultimate effectiveness and success of biometric
systems to a large part is dependent on the user experi-
ence when interacting with such systems. It is therefore
essential that issues of user interaction and experience
are considered when designing biometric systems. As
user behavior and expectations as well as application
requirements and operating conditions can vary widely,
it becomes important to consider how systems can be
developed that can adapt and learn to provide the
best possible performance in a dynamic setting.

Here the paradigm of intelligent software agents
may be effectively utilized to design and implement
biometric systems that can dynamically respond to
user and application needs. Intelligent autonomous
agents and multiagent systems form a rapidly expand-
ing research field [1]. Agents can be defined as software
subsystems that interact with some environment and
are capable of autonomous action, while representing
the interests of some user or users. Such agents may
know about their users’ wishes and goals using a pre-
supplied knowledge base as well as through a learning
system. They can then use this knowledge to seek the
accomplishment of their users’ goals. While seeking
such goals in a flexible response to their environment,
agents may be designed to be proactive in exploiting
any opportunities that may be available. They may also
cooperate and compete with other agents and may
have other valuable properties such as mobility and
adaptability.
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A group of interacting agents may be implemented
to form a multiagent system (MAS) [2]. These are
systems composed of multiple interacting agents that
can be used to tackle applications, which are not pos-
sible to handle effectively with just a single agent and
are well suited to situations where multiple perspec-
tives of a problem-solving situation may be exploited.
Interactions in a MAS may include cooperation, coor-
dination, and negotiation between agents.

Negotiating agents are of particular importance in
electronic commerce and the proliferation of Internet-
based applications is a driving force for research and
development of such multiagent systems [3]. Such
multiagent systems when applied to user authentica-
tion applications can facilitate a bargain between the
needs of the information provider for establishing suf-
ficient trust in the user on the one hand and the
confidentiality of the user’s personal information and
the ease of use of the system on the other hand. Such a
balance may need to be achieved for each different
service, transaction or session and may even be dyna-
mically modified during use. Multiagent systems can
provide an effective framework for the design and
implementation of such systems.

Other areas of active research and development in
the field of » intelligent agents include software devel-
opment environments and specialist programming
and agent communication languages as well as the
design of the overall architecture where layered or
hybrid architectures, involving reactive, deliberative,
and practical reasoning architectures continue to be
of considerable interest [4].

Challenge of Complexity

The application of biometric systems in most realistic
scenarios is bound to face the challenge of complexity
resulting from a range of interrelated sources of varia-
bility that are likely to affect the performance and
overall effectiveness of such systems.

These sources include, for example, users’ physio-
logical/behavioral characteristics, users’ preferences,
environmental conditions, variability of the communi-
cation channels in remote applications, and so on. If
one considers the users’ biometric characteristics
alone, it is clear that with a widening user base it is
important to consider the impact of “outliers” — those
users who find it difficult or impossible to use the

system. Failure to enrol on biometric systems or to
consistently provide useable images for biometric
matching may be due to a range of factors including
physical or mental disability, age, and lack of familiar-
ity or training in the use of the particular biometric
systems deployed. In many applications, it is essential
to ensure that no part of the user population is exclud-
ed from access and therefore, measures must be intro-
duced to handle such outliers in a way that does not
reduce the security or usability of the system.

One approach to address this issue, as well as to
tackle the other grand challenges of biometrics such as
performance, security, and privacy [5] is to adopt a
multibiometric approach [6]. In multibiometric sys-
tems, information from several sources of identity are
combined to produce a more reliable decision regard-
ing identity. This may include fusing information
from a number of modalities such as face, voice, and
fingerprint, using a different sensor and biometric
matching module for each modality. Here informa-
tion may be fused at various stages of processing,
including fusion of biometric features extracted
from each modality (feature fusion) or fusion of
matching scores after matching of each the biometric
samples against the respective templates for each mo-
dality (score fusion). There is a wide, extensive, and
varied literature on such multimodal identification
systems [6]. While in most of the reported works,
attention is generally focused on a multimodal recog-
nition procedure based on a fixed set of biometrics, it is
clearly possible to adopt a more flexible approach in
choosing which modalities to integrate depending on
individual user needs and constraints — thus removing,
or at least reducing, the barrier to use by “outlier”
individuals and facilitating universal access through
biometrics.

Research has shown the potential advantages of a
more flexible structure for multibiometric systems
allowing an element of reevaluation and adaptation
in the information fusion process [7]. Mismatched
recognition and training conditions can lead to a re-
duced recognition accuracy when compared to
matched conditions, suggesting that robust recogni-
tion may require a degree of adaptation. Inclusion of
biometric sample quality information can further en-
hance the fusion process [8]. Here, an estimate is made
of the quality of the live biometric sample and this is
used to adapt the operation of the fusion module,
which may have been trained earlier incorporating
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knowledge from both biometric samples and their
associated quality.

The move towards multibiometrics further accent-
uates system complexity and the burden on the bio-
metric system users to efficiently utilize such systems.
Instead of having to provide a sample for only one
sensor, there is a set of sensors to interact with. There
is more effort required from the user and more choices
available in the design of the interaction with the
system. Intelligent agents can thus provide a valuable
way forward for designing and managing intelligent
and adaptable user interfaces, while multiagent archi-
tectures can facilitate the negotiation of trust, security,
and privacy requirements of system users.

With an agent-based biometric system selection of
a variable set of biometric modalities can be accom-
modated to match the demands of a particular task
domain or the availability of particular sensors. For
example, a multimodal system should be able to deal
with situations where a user may be unwilling or sim-
ply unable to provide a certain biometric sample, or
where a preferred biometric modality cannot support a
required degree of accuracy. The deployment of a mul-
timodal approach, where it is possible to chose from a
menu of available modalities and modes of interaction,
can therefore help to overcome barriers to access. In
the case of users with disabilities, where the use of a
particular modality (e.g., speech) may be difficult or
impossible, identity information is captured through
alternative sensors to suit the user constraints.

When considering remote and unsupervised
biometrics-enabled access, it is essential to build in
protection against attacks on the system. In particular,
it is essential to establish “liveness” of the biometric
input to protect against spoofing and replay attacks.
This is an important consideration as for many mod-
alities biometric samples can easily be recorded, even
without the subjects’ active cooperation, and it may be
equally easy to present such recorded samples at the
sensor or at other stages of processing to gain unau-
thorized access. While some progress has been made in
integrating liveness detection in individual modalities,
it is likely that an agent-managed multimodal frame-
work provides a platform with additional flexibility to
support more advanced robustness measures. For ex-
ample, the agent interface can be deployed to provide a
sophisticated challenge/response mechanism making it
much more difficult to use replay attacks and much

easier to establish the appropriate level of confidence in
the liveness of samples.

Another important consideration when deploying
biometrics in remote and networked applications is to
ensure the legitimate requirements of the users at the
client side to reveal only as much personal biometric
information as may be necessary for establishing their
access rights and no more, thus ensuring that the
release of their private information is limited and con-
trolled. At the same time, on the server side, there is the
need to establish the identity of user with as high a
confidence as may be required for a particular type of
information access. Clearly these goals at the client and
server sides are in contention and a negotiating mul-
tiagent architecture may be effectively utilized to en-
gage in such negotiation on behalf of the users at the
server and client sides.

Agent Architectures

The agent paradigm may be employed in a number of
ways to enhance the performance of biometric systems.
Its value is perhaps best illustrated in a multimodal
biometric system for remote authentication and infor-
mation access through a communication network.
Here the management of the user interface, handling
the information fusion process and the negotiation
between the information user and information server
across a network may all be delegated to a set of
autonomous agents. An example of such a system for
a healthcare application, using a multimodal biometric
interface, has been the IAMBIC project [9], which is
outlined below to illustrate possible applications of
intelligent agent technologies in a biometric authenti-
cation setting (Fig. 1).

On the client side of such a client—server architec-
ture, a set of agents will be cooperating to manage the
user interface and to address the user’s specific require-
ments and constraints. A user interface agent manages
the direct interaction with the user, establishing,
according to past user choices and behavior as well as
the requirements of the current transaction, the set of
biometric measurements that must be obtained from
the user, as well as assessing the quality and reliability of
the measurements from each of the available biometric
recognition modules. This agent defines the mode of
interaction with the user according to the user
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constraints and characteristics such as computer litera-
cy, familiarity with the system being used, and so on.
The interface agent may also be responsible for the
capture of other important non-biometric informa-
tion. Additional environmental data may be captured
by the available sensors (e.g., for the face modality a
sample of background illumination may be captured).
Analysis can be performed on these samples to deter-
mine the quality of any acquired data; this can be used
to help the agent to analyze any possible systematic
enrollment and/or verification failures. The results
from this type of analysis can be used to provide
feedback to the user or to system operators to improve
future performance. The agent may offer immediate
suggestions to a user who is finding it difficult to
provide useable samples on how better to interact
with the system or may request from a user whose
performance has been declining over a period of time
to re-enroll on to the system, thus ensuring that the
biometric template ageing effects are minimized.
Additionally, the acquired samples may be asso-
ciated with appropriate quality scores and this infor-
mation can be passed on the fusion stage. The interface

agent will also manage the individual biometric
modules that will produce features and/or matching
scores or decisions. Depending on the level at
which the fusion takes places (sample, feature, score
or decision) [10], the appropriate information is trans-
mitted to the fusion agent to manage the fusion
process.

A fusion agent can be used for the integration of the
biometric measures taken from the user. Its main role is
to choose the best technique for combining several
different biometric measures. The design of the
fusion agent requires knowledge of the types of bio-
metrics measured, as well as of their corresponding
characteristics and of the levels of confidence in claimed
identity that they can typically generate. This agent may
have a set of different fusion algorithms to choose from.
Biometric samples, features, matching scores, or deci-
sions obtained from the interface agent as well as sam-
ple quality and environmental information obtained
from the user are passed on to the fusion agent, which
in turn can produce an overall confidence score, which
will be passed to the access agent for transmission to the
server agent.
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The access agent is then responsible for negotiating
the access to the required data (e.g., medical records or
other sensitive data) on behalf of the user. Essentially,
this agent receives access information from the interface
agent, locates the data, chooses the best location (in the
event that the data can be found in different places),
contacts the sources of the desired information and
negotiates its release with the appropriate server agent
(s). The access agent is responsible for the negotiation
with the server agent and has its goal to achieve the
release of the requested information. The goal of the
server agent is to ensure that the information is only
released to authorized users. It must ensure that suffi-
cient confidence is reached in the identity of the claimed
user. What may be considered as sufficient confidence
may depend on the sensitivity of the data requested and
the class of user who is accessing the information. If the
result of the activities of the interface and fusion agents
does not provide enough evidence to satisfy the server
agent, it may enter into negotiation with them through
the access agent. As part of this negotiation, a re-mea-
surement of the biometric samples, as well as the recal-
culation of the combined output, may be required
under specific conditions.

Optionally a directory agent may be deployed for
discovering and cataloging all relevant information
about location of services within the network. In a
healthcare system, for instance, this agent may store
information on which databases contain particular infor-
mation about the patients, medical tests, and treatments.
Additionally, information may be stored with regards to
databases of biometric information for matching and
authentication as well as information regarding, where
suitable and trusted algorithms for matching, fusion, and
sample quality assessment may be obtained to facilitate
the agents’ tasks. In the search for information, this agent
may also suggest the best way of accessing required
information (for example, in the situation where several
databases contain the information specified), based on
network traffic, distance, and so on.

Such a community of interacting agents can be
implemented using a number of different methodolo-
gies for agent-based systems. These include methodol-
ogies for modeling the agents and their interactions,
schemes for representing agent knowledge and lan-
guages for facilitating the communication between
agents in unambiguous ways [4, 11, 12]. An impor