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Preface

This book presents a critical review of methods used for measuring
properties of grassland ecosystems in terms of plants, animals, soils and
environment. It is a replacement for Measurement of Grassland Vegetation and
Animal Production, edited by L. 't Mannetje, first published in 1978 and
reprinted in 1982 and 1987 by the Commonwealth Bureau of Pastures and
Field Crops and its successors (now incorporated into CAB International).
This, in turn, replaced Dorothy Brown’s Methods of Surveying and Measuring
Vegetation published in 1954. The 1978 publication has been out of print
for several years and since then there have been many developments in
grassland research and methodology. Aspects of grassland ecosystems other
than vegetation and animal production were not considered at all in the
1978 publication. Thus, we have included chapters on soils and nutrients,
remote sensing and sociology. In addition there is a separate chapter on
rangeland monitoring, because rangelands require a different approach
than more intensive grasslands. Some changes in methodology, such as
in measuring botanical composition and yield of pastures, have been
developments of existing methods rather than new ones.

Each chapter is essentially self-contained, hence there is some overlap
in the sense that some topics are mentioned in more than one chapter.
However, to avoid unnecessary duplication, we have encouraged cross-
referencing between chapters. For example, nitrogen fixation by legumes is
mentioned in Chapters 12 and 13, but the description of the methodology
for measuring it is in Chapter 13.

As in the 1978 publication, this is not a book of recipes but rather
an introduction to grassland ecosystem and animal production research

Xi



Xii Preface

methodology and a guide to the available techniques. Contributors were
asked to adopt a critical approach to the description of methods and their
application. In most cases it will be necessary for readers to refer to the
original publication or some other references for details of the methods
described. For this reason, considerable thought has been given to the
provision of suitable references.

The book of 16 chapters is the joint effort of 34 authors from ten
countries, each author having wide experience in research methodology
in her or his own field. In many chapters the joint authors come from
different countries. This was encouraged as a way of ensuring that the
topics were dealt with from a broad perspective.

The chapters fall into seven groups. There are those concerned with
analysis and modelling (Chapters 2 and 3), measurements of grassland
vegetation at the plant or quadrat level (Chapters 4 to 8), measurements
on vegetation at a larger scale (Chapters 9 and 10), laboratory methods
(Chapter 11 and part of Chapter 12), soils and nutrients in grasslands (part
of Chapter 12 and Chapter 13), animal studies (Chapters 14 and 15) and
sociological research (Chapter 16).

The predecessor of this book found many satisfied users and we trust
that the present volume will fill a need for a critical presentation and
appraisal of field and laboratory methods used in research in grasslands
and animal production.

L. ’t Mannetje
R.M. Jones



Grassland Vegetation and its ]
Measurement

L. 't Mannetje! and R.M. Jones?

'Department of Plant Sciences, Wageningen University,
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St Lucia, Australia

What is Grassland?

The term ‘grassland’ has several meanings. It can refer to a plant commu-
nity, contrasting with ‘forest’, to an ecosystem comprising vegetation, soil,
domestic and/or wild animals and management, and also to a ruminant
production system. These three entities have in common that grasses
(species of the family Gramineae) play a major part in their botanical
composition. However, the strict definition, ‘land covered only by grasses’,
is adequate only in a minority of cases. It usually applies only to areas newly
sown to grasses, or areas that are maintained as such (e.g. sports fields and
lawns), because species from other families will almost always invade and
become part of grassland communities. Such species are commonly present
in well-established sown and natural grasslands and include other monoco-
tyledons (e.g. rushes and sedges) and both herbaceous and woody dicotyle-
dons. Moore (1964) and Spedding (1971), amongst others, have defined
grassland as a plant community in which grasses are dominant, shrubs rare
and trees absent. However, on a global scale, most areas in which grasses
are dominant in the ground cover, whether used for domestic ruminant
production or as game reserves, contain woody species. Therefore, the defi-
nition of grassland as a ‘plant community in which woody species do not
exceed 40% of the total cover’ (UNESCO-UNEP-FAQO, 1979), is much more
appropriate. As detailed discussions about definitions are usually not very
fruitful, we shall consider grassland as ‘ecosystems in which grasses play a
dominant role in the (ground) vegetation, in which woody species do not

©CAB International 2000. Field and Laboratory Methods for Grassland and
Animal Production Research (eds L. 't Mannetje and R.M. Jones) 1



2 L. 't Mannetie and R.M. Jones

exceed 40% of the total cover, whether or not they are used for animal
production’.

It is sometimes useful to distinguish between treeless (pure) and
wooded grasslands, because they require, in part, a different approach to
sampling. The latter are sometimes referred to as grazing lands, or open
woodlands, savannas or steppe, notwithstanding the fact that the terms
savanna and steppe originally referred to treeless grassy plains. Tothill
and Mott (1985) have edited a useful collection of papers on the savanna
ecosystems of the world.

Another distinction can be made between ‘rangeland’ and ‘improved/
sown grasslands’. Rangelands are grasslands that consist of native and/or
naturalized species, on which management is usually limited to grazing,
burning and the control of woody species. Improved or sown grasslands
may consist of or be oversown with selected/improved species and manage-
ment may be extended to fertilization, irrigation, drainage and weed and
pest control. Grasslands as part of a crop rotation system are usually
referred to as ‘leys’ and play an important role in maintaining soil fertility
and in reducing soil borne pests and diseases.

Grassland vegetation used for feeding animals is commonly referred to
as ‘forage’ or ‘herbage’, although a distinction could be made between
these two terms. ‘Herbage’ can be regarded as herbaceous biomass in
general, e.g. as used in ecological studies of grassland vegetation, whereas
‘forage’ refers to animal feed in keeping with the term ‘foraging’: the
animal’s actions of selecting and ingesting herbaceous feed. The term
‘pasture’ is sometimes used for feed, but this is confusing, as ‘pasture’ also
stands for a grazed grassland field.

Origin of Grasslands

Grasslands (including savannas and open forests) form the second greatest
terrestrial biome, in terms of biomass, after tropical forest (Long and Jones,
1992).

Grasslands may be ‘natural’ or ‘induced’. Ecologically, natural grass-
lands are pure or wooded vegetation types controlled by a combination of
climate, soil, topography, biotic factors and fire (Moore, 1964). Natural
grasslands generally occur in climates that are either too dry or too cold for
forest to persist — for example, arid or semi-arid areas, monsoonal tropics
with a long dry season, mountainous areas above the tree line (alps) or
tundras in the arctic regions. Therefore, there are generally no natural
grasslands in equatorial or temperate lowlands with humid or subhumid
climates. Grasslands are also more likely to occur on heavy-textured soils or
in areas that are regularly burnt.

In humid and subhumid climates most grasslands are induced
(man-made), because the climate lacks the conditions needed for natural
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grasslands. Generally speaking, land is used for animal production from
grassland only when other, more profitable land use systems are not
possible. Thus, even natural grasslands, such as the prairies in North
America, pampas in Argentina, llanos in Colombia, cerrados in Brazil,
downs in Australia, steppe in Russia and pusta in eastern Europe, have been
converted to croplands when soil conditions and rainfall were sufficiently
favourable for cereal production. Figure 1.1 gives a schematic view of the
origin of grasslands based on rainfall, soil fertility, economics and manage-
ment choice. Apart from climatic considerations, economic reality plays an
important role in the choice of grassland or cropland as the most suitable
form of land use. Not all land that is cultivable will be cropland, because
there may not be ready markets for the products, or animal production may
be more profitable.

MONTHS OF RAINFALL

12 11 10 9 8 7 6 5 4 3 2 1

Forest Savanna (Thorn) Scrub Desert
(dense/tall) (open/low) Pure grassland
A
Tree felling
Cleared land
Fertile soil?

or Use of fertilizer Profitable?

and Rainfall adequate?
or Irrigation possible?

Terrain cultivable?

Yes | Cultivation No | Grazing

burning
Cropland Sowing Grassland

Grazing T
Overgrazing

Fig. 1.1. The origin of grasslands on the basis of rainfall, soil fertility and manage-
ment options.
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Grassland and Animal Production Research

Since the publication of the predecessor of this book (Mannetje, 1978) the
emphasis of grassland research has shifted from pure vegetational and
animal production aspects to more multidisciplinary research on all parts
of the ecosystem. Soil-related, environmental and sociological issues are
also being studied. Thus, we are interested not only in forage yield, forage
quality and botanical composition of the vegetation, but also in the persis-
tence of both abundant and rare grassland species, in the characteristics
of the soils and in flows and losses of major nutrients. Modelling has devel-
oped to such an extent that it has become a necessary tool in research, akin
to statistics and pattern analysis. It is being recognized that for research to
be more effective, the people who live on and manage grasslands also need
to be involved in and often are a subject of the research. Underlying all
these aspects are the interests in sustainability, in maintaining biodiversity
and avoiding accelerated soil erosion and nutrient losses.

Research requires measurements and the main objective of this book is
to present modern methodology to meet the needs of the grassland and
ruminant animal production student and scientist.

Vegetation is measured for a wide range of purposes, including: (i)
description in terms of its floristics, ground cover, amount of dry matter,
quality of dry matter; (ii) assessing changes in vegetation brought about
by changes in management (e.g. fertilizer, grazing pressure and grazing
system) or by changes in climate; and (iii) determining the ability of the
vegetation to provide feed for different types of livestock.

The methods used for measuring vegetation will vary with the objective.
For example, the contribution of a species to botanical composition can be
measured in terms of yield, basal cover, density or frequency of occurrence
(Chapters 7 and 4). If vegetation measurements are to be related to
concurrent animal production, then botanical composition would be
assessed in terms of weight of dry matter contribution to the pasture. If
the emphasis is on long-term botanical change, then measurements of
basal cover, density and frequency may provide information that is less
dependent on short-term changes due to differences in rainfall and grazing
pressure.

Similarly, measurements of grassland soils (Chapters 12 and 13) can be
made to: (i) describe soil chemical, physical and biological properties; (ii)
assess changes in soil brought about by management; and (iii) determine
the impact of soils on grassland productivity.

Grassland vegetation, by its very nature, is well adapted to the preven-
tion of soil erosion and this is important no matter whether the grassland is
used for animal production, recreation or environmental conservation. In
every case well-managed grassland offers stability to the environment and
protects the soil — which is one of the key resources of the earth for
continuing terrestrial life of all kinds, including humans.
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The importance of grassland soils for carbon sequestration, compara-
ble to forest soils, is not generally recognized but is an undisputed fact,
well supported by research findings (e.g. Goudriaan, 1992; Long and Jones,
1992; Fisher et al., 1994).

Increasingly in some areas, the main purpose of grasslands is for
conservation of biodiversity in terms of plant species and communities, and
as wildlife reserves. The sustainability of these rangelands depends on the
stocking rate of the wild animals in relation to the carrying capacity of the
rangeland. Thus the measurement of non-agricultural attributes of grass-
lands may be as important as those of immediate agricultural relevance.
Most of the methods discussed in this book are directly applicable to these
situations.

Perhaps the greatest difficulty in measuring grasslands occurs when
measurements of vegetation are to be related to consumable animal
products. Many plant factors, such as the ability of the vegetation to provide
energy, protein and minerals over time, are involved. Superimposed over
this is the ability of a grazing animal to select from the available forage.
Furthermore, direct measurement of animal performance is expensive and
often not possible due to lack of resources.

More research is now being carried out off-station than before, either
on-farm or in communally used rangelands. Under the latter circum-
stances, strict orthogonal-type experimental designs are often not applica-
ble. In the case of animal production research on communally grazed
rangelands, the investigator may not even be sure that the same animals will
be involved. Observational (e.g. condition scoring) and indirect measure-
ments (e.g. girth circumference) may be the only methods possible to
investigate the performance of the animals. It is particularly under these
conditions that the herders or owners of the animals can be directly
involved in the research, and sociological research (Chapter 16) should be
combined with the biological.

Choosing the Right Measurements to Take

No matter what the topic is, the key requirement is to define clearly the
purpose of the study and then decide on what needs to be measured to
meet these objectives. It is all too easy to collect a lot of data that turns out
to be very site specific and of little value either in explaining the outcomes
of that particular study or in the development of general principles. Once
it has been decided what to measure, the next step is to determine the
intensity of measurements that is needed and the methods that will be used.
For example, sometimes only a general description of yield and botanical
composition may be required to describe broadly the grassland in which a
study was carried out. To undertake regular and very detailed measure-
ments of botanical composition in this situation would be a waste of time
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and resources. Likewise the methods used must be appropriate to the
desired outcome. There is no point in using a highly elaborate and time-
consuming method if a simpler and quicker yet less accurate method will be
adequate.

In keeping with the role of grassland as the main supplier of feed for
herbivores, the measurements of greatest interest are usually those con-
cerning the plant community, rather than the individual plant. However, it
is sometimes necessary to measure individual plants as, for example, in
demographic studies (Chapter 6), to understand the community. Botanical
composition is important because it gives information on the basic ele-
ments of the pasture that provide energy, protein and minerals to feed ani-
mals. Furthermore, plant species differ in their adaptability to climatic and
edaphic conditions and have different growth rates, chemical composition
and digestibilities. Pasture yield can be expressed as dry matter produced
over a certain period or available at a certain time, but to be really useful
in terms of animal performance it needs to be qualified as green material
on a dry matter basis or as metabolizable or net energy. For the calculation
of rations for stall-fed or feedlot animals or the need for supplements to
grazing animals, accurate knowledge about the energy value, crude protein
and mineral concentrations of the feed on offer are necessary.

A very important consideration is whether or not a particular measure-
ment is necessary. Dry matter yields and chemical analyses of pasture plots
or liveweight of animals are often measured (or measured too frequently)
merely because the methods are available and they give results, whereas
simple observations and common sense, or less frequent measurements,
would suffice for the purpose of the investigation. Many of the countless
analyses of nitrogen that have been made on plant samples from grazed
pastures are of questionable benefit because they were ‘whole plant’
samples bearing little relation to what animals were eating.

We also believe that in many situations grassland scientists have not
taken advantage of the unique opportunities offered in long-term species
evaluation and grazing trials. Species evaluation trials are too often
destroyed after the formal investigation period has expired. Much valuable
information on persistence can be obtained by simply leaving the area
intact, particularly when it can be grazed. The long-term persistence of
species that may have been discarded because of low dry matter yields
or poor initial establishment may become evident without any further
measurement or special management. Such events, for example, led to the
release of the tropical forage legume Vigna parkeri cv. Shaw in Queensland
(Cook and Jones 1987).

Grazing experiments are expensive to establish and run, but there are
few of them and, if the experiments have been adequately designed, they
offer unique opportunities to examine how variables such as fertilizer and
grazing pressure affect many aspects of grasslands vegetation and soils.
With the increasing interest in whole systems these trials offer many
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opportunities. For example, there is currently increased interest in
sustainability and biodiversity of grassland systems. Most experiments with
stocking rate as a variable do not include biodiversity in their experimental
objectives, yet such trials provide unique opportunities to ascertain how this
is affected by stocking rate. Similarly, it is possible to examine the long-term
effects of stocking rate on soil properties such as infiltration rate and bulk
density. Jones et al. (1995) considered the value of long-term trials in more
detail.

Variability

Readers will note that there is no chapter on conventional statistics in this
book. This is partly because some of the chapters deal with statistics as it
relates to their particular topic (e.g. Chapter 14). Furthermore, the subject
of statistics is usually adequately covered at university level; and there are
many books on statistical methods and many statistical computer programs
are available. Particular emphasis on the role of statistics in grassland
research was given in the chapter by McIntyre in Mannetje (1978) and a
more detailed discussion of statistical analysis of plant communities was
given in Digby and Kempton (1987).

Most use of statistics in grassland research has been and is directed
towards reducing ‘errors’ and optimizing the opportunity for differences
between treatments to be ‘significantly’ different. However, one feature
that is highlighted in many chapters in this book is that variability in grass-
land is a ‘real’ and important feature and that its importance has often
been overlooked. This variability can occur at the individual plant or
plant-part scale (as discussed in the case of soil biology in Chapter 12), at
the “patch’ scale (Chapter 5), or at a large scale of kilometres in rangelands
(Chapters 9 and 10). If we are to make continued progress in understand-
ing and modelling how grasslands function, grassland scientists will some-
times have to put more effort into describing variability and understanding
its effects, instead of regarding variability as a somewhat embarrassing error
term around a mean value.
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Introduction

The aim of this chapter is to provide research workers in grassland and
animal production systems with an overview of pattern analysis procedures.
These techniques are commonly used for the exploratory analysis of
complex multivariate data as they determine and display the underlying
patterns in such data. Although some information is sacrificed in this
process, the aim is to discard only noise. The detail of how this is achieved
will not be discussed, but rather guidance given on where and how pattern
analysis could be useful. We illustrate its application to data from grassland
and animal production systems, discussing some of the inherent problems
and outlining the main advantages and disadvantages of different tech-
niques. We also discuss some procedures that assist with the interpretation
of results and ways to compare trends over time.

Background

It is important to distinguish pattern analysis techniques, which aim to
detect and summarize underlying patterns in data, from those used in test-
ing hypotheses. Consider, for instance, analysis of variance and regression
techniques, with which most readers will be familiar. The former are
used to test whether there are differences between treatments of some sort
while the latter test whether the variation in one attribute can be explained
by a particular (perhaps linear) relationship on other attributes. Pattern

©CAB International 2000. Field and Laboratory Methods for Grassland and
Animal Production Research (eds L. 't Mannetje and R.M. Jones) 9
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analysis techniques are exploratory in the sense that they are not testing
hypotheses that have been formed before data collection. However, they
may help to generate hypotheses about the relationship between the
individuals on which the multivariate data are recorded and the underlying
influential factors. Belbin and McDonald (1993) also recommended that
such pattern-finding techniques can be usefully employed at an early stage
of analysis to detect errors and identify outliers.

A single analytical procedure will not usually provide complete insight
into any reasonably sized multivariate data set. Ordination and classifica-
tion techniques can both be used to summarize and extract information
and it is their combined use which is referred to as pattern analysis (Wil-
liams, 1976). These two approaches are complementary as they explore
different aspects of the data. Classification or clustering most commonly
divides the set of individuals into distinct groups, so that individuals within
a group are more similar to each other than to individuals in other groups.
Strictly, we should use the term ‘clustering’ rather than ‘classification’ for
this process. Clustering refers to the situation when the categorization
is into groups that are determined from the data, whereas classification is
most often used when individuals are being assigned to (or classified as
belonging to) one of several pre-specified groups (Gnanadesikan, 1977).
Ordination gives a geometrical (or spatial) representation of the individu-
als in a low (usually two- or three-) dimensional space, such that the
distance between points (individuals) represents their dissimilarity. Ordina-
tion methods are also useful for determining whether natural groupings
of the individuals exist. By combining these approaches, scientists can
deal with and ‘interpret’ a graphical display across a small number of
dimensions or make comparisons between a few groups.

To illustrate this complementarity, consider how Miles (1979) summa-
rized the nature of vegetation by stating that it ‘can be viewed as a mosaic of
distinct patches or types, or as a pattern of intergrading populations. All
patches are different and unique, yet some are more similar than others.’
Emphasis on these opposing properties has governed the types of methods
employed to describe vegetation. Clustering can be used to distinguish
between the different types of vegetation that may be of practical impor-
tance. Because it is acknowledged that these types usually intergrade, the
division into discrete units may be arbitrary, or may meld intermediate
types. Ordination is better used to describe continuous change because the
individuals are preserved in the summary graphics. The choice of group
level in a clustering or number of dimensions in an ordination is analogous
to looking through a microscope: with greater magnification we see more
detail, while with less magnification we see the bigger picture. Belbin and
McDonald (1993) stated that ordination could be considered to be more
powerful than clustering when applied to ecological data because it can
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better detect gradients and the nature of clusters, but it is computationally
more demanding and more likely to mislead, e.g. through the presence of
outliers. Although clustering is less influenced by outliers, it will allocate
individuals into groups whether or not they reflect an underlying group
structure and this can also be misleading.

Pattern analysis techniques are appropriate for a variety of grassland
and animal production systems as they make minimal assumptions about
the underlying structure of the data. They are particularly suitable for
large-scale survey information where little is known about the response of
species to ecological gradients and the variation in response is large. The
acceptance of such descriptive methodology was initially hampered by the
belief that any correct or meaningful type of analysis should be based on
classical techniques for hypothesis testing which assumed some form for
the underlying distribution of the data. In practice, the sampling methods
applied may not be appropriate for more conventional forms of statistical
analysis and/or explicit hypotheses may not have been formulated. In
addition, recent advances in computer technology have allowed more
straightforward implementation of these descriptive techniques.

To end this section, we briefly illustrate the scope and breadth of
applications. Foran et al. (1986) claimed that using such multivariate
methods can produce ‘objective and repeatable results, and reduce the
subjectivity inherent in most range assessment procedures’. Their analysis
involved three stages. Firstly, sites were classified into distinct range types
using data on soil type, trees, shrub and long-lived plants in the herbage
layer. In the second stage, they applied both clustering and ordination
methods to species composition data to determine condition states within
each range type, and then superimposed the influence of climate, grazing,
soil type and fire on to these states. The third stage involved monitoring
change in condition over time by comparing the position of sites between
different ordination outputs. Other applications in rangeland assessment
in arid climates include Bosch (1989), Friedel (1990) and Stuart-Hill
and Hobson (1991). Books dealing with applications to data from the
ecological arena include Williams (1976), Gauch (1982), Greig-Smith
(1983), Pielou (1984), Digby and Kempton (1987), Legendre and
Legendre (1987) and Manly (1994). This methodology has been used in
finding patterns in data from experiments with conventional statistical
design and layouts (Annicchiarico, 1992; DeLacy et al., 1996; McDonald
et al., 1996), for the analysis of succession along an environmental gradient
(Austin and Belbin, 1981; Burrows et al., 1984) and for the construction of
state and transition models (Westoby et al., 1989). It has also been used to
summarize diversity in a collection of accessions (Pengelly and Eagles,
1995, 1996) and in rainfall events (Taylor and Tulloch, 1985; Stone and
Auliciems, 1992).
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Data Form and Type

Multivariate data from grassland and animal production systems often
consist of measurements of various attributes (or variables) on the same set
of individuals (or objects). For instance, if n individuals are assessed on the
basis of p attributes then the data might be recorded in an n X p matrix. An
example common to many ecological studies is the site by species matrix,
where at each site a measurement is made for each of the species. The type
of data to be collected depends on both the aims of the study and the avail-
able resources. These data types include binary, nominal, ordinal, interval
and ratio scales of measurement. Binary data are recorded as simply
presence/absence of a species, or on/off information such as hairy or
glabrous leaves. The nominal scale describes data classified into one of a
number of categories, e.g. the accumulation of surface material at a site can
be defined as belonging to one of the following classes: tree litter, silt,
gravel, rock, or debris. An ordinal scale involves logical sequencing of the
categories of each variable; for example, compactness of the soil surface
can be assessed as an ordinal variable with three categories: loose, moder-
ate, or hard. Quantitative variables (which use ratio or interval scales,
depending on whether or not there is a true zero) provide a greater level of
detail for each of the individuals, e.g. frequency or basal area of each
species. For large-scale studies across heterogeneous individuals (or sites),
it may be cost effective to record only binary data, yet still retain an ade-
quate level of detail. Conversely, when individuals have more in common,
the gain in information from measuring quantitative variables will be
substantial (Digby and Kempton, 1987).

Sometimes data are presented in the form of an association matrix with
entries corresponding to some measure of association between each pair of
individuals; for example, the number of times two species appear together
at a site may be used as an indication of their similarity. Although not cen-
tral to all clustering and ordination techniques, the concept of ‘likeness’
between individuals across several measured attributes is required in some
of the methods under consideration. Different terms used for the measure
of ‘likeness’ include association measure, similarity, and proximity, while
the converse (or opposite) is a dissimilarity or distance measure. Regardless
of which is recorded, it is a relatively straightforward transformation
between dissimilarity and similarity, given certain assumptions and
standardizations (Gordon, 1981).

The procedure for combining information across attributes or calculat-
ing association for a real data set can be complicated by many factors.
Firstly, it is necessary to consider the types of attributes (e.g. always observed
or conditionally present) and the scales upon which they are measured
(e.g. binary to numeric). Are the units of measurement consistent and com-
parable? Should all attributes be converted to the same scale or combined
in some way? If they are to be combined, e.g. with the Gower (1971) general
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similarity coefficient, should there be equal or unequal weighting of the
various attributes — for example, because some attributes are known to
be better discriminators than others or because unimportant or ‘noisy’
attributes might swamp the important information? If not directly applied,
the weight is implicitly dependent on the scale of measurement of the
attributes or the data values themselves. This implicit weighting can be
removed by standardizing (centring and/or scaling) the attributes, but
there are different views on the usefulness of this process (Greig-Smith,
1983; Pielou, 1984; Digby and Kempton, 1987). Lastly, the data should be
examined for missing values and a decision made as to how these will be
handled (Gordon, 1981; Little and Rubin, 1987). None of these issues will
be covered in detail here and readers are referred to the literature for more
information.

Clustering

Suppose that several attributes have been measured on a set of individuals.
Methods of clustering can be used to group these individuals in such a
way that members within a group have similar characteristics, and this
distinguishes them from the members of other groups. These procedures
seek some sort of internal cohesion and external isolation of groups or
clusters. However, the clustering should not impose some inappropriate
dissection where members in different clusters possess as many common
characteristics as members in the same cluster (Gordon, 1981). Thus the
question may be asked as to whether the individuals fall naturally into
these distinct groups (assuming that overlapping groups are not allowed)
or whether they interrelate in a continuous way. If distinct groups do
emerge, then a summary of group properties is an efficient account of the
main information in the data. A lack of distinct grouping is information in
itself, and other methods, which deal with change on a more continuous
basis, can be employed.

Hierarchical and non-hierarchical procedures

Available methods of seeking clusters can be categorized broadly as being
hierarchical or non-hierarchical. The former class is one in which every
cluster is a merger or split of the clusters at a previous stage. Thus it is
possible to visualize not only the two extremes of clustering, i.e. each cluster
contains only one individual (very weak clustering) and one cluster which
contains all individuals (very strong clustering), but also a monotonically
increasing strength of clustering going from one level to another. Hierar-
chical strategies always optimize a route between these two extremes (Wil-
liams, 1976). The route may be defined by progressive fusions, beginning
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with single individual groups and ending with a single group of all individu-
als (agglomerative hierarchy), or by progressive divisions, beginning with a
single group and decomposing it into individuals (divisive hierarchy).

If we consider data in the form of a matrix of association measures
between each pair of individuals, it can be useful to understand how cluster-
ing procedures affect this space of all possible associations. As individuals
merge, the original properties of the space may be distorted in some
way, unless the strategy employs rules that are space conserving. Space-
contracting strategies tend to obscure boundaries between groups because
of the chaining process. Conversely, dilating strategies tend to sharpen
boundaries by increasing the intensity of the clustering. However, they tend
to form groups in which the members of a group can be quite different
from one other. For this reason, some authors, such as Greig-Smith (1983),
preferred to adopt a space-conserving strategy.

With a non-hierarchical strategy, it is the structure of the individual
groups which is optimized, since these are made as homogeneous as
possible for a particular number of groups (Williams, 1976). No route is
defined between the groups and their constituent elements, and so the
infrastructure of groups (how they relate to one another) cannot be
examined. For those applications for which homogeneity of groups is of
prime importance, the non-hierarchical strategies are very attractive. Then,
a crucial question is the computational feasibility of any specific algorithm.
An examination of all possible partitions of the data, to determine a cluster-
ing that is optimal with respect to some criterion, is prohibitively expensive
and may be impossible.

In general, non-hierarchical methods have a distinct advantage when
classifying large data sets (Belbin, 1992). This is because they do not
require the calculation and storage of the full set of associations between
pairs of individuals and are not restrained by an inefficient early partition
or combination. Hawkins et al. (1982) commented that most writers on
cluster analysis ‘lay more stress on algorithm and criteria in the belief that
intuitively reasonable criteria should produce good results over a wide
range of possible (and generally unstated) models’. They strongly sup-
ported the increasing emphasis on a model-based approach to clustering.
For instance, the mixture approach to clustering (McLachlan and Basford,
1988) assumes that the data consist of samples from a mixture of under-
lying populations in various proportions. The aim is to estimate the para-
meters of the specified distributions for these populations and assign the
individuals to their unknown population of origin. The probability that
each individual comes from each of these populations (or groups) can be
estimated. An outright allocation is only obtained when the individuals
are assigned to the group to which they have the largest probability of
belonging.

Both hierarchical and non-hierarchical procedures do have problems
in their implementation. In the former case, a distance measure and
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grouping strategy must be specified and the level (number of groups) at
which the dendrogram (graphical representation of the hierarchy) is to be
truncated must also be determined. This decision is often subjective and
based on a ‘satisfactory’ amount of variation being accounted for among
the groups. Equivalently, the number of underlying populations (groups)
must be specified in a non-hierarchical model. The latter procedures are
usually iterative and some initial allocation of the individuals into groups
or estimates of the parameters of the underlying distributions must be
specified. In addition, most algorithms do not guarantee convergence to
the global maximum of whatever criterion is being considered; see
McLachlan and Basford (1988) for more detail.

There is no generally accepted ‘best’ method and different clustering
procedures will often produce different results on a given set of data
(Manly, 1994). As would be expected, the identification of clusters of
individuals will depend on the attributes measured on them. If another set
of attributes were measured, then different results could be expected from
the same clustering procedure.

An example of cluster analysis

To illustrate the application of a clustering procedure on data from a
production system, consider the paper by Pengelly and Eagles (1995) on
genetic diversity (the variation among individuals within the same species).
A collection of 53 accessions of the tropical legume Macroptilium gracile
from a wide range of sites was grown and data on 24 attributes (including
the ability to set both aerial and subterranean seed and a small set of
morphological and phenological attributes) were recorded. The 24 attrib-
utes (Table 2.1) included underground tubers, although this was missing
from the original table in Pengelly and Eagles (1995), and they are coded
here as attributes A to X. They used the Gower (1971) metric to establish a
similarity matrix among accessions and then a hierarchical clustering
procedure with the incremental sum of squares fusion strategy to group the
accessions. The dendrogram for the clustering (down to the ten-group
level) is displayed in Fig. 2.1. Pengelly and Eagles (1995) discussed the char-
acterization of the groups via their mean responses for each attribute and
concluded that ‘the resulting classification has provided a framework for
the selection of representative accessions from the collection for evaluation
studies’. Not only did the analysis enable the rational selection of germ-
plasm from the collection for plant improvement programmes, but it would
also assist in the placement of further germplasm acquisitions into this
framework. Thus the clustering procedure provided a useful summary of
the variation among the accessions with respect to the measured attributes.
One of the interpretation issues with dendrograms (particularly for the
novice user) is the ‘closeness’ or similarity of the groups. In this example,
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Table 2.1.  Attributes used in the cluster analysis of 53 accessions of Macroptilium
gracile and their code for later displays. (Adapted from Pengelly and Eagles, 1995.)

Attributes Code  Attributes Code

No. branches at 45 DAS

Days to first flower

Days to first ripe seed

Pod length (mm)

No. seeds per pod

Amphicarpy (present or absent)
Canopy density (1-4)

Pod width (mm)

Seed weight (g per 100 seeds)
Density leaf hairs (adaxial) (1-4)
Density leaf hairs (abaxial) (1-4)
Underground tubers (1-4)

Days to 50% emergence
Cotyledonary node height (mm)
Juvenile leaf length (mm)
Juvenile leaflet width (mm)
Juvenile leaf height (mm)
No. nodes at 30 DAS

No. branches at 30 DAS
Node no. at first branch
Terminal leaflet length (mm)
Terminal leaflet width (mm)
Internode length (mm)

No. nodes at 45 DAS

—TASCTIQTMMUOO®>
Xs<cHomOHUOWOZZ

DAS = days after sowing.

Groups 6 and 7 are the most similar of the ten groups, but it is not apparent
which of these is more like Group 5, for example. This is because the
horizontal axis in Fig. 2.1 does not correspond to any response variable;
rather, it is a somewhat arbitrary numbering of the groups which have been
equally spaced along this axis.

In interpreting the groups obtained from the clustering, Pengelly and
Eagles (1995) took advantage of further information about the origin of
the accessions. For instance, the non-amphicarpic groups (Groups 1 to 5)
were generally from the northern regions of South America or Brazil while
the geographical distribution of plants with amphicarpy (Groups 6 to 10)
encompassed almost the full latitudinal range of the species. Accessions in
Groups 6 and 7 were from South America, those in Group 8 from southern
Mexico and northern Guatemala together with one accession collected
from a semiarid region of southern Baja California; those in Group 9
mainly originated from alkaline soils of the Yucatan Peninsula, while those
in Group 10 (distinguished from Group 9 largely on the basis of internode
length) were from a region with similar rainfall and similar latitude, but
from acid soils.

Ordination

Ordination techniques aim to display the information from a multivariate
data set in a reduced dimensional space. To achieve this, they attempt to
condense the information on the individuals as ordered scores on a few
new attributes (usually two or three) which define the dimensions of this
new space. Individuals can then be plotted as points in this space, such that
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Amphicarpy
Coptyledonary node height
Cotyledonary
node height
Leaf hairness Internode length
leaflet length Flowing time
Seed size
Internode
length
Flowing
Emergence time
mergence|
mergence|
Node
number Days
to first
seed
1(7) 2(2) 34 4(3) 5(9) 6(7) 7 (5) 8 (6) 9 (6) 10 (4)

Fig. 2.1. Truncated dendrogram of the classification of 53 accessions of
Macroptilium gracile using 24 attributes, although only those attributes which
contributed most at each level of the dendrogram are shown. The number in brackets
following the group number indicates the number of accessions within the group.
(Adapted from Pengelly and Eagles, 1995.)

the distance between any pair of points approximates the original
dissimilarity measure between the individuals. In this attempt at dimension
reduction, ‘all ordinations distort the original multivariate data set and
information is inevitably lost. There is a trade off between loss of informa-
tion and the simplification of data in order to detect pattern’ (Beals, 1984).
The success of the technique lies in retaining the bulk of relevant informa-
tion and discarding noise, but various ways of measuring the amount of
lost information can be considered. Some techniques, such as multidimen-
sional scaling, are based on ‘stress’ minimization, where stress measures the
difference between the original dissimilarity of the individual pairs, and
the way in which this is represented as distances between points on the ordi-
nation diagram. An analysis with low stress gives a meaningful representa-
tion of the data in which most of the relevant information is retained. Many
other techniques measure the amount of information retained by calculat-
ing the percentage of variation explained by each of the new attributes, as
in principal components analysis. This is analogous to linear regression
where the square of the correlation coefficient indicates the amount of
variation in the dependent variable accounted for by the regression.

The most meaningful interpretation of the graphical output of an
ordination can be made when data are superimposed onto it. Data internal
to the ordination analysis (i.e. used in it) can be displayed on the diagram
to highlight the influential attributes. On the other hand, data external to
the analysis (i.e. not used in it) can be superimposed on the diagram
to determine which other factors discriminate between individuals.
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Detecting trends and gradients

The first and simplest application of gradient analysis was an ordering of
sites along a known environmental gradient — direct gradient analysis
(Whittaker, 1967). These gradients were typically formed from elevation
and topographic lines. However, when no obvious environmental index
exists, a more indirect method of ordering sites (or individuals) is needed.
Multivariate ordination techniques used for this purpose include principal
components analysis (Hotelling, 1933), principal coordinates analysis
(Gower, 1966) and correspondence analysis (Hirschfeld, 1935), which was
applied in the ecological field as reciprocal averaging (Hill, 1973, 1974).
Modifications to the classical methodology resulted in canonical correspon-
dence analysis (Braak, 1986, 1994) which may be viewed as a form of princi-
pal components analysis applied to categorical rather than quantitative
variables. Yet another approach is semi-strong hybrid scaling (Belbin, 1991)
which follows the methodology of multidimensional scaling (Kruskal and
Wish, 1978). All these methods arrange the sites along axes of variation that
may or may not represent environmental factors. In principal components
analysis, the first axis represents the direction of maximum variation in the
data, the second axis displays the largest amount of independent variation,
and so on. In other methods, such as multidimensional scaling, the axes are
arbitrary and major trends can be revealed across any rotation of the axes.

To illustrate this process, a principal components analysis was applied
to the data of Pengelly and Eagles (1995) to represent the major variation
among the accessions, as measured by the 24 attributes, in a reduced space
of two or three dimensions. However, the output will not be displayed until
the next section, where we discuss the combined presentation of the results
of ordination and clustering procedures.

Interpreting and Extending the Information from a Pattern
Analysis

Once the clustering and ordination techniques have been undertaken, a
number of devices can be employed to complement and assist with inter-
pretation of the output.

Biplots

Biplots can be considered to be the multivariate analogue of scatter plots
(Gower and Hand, 1996). They are used to represent simultaneously the
variation among the individuals and the attributes (hence the name) on
the same diagram. Usually only the first two or three dimensions of the new
ordination space are used. As well as displaying patterns in the individuals,
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such a representation displays the interrelationships among the attributes
and the way in which they discriminate among the individuals. Thus,
biplots can be used to detect patterns in the data, and to display the results
of more formal methods of analysis.

Biplots of the output from the principal component analysis (using the
singular value decomposition algorithm) of the data from Pengelly and
Eagles (1995) are presented in Figs 2.2 and 2.3. Here, all 53 accessions and
24 attributes are plotted using the first three components, which accounted
for 65% of the total variation in the data. As recommended by Kroonen-
berg (1995), the accessions are represented by points (here symbols
coinciding with membership at the ten-group level determined from the
clustering procedure and displayed in Fig. 2.1) while the attributes (coded
A to X, as in Table 2.1) are displayed as vectors from the origin. In these
displays, the origin represents the average response. Plotting accessions
as points and attributes as vectors has the advantage that the two types of
points on the graphs (accessions and attributes) are clearly distinguished
from each other.

We now briefly discuss how these biplots may be interpreted; for a more
detailed discussion see Kroonenberg (1995). To interpret the response of

R

R

<

N

=

(V]

<

o

Q.

£

o

@] v
v

Component 1 (41%)

Fig. 2.2. Biplot of principal components 1 and 2 from the ordination of 53 acces-
sions using 24 attributes. Accessions are plotted with symbols (m Group 1, @ Group 2,
A Group 3, ® Group 4, v Group 5, 0 Group 6, o Group 7, & Group 8, & Group 9,
v Group 10) and attributes are plotted as vectors (see Table 2.1 for attribute code).
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Component 3 (10%)

Component 1 (41%)

Fig. 2.3. Biplot of principal components 1 and 3 from the ordination of 53 acces-
sions using 24 attributes. Accessions are plotted with symbols (m Group 1, ® Group 2,
A Group 3, ® Group 4, v Group 5, o0 Group 6, o Group 7, A Group 8, & Group 9,
v Group 10) and attributes are plotted as vectors (see Table 2.1 for attribute code).

any particular accession with respect to any particular attribute, a
pendicular line is dropped from the accession point on to the attribute
vector. In this process, the vector may need to be extended in the positive
or negative direction from the origin. If this projection is far from the
origin in the positive direction, then the accession has a considerably
above-average response, while if it is far from the origin in the negative
direction, then the accession has a considerably below-average response.
These statements are comparative in that all responses are compared with
the origin which corresponds to the average response in each of the
environments. If attribute vectors are parallel to each other then there is a
positive correlation in their response, while if they are in opposite
directions, they are negatively correlated. If attribute vectors are at right
angles to each other, their responses are independent of each other. If all
attributes were equally well represented in these displays, then we would
expect the vectors to be of equal length.

From Figs 2.2 and 2.3, we see that accessions within each of the ten
groups tend to be relatively close together. However, accessions within
Groups 4 and 5 tend to be less similar to each other as they are more widely
spread. Accessions in Groups 1 to 5, apart from one accession in Group 4,
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have a negative score (projection) on the vector corresponding to attribute
R (Amphicarpy), while those in Groups 6 to 10 have a positive score on
this vector. This attribute is particularly well described in the reduced
three-dimensional space, as the vector representing it is quite long in
comparison with the others and was used by Pengelly and Eagles (1995) to
interpret the major dichotomy between Groups 1 to 5 and Groups 6 to 10
(Fig. 2.1).

From Fig. 2.2, we can see that component 2 has attributes B, C, E and U
(cotyledonary node height, juvenile leaf length, juvenile leaf height and
seed weight) in one direction and attributes S and M (canopy density and
number of branches at 45 days after sowing) in the other. Thus this compo-
nent could be considered to be mainly a contrast between these attributes.
Component 3 has attributes F and G (the number of nodes and branches at
30 days after sowing) in one direction and attribute A (the number of days
to 50% emergence) in the other. Thus component 3 mainly represents a
contrast in the response to these attributes.

Networks

Yet another perspective of the data may be revealed by exploring networks
or interrelationships between individuals (Belbin, 1992). Network methods
focus on the localized neighbourhood of an individual and form links
between these. The methods are a useful adjunct to clustering and ordina-
tion, as the individual linkages can be superimposed on either output and
aid in interpretation. Minimum spanning trees (Gower and Ross, 1969)
concentrate on an accurate representation of close neighbours, but will
distort the overall spatial configuration of individuals. They yield a set of
lines that link all individuals, where the length of the line represents the
dissimilarity between the individuals. The tree is formed so that the length
of this network of lines is a minimum. In this way, they reveal information
about the local neighbourhood of each individual by the way in which it is
interconnected with other individuals.

Pengelly and Eagles (1995) also used a minimum spanning tree,
constructed from the same similarity matrix used in the clustering and
ordination procedures, to display the diversity within the groups and the
relationships among them (Fig. 2.4). They commented on the close agree-
ment between the results of this analysis and those of the clustering and the
ability for this graphic to display the variation within groups. For instance,
those groups that were relatively homogeneous did not have links to
members of other groups before linking all members of that group. In Fig.
2.4, only Groups 4, 5 and 6 were not continuous and Group 5 was the most
heterogeneous. This is consistent with the spread of accessions within these
groups in Figs 2.2 and 2.3. The minimum spanning tree can also be thought
of as a simpler summary of the low dimensional representation from the
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Fig. 2.4.  Minimum spanning tree of 53 accessions using 24 attributes. Accessions
are plotted with symbols (m Group 1, ® Group 2, A Group 3, ® Group 4, v Group 5,
o Group 6, 0 Group 7, & Group 8, & Group 9, v Group 10). (Adapted from
Pengelly and Eagles, 1995.)

ordination analysis displayed in Figs 2.2 and 2.3. In particular, variation
along the tree is consistent with variation along principal component 1.

Both ordination displays (biplots and minimum spanning trees) allow
better interpretation of ‘closeness’ and ‘compactness’ of the groups than
the dendrogram used to display the hierarchical clustering. This has been
demonstrated in the above discussions and is, in some sense, a consequence
of the presentation of the individual accessions in the ordination displays,
rather than simply the group structure (which groups join or split from
which other groups) presented in the dendrogram.

Comparing ordinations

To illustrate a situation where ordination diagrams may need to be
compared, consider a field survey of the botanical composition of sites
conducted over a number of growing seasons. Botantical composition may
change in response to short-term effects of climate and management but
also may exhibit slower changes or long-term effects. The former are
usually reversible while the latter may not be. Comparison of ordination
patterns over time can assist in differentiating between short-term and
long-term fluctuations. The comparison of two different ordinations on the
same set of individuals can be achieved using standard procrustes analysis
(Gower, 1975). When more ordinations are involved, generalized or multi-
ple procrustes analysis may be applied, depending on the purpose of the
comparison.

Procrustes analysis involves matching the ordination diagrams through
the processes of translation, rotation and dilation. Once matched, a
measure of stress indicates the magnitude of change in the position of the
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individual across the two ordinations. In addition to magnitude of change,
direction of change is also important and is measured by the angles
between vectors joining the same individuals across the two ordinations. In
terms of botanical composition, these vectors indicate whether all sites are
moving in the same direction, maybe due to a more favourable season. Sites
with divergent trajectories may be tagged as those subject to some atypical
influence that is affecting botanical composition.

Different ordinations on the same set of individuals can arise in a
number of ways. Various ordination techniques can be applied to the same
data with the aim of comparing the outcome from each method. If
the same sites are observed over time, it may be desirable to measure the
consistency of ordinations across years or seasons. Alternatively, individuals
can be ordered separately across a number of different data sets based on
different types of attributes. Then the similarity of relationships across the
different types of data may be of interest.

Full Example

The following example illustrates how classification and ordination
procedures can complement each other.

Mullen et al. (1998) collected data on 25 accessions of Leucaena spp.
planted in experiments at 19 sites over a 2.5 year period to identify agro-
nomic adaptation to environmental challenges and to gain an understand-
ing of limitations to Leucaena growth. Because different experimental
conditions could be imposed at each site (such as high and low psyllid
pressure, fertile and acid-infertile soils, high and low temperatures and wet
and dry seasons), the individual combination of experimental condition
and site was called an environment. Hence data on 25 accessions grown in
61 environments were actually recorded. Pattern analysis of dry matter yield
showed an F; hybrid (L. pallida K748 x L. leucocephala K636) to be distinctly
different from all other accessions in that it was comparatively very high
yielding in all environments and displayed excellent broad adaptation.
Because it was so different, it was subsequently excluded and dry matter
yields on the remaining 24 accessions grown in the 61 environments were
reanalysed using pattern analysis methodology. In both cases, the data were
standardized within environments before accessions and environments
were separately classified into groups using a hierarchical, agglomerative
procedure with incremental sums of squares as the fusion strategy and
squared Euclidean distance as the dissimilarity measure. The dendrograms
were truncated at the nine-accession group level and the 11-environment
group level. The first two components of a principal component analysis
(using the singular value decomposition algorithm) explained an adequate
amount of the variation and these were used in a biplot (Fig. 2.5) to display
the variability among the individual accessions and environment groups. As
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Fig. 2.5. Biplot of principal components 1 and 2 from the ordination of 24
accessions using 61 environments. Accessions are plotted with symbols (¢ Group 1,
® Group 2, A Group 3, 0 Group 4, x Group 5, & Group 6, + Group 7, o Group 8,
A Group 9) and vectors for the individual environments have been replaced by those
for environment groups (EG1 to EG11) identified by the cluster analysis. (Adapted
from Mullen ef al., 1999.)

before, the accession group composition is displayed on the biplot using a
different symbol for each group.

Mullen et al. (1998) reported that the accession scores on principal
component 1 were highly correlated with accession mean yields, while
those on component 2 were correlated with severity of psyllid damage.
Thus the accession points on the biplot (Fig. 2.5) were reasonably inter-
preted in terms of dry matter yield potential on principal component 1 and
psyllid resistance and other unknown factors on component 2.

The environment groups were an effective summary of the 61 environ-
ments and environment group vectors have replaced the individual
environment vectors in the biplot (Fig. 2.5). General descriptors of envi-
ronmental types have also been added on the biplot to aid interpretation.
In particular, Mullen et al. (1998) noted that no exclusive acid-infertile
environment groups were identified, with acid-infertile environments in
several environment groups. As all environment groups tended to score
similarly on principal component 1 (Fig. 2.5), this component did not dis-
criminate between them. The environment scores on principal component
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2 were correlated with maximum and minimum temperatures and psyllid
damage ratings, but not with acidity, infertility indices or rainfall. Thus the
biplot environment scores on this component were interpreted in terms of
accession response to temperature and psyllids.

Overall, pattern analysis methodology enabled clear identification of
broad and specific adaptation in the genus Leucaena. For example, acces-
sion Group 1 displayed broad adaptation with high yields, while accession
Groups 8 and 9 were very low yielding in all environments. On the other
hand, accession Group 3 was identified as being specifically adapted to sea-
sonally cool highland tropical and high psyllid pressure environments,
while accession Group 2 was less productive in these types of environments
but more productive in humid tropical, low psyllid pressure environments.

The results indicated that specific adaptation to temperature and psyl-
lids existed, but not to acid or infertile soils or to low rainfall. The best per-
forming accessions in acid infertile soils were broadly adapted accessions
which produced comparatively high yields in all environments. However,
even the highestyields in strongly acid infertile environments were unlikely
to provide sufficient dry matter to recommend accessions confidently to
farmers. In addition, the summarization of growth of Leucaena accessions at
experimental sites into seasonal ‘environment groups’ allowed growth to
be matched to relatively specific environmental factors.

Conclusions

Pattern analys