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Preface

This book comprises articles given as papers or presented as posters at the
Sixth International Workshop on Modelling Nutrient Utilization in Farm Ani-
mals, Wageningen, the Netherlands, 6-8 September 2004. This workshop, like
the previous five, was held in conjunction with the International Ruminant
Physiology Symposia. A description of the history and future of the Model-
ling Workshops is presented by Professor France in the Introduction.

Briefly, the purpose of this workshop was to present state-of-the-art
scientific research in modelling nutrient digestion and utilization in farm
animals. There is a strong interplay between modelling and experimental
research, and I have often experienced the positive effect of the symbiosis
between modelling and experimentation on the improvement of our under-
standing of animal nutrition. Thus, the workshop aimed to bring together
active experimentalists and modellers interested in research into, and the
application of, nutritional principles of cattle, pigs, poultry and fish.

Contributions covered a range of topics and modelling approaches and
levels of generality. Presentations and discussions on research works in
progress were central to the workshop. The format was as always informal
and stimulatory. I remember well the very first modellers” workshop I
attended (Lincoln, New Zealand, 1989) being a young, first-year PhD stu-
dent. Many enthusiastic senior modellers showed a keen interest in my work
and were willing to share new ideas and unpublished data. The atmosphere
was that of collaboration, not competition. As an example, one evening we
ended up in the pub drawing flow diagrams of biological processes on the
rear of beer mats. Now, 15 years later, being more experienced in modelling,
as the chair of the local organizing committee I have tried in particular to
encourage young scientists to present (results of) models and to be involved
in discussions.

About 60 participants (young and old) from many parts of the world
made this workshop an exciting occasion. The workshop was organized in

XV
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Preface

six sessions with a wide range of topics: (i) fermentation, absorption and
passage; (ii) growth and development; (iii) mineral metabolism; (iv)
methodology; (v) environmental impact; and (vi) production and evaluation
of models. As stated in the Introduction to this book, this suggests that bio-
logical research must be undertaken at several levels of generality, e.g. cell,
organ or tissue, whole organism and population, and that there is much
more to biology than just molecular science. In all these organizational lev-
els, the role of mathematics is an integral part of the basic logic underlying
the previewing and developmental imagination. Mathematics appeals to
reason, enabling us to see the world more clearly, and allowing us to under-
stand things that we previously failed to understand (quoted from the ple-
nary paper of Dijkstra and France at the Fourth Modellers” Workshop).

At the present workshop, it was reiterated that the still active leading
organizers of previous workshops form an international committee to advise
and provide guidance to local organizers of future workshops. This com-
mittee comprises James France, Dennis Poppi, Allan Danfeer, John Mc-
Namara and Jan Dijkstra.

I wish to thank all who have contributed to this workshop and to its
publication, in particular the chairpersons of the sessions. Special thanks to
the other members of the local organizing committee of this workshop,
Andre Bannink and Walter Gerrits.

Jan Dijkstra

Chair of local organizing committee
Wageningen University

March 2005



Introduction: History, Appreciation
and Future Focus

J. FRANCE

Centre for Nutrition Modelling, Department of Animal and Poultry Science,
University of Guelph, Guelph, Ontario N1G 2W1, Canada

This monograph records the sixth of our series of workshops on modelling
nutrient utilization in farm animals, held in Wageningen, the Netherlands,
during 6-8 September 2004, following the Tenth Ruminant Physiology Sym-
posium in Copenhagen, Denmark (Nielsen et al., 2004). The meetings were
the brainchild of Dr Ransom Leland Baldwin III, Member of the US National
Academy of Sciences, and formerly Sesnon Chair in Animal Science at the
University of California, Davis — simply Lee to all of us who have the pleas-
ure and honour of knowing him (Fig. I.1). Lee’s objectives in founding the
workshops were to bring together research scientists from different coun-
tries working on ruminant nutrition physiology with an interest in applying
mathematical modelling techniques, and to promote the role of dynamic
simulation modelling in particular. Rather than rewrite history, I quote from
Lee’s plenary paper (Baldwin, 2000) read at the fifth workshop held in Cape
Town, South Africa (McNamara ef al., 2000), which followed the Ninth
Ruminant Physiology Symposium in Pretoria (Cronje, 2000). My slight
embellishments are indicated within square brackets.

The first workshop was held in Hurley, England, during the week between the
Fifth Symposium on Digestive Physiology and Metabolism in Ruminants, held in
Clermont-Ferrand, France (Ruckebusch and Thivend, 1980) and the Eighth
Symposium on Energy Metabolism, held in Cambridge, England (Mount, 1980).
As a contrast, the modelling workshop was sandwiched between these well-
established venues for ruminant nutrition, which had been ongoing for 25 and 24
years respectively.

Our first meeting was truly a workshop and a beginning. There were no
anointed leaders in the field to offer sage advice. We were simply a group of
scientists gathered together to try to figure out how to integrate and utilize the
ever-increasing knowledge of digestive physiology, rumen microbial metabolism,
animal and tissue metabolism, metabolic regulation and animal energetics, as
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Fig. I.1. Dr R.L. Baldwin III, founder of this series of workshops (photograph courtesy: Dr J.P. McNamara).

exemplified in the two symposia, in a quantitative fashion. This was to better
explain and utilize the data and concepts presented to advance animal science
and agriculture. We had all recognized that research thrusts at that time —
learning more and more about less and less and documenting the many sources
of variance in whole-animal energy expenditures — were interesting and
rewarding in the sense that excellent, astute word descriptions of progress in the
several specific areas of enquiry could be, and were, presented at the symposia,
but that quantitative integration of our data and concepts was lacking.
Organizers of both symposia realized that modelling was the means by which
this goal could be achieved by incorporating several modelling papers. These
papers depicted a field in its infancy. At the workshop, we were attempting to
bring the field to its childhood. We discussed modelling philosophy, terminology
and methods as best we could, and illustrated our diversity by dividing
ourselves into work groups to address modelling approaches to specific
problems, with variable and limited success. Deliberations of this workshop are
unrecorded — who wants to record baby talk? — but we learnt.

Five years later, the workshop was reconvened at Davis, California [following
the Sixth Ruminant Physiology Symposium in Banff, Canada (Milligan ef al.,
1986)]. Development of the field is illustrated in the proceedings of that workshop
(Baldwin and Bywater, 1984). Unifying philosophy, terminology and context,
since adopted by most, were developed through the presentations of Thornley
and France, Matis, and Ramberg, and the discussion edited by Bywater and
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Pond. In subsequent sessions, specific models, modelling analyses, concepts,
problems and challenges were addressed and discussed at length. The field had
clearly advanced through its childhood and was moving towards puberty.

This process of maturation continued through the two subsequent workshops
[at Lincoln, near Canterbury, New Zealand (Robson and Poppi, 1989), and at
Foulum, Denmark (Danfeer and Lescoat, 1995), following the Seventh and Eighth
Ruminant Physiology Symposia in Sendai, Japan and Willingen, Germany,
respectively (Tsuda et al., 1991; Leonhard-Marek and von Engelhardt, 1995)].
Aspects of philosophy were reiterated, restated and discussed at each meeting,
partly for the purpose of educating new participants entering the field. The
breadth and depth of models presented and discussed continuously expanded as
our knowledge of animal functions improved, along with improvements in our
modelling skills and computer science and technology.

The results of this continuing development of the field are evident in this current
workshop. One might even venture the opinion that modelling is now a mature
discipline within the animal sciences. We can point to relatively sophisticated
models of physiological and metabolic functions at the tissue and animal levels, to
models currently in practical use in support of animal agriculture and to farming
system models that incorporate mechanistic animal elements to an extent not
previously realized; many of these models are represented in this workshop. There
have been a number of books on modelling animal systems, including those
authored or edited by participants in these workshops, such as France and
Thornley (1984) [2nd edn, Thornley and France (2006)], Forbes and France (1993)
[2nd edn, Dijkstra et al. (2005)] and Baldwin (1995), numerous chapters in symposia
and other books addressing animal physiology, nutrition and production, and
hundreds of original papers. However, this appearance of maturity should not be
interpreted as indicating that the discipline has attained fruition.

Tremendous progress has been made. However, I suggest that we still have a
long way to go. I am a firm believer in the defender vs. challenger concept in
model evaluations. This view holds that, in order to replace a currently accepted
(defender) model, new (challenger) models must be proved superior. When the
challenged model fails in some regard, it behoves the investigator conducting the
evaluation to identify specific elements within the defender model that led to the
errors detected and to explain how deficiencies in the model were, could be or
should be addressed in the challenged model. Similarly, the challenger model can
be improved. It is not adequate to simply conclude that a given model fails to
predict a specific output adequately. This does not advance animal science.

The present workshop is testament to Lee’s original vision and the well-
being of animal modelling. Contributions cover a range of topics and mod-
elling approaches, animal species and levels of generality, with many of the
contributions coming from younger scientists. The range of topics is exem-
plified by the workshop sessions: (i) fermentation, absorption and passage;
(ii) growth and development; (iii) mineral metabolism; (iv) methodology; (v)
environmental impact; and (vi) production and evaluation models. This sug-
gests that biological research, if it is to remain truly relevant, must be under-
taken at several levels of generality, e.g. cell, organ or tissue, whole
organism, population, and that there is much more to biology than just
molecular science. Hopefully the molecular chauvinism that seems to have
dominated biological research thinking (and hence funding) for much of the
last quarter century is finally at an end.
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The chapters in this monograph also cover different modelling
approaches, e.g. deterministic, stochastic, empirical and mechanistic, and
therefore describe dynamic simulations, kinetic models, optimization rou-
tines and time-series analyses. The models are applied to dairy cows, beef
cattle, sheep, pigs, poultry and fish. Our first two workshops were con-
cerned exclusively with modelling digestion and metabolism in ruminants
(e.g. Baldwin and Bywater, 1984). This was subsequently broadened to farm
animals, and the first papers on pig modelling were presented at the third
workshop (Robson and Poppi, 1989). It is noteworthy and pleasing that
papers on poultry and fish modelling were read at the present workshop for
the first time. It is, after all, a truism that those modelling ruminant nutrition
have things to learn from their counterparts working, for example, in poul-
try nutrition, and vice versa. Thus scientific pluralism, not just across animal
species but also across levels of generality and types of modelling, should be
a pillar for future development of the activity of animal modelling.

One of the drivers that led Lee to found this series of workshops was his
belief that more could be done with data that experimentalists were gener-
ating. This is certainly true today. Data are being generated at a rapidly
increasing rate as a consequence of advances in technology, computing and
engineering. Also the climate within which animal science operates has
become increasingly turbulent, resulting in more academics taking early
retirement, those in mid-career changing occupations, and a higher turnover
amongst young postdoctoral workers. Consequently, each unit of data
generated receives less attention from the experimentalist now than would
have been the case in past years. Thus data mining and manipulation pro-
vide increasing opportunity for the modeller. It is perhaps an obligation that
such opportunity be grasped in order to make more effective use of public
money. Indeed, there may be a case for funding proportionately more dry (in
silico) and proportionately less wet (in vivo, in vitro) biological research in the
near future.

Peering into a crystal ball and attempting to foretell what lies ahead is
usually a futile task. To quote Baldwin (2000): ‘Previewing the future is an
equivocal process’. I think it sufficient to conclude by saying that a future
focus for animal modelling based on scientific pluralism and data mining,
with emphasis on solving biological problems rather than applying mathe-
matical techniques, offers a fruitful way ahead — a progression that would be
very much in keeping with Lee’s legacy.
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Abstract

The objective of our work was to develop a sub-model for rumen volatile fatty acid
(VFA) production to be used in a Nordic dairy cow model, Karoline. An inter-
Nordic database of 29 dairy cow experiments with 107 experimental treatments was
formed, which included information on feed intake, feed composition and molar
proportions (MPs) of individual VFAs observed in the rumen. Using a 33-treatments
subset of our database, we made a limited evaluation of two sets of stoichiometrical
equations, derived from the literature. For the whole database (z = 107), a multiple
regression analysis was performed, where the effects of various dietary factors upon
VFA proportions were analysed. Based on this analysis, the substrate classes that we
found most relevant to use in our model were: neutral detergent fibre from forages
(fNDF) and concentrates (c(NDF), starch (St), crude protein (CP), lactic acid (ILA)
and rest fraction (Re), which is defined as total dry matter (DM) — ash — fNDF -
cNDF - St — CP — LA — VFA. Further regression analysis demonstrated that in
addition to these substrate classes, feeding level (FL) and concentrate ether extract
(cEE) in the diet explained a significant part of the variation in VFA pattern. An iter-
ative procedure was then used to derive coefficient values for a stoichiometrical
model that describes the conversion of the six substrate classes (fNDF, cNDF, St,
CP, LA, Re) to three types of VFAs, i.e. acetate (Ac), propionate (Pr) and butyrate
(Bu). The fit of this model was considerably better for Ac and Pr than for Bu with
R? =0.565, 0.558, 0.178; and root mean squared prediction error (RMSPE) = 21.2,
15.4, 16.9 mmol/total mol VFA for Ac, Pr and Bu, respectivily. Based on the results
from multiple regression analysis, we used the iterative procedure to balance a com-
bined model. This model included the above-mentioned stoichiometrical model with
linear corrections for FL, and proportion of cEE in the feed. This improved the pre-
diction of VFA proportions from feed information, compared to the original stoi-
chiometrical model with R? = 0.582, 0.618, 0.182; and RMSPE = 20.8, 14.4 and
16.8 mmol/mol VFA for Ac, Pr and Bu, respectively. This combined model is
presently used as the VFA sub-model in Karoline. An examination of prediction
errors of this model showed that some of the unexplained variance can be related to
different effects of individual substrates on VFA composition, depending on their

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
Modelling Approaches (eds E. Kebreab et al.) 1
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concentration in the diet. It can be argued, however, that adding new components to
the model will always improve the fit, so possible extra components to the model
have to be carefully selected.

Introduction

The objective of our work was to develop a sub-model for rumen VFA pro-
duction for use in the Nordic dairy cow simulation model, Karoline (see
Danfeer et al., Chapter 32, this volume). Recent rumen models divide the
microbial population into two (Dijkstra et al., 1992; Russell et al., 1992) or
three (Dijkstra, 1994) components. Our aim was to employ mechanistic
principles to account for biological variation, using inputs that would not
be too difficult to attain in practice. Based on this criterion, we decided
during the development of Karoline, that the model should not attempt
any division of the microbial population, but only apply reasonably
simple stoichiometric principles to describe rumen fermentation. We con-
sidered it relevant to investigate whether some of the variations in
VFA pattern, not accounted for by amounts of digested substrates, could
be described by some other factors, which can easily be measured in
practice.

Database

We formed a Nordic database of 29 dairy cow digestion studies including
107 treatment means with information on feed intake, feed composition and
MPs of individual VFAs observed in the rumen. Of the treatments, 33 were
from experiments carried out in Denmark, 51 in Finland, 12 in Norway and
11 in Sweden. The majority of these experiments were published in scien-
tific journals, but some only in internal reports. Information on the con-
tents of ash, {NDF, cNDF, St and CP was recorded for all the experimental
diets. LA had also been measured in most silages, but in a few cases this
had to be estimated from table values. Then an Re fraction was defined as:
total DM — ash — fNDF — cNDF - St - CP - LA — VFA.

The proportions of individual substrates truly digested in the rumen
were based on rumen digestion studies, when available. In other cases,
rumen digestion coefficients were either obtained from in situ and in vitro
measurements of rumen degradation or estimated from total tract digestibil-
ities. It was assumed that LA and Re fractions were completely digested in
the rumen.

Table 1.1 outlines the chemical composition, FL and rumen fermentation
characteristics of the 107 diets. For only 20 of these diets, concentrate was
more than 50% of DM, which reflects the relatively great emphasis on good
quality forage in Nordic dairy cow diets.
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Table 1.1. Mean and standard deviation (sp) for feed composition,® cow live weight (LW) and
feeding level® and rumen fermentation characteristics® for the 107 diets in the Nordic
database used in our study.

Mean Standard deviation

DMI (kg/day) 17.23 3.64
LW (kg) 604.0 40.1
Concentrate (% of DMI) 38.63 15.01
fNDF (g/kg DM) 266.7 76.8
cNDF (g/kg DM) 119.4 64.8
St (g/kg DM) 166.2 78.7
CP (g/kg DM) 168.6 29.5
LA (g/kg DM) 34.5 22.0
Re (g/kg DM) 155.8 84.1
cEE (g/kg DM) 16.7 11.9
FL (kg DMI/kg LW) 2.855 0.565
Rumen pH 6.29 0.21
VFA concentration (mmol/l) 119.5 13.3
Ac (mmol/mol VFA) 668.5 32.2
Pr (mmol/mol VFA) 193.1 23.2
Bu (mmol/mol VFA) 138.4 18.7

aCP = crude protein; LA = lactic acid; fNDF = forage NDF; cNDF = concentrate NDF; St = starch;
Re = total DM — NDF — St — ash — CP — LA — VFA; cEE = concentrate ether extract (g/kg DM).
bFeeding level (FL) = total dry matter intake (DMI) per kg live weight (LW).

¢Ac = acetate; Pr = propionate; Bu = butyrate.

Evaluation of Published Coefficients

We evaluated the stoichiometrical model reported by Murphy et al. (1982)
and the modified version of Bannink ef al. (2000), which describe the stoi-
chiometry of rumen conversion of soluble carbohydrates, St, hemicellulose,
cellulose and protein to Ac, Pr, Bu and other VFAs. Only 33 experimental
diets in our Nordic database included rumen digestibility values for hemi-
cellulose and cellulose. This subset was used to evaluate the two sets of coef-
ficients mentioned above, using the model structure presented by Bannink
et al. (2000).

Murphy et al. (1982) reported different coefficients for roughage and con-
centrate diets; so we divided the 33-diet data-set into one containing 16
roughage diets (> 50% roughage) and the other containing 17 concentrate diets
(> 50% concentrate) to evaluate these coefficients (C). However, Bannink
et al. (2000) did not report the roughage set of coefficients; so in that case we
had to use only the concentrate set of coefficients (Cp) for all the 33 diets. The
results of the evaluation of the two sets of coefficients are reported in Table 1.2,
which shows a poor prediction of VFA composition from substrate compo-
sition. Less than 4% of the variation in individual VFA composition was
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Table 1.2. Predicted molar proportions (mmol/mol) of individual VFAs? in the rumen of
lactating dairy cows fed 33 different Nordic diets, using published ‘C, .’ coefficients from
Murphy et al. (1982) and ‘C.’ coefficients from Bannink et al. (2000).

Ac Pr Bu Bc

Observed values (mean) 634 195 137 26

Observed values (sD) 39 18 22 9
Ci coefficients

Predicted values (mean) 640 238 91 31

Predicted values (sb) 67 45 13 13

R? (observed vs predicted) 0.004 0.001 0.246 0.006

RMSPE® 68 48 47 14
C,p, coefficients

Predicted values (mean) 623 222 120 34

Predicted values (sb) 24 23 6 4

R?(observed vs predicted) 0.01 0.006 0.332 0.037

RMSPEP 37 48 19 8

aAc = acetate; Pr = propionate; Bu = butyrate; Bc = other VFAs.
PRMSPE = root of mean squared prediction error = \/[Z(O,.—P,.)Z/n], where i = 1,2,...,n; n = number of
experimental observations, and O, and P, are the observed and predicted values.

accounted for, except for Bu (R? = 0.332), where also the prediction error was
smaller than for the other VFAs.

Using only the concentrate set increased the error for the C, coeffi-
cients, when applied to all the 33 diets. When the concentrate sets of the C;
and C, coefficients were applied only to the 17 concentrate diets, the fit was
somewhat better than what can be seen in Table 1.2. For the C; set, the R?
was 0.16, 0.17 and 0.28 for Ac, Pr and Bu, respectively. For the C set, the
corresponding R? values were 0.05, 0.16 and 0.32.

As the number of diets in this evaluation is very small, for reasons
described earlier, it probably does not give a very clear picture of the value
of the coefficient sets tested for predicting VFAs from Nordic diets. There
were, however, some other reasons for developing a new VFA sub-model for
the Nordic dairy cow model, Karoline, rather than using these or other pre-
viously published coefficients. One thing is that we did not want to base the
model structure on cellulose and hemicellulose as separate substrates, in
order to keep down the feed analysis costs for the model that is supposed to
be used in farming practice. Another reason that can be mentioned is that we
wanted to account for the effect of lactate from silage on rumen VFA pattern.

Multiple Regression Models

To investigate relationships between dietary factors and MPs of the three major
VFAs, we made a multiple linear regression analysis, using the whole database
(n =107), including both measured and estimated values for rumen digestion.
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These regression equations (multiple regression model 1, see Table 1.3)
explained more of the variation for Ac (R* = 0.605) and Pr (R? = 0.580) than for
Bu (R? = 0.409). Increasing amounts of ruminally degraded CP increased the
proportions of Ac and Pr at the expense of Bu. Ac proportion increased, but Bu
decreased, with increasing levels of {NDF and cNDF. Ruminally digested St
had a surprisingly small effect on VFA pattern, except for a negative effect on
Bu proportion. This might at least partly be explained by the relatively low
average St content (166.2 g/kg DM, see Table 1.1) of the 107 diets used in our
study, of which only 40 had more than 200 g St/kg DM and only 12 more than
250 g St/kg DM. Also, the average rumen pH is high (Table 1.1); only for 9 of
the 107 diets it was less than 6.0. LA increased Pr dramatically and also Bu, but
to a lesser extent. The Re fraction also increased Pr, but decreased Ac.

The addition of two more variables recorded in the database — DM intake
(DML g/kg of body weight (BW)) and cEE (g/kg diet DM) — explained some
of the variation not accounted for by the six digested substrate classes (mul-
tiple regression model 2, see Table 1.4). An increase in both of these variables
increased Pr at the expense of Ac, but the effects of the six substrate classes on
VFA pattern was similar as before the inclusion of these variables. Adding
these two variables also improved R? and RMSPE for Ac and Pr. Including pH
measured in rumen digesta, concentrate proportion in the diet or other vari-
ables from the database did not add significantly to the explanation of the
VFA pattern found by multiple regression model 2. This was to be expected
because other strongly correlated factors were already included.

Table 1.3. Multiple regression equations? of molar proportions of individual VFAs (mmol/mol
VFA) upon rumen digested substrates® (g/kg diet DM). Standard errors of parameter
estimates are in parentheses. The regressions are based on 107 experimental treatments in
29 Nordic dairy cow experiments.

Ac Pr Bu
Constant 591.0 (34.8) 148.9 (25.9) 260.1 (24.7)
CPP 0.165 (0.076) 0.122 (0.057) -0.287 (0.054)
LA -0.585 (0.100) 0.439 (0.074) 0.145 (0.071)
fNDF 0.368 (0.100) —-0.096NS  (0.075) -0.272 (0.071)
cNDF 0.250 (0.057) —-0.038NS  (0.042) -0.211 (0.041)
St 0.064NS  (0.055) 0.063NS  (0.041) -0.126 (0.039)
Re -0.111 (0.052) 0.112 (0.039) -0.002V  (0.037)
R? 0.605 0.580 0.409
RMSPE® 15.5 11.8 111
RMSPE%4 2.3 6.1 8.0

aCoefficient values without superscripts are statistically significantly different from zero (P < 0.05);
NS = not significant.

bCP = crude protein; LA = lactic acid; fNDF = forage NDF; cNDF = concentrate NDF; St = starch;
Re = total DM — NDF — St — ash — CP — LA — VFA.

°RMSPE = root of mean squared prediction error = V[X(O~P)n]; where i = 1,2,...,n; n = number of
experimental observations, and Oi and Pj are the observed and predicted values.

9RMSPE% = (RMSPE/average observed value) x 100.
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Table 1.4. Multiple regression equations? presenting relationships between molar
proportions of individual VFAs (mmol/mol VFA) vs g/kg DM of six classes of digested
substrates® and additional correction for feeding level and level of concentrate ether extract.
Standard errors of parameter estimates are in parentheses. The regressions are based on
107 experimental treatments in 29 dairy cow experiments carried out in the Nordic countries.

Ac Pr Bu
Constant 638.6 (35.7) 101.9 (24.9) 259.5 (27.4)
CP 0.302 (0.079) —-0.008"S  (0.055) -0.293 (0.060)
LA -0.623 (0.095) 0.474 (0.067) 0.150 (0.073)
fNDF 0.294 (0.095) -0.026NS  (0.067) -0.268 (0.073)
cNDF 0.176 (0.059) 0.035NS  (0.041) -0.211 (0.045)
St 0.027NS  (0.053) 0.098 (0.037) -0.125 (0.040)
Re -0.171 (0.051) 0.170 (0.036) 0.000NS  (0.039)
FLe -9.69 (4.16) 9.78 (2.91) —0.09Ns (3.20)
cEEd -0.565 (0.179) 0.526 (0.125) 0.039Ns  (0.137)
R? 0.663 0.683 0.409
RMSPE 13.6 9.3 11.2
RMSPE% 2.0 4.8 8.1

aCoefficient values without superscripts are statistically significantly different from zero (P < 0.05);
NS = not significant.

5CP = crude protein; LA = lactic acid; fNDF = forage NDF; cNDF = concentrate NDF; St = starch;
Re = total DM — NDF — St — ash — CP — LA — VFA.

°Feeding level (FL) = total dry matter intake (DMI) per kg live weight (LW).

dcEE = concentrate ether extract (g/kg DM).

Stoichiometrical Model

Based on the information gained by the multiple regression analysis, we
constructed a stoichiometrical model that would at least account for the
effects of the six substrate classes in the previous regression equations. We
used the same model structure as Bannink ef al. (2000), except that sub-
strate classes were defined differently, as in the multiple regression analy-
sis, and we only represented the three major VFAs, Ac, Pr and Bu. We
assumed that per mol of amino acid equivalent, hexose and lactate, 1.1,
2.0 and 1.0 mol of pyruvate was formed, respectively; and that 1.0, 1.0 and
0.5 mol of Ac, Pr and Bu, respectively, was formed per mol of pyruvate
used. Based on these assumptions, the following set of fermentation equa-
tions were derived:

Pac=Ucp X Cep, ac X 1.1+ U, X Cpy ac+ [UfNDF X Cinpg ac T Uenpg X

Cenpg ac t Ust X Gy ac + Uge X Cre, Ac] x2

P =Ucp X Cep, pr X L1+ U X Cry, pr + [UfNDF X Cinpr, pr + Uanpr, X

Cenpr pr+ Uge X G pr + Uge X Cge, Pr] X2



Development of VFA Submodel 7

Pgy=Ucp X Cep, gy X 1.1/2 4+ U, X Cpy, gu/2 + Upnpr X Conpr, Bu + Uanpr X
ConpE Bu + Ut X Csg, gy + Uge X Cre, u

MPAC = PAc / ( PAC + PPr + PBu )
MPp,=Pp, / (Pac+Ppr+Ppy)
MPBu = PBu / (PAC + PPr + PBu)

where P, = production rate of VFA, (mol/day), MP; = molar proportion of
VFA, (mol/mol), u, = utilization rate of substrate j (mol/day) and ¢, = frac-
tion of substrate j converted to VFA, (mol/mol).

Microbial growth was not represented in the stoichiometrical model,
assuming that partitioning between VFA production and microbial growth
is equal for different substrate types. This assumption was supported by the
study of Bannink et al. (2000), who found relatively small effects on coeffi-
cient estimates, except for CP, when they replaced rates of substrates truly
digested with rates of substrate converted to VFA, obtained by running the
rumen digestion model of Dijkstra et al. (1992).

We used the Solver tool (Fylstra et al., 1998) in Microsoft® Excel, which
employs the generalized reduced gradient (GRG2) non-linear optimization
code (Lasdon et al., 1978). This method was used to fit stoichiometrical coef-
ficients (c;)) to the model described above, by minimizing RMSPE for VFA
MPs in rumen fluid. All the 107 diets in the database were used for this analy-
sis. Coefficient values (c,,., c;p,, C;,) for all substrates except CP were con-
strained such that their sums were forced to unity and negative values were
not allowed. We assumed that for CP, one-third was converted to branch-
chained fatty acids.

Estimated coefficient values for this model (stoichiometrical model 1) are
presented in Table 1.5. The variations in coefficients imply that the different
substrates are fermented in a different pattern, as suggested by the multiple
regression models presented in Tables 1.3 and 1.4. For example, more than
half of the LA was estimated to convert into Pr, with the remaining nearly
equally divided between Ac and Pr. These proportions were similar to those
found by Jaakkola and Huhtanen (1992) from rumen infusion of lactate.

Stoichiometrical Model with Corrections

The inclusion of FL and cEE described additional variation, not accounted for
by the six substrate classes in the multiple regression analysis shown earlier
(Tables 1.3 and 1.4). These variables were therefore incorporated into the stoi-
chiometrical model to estimate new MPs of VFA (MP)) in the following way:

*MP,.= MP, .+ cEEX a, .+ FL X by,

*MPPI‘ = MPPr+ CEE X apr+ FL X bPr

*MPBs,= MPg, + cEE X ag,+ FL X bg,
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Table 1.5. Estimated coefficients for stoichiometrical
model with six classes of rumen digested substrates.?

Ac Pr Bu
CP 0.402 0.172 0.080
LA 0.257 0.520 0.223
fNDF 0.812 0.080 0.108
cNDF 0.788 0.132 0.080
St 0.656 0.199 0.145
Re 0.574 0.243 0.184
R? 0.565 0.558 0.178
RMSPE 21.2 15.4 16.9
RMSPE% 3.2 8.0 12.2

aCP = crude protein; LA = lactic acid; fNDF = forage NDF;
cNDF = concentrate NDF; St = starch; Re = total DM —
NDF — St —ash — CP — LA — VFA.

where cEE = concentrate ether extract (g/kg DM), FL = feeding level (kg
DM/day/kg BW), a. = factor correcting the MP of VFA, for cEE, and b, = factor
correcting the MP of VFA. for FL.

This model (stoichiometrical model 2) was fitted by the same method, as
described earlier for stoichiometrical model 1. FL and cEE had again posi-
tive effects on Pr proportion, especially at the expense of Ac (Table 1.6). The
stoichiometrical coefficients did not differ much from those found for stoi-

Table 1.6. Coefficients fitted to stoichiometrical
model with six classes of digested substrates® and
with corrections for feeding level (FL) and
concentrate ether extract (CEE).

Ac Pr Bu
CP 0.402 0.172 0.080
LA 0.255 0.514 0.231
fNDF 0.815 0.080 0.105
cNDF 0.792 0.125 0.083
St 0.669 0.180 0.151
Re 0.585 0.227 0.188
FL —-0.508 0.665 -0.250
cEE -0.333 0.442 -0.099
R? 0.582 0.618 0.182
RMSPE 20.8 14.4 16.8
RMSPE% 3.1 7.5 12.1

aCP = crude protein; LA = lactic acid; fNDF = forage NDF;
cNDF = concentrate NDF; St = starch; Re = total DM —
NDF — St —ash — CP — LA — VFA.
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chiometrical model 1 (Table 1.5), but the fit of the model was improved (com-
pare R? and RMSPE values in Tables 1.5 and 1.6). However, the improvements
were smaller, compared to what was seen for the multiple regression analy-
sis (compare R? and RMSPE values in Tables 1.3 and 1.4). Both stoichiomet-
rical models also had somewhat poorer fits, especially for Bu, than for the
corresponding multiple regression models (Table 1.5 vs Table 1.3 and
Table 1.6 vs Table 1.4).

Model Evaluation

As all relevant Nordic VFA data were used to fit the models described ear-
lier (see Tables 1.3-1.6 and text), a comparable data-set for a completely inde-
pendent evaluation was not available. However, the two multiple regression
models and the two stoichiometrical models were all tested on a subset with
33 diets, used earlier (Table 1.2) to test two sets of coefficients from literature.
The results of this validation are shown in Table 1.7. Average predicted val-
ues from all the models were similar to observed values, but the range of
values (standard deviations) were smaller for predicted than observed VFA
proportions, especially for the two stoichiometrical models. This has also
been found in previous attempts to predict VFA MPs (Murphy et al., 1982;
Pitt et al., 1996; Bannink et al., 2000), but is not found when simulated, or
observed, and predicted VFA production rates are compared (Murphy et al.,

Table 1.7. Mean (and standard deviation; sb) of observed values and values of VFA molar
proportions? predicted by the different models presented in Tables 1.3—1.6 when applied to a
sub-data-set of 33 Nordic diets fed to lactating dairy cows.

Ac Pr Bu
Observed 656.2 (35.5) 201.6 (19.9) 142.2(23.0)
Multiple regression model 1 (Table 1.3) 655.5 (27.0) 203.6 (15.7) 140.9 (15.0)
Multiple regression model 2 (Table 1.4) 657.8 (27.9) 201.3(17.9) 140.9 (14.9)
Stoichiometrical model 1 (Table 1.5) 655.2 (23.4) 202.6 (15.1) 1421 (8.7)
Stoichiometrical model 2 (Table 1.6) 656.1 (23.8) 201.1 (16.2) 142.7 (9.0)
RZ
Multiple regression model 1 (Table 1.3) 0.482 0.368 0.432
Multiple regression model 2 (Table 1.4) 0.610 0.636 0.438
Stoichiometrical model 1 (Table 1.5) 0.484 0.349 0.285
Stoichiometrical model 2 (Table 1.6) 0.529 0.546 0.295
RMSPE (mmol/mol VFA)™
Multiple regression model 1 (Table 1.3) 19.0 (2.9%) 13.2 (6.5%) 14.4 (10.1%)
Multiple regression model 2 (Table 1.4) 15.5 (2.4%) 9.8 (4.9%) 14.3 (10.1%)
Stoichiometrical model 1 (Table 1.5) 25.2 (3.8%) 16.1 (8.0%) 19.5 (13.7%)
Stoichiometrical model 2 (Table 1.6) 241 (3.7%) 13.3 (6.6%) 19.3 (13.6%)

aValues in parentheses are RMSPE%, i.e. RMSPE as a percentage of average observed values.
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1982; Bannink et al., 2000). The lack of variation in predicted VFA MPs com-
pared to observed VFA MPs seems to be caused by regressing MPs of VFAs
that sum up to unity and are not independent (Bannink ef al., 2000). So,
although VFA proportions predicted by these models reflect the major influ-
ences of various factors upon rumen fermentation, they cannot be expected
to cover as broad a range as found in vivo.

As expected, the fit of equations was poorer when they were applied to
the subset (Table 1.7), compared to the fit when they were applied to the
whole data-set from which they had been derived (Tables 1.3-1.6). As before,
the multiple regression equations fitted better than the corresponding stoi-
chiometrical models, and stoichiometrical model 2 was superior to stoichio-
metrical model 1.

Choice of VFA Model for Use in the Nordic Dairy
Cow Model, Karoline

We are presently using stoichiometrical model 2 as a rumen VFA model in the
Nordic dairy cow model, Karoline (see Danfeer et al., Chapter 32, this vol-
ume). The reason for this choice is that in spite of a better fit for the multiple
regression models, a stoichiometrical approach is in better accordance with
other parts of the Karoline model, where all substrates entering the rumen are
accounted for on the basis of carbon and nitrogen mols. Also, the intercept
values that are fitted in the multiple regression models have relatively greater
impact on their predictions, but result in coefficient values for individual sub-
strates that do not make sense, stoichiometrically. What we learned from the
multiple regression analysis, however, was that FL and cEE described some
of the variation in VFA MPs, not accounted for by digested substrates. These
variables were therefore incorporated into a corrected stoichiometrical
model, which resulted in an improved performance. It must be emphasized
that our purpose was to develop a model that would relate the proportions
of VFA to the most important characteristics of feeds and feeding systems
used in the Nordic countries, but not to come up with a model that would
have general applicability to all feeding situations. Dairy cow diets in the
Nordic countries are dominated by high levels of rapidly digested grass
silage and moderate levels of concentrates, most often based on barley and
rapeseed meal. Notable rumen lactate concentrations are rarely seen, and the
main response to increased grain feeding is normally an elevated Bu propor-
tion (Murphy, 1989; Jaakkola and Huhtanen, 1993). Therefore, we used all
data available for the purpose of establishing our model, which means that a
comparable data-set for a completely independent evaluation is not available.
While tested on a sub-data-set (1 = 33) of our whole database (1 = 107), as pre-
sented in Table 1.7, the performance of the chosen model (stoichiometrical
model 2) can be considered acceptable, at least for Ac and Pr.

It is noted that the model predicts St to have a much smaller effect on the
Pr proportion, compared to the model of Murphy ef al. (1982). The Re fraction,
which does not consist only of sugars, yields somewhat more Pr than St.
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Considerable amounts of lactate may be produced from St and sugars, but
high numbers of lactate-fermenting bacteria compared to Pr and Ac have been
seen as a response to high grain feeding (Murphy, 1989). Also, the practice in
the Nordic countries to feed unwilted grass silage may ensure a daily supply
of lactate that may maintain a large amount of lactate-fermenting bacteria in
the rumen. Feeding barley-based supplements with grass silage increases
rumen protozoa population (Chamberlain ef al., 1983; Jaakkola and Huhtanen,
1993). This may explain increased Bu but only small effects on Pr with increas-
ing barley-based supplementation. Replacement of barley by unmolassed
sugarbeet pulp (Huhtanen, 1988; Murphy et al., 1993) or barley fibre (Huhtanen,
1992), or delaying harvest time of grass for silage (Rinne et al. 1996, 1997), has
even resulted in an increase of Pr, mainly at the expense of Bu. These responses
were, at least partly, associated with decreases in protozoa population when
NDF concentration in the diet was increased. Increases in MPs of Pr are nor-
mally not found with increasing levels of barley-based concentrate, when diets
are based on restrictively fermented grass silage (Huhtanen, 1998).

It is a great challenge to develop a model that would describe the major
metabolic pathways and species interactions in the rumen so well that VFA
proportions would be predicted with acceptable accuracy in all feeding sit-
uations. Until this has been achieved, however, it seems that VFA models
used in practice must be developed with respect to the feeds and feeding
systems where they will be used.

Areas for Improvements

The stoichiometrical approach to rumen fermentation assumes that an
individual substrate always yields the same VFA pattern, irrespective of
diet concentration. This might not be true, considering the complex inter-
actions between different microbial species in the rumen. We therefore
examined the prediction errors of each diet (n = 107) and VFA when stoi-
chiometrical model 2 was used. Multiple linear regression of these predic-
tion errors on concentrations of digested substrates showed that Ac
became significantly underpredicted and Bu overpredicted with increasing
concentration of digested CP in the diet. At the same time, increasing the
concentration of digested fNDF and the Re fraction led to a significant
overprediction of Ac and underprediction of Bu by this model.

Based on this analysis, we tried to improve the fit by adding correc-
tions for the concentrations (g/kg DM) of each of the six substrates to the
model presented in Table 1.6. This was done by the same model-fitting
procedure as before, which resulted in higher R? than for the original stoi-
chiometrical model 2 (Fig. 1.1). This exercise demonstrates that part of the
variation in VFA pattern can be accounted for by differential substrate
effects, depending on diet concentration. It is, however, not yet clear how
this should be modelled as it can be argued that adding new components
to the model will automatically improve fit. The complexity of the rumen
ecosystem makes it a difficult but challenging task to decide which factors
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Fig. 1.1. Relationship between observed and predicted VFA molar proportions (mmol/mol).
On the left: stoichiometrical model 2 (as recorded in Table 1.6). On the right: stoichiometrical
model 2 with corrections for the concentrations (g/kg DM) of each of the six substrates.
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should be added to improve the prediction of VFAs from rumen fermen-
tation.

Even though the feeds used for model fitting are described in great
detail, analytical improvements are necessary. The Re fraction requires a bet-
ter description, as it does not contain sugars only. Also, in some cases rumi-
nal NDF digestibility values were estimated from in situ degradation rates,
which are far from being a precise measurement, as shown by Lund et al.
(2004).

Conclusions

Our analysis of Nordic experimental data resulted in the definition of six
classes of rumen digestible substrates that had different fermentation pat-
terns. These were CP, lactate, fNDF, cNDEF, St and an Re fraction. Silage is an
important part of Nordic dairy cow diets, and lactate, contributed by this
feed, was shown to have a substantial effect on the VFA pattern. Multiple
regression analysis indicated that, in addition to the six substrate pools, FL
and cEE in the diet explained a significant part of the variation in VFA pat-
tern. This led to the development of a stoichiometrical model including the
six substrate classes and the two additional factors. This model is presently
used in the Nordic dairy cow simulation model, Karoline. An examination
of prediction errors of this model also showed that some substrates con-
tribute differently to the VFA pattern, depending on their dietary level.
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Abstract

This review outlines the assumptions of a three-compartment model that describes
amino acid (AA) kinetics in the tissues of the hindlimb or hindquarters. As well as
determining the appearance and disappearance of AAs, this model predicts the trans-
port of AAs into and out of the intracellular pool of this tissue bed. This model was
used by Roy er al. to estimate the transmembrane kinetics of valine across the total
hindquarter tissues of lambs with an established Trichostrongylus colubriformis infection.
Briefly, six lambs were infected with 7. colubriformis (6000/day for 6 days) while six
lambs were kept as parasite-free controls (day 1 of infection). All lambs were offered
Sulla (Hedysarum coronarium) at 800 g DM/day. On day 48 post infection, the lambs
received a continuous infusion of [3,4->H]-valine (5.8 MBq/h) into the jugular vein
and indocyanin green (ICG; 14.6 mg/h) into the abdominal aorta for 8 h to measure
total hindquarter blood flow. Blood was continually harvested every 2 h during the
infusion period from the vena cava and mesenteric artery in order to determine the iso-
topic activity of valine, concentration of valine and ICG in plasma. The lambs were
euthanized whilst these infusions were still running and a tissue sample was collected
from a hindquarter muscle (biceps femoris) to determine the isotopic activity of valine
in the muscle intracellular pool. Transmembrane valine kinetics in the tissues of the
hindquarters were calculated using both a two- and three-compartment model. Intesti-
nal worm burdens on day 48 post infection were significantly higher (P < 0.10) in the
infected lambs. Valine inflow to (F, ) and outflow from (F, ) the intracellular free AA
pool in the tissues of the hindquarters were similar between treatments, and conse-
quently net balance (NB) of valine was not altered. Bypass of valine flow (F ) from
arterial to venous blood was unaffected (/> 0.10) by infection. However, valine trans-
port kinetics (F, and F,) were reduced 48 days after parasitic infection. Estimates of
valine used for protein synthesis and oxidation (F_; P = 0.10) and released from pro-
tein degradation (F,_; P = 0.18) were also lower in the infected lambs. These reductions
could be responsible for the relative preservation of the skeletal muscle protein mass

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
Modelling Approaches (eds E. Kebreab et al.) 15
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that seems to be apparent at day 48 post infection. The three-compartment model of
AA Kkinetics in the tissues of the hindquarters appears to provide more precise infor-
mation on the effect of the parasitic infection on its AA metabolism and protein
turnover, compared to that obtained with the two-compartment model.

Introduction

The discovery of the dynamic nature of protein in the body, now commonly
known as protein turnover, has been a major turning point for understand-
ing the central aspect of overall metabolic and physiological homeostasis
(Wolfe, 1992). Application of radioactive and stable isotope tracer methodol-
ogy to understand the dynamics between free AAs in the bloodstream and
in the cytosol and tissue proteins has played an important role in advance-
ment of this field in the last century. None the less, the enormously complex
physiological system of AA and protein kinetics means that earlier estimates
of protein turnover were based on a very simple model of this system,
mainly at the whole body level (Waterlow et al., 1978).

In the early 1960s, surgical techniques were developed to modify rumi-
nant tissues in a way that allowed the NB of AAs across tissue beds to be
measured. Briefly, indwelling catheters were inserted into the blood vessel(s)
that irrigate and drain tissue bed(s) under general anaesthesia. Later on, this
transorgan model was combined with the use of labelled AAs to follow their
rate of disposal including their use for protein synthesis. Together these tech-
niques have provided the tools for delineating the metabolic processes
related to AA metabolism in tissue beds.

The cell membrane is the principal physical barrier limiting protein and
AA movement between different metabolic compartments in an organism
and is an important factor for overall control of whole-body protein metab-
olism (Taylor and Low, 1999). With the development of computer software
the complexity of biological systems has been more thoroughly represented.
Indeed, metabolic events occurring across the plasma membrane of cells can
now be studied. The most quantitatively important sites of AA transport are
the skeletal muscle, the kidneys, the splanchnic tissues (notably the small
intestine and liver) and the mammary gland. This is either due to their
importance in protein turnover or AA metabolism (Rennie et al., 1996).

The Model

Most of the measurements of AA transport have been carried out in vitro
using analogues of AAs (McGivan, 1996). In vivo, an alternative that takes
into account transmembrane AA transport is to use a continuous infusion of a
labelled AA into the bloodstream and to collect, at plasma steady state, sam-
ples of plasma and tissue (by either biopsy or a terminal procedure) in order
to measure isotopic activity and/or concentration of the AA in these pools.



Three-compartment Model 17

This three-compartment model described by Biolo et al. (1992, 1994, 1995)
allows the quantification of intracellular AA kinetics, including transmem-
brane transport of AAs and the appearance (proteolysis/de novo AA synthe-
sis) or removal (protein synthesis/AA oxidation) of tissue free AAs due to
cell metabolism. The three-compartment model that is depicted in Fig. 2.1
allows assessment of various kinetic parameters.

The difference between the rate of AA inflow to (F, , equation (2.1)), and
outflow from (F_, equation (2.2)), the hindlimb tissues enables the NB of an
AA across these tissues to be determined as follows:

F,= AA, x plasma flow (2.1)

F,,= AA, x plasma flow (2.2)
where AA_and AA_ are the concentrations of an amino acid in the artery and
vein, respectively.

The NB can also be calculated as the difference between the net move-
ment (or transport) of an AA from arterial plasma to the tissues (F,_, equation

Inflow (F,,, equation (2.1))

Intracellular compartment of a tissue bed

Arterial
free AA Inward transport (F,, equation (2.3))
A Disappearance (F,, equation (2.6))
co,
Bypass flow (F,,, equation (2.5))
Tissue
free AA

. '

Venous | o f” Appearance (Fy,, equation (2.7))

<+ free AA .
Outward transport (F,;, equation (2.4))

Outflow (F,,, equation (2.2))

Fig. 2.1. Description of a three-compartment model of amino acid kinetics across a tissue
bed based on the model described by Biolo et al. (1992). The arrows indicate the
unidirectional amino acid flow between each compartment, where AA = concentration of
amino acid.
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(2.3)) and the transport of an AA from the tissue free pool to the venous
drainage (F , equation (2.4)). Bypass of an AA (F_,, equation (2.5)) from the
arterial pool directly to the venous drainage (i.e. AA that does not enter into
the cells) can also be calculated:

F.=plasma flow x
{[(AATE,— AAIE,)/(AAIE,— AATE,)]x AA,+ AA,} (2.3)

where AAIE is the isotopic enrichment of an amino acid.

F, = plasma flow x
{[(AAIE, - AAIE,)/(AAIE,— AAIE,)]x AA,+ AA,} (2.4)

Fva: Fao_ Eca (25)

The NB can also be calculated by the difference between the rates of disposal

(F.,, equation (2.6)) and appearance (F, , equation (2.7)) of an AA:
P {[AA, x AAIE,] - [AA, x AAIE, ]} x plasma flow 2.6)
o AAIE,, '
Eoz [(Fta>< AAIEﬂ/AAIEm) - 1] (27)

The disposal rate is estimated by the transfer of an AA from the tissue free pool
to the protein-bound pool and other pools, i.e. protein synthesis plus oxidation
(F,- If lysine or phenylalanine is used as a tracer, F , will represent the rate of
protein synthesis in the hindlimb only. Similarly, the transfer of an endoge-
nous AA to the tissue free pool (F, ) represents the appearance of an AA, i.e.
protein degradation and endogenous AA synthesis. If an essential AA (except
branched-chained AAs unless the rate is corrected for transamination of the
ketoacid to branched-chained AAs) is used as a tracer, F,, will equal the rate of
protein degradation. The sum of inward transport of an AA (F,) and that
appearing in the intracellular pool from endogenous sources (F, ) represents
the total intracellular appearance of an AA (R_)). Overall, the physiological and
isotopic steady state used for the three-compartment model means less bio-
logical samples (plasma and tissue) and simplified calculations are required.
Ideally the three-compartment model described above is best suited to a
homogenous tissue bed and thus assumes, for the tissue arteriovenous prepa-
ration, that the isotopic activity and concentration of an AA in tissue is repre-
sentative of the whole tissue preparation. This three-compartment model had
been developed by Biolo ef al. (1992) to study the AA kinetics across a
hindlimb arteriovenous preparation where the deep femoral vein was used as
the venous drainage site in an attempt to achieve the minimal contribution
from non-muscular tissues (e.g. muscle, skin, bone and fat). The first three
components are known to make a substantial and different contribution to
protein turnover of the hindlimb (Biolo et al., 1992; Lobley et al., 1992). In prac-
tice, the similarity between intracellular AA enrichment in muscle and skin
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(ratio of approximately 1.0 when valine, phenylalanine or alanine is used as a
tracer; Biolo ef al., 1992) allows the hindlimb to be treated as a single homo-
geneous tissue. Moreover, it is reasonable to presume that blood flow is dis-
tributed in the hindlimb in proportion to the metabolic activity of the tissue. For
example, the more active tissues such as muscle represent 68% of the blood
flow through the hindlimb while the skin (9%) and bone (8%) together account
for less than 20%. Biolo et al. (1992) have also shown that skin accounts for a
negligible fraction of the total NB of AAs across the hindlimb. Furthermore,
although the fractional rate of protein synthesis in skin is faster than in skele-
tal muscle, on an absolute basis, muscle mass accounts for 85-90% of the total
hindlimb protein kinetics, while skin accounts for less than 10-15% of the
hindlimb protein kinetics (Biolo et al., 1994, 1995).

With the three-compartment model, the estimation of the inward and
outward transport rates of an AA is not dependent on the assumption that
the labelled AA needs to be essential, not oxidized in the tissue beds, not
released from tissue protein during the measurement and not synthesized de
novo. Therefore, non-essential AAs can be used as tracers to estimate their
rates of transport, and multiple labelled AAs (including non-essential) can
be simultaneously used to measure the rate of transport of many AAs (Hoskin
et al., 2003). In contrast, the rate of intracellular AA disappearance and
appearance using a non-essential AA as a tracer cannot be estimated.

The use of the three-compartment model assumes that a steady state has
been reached with isotopic activity of plasma, intra- and extracellular com-
partments as well as between plasma and red blood cells. The isotopic activ-
ity of an AA is measured in the free water of the whole muscle harvested.
However, 14% of the tissue free water is the extracellular or interstitial space
(Horber et al., 1989). The extracellular isotopic activity of an AA is likely to
be between plasma and the intracellular space. Biolo et al. (1992) have esti-
mated that the error in calculated rates using the values from muscle free
water would be less than 7%. Some AA tracers such as labelled leucine and
phenylalanine would have a similar isotopic activity between plasma and
red blood cells.

The model described above can also be adapted to the tissues of the
hindquarters if the catheters for the arterial supply and venous drainage are
placed caudal to the entry point of the renal arteries and renal veins, respec-
tively. The assumptions described above are still valid although the contri-
bution of the non-muscular tissues will be higher with the total hindquarter
preparation.

Application

The tissues of the hindquarters are negatively affected during an intestinal
parasitic infection in ruminants. Increased AA repartitioning from the skele-
tal muscle to other tissues could explain these well-documented negative
impacts on growth performance (Sykes and Coop, 1976; van Houtert et al.,
1995), more specifically a decrease in muscle protein synthesis and an
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increase in muscle protein degradation (Symons and Jones, 1971, 1972, 1975,
1978). This AA drain might be triggered by the increased demand for AAs to
sustain the increased protein synthesis (Symons and Jones, 1983; Yu et al.,
2000) and AA oxidation (Yu et al., 2000) observed in the gastrointestinal tract
(GIT) during a T. colubriformis infection. Protein synthesis in the liver
(Symons and Jones, 1971, 1978; Jones and Symons, 1982) and immune tissues
(Breuillé et al., 1998) has also been shown to increase during infection and
could potentially increase the demand for AAs.

The increased AA requirements by the GIT, liver and immune tissues
during infection can be further exacerbated as dietary intake may also be
reduced (Sykes et al., 1988), and the composition in AAs of these tissues dif-
fers. Therefore, to meet the increased requirements of these tissues, propor-
tionally more muscle protein needs to be mobilized to supply these
additional demands (MacRae and Lobley, 1991; MacRae et al., 1993). The AAs
released from skeletal muscle protein, through increased protein degrada-
tion or reduced utilization for protein synthesis or oxidation, that are not
required for GIT, hepatic and immune protein synthesis, are likely to be
catabolized and therefore represent a further loss of AAs by the animal.

The hypothesis of our study was to test whether the outward transport
of AAs from the muscle would be increased following an increase in skele-
tal muscle protein degradation in order to support the increased demands
for AAs in the small intestine and tissues involved in mounting and main-
taining the immune response during an intestinal parasitic infection. To
achieve that, we measured AA kinetics in the tissues of the sheep hindquar-
ters using the three-compartment model described in this review.

Twelve Romney cross-bred wether lambs (body weight (BW) 33.0 (SE 0.6)
kg) offered Sulla (800 g DM/day) were prepared with catheters in the
mesenteric artery, abdominal aorta and vena cava as well as in the mesen-
teric, portal and hepatic veins (Bermingham, 2004). Both abdominal aorta
and vena cava catheter placements were caudal to the entry point of the
renal arteries and veins, respectively. One week after surgery (day 1 of the
experimental period) six sheep were given 6000 T. colubriformis L3
larvae/day orally for 6 consecutive days while the remaining six sheep were
kept as controls. A completely randomized block design was used. Faecal
egg counts from each sheep were determined every second day from day 20
to 45 and intestinal worm burdens were measured after euthanasia
(Bermingham, 2004).

On day 48 post infection, the lambs were continuously infused with
[3,4-°H]-valine (5.8 MBq/h; Amersham Life Science, Buckinghamshire, UK;
containing 1.68 mg/1 cold valine) into the jugular vein and ICG (14.6 mg/h)
into the abdominal aorta for 8 h to measure blood flow through the
hindquarters. Blood was continually harvested every 2 h during the infusion
period from the vena cava and mesenteric artery in order to determine the
isotopic activity of valine, concentration of valine and ICG in plasma. Upon
completion of blood sampling but while [3,4-*H]-valine and ICG were still
being administered, the sheep were euthanized. Tissue samples were rapidly
collected from the sheep in the following order: skin, muscle (biceps femoris),
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liver, duodenum and ileum, mesenteric lymph nodes, spleen and thymus,
and prepared as described in Bermingham (2004).

The specific radioactivity of plasma valine was calculated by dividing its
radioactivity by its concentration (Bermingham, 2004). Plasma flow across
the total hindquarters was determined using ICG and the equation
described by Wester et al. (2000). Transmembrane valine kinetics across the
total hindquarters were calculated using a two-compartment model as
shown by Harris et al. (1992). Transmembrane valine kinetics were calculated
using the equations of a three-compartment model described by Biolo ef al.
(1992) and previously in this review. Statistical analysis was performed
using a general linear model of SAS Version 8. Least squared means and
associated pooled standard deviation are reported. Probabilities lower than
0.05 indicate a significant change, while values between 0.05 and 0.10 indi-
cate a trend.

Intestinal worm burdens on day 48 post infection were significantly
higher in the lambs infected with intestinal parasites (Bermingham, 2004).
Valine inflow to (F, ), and outflow from (F ), the intracellular free AA pool
of the tissues of the hindquarters were similar (P > 0.10) between treatments,
and consequently NB of valine was not altered (P > 0.10; Fig. 2.2).

Intracellular compartment of total hindquarter tissues

Inflow (F,,, equation (2.1))
Control: 136.7 vs Parasite: 107.2
(sp71.3) P=0.55

Arterial

Free VAL

By-pass flow (F,,, equption (2.5))
Control: 97.3 vs Parasit¢: 96.9
(sb 71.7) P=0.99

Venous

Free VAL

Outflow (F,,, equation (2.2))
Control: 134.7 vs Parasite: 105.8
(sp 66.2) P=0.53

Inward transport (F,, equation (2.3))
Control: 38.8 vs Parasite: 15.2
(sp 16.7) P=0.07

Oxidation and protein synthesis
(Fot, equation (2.6))

AN Control: 42.4 vs Parasite: 28.1

(sp 10.5) P=0.10

co,

Muscle

free VAL

Protein degradation (F,,, equation (2.7))
e Control: 42.6 vs Parasite: 27.3
Vs (sp14.7) P=0.18

“«—

Outward transport (F,;, equation (2.4))
Control: 37.6 vs Parasite: 14.0
(sp17.1) P=0.08

Fig. 2.2. Least squared means and standard deviation (sb) of valine kinetics (mmol/day)

across the tissues of the hindquarters in lambs infected with Trichostrongylus colubriformis

(parasite) or kept as parasite-free controls (control).
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Valine irreversible loss rate (ILR) across the hindquarters calculated
from arterial precursors using a two-compartment model was unaffected by
parasitic infection (34 vs 23 (sD 21.4) mmol/day; P > 0.10). However, valine
kinetics in the tissues of the hindquarters were altered by the presence of an
intestinal parasite infection when calculated using a three-compartment
model as indicated in Fig. 2.2. Lower (P < 0.10) transport rate of valine into
(F,) and from (F ) the intracellular free AA pool of the tissues of the
hindquarters was observed in infected lambs (Fig. 2.2). The bypass of
valine flow (F ) from arterial to venous blood was unaffected by infection
(P > 0.10; Fig. 2.2). The decreased transport rate of valine was concomitant
with a reduction of valine disappearance (F_, P = 0.10) and appearance (F, ,
P = 0.18), suggesting that with the parasitic infection, there was a reduction
in protein turnover (Fig. 2.2).

Discussion

Although there was a reduction in feed intake for the infected animals
(Bermingham, 2004), this was unlikely to have been responsible for the
reduced transport rate as there was no reduction in the arterial inflow of
valine to the total hindquarters (F, ) or the net flux of valine (Fig. 2.2). It
could be possible that, at day 48 of parasitic infection, the transport rate of
valine (and probably other AAs) had been reduced, maybe as a starting
point for reducing protein turnover in the tissues of the hindquarters in
order to preserve their protein mass. This explanation agrees with the lack of
effect of parasitic infection observed on the nitrogen balance and fractional
protein synthesis rate of the skeletal muscle and skin in the infected sheep
but not with the reduced live weight (LW) gain (Bermingham, 2004).

The lack of increase in the outward transport of valine from the intracel-
lular pool of the tissues of the hindquarters suggests that there was no repar-
titioning of valine from the total hindquarters to the intestinal tissues despite
an increase in the fractional protein synthesis rate of the small intestine
smooth muscles and mesenteric lymph nodes (Bermingham, 2004). There
was also a reduction of apparent and net absorption of valine from the small
intestine that can be attributed to the decreased feed intake observed with
parasitic infection. A part of this effect on AA absorption could be explained
by an increased utilization of AAs by the intestinal cells to sustain local
repair of the damaged intestinal epithelium and for maintaining and con-
trolling the local immune responses.

It would be important to determine if there were a mobilization of skele-
tal muscle protein at the peak of nematode establishment, i.e. on day 26 post
initial infection (Bermingham, 2004). Additionally, how this coordination
between tissues has evolved during the course of infection after the peak of
establishment also needs to be determined.

The chosen labelled AA for our study (valine) does not meet all the assump-
tions required for measuring AA kinetics across the tissues of the hindquarters
using the three-compartment model as described by Biolo et al. (1992). Valine
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undergoes its first step of oxidation in the muscle (Rodwell, 2000). Thus, the
estimates of intracellular disposal of valine from the free AA pool of the tis-
sues of the hindquarters do not represent an estimate of valine used for pro-
tein synthesis but rather an estimate of valine ILR (protein synthesis and
oxidation). However, the rate of intracellular production of valine from the
free AA pool of the total hindquarters does more or less estimate protein
degradation, as valine, an essential AA, does not undergo de novo synthesis.

This three-compartment model has also been applied to study the effects
of fasting (Biolo ef al., 1992, 1994, 1995), undernutrition (Roy et al., 1999) and
level of intake (Hoskin et al., 2003) on the AA kinetics in tissues of the
hindlimb or hindquarters. Estimated parameter values of the control ani-
mals among these studies and the study described in this review using the
three-compartment total hindquarter model are generally within a similar
range (Table 2.1). The values from Biolo ef al. (1992) are slightly higher and

Table 2.1. Comparison of amino acid kinetics (mmol/day) across the tissues of the

hindquarters and hindlimb in the sheep and dog, respectively, among studies reported in the
literature. Mean values and their associated error terms (sb = standard deviation; Sem =

standard error of the mean) are reported.

Bermingham Hoskin et al. Roy et al. Biolo et al.
(2004) (2003)° (1999)¢ (1992)°
Mean =+ sp? Mean + spP Mean + sD Mean + SEM Mean =+ sb
Faof 136.7 + 71.3 111.2 + 36.5 147.0 + 75.2 404 +2.0 1492 +7.4
Fio 134.7 £ 66.2 106.1 + 30.6 143.9 £ 74.2 426 +2.0 166.2 + 5.4
NB" 2.0+ 91 6.3 + 8.1 Not calculated 22+0.2 -15.9+2.2
F. 38.8 + 16.7 23.5+15.3 34.3 +25.9 204 +2.5 775 +10.2
F, 376 +17.1 21.7 + 16.8 31.1 + 26.1 228+24 93.4 + 8.2
Fvak 97.3+71.7 88.9 + 37.5 112.8 £+ 67.0 20+ 2.5 72.7 5.1
on' 42.6 + 14.7 40.7 = 26.3 24.0 + 31.8 123 +1.2 53.3+6.7
Fm 42.4 + 10.5 425 +26.4 20.7 £ 31.5 10.0+ 11 69.2 + 6.7
R 84.7 + 194 64.2 +24.3 Not calculated 32.7 = 3.1 Not calculated

@ Sheep fed sulla at 800 g DM/day; LW = 29-33 kg.

b Sheep fed lucerne at 800 g DM/day; LW = 29-33 kg.
¢ Sheep fed pelleted grass; LW = 30-35 kg.

d Sheep fed pelleted rations at 0.6M; LW = 41.9 kg.

¢ Dog under anaesthesia and post-absorptive period; LW = 18-26 kg; original hindlimb data multiplied by

2 for comparison with total hindquarter data from Roy et al. (1999), Hoskin et al. (2003) and
Bermingham (2004).

" F,,: arterial valine inflow into the total hindquarters.

9 F.: venous valine outflow from the total hindquarters.

" NB: net balance.

i F,,: valine inward transport from artery to tissues of the hindquarters.

I'F,: valine outward transport from tissues of the hindquarters to vein.

K Fo: valine bypass flow from artery to vein.

'F,,: valine released from total hindquarter tissue protein degradation.

™ F . valine used for total hindquarter tissue protein synthesis and oxidation.

" R, total appearance of valine in intracellular pool of the tissues of the hindquarters.
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probably an indication of a post-absorptive state in the dogs used in this study
compared to hourly continuous feeding used in the other studies. In contrast,
the values of AA kinetics in Roy et al. (1999) are lower than in the studies of
Hoskin et al. (2003) and Bermingham (2004) because the feeding regime in the
former study was set at 0.6 maintenance compared to maintenance level for
the latter studies.

The estimation of protein synthesis and oxidation (estimated from valine
ILR) and protein degradation in the tissues of the hindquarters using the
three-compartment model (Hoskin et al., 2003; current study) are 2—4 times
higher than those obtained from the traditional two-compartment arterio-
venous approach for sheep of a similar age, LW and dry matter intake (DMI)
(e.g. Harris et al., 1992; Hoskin et al., 2001). Estimates of protein turnover
across the tissues of the hindquarters using the traditional two-compartment
model range from 24-30 g protein/day (based on labelled phenylalanine
and leucine, respectively; Harris ef al., 1992) to 46 g protein/day (based on
valine; Hoskin ef al., 2001) to 80 g protein/day (current study). However, the
traditional two-compartment arteriovenous approach does not take bypass
of AAs into consideration and therefore will underestimate protein synthe-
sis if there is a significant bypass of AAs directly from the arterial to venous
blood without entry to the intracellular pool. This bypass flow ranged from
53-60 mmol/day (current study) to 110 mmol/day (Hoskin et al., 2003).

Conclusions

A three-compartment model was used in order to calculate total hindquarter
intracellular AA kinetics, including transmembrane AA transport, as well as
the appearance or removal of tissue AAs due to cell metabolism (proteolysis/de
novo AA synthesis or protein synthesis/AA oxidation) in sheep with an estab-
lished parasite infection. Using a two-compartment model, there was no dif-
ference either in the net flux of valine or in intracellular valine appearance in,
and disappearance from, the tissues of the hindquarters. In contrast, with the
three-compartment model, there seems to be a down-regulation of the rate of
transport of valine (and probably other AAs) into and from the intracellular free
AA pool and a reduction of protein turnover in the tissues of the hindquarters.
This could be responsible for the relative preservation of the skeletal muscle
protein mass that seems to be apparent at day 48 post infection. Therefore,
increased outward transport of valine in order to provide more AA to the
affected intestinal tissue does not seem to be apparent on day 48 post infection.
Knowledge as to whether there was a mobilization of total hindquarter pro-
teins and increased outward transport of valine from the tissues of the
hindquarters to the affected intestinal tissue at the peak of nematode estab-
lishment would be vital to fully understand the events at day 48 post infec-
tion. Overall, the three-compartment model of AA kinetics of the tissues of
the hindquarters appears to provide more precise information on the effect
of the parasitic infection on the AA metabolism and protein turnover com-
pared to that obtained with the two-compartment model.
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Abstract

Ruminal degradation and kinetic parameters are usually obtained using the polyester
(nylon) bag technique. Rumen degradation data were used to estimate yields of rumen
microbial protein (RMP) and total protein digestion in the intestines (PDI). The con-
tent of organic matter (OM) and crude protein (CP) disappearing from nylon bags
were expressed as a proportion of the original sample content and the results fitted to
the exponential model, P = A + B(1 — X&), total yield (g/kg of dry matter (DM)) of
RMP was estimated as: RMP = (FOM/1000) x 150. The yield (g/kg DM) of RMP
from fermentable CP (FCP) was estimated as: RMPCP = (FCP/1000) x 75. The yield
(g/kg DM) of RMP from fermentable carbohydrate (FCHO) was estimated as: RMP-
CHO = RMP — RMPCP. The yield (g/kg DM) of RMP digested in the intestines was
estimated as: RMPI = RMP X 0.85, assuming that RMP is digested in the intestines
with an efficiency of 85%.

The OM and CP degradability constants (A, B, k; and A + B) of two grains treated
with the highest temperature (140°C) were the lowest, while full-fat soybean (FFS)
was higher (P < 0.05) than that of sunflower seeds (SS). The effective degradability of
OM and CP increased with increasing temperature. The yields of RMP from FCHO,
FCP and total RMP of FFS were significantly higher (P < 0.05) than those of SS. Nev-
ertheless, yields of RMP from grains decreased with increasing temperature. Estimated
rumen undegradable protein (RUP) increased with increasing temperature of grains.
However, PDI declined at high temperatures. At 140°C total PDI was the lowest. The
estimated values from this study could be used to improve ration formulation, effi-
ciency utilization of feeds and nutritive value of grains. Available supplements should
be evaluated using ruminal protein degradation information, estimates of support for
microbial protein synthesis and intestinal digestibility.

Introduction

Models are an essential tool in the understanding of digestive systems. An
appropriate model can be a useful tool to link the data obtained in vitro or in situ

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
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with the processes occurring in organs and tissues in vivo (Lopez et al., 2000).
Disappearance curves are used to evaluate the kinetics of degradation of feed
in the rumen by assuming that disappearance from the bag equals degradation
of feed in the rumen. Moreover, ruminal degradation data have been used to
estimate yields of RMP and total PDI (Muia et al., 2001). To improve ration for-
mulation and increase the utilization efficiency of feeds, nutritive values of
grains or oil seed supplements should be evaluated for protein degradation in
the rumen, microbial protein synthesis and intestinal digestion. Estimation of
these parameters using rumen degradation data would be useful for compar-
ing the nutritive value of local feed sources and for better reflecting feed nutri-
tive values in diet formulation with the goal of improving animal production.

The objectives of this study were to assess degradation rate and estimate
yields of RMP and PDI for SS and FFS treated with direct heat at 100°C,
120°C and 140°C, respectively.

Materials and Methods
Animals and description of test samples

Three Holstein cows aged 4-5 years with an average weight of 450 + 15 kg,
each fitted with permanent rumen cannulae, were used. SS and FFS were
collected from Suranaree University feed mill, oven-dried at 60°C for 48 h,
ground and passed through a 2 mm screen. Dried samples of SS and FFS
were each sub-sampled to generate ten groups and subjected to various heat
treatments. Treatments were: (i) control (untreated); (ii), (iii) and (iv) treated
with 100°C for 30, 60 and 90 min; (v), (vi) and (vii) treated with 120°C for 30,
60 and 90 min; (viii), (ix) and (x) treated with 140°C for 30, 60 and 90 min,
respectively. Treated samples were stored pending chemical analyses and in
sacco evaluations.

Determination of rumen degradation

Rumen degradation was determined using the nylon bag (mesh size 45 pum;
bag size 6 x 12 cm) technique. The contents of OM and CP disappearing from
nylon bags were expressed as the proportion of the original sample incu-
bated and the results fitted to the Orskov and McDonald (1979) exponential
model:

P=A+B(l-e™)

where P is the nutrient disappearance at time t (g/kg OM or CP); A is the
solubility in water (g/kg OM or CP), B the degradability of water-insoluble,
but slowly degradable fraction (g/kg OM or CP), and k, the rate of fraction
B degradability (/h).

The effective degradability (g/kg OM or CP) was calculated as (Orskov
and McDonald, 1979):
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ED=A+[B(kq)/(kg+kp)]

where k_ is the outflow rate of digesta from rumen. An outflow rate of
0.05/h was assumed for grains or oil seeds.
The amounts (g/kg DM) of unfermentable CP and OM were calculated as:

UCP = [U x (1/1000)] x CP
UOM = [U x (1/1000)] x OM

where U is non-degradable proportion of feed at 72 h (undigested). The
amounts (g/kg DM) of FCP and FOM were calculated as:

FCP = [ED x (1/1000)] x CP
FOM = [ED x (1/1000)] x OM
The amount of FCHO was calculated as:

FCHO=FOM = FCP

Estimation of rumen microbial protein yield

It was assumed that 150 g of RMP is synthesized per kg of FOM and that 1 kg
of FCP will yield only half that amount (75 g RMP) (ARC, 1984; NRC, 1988;
Tamminga et al., 1994). Total yield (g/kg DM) of RMP was estimated as:

RMP = (FOM/1000) x 150
The yield (g/kg DM) of RMP from FCP was estimated as:
RMPCP = (FCP/1000) x 75
The yield (g/kg DM) of RMP from FCHO was estimated as:
RMPCHO= RMP - RMPCP

Estimation of intestinal protein digestion

The yield (g/kg DM) of RMP digested in the intestines was estimated as
RMPI = RMP x 0.85, assuming that RMP is digested in the intestines with an
efficiency of 85% (Tamminga et al., 1994).

The amount (g/kg DM) of rumen non-degradable protein was estimated as:

RUP=CP - FCP
The amount (g/kg DM) of RUP digested in the intestines was estimated as:
RUPDI=RUP - UCP

The amount (g/kg DM) of total protein digestion in the intestines was esti-
mated as:

PDI=RMPI+ RUPDI
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Results and Discussion

The degradability constants for OM and CP of SS and FES subjected to vary-
ing time and temperature are given in Table 3.1. The OM and CP degrad-
ability constants (A, B, k, and A + B) of two grains treated with the highest
temperature (140°C) were the lowest, while those of FFS were greater (P <
0.05) than those of SS. The effective degradability of OM and CP increased
with increasing temperature.

The estimated yields of RMP and PDI for grains treated with high
temperature are given in Table 3.1. The yields of RMP from FCHO, FCP
and total RMP of FFS were significantly greater (P < 0.05) than those of SS.
Nevertheless, yields of RMP and PDI of grains decreased with increasing

temperature.

Table 3.1. Organic matter (OM) and crude protein (CP) degradability, estimated yields of
rumen microbial protein (RMP) synthesis, and total protein digestion in the intestines (PDI)
of grains treated with direct high temperatures.

Sunflower seeds

Full-fat soybean

100°C 120°C 140°C 100°C 120°C 140°C SEM

OM fractions (g/kg DM)

A 228 157 113 195 224 114 17.21

B 4743b 5062 350° 5052 491 447° 16.76

K, 0.086  0.068>  0.070°° 0.075%  0.079%®  0.057¢ 0.03

A+B 7022 6622 462° 7052 7152 511° 28.68

ED 5282 44780 317°¢ 4972 5252 353  26.46
CP fractions (g/kg DM)

A 119° 89¢ 440 2022 153° 109°  14.97

B 5322 5382 374¢ 5322 5422 390° 21.98

K, 0.069*  0.075°  0.088? 0.088¢? 0.0972 0.097¢2 0.04

A+B 651°¢ 626° 417 7342 695° 500¢ 33.43

ED 426° 4114 283 5392 510° 330¢ 27.32
Yields of RMP (g/kg DM)

From FCHO 48.8% 47.2° 31.9¢ 53.32 50.8° 31.5¢ 2.67

From FCP 9.1¢ 8.8¢ 6.5¢ 21.92 20.62 14.5° 1.81

Total RMP 57.9¢ 56.0¢ 38.4f 75.28 71.4° 46.1¢ 3.91
RUP 156.4¢  157.3°  165.9° 203.3° 204.5° 223.12 7.99
PDI (g/kg DM)

From RMP 49.2° 47.69 32.6f 63.92 60.7° 39.2¢ 3.32

From RUP 57.12 50.5° 41.1¢ 59.52 40.1¢ 32.0¢ 2.98

Total PDI 106.3° 98.1¢ 73.7¢ 123.42 100.8¢ 71.24 5.52

ab, ¢, d e f\/alues on the same row under each main effect with different superscripts differ significantly
(P < 0.05); ED = effective degradability, FCHO = fermentable carbohydrate, FCP = fermentable crude
protein, RUP = rumen undegradable protein, SEM = standard error of the mean.
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Abstract

An extant dynamic model of digestion and absorption of nutrients in cattle fed sugar-
cane was adapted for non-steady state feeding conditions. This modified model
includes mechanisms of particle size reduction and delay in availability of particles and
intracellular contents for microbial fermentation after ingestion. Two trials (one with
beef cattle and the other with dairy cattle) were used to evaluate the non-steady state
model. In general, predicted values were close to observed values for duodenal neutral
detergent fibre (NDF) and nitrogen flows (mean squared prediction error (MSPE) of
14% and 15% of observed mean, respectively). There was no indication of over- or
underprediction of NDF and nitrogen flows. An overestimation of rumen volume
observed in steers suggests that the equation to calculate rumen volume needs to be
adapted for low feed intake. Overall mean of milk production was predicted accurately.
Predictions under non-steady state conditions showed higher accuracy when real
intake behaviour was simulated. The model can be used to select strategies of supple-
mentation of dairy cows fed sugarcane-based diets.

Introduction

Among tropical forages, sugarcane has a high yield of dry matter (DM) and
energy per unit area and productivity can reach more than 30 t DM/ha. High
amounts of soluble sugars and fibre, and very low amounts of total nitrogen
(N) and lipid are characteristics of sugarcane. Upon supplementation, good
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animal production levels on sugarcane-based diets have been obtained. For
example, in dairy cattle, Correa et al. (2003) observed around 30 kg of daily
milk production on supplemented diets containing sugarcane as the only
forage.

Dijkstra et al. (1996) developed a model of digestion and absorption of nutri-
ents in cattle fed sugarcane-based diets to evaluate locally available supple-
ments. However, this model assumed a continuous input of nutrients, whereas
in meal-fed animals, dynamics of particle size reduction and rate of release of
nutrients may affect rumen fermentation processes. The degradation rates of
intracellular constituents (IC) of forages are generally considered to be high.
However, recent research has shown that the IC are not immediately available
for microorganisms in the rumen because they are locked up in plant cells that
remain totally or partially intact after ingestion (Boudon and Peyraud, 2001). For
that reason a representation of the release rate of IC might increase the accuracy
of models of rumen function and help to understand the mechanisms involved.

The objective of the present study is to extend the model of Dijkstra et al.
(1996) to non-steady state feeding conditions and to enable the model to sim-
ulate nutrient availability as a response to feed intake pattern, kinetics of
particle size reduction and cell content release. The extended model may
help in particular to explain the effects of variation in the physical and chem-
ical characteristics of tropical feeds on observed milk yields.

Materials and Methods

The new traits and modifications were included in a SMART® version of the
model developed by Dijkstra et al. (1996). A full description of the modifica-
tions is given by Collao-Saenz (2004).

Dry matter intake

The constant feed intake during the day assumed in the original model was
changed into intake of two or more separate meals per day adapting the
work of Miranda et al. (1999) with cross-bred Holstein x zebu heifers receiv-
ing sugarcane- plus urea-based diets. Because in non-steady state conditions,
flows continuously vary with time, flows had to be integrated during the last
24 h for calculations of model outcomes after quasi-steady state was
obtained. The integration step was reduced to 0.01 h to ensure that with
pulses of feed intake accurate integration results will be obtained.

Particle size reduction

A new state variable for large particles (QLp) was added to include the effect
of particle size reduction. The concept of a single aggregate large particle (Lp)
pool comprising all the insoluble components in the diet, except insoluble
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starch (Si), corresponds to that proposed by Baldwin et al. (1987). A small par-
ticle (QSp) zero pool was introduced as the sum of insoluble nutrients in
small particles from degradable fibre, undegradable fibre, insoluble degrad-
able protein, undegradable protein and Si. The conversion of QLp to QSp
was totally dependent upon rate of comminution and time spent ruminating.
A comminution rate (kLpSp) of 2.2/day was used. This value is lower than
that proposed by Bannink and De Visser (1997) (4.5/day) because of the high
degradability of the fresh perennial ryegrass in the diets they evaluated. The
proportion of time spent ruminating during the day is Rum and is set at 0.28.
Lignification, DM intake (DMI), stage of maturity, protein content and many
other features intrinsic to the plant may affect these figures.

Microbial death

A Michaelis—-Menten equation was introduced to account for death of
microorganisms in the absence of substrate and to reduce the nutrient uti-
lization efficiency of microbial DM. Maximum fractional rate of death was
assumed to be 0.4/day and death is inhibited by presence of soluble sugars
(inhibition constant 0.001 g/1). Death of microorganisms resulting from this
equation was distributed as a new input to the various substrate pools
according to the composition of microbial matter used by Dijkstra et al.
(1996).

Non-dietary nitrogen inflow

Non-dietary nitrogen inflow is simulated by quantification of ammonia pro-
duction from urea transported across the rumen wall and of saliva produc-
tion. The amount of dietary nitrogen used in the original equation to
determine non-dietary nitrogen inflow was also adopted in the modified ver-
sion, with the dietary nitrogen intake being the mean nitrogen intake per day.

Rumen volume

Volume of rumen fluid (V) changed from a constant parameter value in the
original model into a variable dependent on the size of the meals and DM con-
tent of the diet according to the non-linear equation proposed by Chilibroste
et al. (2001).

Cell content release
In order to account for the delay in IC release, two new state variables were

introduced that represent the pools of soluble protein (QPsu) and soluble
starch and sugars (QScu) not immediately available for microbial utilization.
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Both pools received a fraction of the DMI, dependent on the fraction of small
particles in the diet. Output of each pool was the release of nutrients to the
two pools of nutrients directly available for microbial utilization. Release of
the soluble nutrients was related to Rum and to fractional release rates of Scu
and Psu (kScuSca and kPsuPsa of 1.8/h and 1.2/h), following results reported
by Boudon et al. (2002).

Results and Discussion

Sensitivity analyses revealed that absorption of nutrients was highly sensi-
tive to a change in rate of utilization of soluble starch and sugars (Sc) for
microbial maintenance (vScMi) and to changes in soluble sugar and starch
release rate (kScuSca). A fast liberation of soluble carbohydrates from diets
with fastening periods of 10 h leads to substantial periods of time without
new substrates, which affects apparent bacterial yield by increased rate of
death due to a lack of carbon skeletons and availability of energy (adenosine
triphosphate; ATP) for microbial synthesis. In contrast, changes in the frac-
tional release rate of soluble protein did not affect absorption of nutrients.
This effect is probably due to the small quantity of soluble protein in sugar-
cane plus urea diets.

The model was evaluated with observations for growing cattle (Matos,
1991) and dairy cows (Assis et al., 1999). For growing cattle, DMI and urea
supplementation level were varied and a comparison was made between
predicted and observed values of rumen outflow of NDF (Fig. 4.1) and of
non-ammonia nitrogen (NAN) (Fig. 4.2). Predicted NDF and NAN outflows
were quite close to observed values with a root MSPE (RMSPE) between
14.2% and 15.3% of observed mean. There was no indication of over- or
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Fig. 4.1. Comparison of observed and predicted values of neutral detergent fibre
(NDF) outflow (g/day) from the rumen.
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Fig. 4.2. Comparison of observed and predicted values of non-ammonia nitrogen
(NAN) outflow (g/day) from the rumen.

underprediction of NDF and NAN flows. More than 90% of MSPE was
attributed to the random disturbance proportion. Supplementation with
urea slightly increased simulated rumen fibre degradation. The model sim-
ulated accurately the effect of increasing intake on rumen NAN outflow.

The model showed a consistent overestimation of V of some 25% and
10% for low and high intake, respectively. The equation used to predict V
(Chilibroste et al., 2001) was developed using cows with average live weights
(LWs) of 574-618 kg. However, simulations using observed average values
of V diminished the accuracy of the model because the rumen substrate con-
centrations did not follow the intake variations. The underestimation may be
due to the low DMI of average 290 kg LW animals. Diets with low intake
showed larger differences in V when compared with high intake treatments.

Evaluation of milk production using data of Assis et al. (1999) indicated
good predictive behaviour (Fig. 4.3). Predictions of milk production (11.0
1/day) using energy, protein and glucose as predictors were quite close to
observations (11.2 1/day). RMSPE was 16.5% of the observed mean and
76.5% of the MSPE was attributed to the random disturbance proportion.
However, 22.7% of MSPE was related to deviation of the regression slope
from one indicating some proportional bias due to inadequate representa-
tion of the relationships involved.

Conclusions

The model gives satisfactory predictions under non-steady state conditions
and seems to be useful to select strategies for supplementation of sugarcane-
based diets. Predicted outflow from the rumen generally corresponded with
observed values. However, the equation that accounts for V as a function of
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Fig. 4.3. Comparison of observed and predicted milk production (kg/day).

rumen DM content does not seem to be valid for low DMIs. Further evalua-
tion of the prediction accuracy of the model in non-steady state conditions
requires observations from experiments in which the effects of ingestive
behaviour on rumen function are tested.

References

Assis, A.G., Lopes, FEC.F, Duraes, M.C., Simdes, J.B., Andrade, R.S. and Verardo
Junior, A.E. (1999) Validagdo de um modelo de simulac¢do da cinética de nutri-
entes em vacas leiteiras. In: SBZ, Anais da 36* Reunido anual da sociedade
brasileira de zootecnia, 1999, Porto Alegre. CD-ROM. Arquivo NUR-008.

Baldwin, R.L., Thornley, ].H.M. and Beever, D.E. (1987) Metabolism of the lactating
cow: II. Digestive elements of a mechanistic model. Journal of Dairy Research 54,
107-131.

Bannink, A. and De Visser, H. (1997) Comparison of mechanistic rumen models on
mathematical formulation of extramicrobial and microbial processes. Journal of
Dairy Science 80, 1296-1314.

Boudon, A. and Peyraud, J.L. (2001) The release of intracellular constituents from
fresh ryegrass (Lolium perenne L.) during ingestive mastication in dairy cows:
effect of intracellular constituent, season and stage of maturity. Animal Feed Sci-
ence and Technology 93, 229-245.

Boudon, A., Peyraud, J.L. and Faverdin, P. (2002) The release of intracellular con-
stituents from fresh ryegrass (Lolium perenne L.) during digestion in dairy cows:
effect of intracellular constituent, season and stage of maturity. Animal Feed Sci-
ence and Technology 97, 83-102.

Chilibroste, P., Dijkstra, J. and Tamminga, S. (2001) Design and evaluation of a
non-steady state rumen model. Netherlands Journal of Agricultural Science 49,
297-312.



Simulation of Rumen Particle Dynamics 39

Collao-Saenz, E.A. (2004) Modeling of rumen particle dynamics in dairy cows fed
sugarcane. PhD thesis, Universidade Federal de Lavras, Brazil.

Correa, C.E.S., Pereira, M.N., de Oliveira, S.G. and Ramos, M.H. (2003) Performance
of Holstein cows fed sugarcane or corn silages of different grain textures. Scien-
tia Agricola 60, 621-629.

Dijkstra, J., France, J., Neal, H.D.St.C., Assis, A.G., Aroeira, L.].M. and Campos, O.F.
(1996) Simulation of digestion in cattle fed sugarcane: model development. Jour-
nal of Agricultural Science 127, 231-246.

Matos, J.M.N. (1991) Niveis de ingestdo de alimentos e de uréia sobre alguns
parametros ruminais e digestdo total e parcial em bovinos, alimentados com
dieta a base de cana-de-agticar e uréia suplementada com farelo de arroz. DSc
thesis. Universidade Federal de Vigosa, Vicosa-MG, Brazil.

Miranda, L.F., Queiroz, A.C., Valadares Filho, S.C., Cecon, PR, Pereira, E.S., Souza,
JM.C.,, Lanna, R.P. and Miranda, J.F. (1999) Comportamento ingestivo de novil-
has leiteiras alimentadas com dietas a base de cana-de-acdcar. Revista Brasileira
de Zootecnia 28, 614-620.



Modelling Fluxes of Volatile Fatty
Acids from Rumen to Portal Blood

P. NoziErRe! AND T. HocH2

"Unité de Recherche sur les Herbivores, INRA Theix, 63122 Saint-Genés-
Champanelle, France; ?Unité de Recherche sur les Herbivores, INRA-
Centre de Clermont-Theix, F63122 Saint-Genes-Champanelle, France

Abstract

A model was developed that describes the relationships between the production, the
ruminal concentrations and the fluxes of volatile fatty acids (VFAs) across portal
drained viscera (PDV). This study presents some preliminary results. Firstly, general
steady state relationships between production and portal appearance of VFA were
determined by fitting equations to published data coupling both intraruminal infusions
and measurement of VFA portal fluxes. With a simple model consisting of one diges-
tive and one blood compartment, saturation in uptake of arterial acetate (Ac) by PDV
when arterial supply was high, linearity between production and portal net absorption
for each VFA, and saturation in ketogenesis by PDV were evidenced. Secondly, a
dynamic model was used to assess the effect of pH on the VFA fluxes in the rumen
between two meals (12 h interval). The fractional absorption rate of each VFA by the
rumen wall (%/h) was fitted to pH according to their dissociation constant, from data
obtained with the emptied washed rumen method. With a diet inducing large post-
prandial variations of pH, the effects of fractional absorption rate — either constant
(related to mean pH) or variable (related to postprandial variations of pH) — on
ruminal VFA concentrations and kinetics of VFA absorbed by the rumen wall were
quantified.

Introduction

40

Ruminal concentrations of VFAs do not reflect their production rate, partic-
ularly with highly fermentable diets, but the large amount of published data
could be useful to assess quantitative fluxes of VFA available for animal pro-
duction. For this purpose, a model was developed that represents the rela-
tionships between the production rates, the ruminal concentrations and the
fluxes of VFA across PDV. Production and absorption have mainly been
investigated at steady state, although they constitute dynamic processes
resulting in large postprandial variations in ruminal concentrations. Thus,
developing a full model in the future requires an investigation by both
steady state and dynamic approaches. This study presents some preliminary
results of these combined approaches.

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
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Materials and Methods
Steady state approach

The first step was to determine steady state relationships between produc-
tion and portal appearance of VFA by fitting equations to data from the lit-
erature. A simple model with one digestive and one blood compartment in
equilibrium was chosen (Fig. 5.1). For the digestive compartment (lumen),
one input (production) and two output fluxes (portal net absorption and
metabolism by microbes or PDV) were considered. For the blood compart-
ment, three inputs (arterial supply, portal net absorption and production of
B-hydroxybutyrate (3-OH) by PDV) and two output fluxes (portal release
and uptake by PDV) were considered.

Fluxes were standardized and divided by metabolic weight (BW®7) to
account for data on sheep and cattle. The uptake of arterial Ac (C2) by PDV
was assumed to depend on arterial flux, following a relationship calculated
by fitting literature data (N = 18) from isotope experiments. For propionate
(Pr) (C3) and butyrate (Bu) (C4) no data were available from literature and
simulations were performed with uptake by PDV ranging from 0% to 30% of
the arterial supply. B-OH taken up by PDV was assumed to be constant and
fixed at 13% of arterial supply (Kristensen et al., 2000). The net absorption of
VFA and the production of B-OH by PDV were calculated by the equilibrium
equation of the blood compartment with net absorption of -OH and pro-
duction of VFA by PDV equal to zero:

net absorption + production by PDV + arterial supply
= portal release + uptake by PDV

In most trials the rates of VFA production were not known. Therefore, rela-
tionships between production and net absorption were assessed by fitting
literature data from experiments in which changes in portal VFA fluxes were

Production Metabolism
. . —_—
(or infusion) Lumen by microbes or PDV

Net absorption

Arterial supply ——| Blood —— Portal vein release

Production Uptake
by PDV (3-OH) by PDV
Fig. 5.1. Fluxes of volatile fatty acids (VFAs) and -hydroxybutyrate (3-OH) across
portal-drained viscera (PDV).
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measured with intraruminal infusions of VFA (33, 35 and 33 data for C2, C3
and C4 respectively, 25% obtained from bovines and 75% from ovines).

Dynamic approach

The second step was to assess the effect of pH on the dynamics of VFA fluxes
in the rumen between two meals (12 h interval). Evolution of fluxes with
time was simulated using differential equations concerning C2, C3 and C4 in
the rumen as state variables. A single input (production) and two output
fluxes (absorption by rumen wall and outflow to omasum) were represented
(Fig. 5.2).

Production rate was considered through a first-order kinetic:

Prod(t)=b(1—e )

where Prod(t) was the cumulated amount (mmol) of VFA produced at time
(1), t was the time after feeding (h), b was the asymptotic amount of VFA pro-
duced (mmol), ¢ was the fractional production rate constant (/h). Rumen
volume (litre) and outflow to the omasum (% /h) were considered constant
with time. Fractional absorption rates for each VFA by the rumen wall (k,, ,

%/h) were considered to depend on pH and on their dissociation constants,
according to the following relationship:

kabs: ki+ (kni_ kz)/( 1+ 1OPH - pKa)

where k; and k ; were the fractional absorption rates of the ionized (COO")
and the non-ionized (COOH) forms, respectively, and (1 + 10PHPX2) was the
proportion of the non-ionized form. k; was the intercept and (k,,—k;) was the
slope of the linear relationship between k,, and the proportion of the non-
ionized form, determined by fitting data obtained with the emptied
washed rumen method (107, 104 and 92 observations for C2, C3 and C4,
respectively). Simulations with this simple model were compared to exper-
imental data obtained on sheep fed a mixed diet (hay:barley is 40:60) twice
a day to induce large postprandial variations in ruminal pH (from 6.52 to
5.20). The dynamics of ruminal pH and VFA concentrations were meas-
ured. The production of total VFA was estimated as 70% of metabolizable

Production — Rumen |, Outflow
(1) (kp)
Absorption
(kabs>

Fig. 5.2. Fluxes of volatile fatty acids (VFAs) in the rumen.
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energy (ME) digested in the rumen, with a respective contribution of indi-
vidual VFA proportional to their mean ruminal concentrations, so that the
asymptotic amount of VFA produced (b) was 2800, 820 and 570 mmol for
C2, C3 and C4, respectively. The fractional production rate constant (c) was
arbitrarily fixed for each VFA. Ruminal volume and liquid turnover rate
were measured and were 12.9 | and 4.8%/h, respectively. Changes in rumi-
nal concentrations and flows of VFA absorbed by the rumen wall were
compared with k  either constant (related to mean pH) or variable with
time (related to postprandial variation in pH). The other parameters of
the model (b, ¢, volume and turnover rate) were not modified between
simulations.

Results and Discussion
Steady state approach

Fitting uptake of arterial C2 by PDV (y-axis) to arterial supply (x-axis) sug-
gested an exponential relationship (Fig. 5.3). This reflected saturation when
arterial supply was high. Although data were collected exclusively on sheep,
it was assumed that this equation was applicable for both bovine and ovine,
for the calculation of uptake of arterial C2 by PDV and for the subsequent
estimation of portal net absorption of C2.

Comparing variations in portal net absorption (y-axis) with infusion rate
(x-axis) suggested a linear relationship for each VFA (Fig. 5.4), with a slope

Acetate uptake
(mmol/h/kg BWO-75)

y=3.0(1-6015
RMSE = 0.21

0 T T T T T 1
0 2 4 6 8 10 12

Arterial acetate flux (mmol/h/kg BW°75)

Fig. 5.3. Relationship between arterial Ac supply and uptake by portal-drained
viscera (PDV; mmol/h/kg BWO75),
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Increase in acetate net
absorption (mmol/h/kg BW 9-75)

of 0.71, 0.69 and 0.26 for C2, C3 and C4, respectively. When uptakes of C3
and C4 by PDV were simulated to account for 30% of arterial supply, the
slopes slightly increased, reaching 0.73 for C3 and 0.28 for C4. Residual dif-
ferences between fitted and measured values were not significantly related
to animal species (P = 0.66, 0.76 and 0.26 for C2, C3 and C4) or to ruminal pH
(P=0.34,0.39 and 0.21 for C2, C3 and C4), although ruminal pH ranged from
5.70 to 7.18 among trials. Also, the residuals were not significantly related to
the VFA composition of infusions. When the relationships were used to esti-
mate VFA production from independent data of arterial and portal VFA
fluxes measured in conventionally fed animals (N = 66), it appeared that pro-
duction rates of C2 + C3 + C4 accounted for an average 64% of ME intake.
This appears realistic, although these relationships were obtained from trials
conducted on animals partially fed by intragastric infusions.

Since B-OH produced by PDV originates from C2 and C4 activated by
acyl-coA-synthetase in PDV, the increase in B-OH production (y-axis) was
fitted to the amount of ‘C4 equivalent’ infused as C2 or C4 and not recovered
in the portal vein (x-axis). The relationship appeared to be exponential
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Fig. 5.4. Relationship between ruminally infused volatile fatty acids (VFAs) and increase in
net absorption across portal-drained viscera (PDV; mmol/h/kg BW°75).
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Fig. 5.5. Relationship between increase in metabolized acetate (Ac) and butyrate
(Bu) (in Bu equivalent) and increase in production of f-hydroxybutyrate (3-OH) by
portal-drained viscera (PDV; mmol/h/kg BW°75).

(Fig. 5.5) reflecting a saturation rate of ketogenesis by PDV, which has been
reported before in both cattle (Krehbiel et al., 1992) and sheep (Kristensen
et al., 1996).

Dynamic approach

The fractional ruminal VFA absorption rate increased with chain length
and decreased with pH (Fig. 5.6), from 76%/h, 102%/h and 135%/h (non-
ionized form) to 16%/h, 18%/h and 22%/h (ionized form) for C2, C3 and
C4, respectively. This is consistent with what is generally reported (Dijkstra
et al., 1993). The root mean squared prediction error (RMSPE) of the lin-
earized relationships was 13%/h, 16%/h and 15%/h for C2, C3 and C4,
respectively. Residuals were not significantly related to ruminal concentra-
tions of VFA or to ruminal osmolality, although these two factors were
shown to influence the ruminal absorption rate of VFA (Bergman, 1990).
Simulated concentrations (Fig. 5.7) were higher when k , was assumed
to be constant (related to mean pH) than to be variable (related to post-
prandial variations in pH). The difference between simulations increased
from 12% to 24% with chain length: 77 vs 69, 20 vs 16 and 12 vs 10 mM for
C2, C3 and C4, respectively, on average over the simulation period.
Although simulated concentrations were close to measured values,
dynamic simulations may be improved by taking into account a variable
time-dependent volume and turnover rate. Simulated kinetics of VFA
absorbed by the rumen wall were very different between the two simula-
tions (Fig. 5.7), as a result of the combination of the highest VFA concentra-
tions and a higher k, in the first few hours after feeding. However, the
mean flow was only slightly lower when k , was constant than when it was
variable, and the differences between simulations were similar for both
VFA (3%): 195 vs 200, 62 vs 63 and 46 vs 44 mmol/h for C2, C3 and C4,
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Fig. 5.6. Effect of ruminal pH on volatile fatty acids (VFAs) fractional absorption rate in the

rumen (k,, ., %/h): measured values (+); relationships intra-experiment (thin lines); fitted
relationships (bold lines).

respectively, on average over the simulation period. These preliminary

results highlight the necessity of properly reflecting the effects of pH on
VFA kinetics from rumen to portal blood.

Conclusions

The present work delivers relationships between production and portal
appearance of VFA for a wide range of values during steady state. Fur-
thermore, it quantifies the effect of ruminal pH on ruminal fractional
absorption rate of VFA. The model used represents the impact of post-
prandial variations in fractional absorption rate that was related to pH.
Effects of pH on ruminal VFA concentrations and kinetics of VFA absorp-
tion by the rumen wall differ. The latter aspect is relevant with respect to

quantification of the kinetics of the net appearance of VFA in the ruminal
or portal vein.
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Fig. 5.7. Volatile fatty acids (VFAs = Ac + Pr + Bu) ruminal concentrations (mM)
and absorption rate by the rumen wall (mmol/h): estimated values with a constant
(related to mean pH) fractional absorption rate (0); estimated values with a variable
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Abstract

This experiment was aimed at studying the role of rumen fill in signalling the ter-
mination of grazing bouts of dairy cows using a combination of experimental and
modelling approaches. The day was divided into three main periods (06:00-12:00
h, 12:00-18:00 h and 18:00-24:00 h) during which the three main grazing bouts
(dawn, afternoon and dusk) of dairy cows usually occur. Four rumen-cannulated
dairy cows were used in a repeated measurements design, with time of day as the
within subjects factor. The cows were rumen-evacuated at 6:00, 12:00, 18:00 and
23:30 h. Data on grazing behaviour of the cows were obtained using jaw recorders
fitted to the cows. Fractional clearance rate (K ) was estimated from the difference
in rumen fill between 23:30 and 8:00 h next morning, during which period cows
were deprived of feed. Because rumen evacuations were performed at fixed times
during the day and not immediately when grazing ceased, the fluctuation in rumen
fill between the measured points had to be estimated in order to draw valid conclu-
sions concerning its role in regulating the cessation of grazing. To estimate rumen
fill fluctuation, a simple dynamic model was constructed. There is one state vari-
able, the rumen neutral detergent fibre (NDF) pool. The model was based on the
measured total eating time, the exact timing of each individual grazing event, bite
rate, bite mass and K. The diurnal fluctuation in rumen pool sizes of dairy cows
was predicted satisfactorily. The mean squared prediction error (MSPE) was small
(5.1% of observed mean), and the major part of the error was due to random vari-
ation. The simulated pool sizes indicated that cows stopped grazing during the
morning and afternoon at a point where rumen pool size was much lower than what
the rumen could hold at 23:30 h. This illustrated that dairy cows interrupted graz-
ing bouts at dawn and in the afternoon long before reaching their maximum rumen
fill capacity.

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
Modelling Approaches (eds E. Kebreab et al.)



Rumen Fill and Terminating Grazing Bouts 49

Introduction

Most of the research concerning the role of rumen fill in regulating dry mat-
ter intake (DMI) in dairy cows has been performed with animals kept
indoors. Only a few studies addressed this issue with grazing animals, prob-
ably due to methodological limitations. In addition to animal factors, many
plant and other environmental factors may influence DMI at grazing, includ-
ing herbage allowance, sward surface height, tiller density, leaf strength, eat-
ing time and time allocated for rumination. Considerable research efforts are
directed towards understanding and quantifying the effect of plant charac-
teristics on grazing behaviour and DMI of dairy cattle (see Chilibroste et al.,
2005). However, when plant factors are not limiting, animal behavioural fac-
tors, metabolic and hormonal factors, and rumen factors (physical and phys-
iological) may integrate in order to control DMI. Under such conditions
rumen fill and/or fermentation end products may play a major role in sig-
nalling the termination of a grazing event. Dairy cows are known to have
three main grazing events (bouts) during the day: at dawn, afternoon and
dusk, among which the dusk grazing bout has been shown to be the longest
(Rook et al., 1994; Gibb et al., 1998; Taweel et al., 2004). Chilibroste et al. (1997)
studied the role of rumen fill in signalling the termination of the morning
grazing bout extensively and concluded that dairy cows stopped this bout
long before their maximum rumen capacity was reached. However, this can-
not be extrapolated to the other grazing bouts, especially the bout at dusk.
Therefore, the aim of this experiment was to investigate the role of rumen fill
in signalling the termination of a grazing bout using experimental and mod-
elling approaches.

Materials and Methods
Experiment

Four multiparous rumen-cannulated Holstein x Friesian dairy cows (600 + 20
kg of body weight (BW)), in late lactation (310 + 21 days in milk (DIM)), were
used in the experiment. The cows were pregnant at the onset of the experi-
ment and produced 18.0 + 0.4 kg/day of milk. The cows were allowed access
to a 1 ha Lolium perenne pasture under a continuous stocking system with ad
libitum herbage allowance and no compound feed from the start (15 June) till
the end (4 July) of the experiment. In this period, the sun rises at around 5:30
h and sets at around 22:30 h with total darkness falling at around 23:00 h.
The experiment lasted 3 weeks, of which the first two were for adapta-
tion. In the third week, jaw recorders (Rutter et al., 1997) were fitted to the
cows at 5:30 h before the morning milking. The cows were rumen-evacuated
simultaneously at 6:00, 12:00, 18:00, 23:30 and 8:00 h the next morning. After
each rumen evacuation the cows were allowed to graze freely, except after the
evacuation at 23:30 h when the jaw recorders were removed and the cows
were tethered and deprived of food and water till 8:00 h the next morning.
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This was done to estimate clearance rate (K./h), which is required for fur-
ther calculations. Details on the experimental design, rumen evacuation pro-
cedure, and the equations to calculate K, and intake from the changes in
rumen pools are described by Taweel et al. (2004).

The model

As described earlier, it was important to estimate the fluctuation in rumen
pools during the day. This was done by constructing a dynamic model,
which was based on the measured eating time, the exact timing of each indi-
vidual grazing event, bite rate and bite mass, K, and DM, organic matter
(OM) and NDF content in rumen material. In the model all pools are
expressed in kg and time is expressed in hours (h).

The model comprises one state variable, namely the pool of NDF in the
rumen (Q,pr kg). There is one input to the pool from the feed consumed
(Pypp kg/h), and clearance of NDF is the only output from the pool (U
kg/h). The input is derived from the experimental data for each cow and
includes bite rate (BR; bites/h), bite mass (BM; g NDF/bite) and eating dura-
tion and timing of each individual meal, calculated as:

PNDF: EAXBR X BM

Eating activity (EA) is provided to the model as a tabular binary (0, 1) vari-
able, which was obtained from the jaw recorders’ analyses and defines eat-
ing activity (EA = 1) or non-eating activity (EA = 0) for each cow. BR was also
obtained from the jaw recorders’ analyses and was on average 3240, 3480
and 3660 bites/h for the dawn, afternoon and dusk bout, respectively. BM
was estimated from the change in rumen pool size, taking into account clear-
ance of NDF as described by Taweel ef al. (2004) and was on average 0.179,
0.189 and 0.243 g NDF/bite for the dawn, afternoon and dusk bout, respec-
tively. The outflow from the pool is calculated as:

Unpr= kgX Onpr

The clearance rate (k,) is the summation of both passage and degradation
and is assumed to be constant during the day. The differential equation that
describes the rate of change of rumen NDF is:

dQnpr/dt = Pypr— Unpr

The differential equation was solved using Euler’s method of integration
with a fixed integration step size of 0.1 h. The initial value of Q. was set to
the observed value at 23:30 h and the model was run starting at 24:00 h mid-
night. Rumen DM and OM pools were calculated from Q. using the
observed values of NDF and OM content of rumen matter (497 and 891 g/kg
DM, respectively). The choice to base the model on NDF rumen pool and
calculate the other pools from Q. and chemical composition of rumen ma-
terial was made to avoid any discrepancies that might arise from the contri-
bution of microbial matter to the DM and OM pools.
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Results and Discussion

The diurnal fluctuations in rumen DM and OM as influenced by grazing
behaviour and activity of one animal are presented in Fig. 6.1. For all ani-
mals, rumen pool sizes were significantly (P < 0.01) larger at 23:30 h com-
pared to the other times during the day. Rumen DM pool size fluctuated
between 10.0 and 11.5 kg during the day but rose sharply at midnight to
around 13.0 kg. A similar pattern was observed for rumen OM. This sharp
rise in rumen pools at dusk is primarily related to the longer eating time,
higher bite rate and higher bite mass at dusk compared with other times
during the day.

From the simulated results in Fig. 6.1, it can be seen that when the cow
stopped grazing during the morning or the afternoon, rumen pool sizes
were much lower than what the rumen could hold at 23:30 h. This illustrates
that dairy cows interrupted grazing bouts at dawn and in the afternoon long
before reaching their maximum rumen fill capacity, indicating that rumen
fill is less likely to play a significant role in signalling the termination of these
grazing bouts. However, rumen pool sizes were always maximum when the
dusk grazing bout ceased, indicating that rumen fill is more likely to play a
major role in signalling the termination of the dusk grazing bout.

The relationship between observed and model-estimated rumen pools
is shown in Fig. 6.2. The model estimations closely matched the observed
(measured) values at all times of the day. The MSPE was 5.1% of the
observed mean. The MSPE was decomposed into three components: overall
bias of prediction (mean bias); deviation of the regression slope from one;

Rumen Pool Sizes (cow 142)

T
6 7 8 9 10 1

112 13 14 15 16 17 18 19 20 21 22 23 24
Time (hour)

Fig. 6.1. The diurnal fluctuation in rumen DM and OM pool sizes of a dairy cow

(cow 142): observed rumen DM (m) and OM (A) pools; simulated rumen DM (solid

line) and OM (dashed line) pool sizes; grazing behaviour of cow 142 on that day is

presented on the horizontal axis (grey = eating, black = ruminating, white = idling).
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Fig. 6.2. Comparison of observed and predicted values of rumen DM and OM
pool sizes: the best least squared error fit of predicted vs observed (solid line) and
predicted = observed (dashed line).

and the disturbance or random error, using the equations presented by
Bibby and Toutenburg (1977). The major contribution to the MSPE was from
the random error component. The mean bias was small and contributed
between 3% and 4% of the total MSPE. However, the contribution of the
deviation of the regression slope from one (26-30% of total MSPE) indicates
some inadequacy in the relationships assumed in the model. In particular,
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the fixed fractional rate of clearance may add to this inadequacy. The poten-
tially degradable part of NDF is subject to both degradation and pas-
sage, whilst clearance of the truly undegradable part is by passage only.
Therefore, with lower rumen NDF contents observed in the morning and
afternoon, the proportion of the undegradable part may have been higher
and the true clearance rate lower than the constant value for K, assumed in
the model. Modifications of the clearance rate might remove the inadequacy
observed, but does require further data on fractional rate of degradation of
the degradable part.

Conclusions

The model accurately predicted the rumen pool sizes of dairy cows based on
their grazing behaviour pattern. From the simulated results and the grazing
behaviour patterns it could be concluded that dairy cows stop grazing in the
morning and afternoon long before reaching their maximum rumen capa-
city. However, rumen pool sizes were maximum when the dusk grazing
bout ceased, indicating that rumen fill could be one of the main signals for
terminating that bout.
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Abstract

The aim of this study was to evaluate the suitability of several mathematical functions
for describing microbial growth curves. The functions considered were three-phase lin-
ear, logistic, Gompertz, Richards, Weibull and Baranyi. One data-set was used, com-
prising 34 curves stemming from viable count enumeration data of Yersinia
enterocolitica grown on agar plates under different conditions of pH, temperature and
carbon dioxide (time-constant conditions for each culture). Curves were selected to
provide a wide variety of shapes with different growth rates and lag times. Statistical
criteria used to evaluate model performance were based on goodness-of-fit: lowest
residual mean square (RMS), extra residual variance F-test and Akaike’s information
criterion (AIC). The goodness-of-fit attained with all models was acceptable, with the
Baranyi and three-phase linear functions showing best overall performance, followed
by the Richards and Weibull, whilst the performances of the Gompertz and logistic
were least satisfactory. Estimates of the maximum specific growth rate (u_ ) and the
lag time (7) were obtained with the six models, and then a multiple comparison was
performed based on pairwise correlation analysis. Although Baranyi and three-phase
linear gave lower estimates of W than the other four models, pairwise Pearson (R),
Spearman rank-order (p) and Lin concordance (R) correlation coefficients were
always greater than 0.998, 0.998 and 0.900, respectively, with a high level of statistical
significance (P < 0.001). These results indicate that all six models gave comparable
estimates of i, and that all the curves were ranked in almost the same order accord-
ing to the estimates of this growth attribute. However, the estimates of 7 varied con-
siderably among the models, and in this case the pairwise correlation coefficients were
not so high (R =0.700-0.999; p = 0.486-0995 and R = 0.222-0.983). In general, the
Baranyi and three-phase linear gave the shortest, and the logistic model the longest, lag
times. The position of the point of inflection and the different approaches used to esti-
mate 7T by each model may explain the discrepancies observed among models. Our
results indicate that general application of the Gompertz to describe microbial growth
should be reconsidered critically, as other models showed a significantly superior abil-
ity to fit experimental data.

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
Modelling Approaches (eds E. Kebreab et al.)



Functions for Microbial Growth 55

Introduction

Fermentation is the process of decomposition and utilization of feedstuffs
in the gastrointestinal tract (GIT) catalysed by enzymes produced by
microorganisms. Microbial digestion of plant fibre is of crucial importance
to herbivores, who have enlarged digestive structures in which an
immensely complex microbial population is hosted. There is a mutual and
reciprocal relationship between fermentation and microbial growth kinetics
in the digestive tract of herbivores, as microbes obtain their nutrients from
the fermentation of feeds, which, in turn, takes place by the action of micro-
bial enzymes. In ruminants, the growth of the microbial population also
determines the amount of microbial protein reaching the abomasum and
duodenum, which is one of the main sources of amino acids for the animal
(Van Soest, 1994). Therefore, microbial growth is an important process to be
considered in models of microbial fermentation of feeds and of microbial
synthesis in the rumen.

Mathematical modelling of microbial growth has been used to estimate
parameters (specific growth rate and lag time) required to study growth under
different physical and chemical conditions to enable the effects of antimicro-
bials to be investigated, or to build up prediction models for use in food and
fermentation microbiology (McMeekin et al., 1993; Whiting and Buchanan,
1997). A primary model is an equation or function that is used to describe the
microbial response over time with a characteristic set of parameter values
(Whiting, 1995; McMeekin and Ross, 2002). Microbial response has been
mostly expressed in terms of microbial numbers (concentration of colony-
forming units) or optical density as an indirect measurement (McMeekin et al.,
1993).

There are a number of sigmoidal functions that have been used for mod-
elling somatic growth and population dynamics (Thornley and France,
2005), which could be applied to microbial growth. These functions have
also been used to describe rumen degradation kinetics (Lopez et al., 1999),
highlighting the close relationship between substrate degradation and
microbial growth.

Despite the number of different non-linear equations used as growth
functions, there is not one growth function that is essentially superior to all
others. Mechanistic models are preferred because they are derived to repre-
sent the biochemical processes controlling microbial growth. This approach
has been extensively used for somatic growth and population dynamics, and
a large number of growth functions have been derived, such as the
monomolecular, logistic and Gompertz (Turner et al., 1976; Jason, 1983;
Thornley and France, 2005). Strictly, models used to represent growth are not
always wholly mechanistic, because regardless of the biological detail of
their derivation, they are not derived exclusively from a set of differential
equations in rate:state form constructed by direct application of scientific
law. Nevertheless, as the equations seem to mimic reality, it is anticipated
that the quantitative concepts and mechanisms underlying some of these
expressions will be identified in the future as more understanding is gained
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(Box and Draper, 1987; Baranyi and Roberts, 1995). Thus, model suitability
can be evaluated from its ability to fit experimental data based on statistical
criteria (Lopez et al., 2004).

The objectives of the present study were to investigate the statistical abil-
ity of six sigmoidal functions to fit an array of microbial growth curves
recorded under different experimental conditions (resulting in pronounced
differences in the shape of the curves) and to compare the estimates of
important growth attributes (specific growth rate and lag time) derived by
fitting the six functions to experimental data.

Materials and Methods

Mathematical considerations

Microbial growth is represented by the general equation:
dN/dt =uN (7.1)

where N denotes microbial biomass (in units of mass, optical density, num-
bers, etc.), t is time (h) and p is the specific growth rate (/h), which can be a
function of time. The rate of change in the log microbial biomass [In(NN)] is
then:

L ) 72

If L, denotes the value of In(N) at time zero, then integrating equation (7.2)
yields:

In(N)=Io+ [u(t)dt=f () (7.3)

giving In(N) as a function of time.
The maximum value of p (1
solving:

) occurs at time t* (h), which is found by

max

du/dt =0 (7.4)

The lag time, T (h), is the intercept of the tangent to the steepest part of the
f(t) vs time curve with the curve’s lower bound. The equations of the tangent
and the lower bound, respectively, are:

y _f <t*) = Mmax (t - t*) (7.5)
and
y=1L, (7.6)
giving: .
”_rzt—f<t)_LU 7.7)
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A number of candidates for f(f), presented in Table 7.1, will be investigated
as microbial growth functions; A (/h) is a rate parameter, v (dimensionless)
is a shape or curvature parameter and L_ is the maximum log microbial
population size.

Model evaluation

Data

Thirty-four growth curves (Fig. 7.1) of Y. enterocolitica JBL 1307 grown under
different environmental conditions were used. Stock cultures were main-
tained on Trypticase Soy Agar slants at 4°C. pH was adjusted to 5.0, 5.5, 6.0,
6.5 and 7.0 (+0.01) using 5M HCl. Besides aerobic atmosphere, three combi-
nations of carbon dioxide and oxygen (5:95, 15:85, and 25:75%) were used.
Flasks were flushed for 10 min with gas mixtures sterilized through a 0.2 ym

Table 7.1. Candidate functions.

ft)
L, t<T
Linear Ly+u(t-T), T<t<tf
L. t> tf
LIN
. L
Logistic —
° 1+t 0)
LOG
Gompertz L exp|- et (- t)]
GMP
Richards #w
[1 +pe At )]
RCH
Weibull Lo~ (Lo Lo) exp|-(A1)"]
WBL
L0+ Mmaxt+ L1 - L2
Baranyi and Roberts L= In[e‘“m“’ —gma{t+ T)y e‘”ma*T]
A= T — W T
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In (CFU/CFUy)

100 200 300 400 500
Time (h)
Fig. 7.1. Data-set (observed values) used for the study: plot of 34 viable
count curves of Yersinia enterocolitica grown under different pH, temperature
and gas atmosphere conditions [natural log of number of colony-forming units
(CFU) vs time].

membrane (millipore). Cultures were grown in screw-capped flasks with
rubber septum containing 250 ml of brain-heart infusion (BHI, Oxoid) inoc-
ulated with 0.1 ml of diluted microbial suspension (from cultures main-
tained for 18 h at 30°C in BHI) to give a concentration of ~ 1000 viable
cells/ml. Flasks were placed in an incubator at 5°C, 10°C, 20°C and 30°C until
stationary phase was reached. Each culture was maintained at constant con-
ditions over the experimental period (no time-varying conditions). Samples
taken aseptically from flasks at different incubation times were diluted in
peptone water (1% peptone, 0.5% NaCl), plated in duplicate in BHI agar and
incubated at 30°C for 48 h, and then the number of growing colonies were
counted. The number of data points was between 10 and 20, with variable
frequency of sampling. It is important to notice that the curves were selected
to have a wide range of differences (Fig. 7.1) in order to study how each
mathematical model fitted this high diversity of shapes.

Model fitting

All the models were fitted to the data by non-linear regression using the
NLIN procedure of the SAS package (SAS, 1999). As for fitting behaviour, in
general all the models were fitted without major problems, although the
initial values supplied had to be different for each data-set in order to reach
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convergence within a reasonable number of iterations. The selection of start-
ing values was based on visual inspection of the plots. The uniqueness of the
final solution achieved in each case was checked by changing the initial
parameter estimates within a reasonable range for each data-set.

Statistical analyses

A number of statistics were used to evaluate the general goodness-of-fit of
each model (Lopez et al., 2004). Proportion of variation accounted for (R?)
was calculated as 1 — RMS/s 2, where s ? is total variance of the y-variable.
The statistical significance of the difference between models in terms of
goodness-of-fit to the same data-set was assessed by using the F-tests
described by Motulsky and Ransnas (1987) for comparing two models
either with the same or different number of parameters. The residual sum
of squares (RSS) and the number of parameters of each model are used to
compute the F-ratio. An alternative method for comparing models is the
AIC, based on information theory (Burnham and Anderson, 2002; Motulsky
and Christopoulos, 2003). This method takes into account the change in
goodness-of-fit and the difference in number of parameters between two
models. Comparing the individual AIC values for each data-set, the model
with the smallest AIC value is most likely to be correct (Motulsky and
Christopoulos, 2003).

Growth attributes such as u . and T were estimated for each growth
curve after fitting each of the six models. Then the u__ _and T estimates were
compared from one model to another using pairwise correlation analysis.
The similarity between p__ and T estimates derived from the different mod-
els was evaluated using the Pearson and the Spearman rank-order correla-
tion coefficients (SAS, 1999) and, to measure the degree of reproducibility
among models in the parameter estimates, the Lin concordance correlation
coefficient (Lin, 1989) was used.

Results

Data fits obtained with all the models were evaluated taking into account
statistics for goodness-of-fit. Proportion of variation explained was in gen-
eral high for all the models, as the average values across the 34 growth
curves were greater than 0.9896 (Table 7.2). The R? values were in most cases
close to unity, but some differences were detected among models, indicating
potential differences in goodness-of-fit. Models BAR and LIN showed the
highest average R? values (Table 7.2), whereas model LOG was the worst
using this criterion. Goodness-of-fit was also compared using the RMS
(Table 7.2), which takes into account the number of parameters contained in
each model. Average RMS across the 34 curves was smallest with models
BAR and LIN, whereas the highest average RMS was observed with model
LOG. The lowest mean rank of RMS corresponded to model BAR, with
model LOG ranking the highest (Table 7.2). The smallest RMS was observed
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Table 7.2. Goodness-of-fit: R? values and residual mean square (RMS) obtained when fitting
the models to microbial growth data, mean rank of RMS (smallest RMS = rank 1, etc.) and
number of curves (total = 34) for which the model showed the largest and the smallest RMS.

LIN LOG GMP RCH WBL BAR

Average R? values 99.73 98.96 99.15 99.27 99.35 99.74
RMS
Average 0.0910 0.3230 0.2665 0.2497 0.2237 0.0888
Median 0.0694 0.2809 0.2257 0.2081 0.1883 0.0652
Minimum 0.0111 0.1436  0.0913 0.0642 0.0452 0.0189
Maximum 0.3798 0.7567 0.8568 0.8177 0.8019 0.3541
Ranking of models

according to RMS
Mean rank RMS 1.68 5.24 4.65 4.56 3.32 1.56
Number of curves with

smallest RMS 14 0 0 0 2 18
Number of curves with

largest RMS 0 24 10 0 0 0

in most curves with models BAR and LIN, whereas the greatest number of
curves with the highest RMS was found with model LOG. In contrast to
models LOG and GMP, fits to the BAR, LIN, WBL and RCH models never
resulted in the largest RMS.

Pairwise comparisons between models are given in Tables 7.3 and 7.4,
showing that in general models BAR and LIN were superior to the other
models in terms of goodness-of-fit, whereas residual variance reached with
models LOG and GMP were in general significantly (P < 0.05) larger than
with other models. Models RCH and WBL were intermediate, and in many
cases the pairwise difference in the RMS was not large enough to reach the
level of statistical significance. The marginal column of Table 7.4 shows the
total number of cases where each model was superior to others, showing
clearly that BAR (103 cases) and LIN (100 cases) have a strong edge over the
other models, mainly over LOG and GMP. The marginal row of Table 7.4
contains the column totals, lending support to the argument that BAR and
LIN have claims for consideration, as overall they were outperformed by
other models only in a small number of cases.

Parameter estimates (i __ , T) obtained by fitting the different models to
data were compared using correlation analysis. Although BAR and LIN gave
lower estimates of u_ . than the other four models (Fig. 7.2), pairwise Pear-
son (R), Spearman rank-order (p) and Lin concordance (R ) correlation coef-
ficients were always greater than 0.998, 0.998 and 0.900, respectively
(Table 7.5a), with a high level (P < 0.001) of statistical significance. These
results indicate that the fit of the different models provided relatively close
estimates of u_, and that all the curves were ranked in almost the same
order according to the estimates of u__ obtained by any model. There were,
however, rather important differences among the estimates of T obtained
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Table 7.3. Pairwise comparisons between models based on the number of cases
where the Akaike’s information criterion (AIC) value of the model specified in the
row was smaller than that of the model specified in the column (total number of
cases = 34), and ranking of models according to mean rank of AIC (smallest AIC =
rank 1, etc.) and number of curves (total = 34) for which the model showed the
largest and the smallest AIC.

LIN LOG GMP RCH WBL BAR

LIN 31 33 33 32 15
LOG 3 10 16 12 1
GMP 1 24 30 28 1
RCH 1 18 4 6 1
WBL 2 22 6 28 2
BAR 19 33 33 33 32
Ranking of models according to AIC values
Mean rank AIC 3.89 6.04 4.87 6.66 581 3.71
Number of curves with

smallest AIC 14 1 0 0 2 17
Number of curves with

largest AIC 0 18 2 10 4 0

Table 7.4. Pairwise comparisons between models: number of cases where the
model specified in the row was significantly (P < 0.05) superior (using an F-test) to
the model specified in the column (total number of cases = 34).

LIN LOG GMP RCH WBL BAR  Total
LIN 31 32 20 17 0 100
LOG 0 0 0 0 0 0
GMP 0 1 0 0 0 1
RCH 0 16 4 0 0 20
WBL 0 21 6 0 0 27
BAR 0 34 33 19 17 103
Total 0 103 75 39 34 0

with the different models used to fit the data (Fig. 7.2) and, in this case, the
pairwise correlation coefficients were not so high (R = 0.700-0.999, p =
0.486-0995 and R_ = 0.222-0.983; Table 7.5b). The lower correlation coeffi-
cients were observed between the classical growth functions (LOG, GMP,
RCH, WBL) and functions BAR or LIN. In general, BAR and LIN gave the
shortest and LOG the longest estimates of T.
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Fig. 7.2. Box plots of the estimates of maximum specific growth rate (u, ) and
lag time (T) obtained by fitting the six models to 34 growth curves of Yersinia
enterocolitica. Mean + standard error (sg), and range between minimum and
maximum values across the 34 curves are shown.
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Table 7.5. Concordance (upper diagonals) and Spearman rank-order (lower
diagonals) correlation coefficients between estimates of maximum specific growth
rate (matrix a) and of lag time (matrix b) obtained with each model.

(a) Maximum specific growth rate (u,,.)

LIN LOG GMP RCH WBL BAR
LIN 0.998 0.999 0.999 1.000 0.998
LOG 0.906 0.999 0.999 0.999 0.999
GMP 0.928 0.997 0.999 1.000 0.998
RCH 0.909 0.999 0.997 0.999 0.998
WBL 0.933 0.996 0.999 0.997 0.998
BAR 0.998 0.924 0.943 0.926 0.948

(b) Lag time (T)

LIN LOG GMP RCH WBL BAR
LIN 0.486 0.516 0.526 0550 0748
LOG 0.222 0.995 0.949 0965  0.502
GMP 0.389 0.808 0.954 0972 0523
RCH 0.409 0.838 0.895 0990 0518
WBL 0.470 0.773 0.924 0.983 0.539
BAR 0.836 0.368 0.576 0.643 0.715

Discussion

The present study has compared the statistical performance of a number of
models to describe microbial growth, including the three-phase linear model
of Buchanan et al. (1997), the four-parameter model derived by Baranyi and
Roberts (1995), and four other sigmoidal functions previously used to
describe somatic growth (Turner et al., 1976; Thornley and France, 2005). It is
noteworthy that for microbial growth, modified functions are used, as the
independent variable is log-transformed. Numbers (colony-forming units)
or absorbance units are used to measure microbial growth, but data of this
sort require logarithmic transformation because of their heteroscedasticity
(i.e. they are not normally distributed and variance is not uniform). If data
are not transformed, the regression analysis will be flawed (Schaffner, 1998).
The relationship between In(N) and time follows a sigmoidal pattern that
can be described using available growth functions. The logistic and Gom-
pertz are sigmoidal functions with a fixed point of inflection at 1/2 and 1/e
of the distance between the lower and the upper (L_) asymptotes, respec-
tively. The Gompertz represents an asymmetrical sigmoidal shape and may
offer greater flexibility than the logistic (Gibson et al., 1987). The other mod-
els provide robust flexible growth functions, capable of describing both
diminishing returns and sigmoidal behaviour, and with a variable point of
inflection that can occur at any growth stage between Ly and L_. The flexible
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functions encompass other growth equations as special or simpler cases; e.g.
RCH encompasses LOG and GMP (Zwietering et al., 1990; Dalgaard and
Koutsoumanis, 2001; Thornley and France, 2005). Except for the LIN and
BAR models, the point of inflection can be calculated using simple algebraic
expressions.

The modified Gompertz (Gibson et al., 1987) has been accepted com-
monly and used extensively, mainly on the grounds of the results reported
by Zwietering et al. (1990), who concluded that this equation was statisti-
cally sufficient to describe microbial growth data and was easy to use. How-
ever, several studies have suggested that the modified Gompertz may show
systematic lack of fit to microbial growth data, and other models should be
used (Baranyi et al., 1993; Dalgaard, 1995, Membré et al., 1999; Schepers
et al., 2000).

Criteria for choosing a model are statistical goodness-of-fit and conven-
ience (Draper and Smith, 1981; Motulsky and Ransnas, 1987; Motulsky and
Christopoulos, 2003). Statistical performance led to some suggestions for the
overall assessment of goodness-of-fit, as most of the statistical tests per-
formed were consistent in rating the models. Generally, all the models stud-
ied proved valid for most growth curves, but it can be concluded that for
many growth curves the fit with the BAR and LIN was significantly better
than with the others, showing the highest R? values, and lowest residual
variance and AIC values. The BAR and LIN models improved significantly
(P < 0.05) the goodness-of-fit in comparison with the Gompertz for 94% and
97% of the growth curves, respectively. Buchanan ef al. (1997) showed that
goodness-of-fit attained with the three-phase linear model compared well
with established models (Gompertz and Baranyi).

The extensively used Gompertz may be satisfactory to fit microbial
growth curves, but in contrast with previous results (Gibson et al., 1987; Zwi-
etering et al., 1990), other models are shown to be more accurate and appro-
priate to describe microbial growth (Baranyi et al., 1993; Dalgaard, 1995;
Membré et al., 1999; Schepers et al., 2000; Dalgaard and Koutsoumanis, 2001).
The present study has shown that flexible growth functions with a variable
point of inflection (BAR, RCH and WBL), and the LIN model improved sig-
nificantly the goodness-of-fit achieved with the GMP when a wide range of
microbial curves were analysed. Owing to the high diversity of curve shapes
fitted, the results may be regarded widely applicable.

Statistical goodness-of-fit of each model is a useful unbiased criterion to
establish which model is superior in describing the biological/experimental
data, and in yielding more reliable and accurate estimates of growth indica-
tors (Schepers et al., 2000; Lopez et al., 2004). Model choice based on unbiased
and objective criteria is essential, as precise estimates of u__ and T are
required for evaluation of the effects of environmental factors (temperature,
pH, anaerobiosis, nutrient availability) on microbial growth to assess opti-
mal or non-favourable growth conditions. Estimates of these meaningful
biological indicators were obtained for each growth curve using each of the
models studied. Then pairwise comparisons between models were per-
formed to examine discrepancies between models in the values of p__ and

max
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T provided, and thus their capacity to give reliable estimates of the growth
parameters. Estimates of u . for each curve were similar regardless of the
mathematical function used, with no significant differences in the values
derived and high concordance and rank correlation coefficients. However,
the different models yielded different values of parameter estimates for T,
with LIN and BAR estimating on average lower T values compared with the
other models (Baty ef al., 2002). Pronounced discrepancies among models in
the estimation of T are stressed by the low concordance and rank correlation
coefficients between the LIN/BAR models and the sigmoidal functions,
indicating that the conclusions achieved in comparative studies of the
growth conditions affecting duration of the lag phase may be driven by the
model used to fit the data and to estimate this growth attribute (Baty et al.,
2002). Based on the model comparison, it seems that information on the
value of u_ is reliable, whereas estimates for T do not seem to be so robust
(McKellar, 1997).

Position of the point of inflection and the different approaches used to
estimate T by each model may explain the discrepancies observed among
models. The BAR and LIN models were developed on the basis of a clear
differentiation between the lag, exponential and stationary phases of the
growth curve, assuming that the relationship between In(N) and T is, by
definition, linear during the exponential growth phase (Buchanan et al.,
1997). The BAR model approaches a linear relation (Baranyi and Roberts,
1994), as specific growth rates close to u . are maintained during an
extended time interval that would correspond to the exponential growth
phase. In contrast, the classical sigmoidal functions reach a higher pu__ at
the point of inflection, resulting in a longer T. Some authors have con-
cluded that this characteristic behaviour may lead to overestimation of
both growth attributes by the sigmoidal functions (Buchanan et al., 1997;
Membré et al., 1999; Dalgaard and Koutsoumanis, 2001). Mathematical for-
mulation of lag is also different in each model. In some models (LIN and
BAR) T is estimated directly by non-linear regression as the parameter is
contained explicitly in the function. However, with the sigmoidal func-
tions, T is calculated numerically from other parameters of the predicted
growth curve using equation (7.7). Lack of consistency in the T estimates
has been emphasized on the basis of their wide confidence intervals, which
have a given probability of containing the actual value of T. These confi-
dence intervals are considerably large, to the point that differences among
models in the T values estimated may be smaller than the lack of precision
of each value considering the variation around every single estimate (Baty
and Delignette-Muller, 2004). This precision can be improved by increasing
the number of points in the data-set, but it will also reduce noticeably the
differences among models in the parameter estimates (Baty and
Delignette-Muller, 2004). Accurate predictions of T seem to be not always
achievable (McKellar, 1997), probably due to the high variability of this
parameter and to factors influencing the lag phase, such as environmental
conditions, bacterial species, physiological stage of the cell and inoculum
size (Swinnen et al., 2004).
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The particular difficulty in estimating T can be attributed to lack of bio-
logical understanding of the lag phenomenon and to the fact that the actual
definition of T is purely mathematical or geometrical (Baranyi, 1998; Baty
and Delignette-Muller, 2004). Actual values of T cannot be measured directly
and thus it is not possible to evaluate how reliable the T estimates between
models are and to elucidate which model provides a better approximation to
the actual values.

In conclusion, probably all the functions evaluated can be used as pri-
mary-level microbial growth models with an acceptable degree of goodness-
of-fit. However, a detailed statistical evaluation across a wide range of curve
shapes and profiles has revealed some significant differences among models
in their performance and accuracy. Models BAR and LIN showed the best fit
for plate count data and, based on only statistical criteria, it would be appro-
priate to select them for general use in describing microbial growth curves.
The comparison of the ability of the models to provide reliable estimates of
growth indicators showed that all the models resulted in similar values of
WU, Whereas there were significant differences in T estimates provided by
the different models. Experimental measurement of T might contribute to
establish which model results in a better approximation to the actual values
and would be more appropriate for estimating this growth indicator.
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Abstract

The rate of passage of nutrients from the stomach to the small intestine is a regulated
process that can influence metabolic responses to a meal. Acetaminophen has been
used as an indicator of gastric emptying because of its negligible absorption in the
stomach and high coefficient of absorption in the proximal small intestine. Seven
horses were given an oral dose of 20 mg/kg acetaminophen simultaneously with a 5
ml/kg gastric gavage of water or a 20% glucose solution containing nothing else, tri-
acetin, octanoic acid or maize oil. The five different liquid meals were administered on
consecutive weeks in a randomized sequence. To identify the pattern of gastric empty-
ing on different meals, several candidate models of gastric emptying and acetamino-
phen kinetics were evaluated from least squared fits to the 35 sets of acetaminophen
concentrations in serial blood samples collected from a jugular catheter. In all models,
absorption was assumed to be nil from the stomach and instantaneous from the small
intestine. Elimination from the circulation followed first-order kinetics. Assuming con-
tinuous, zero-order outflow of acetaminophen from the stomach yielded R? for fits to
the plasma appearance curves that ranged from 0.18 to 0.97 and AIC from 69 to 109.
The average * standard deviation (SD) gastric emptying rate was 231 £ 176 mg/min
from a dose of 8412 * 819 mg. Assuming first-order kinetics of acetaminophen out-
flow relative to gastric contents did not improve the goodness-of-fit. The average * sD
emptying rate constant was 0.046 * 0.042/min. An oscillation in residuals over time
from both models was hypothesized to be due to the initial dose intermittently flowing
out of the stomach. Two parameters (w and p) were added to the zero-order and first-
order emptying models to simulate periodic gushing of gastric contents for 2 min every
p min, where w < p. From the zero-order model, the duration of each gush (w) was
estimated to be 52 min, on average, and the period between gushes (p) was 192 min.
Representing intermittency of gastric outflow as a sequence of identically spaced
pulses resulted, on average, in an 80% increase in the estimate of the rate constant for
acetaminophen clearance from plasma. Periodicity parameters for variably intermittent
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gastric emptying models were obtained from the sign of plasma acetaminophen
appearance runs. The zero-order variably intermittent model performed better for
meals of glucose plus octanoic acid, whereas the first-order model was superior for the
other meals.

Introduction

One of the unique features of the horse as an athlete, compared to the
human, is the relatively long period of time required for repletion of muscle
glycogen stores following a bout of heavy exercise. Complete repletion may
take up to 72 h (Hyyppa et al., 1997). The delay represents a problem for sub-
sequent bouts of exercise because low muscle glycogen content can impair
running performance (Lacombe et al., 2001). One solution would be to
exploit the effect of circulating metabolite profile on routes of disposition of
absorbed glucose, e.g. into glycogen vs oxidation or lipogenesis. For exam-
ple, it has been shown in the rat that fatty acyl CoA esters inhibit acetyl-CoA
carboxylase to unlock carnitine-palmitoyl transferase I, allowing entry of the
fatty acid into muscle mitochondria where their oxidation causes a slowing
of pyruvate dehydrogenase activity and glycolytic flux (Jucker et al., 1999),
and diverts glucose and pyruvate into muscle glycogen (Fushimi et al., 2001).
The net effect of a mixed fat plus carbohydrate meal on glucose disposal is
apparent in the postprandial change in glucose and insulin concentrations,
but this glycaemic response is also affected by gastric emptying rates. The
rate of passage of nutrients from the stomach to the small intestine is a reg-
ulated process that can be influenced by the contents of the meal (Malage-
lada and Azpiroz, 1989).

The so-called ‘gold standard’ for measuring gastric emptying is by
nuclear scintigraphy in which a bolus of radioactively tagged foodstuff is
dosed into the stomach and then non-invasively counted from outside the
body wall. The plot of counts vs time is typically described by a first-order
decay function containing a first-order delay (Bromer et al., 2002):

retention percentage = 1001 — (1 - e_kt)/3 ] (8.1)

Gastric emptying rate is then characterized according to its half-time:

—1n(1 - 0.5%3)

S (8.2)
and lag time:
In
tlag: Tﬂ (83)

An indirect method to assess gastric emptying involves monitoring the
appearance of an oral acetaminophen dose in plasma. The technique is based
on the observation that acetaminophen is very slowly absorbed from the
stomach but rapidly absorbed in the proximal small intestine (Clements
et al., 1978). In order to assess the gastric emptying component of the
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glycaemic response to mixed meals, seven horses were given an oral dose of
20 mg/kg acetaminophen simultaneously with a 5 ml/kg gastric gavage of
water or a 20% glucose solution containing nothing else, triacetin, octanoic
acid or maize oil. The five different liquid meals were administered on con-
secutive weeks in a randomized sequence.

Typically, although several models of acetaminophen absorption and
elimination kinetics have been proposed (Clements et al., 1978; Sanaka et al.,
1997, 1998), gastric emptying rate is not directly estimated from acetamino-
phen appearance curves. Rather, various model-independent indices of rel-
ative emptying rate such as area under the curve, peak concentration, time
to peak concentration, and ratios thereof are calculated. Kinetic modelling
has merely been used to justify the validity of one index vs another in reflect-
ing the true emptying rate. The purpose of the following work was to use
models of acetaminophen kinetics to identify, from plasma acetaminophen
appearance curves, characteristics of gastric emptying of the five liquid
meals given to horses. Of the 35 curves obtained and fitted by the candidate
models, four were chosen to illustrate model behaviour and goodness-of-fit.
These four (Fig. 8.1) represent the observed range of shapes.

Continuous Emptying Models 1 and 2

It was assumed in all models that there was no absorption of acetaminophen
from the stomach and instantaneous absorption from the small intestine.
This latter assumption meant that the stomach compartment (S) of aceta-
minophen emptied directly into blood (B; Fig. 8.2). Elimination from blood
plasma was assumed to follow first-order kinetics.

¢B; (mg/l)

Time (min)

Fig. 8.1. Four curves of acetaminophen concentration in blood plasma (¢B)) of
horses after an oral dose of 20 mg/kg body weight.
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S B

k

el

B

Fig. 8.2. Generic diagram of acetaminophen flows from stomach (S) and blood (B)
compartments.

In model 1, gastric emptying rate from S to B was considered a zero-
order process represented by the constant F. Acetaminophen from the initial
dose flows out of the stomach until t = dose/F. The differential equations for
acetaminophen mass in the two pools

ds _ ds _

T F when t < dose/F, else ar = 0 (8.4)
dB _
E =F kel X B (85)

were solved analytically for estimation of best-fit F and k, with the NLIN
procedure of SAS:

when t < dose/F

S,=dose-Fxt (8.6)
B,= %(1 k) (8.7)
else
S,=0 (8.8)
B,= ki(l —ek di’:“) (- %) (8.9)
el

Calculation of the plasma acetaminophen concentration:

CBt: % (810)
where BW is body weight (kg), required fitting of a third parameter, 4, rep-
resenting the volume of distribution of acetaminophen and the fractional
first-pass metabolism of acetaminophen between S and B.

In model 2, gastric outflow was considered first-order relative to stom-
ach contents with the rate constant kg,. Thus:

% =— kXS 8.11)
%—? = key XS —ky X B (8.12)

Analytical solutions of equations (8.11) and (8.12) parameterized in SAS
were:

S,= dosex e K™ ! (8.13)
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_dosexkgp / ixt kgxt
= 6ib

Model fits were assessed and compared by coefficients of determination,
residual sums of squares (RSS) and Akaike’s information criterion (AIC),
calculated as:

AIC =n x In(RSS) + 29 (8.15)

where 7 is the number of observations and g is the number of parameters.
AIC may be a better statistic for comparison of models of different complex-
ities because it adjusts the RSS for the number of parameters in the model.

Because of prolonged outflow from the stomach, fitted solutions of cB, in
model 2 displayed a less sharp peak than solutions in model 1. Accordingly,
the rapid appearance of acetaminophen following water meals was better
described by model 1 (Fig. 8.3). On the other hand, acetaminophen appear-
ance curves from some of the caloric meals were more rounded and better fit
by model 2. Meals containing octanoic acid were poorly fit by both models.
According to the average rank, from 1 indicating best fit to 6 indicating
worst, more of the 35 acetaminophen appearance curves were better fit by
model 1 assuming zero-order than by model 2 with first-order gastric emp-
tying (Table 8.1). Estimates of k ; were not significantly different between the
two models but a was higher for model 1.

On average, 77% of the variation in plasma acetaminophen concentra-
tion was explained by model 1. Offsets of the observed acetaminophen con-
centrations from the predicted lines revealed a distinct temporal pattern of
sizeable oscillations about the fitted lines, more pronounced on some meals
than others (Fig. 8.3). In general, the observations described an erratic and
not a smooth decay as would be expected from an acetaminophen injection
into the jugular vein, as in Hirate ef al. (1990). Lohmann et al. (2002) observed
a similar degree of variation within a single curve of acetaminophen appear-
ance following an oral dose to horses. We hypothesized for subsequent mod-
els that the oscillations in plasma acetaminophen were due to an
intermittency of gastric emptying. It is well established that outflow of
digesta from the stomach in many species is not continuous and is associated
with frequent but periodic contractions in the antrum, pylorus and proximal
duodenum (Girard and Sissons, 1992; Malbert et al., 1997). Cumulative
appearance of a radioactive dose from the stomach into the small intestine
of cats after a meal followed a circuitous time course in which an intermedi-
ate plateau was maintained for approximately 60 min before ascending to
a terminal plateau (Malagelada et al., 1984). Similarly, by direct measure-
ment of acetaminophen contents of gastric digesta samples, Clements et al.
(1978) identified three patterns of gastric emptying from 17 human subjects
given acetaminophen orally with various analgesics: type 1 outflow was a
continuous first-order decline in acetaminophen mass; type 2 was an imme-
diate loss of a fraction of the dose followed by first-order emptying; and
type 3 was intermittent flow where first-order emptying was interrupted by
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Fig. 8.3. Fits of models 1 and 2 (solid lines), assuming zero- and first-order
gastric emptying, respectively, to four selected plasma acetaminophen appearance
curves ().
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Table 8.1. Average least-squared parameter estimates and statistics of fit to the 35
plasma acetaminophen curves by candidate models of acetaminophen flow.
Variance was analysed with a statistical model containing horse, meal and period
effects. Means were separated by orthogonal contrasts. For each of the 35 curves,
models were ranked 1-6 from best to worst fit, according to R?, residual sums of
squares (RSS) and Akaike’s information criteria (AIC). Mean ranks are presented.
Variance in ranks was analysed using the CATMOD procedure of SAS for
categorical data.

Model
1 2 3 4 5 6 P
F (mg/min)  231.52 198.32 97.0b 0.000
kg (/min) 0.0462 0.027° 0.028P 0.002
K, (/min) 0.00452 0.00572 0.0081° 0.0091° 0.0147¢ 0.0099° 0.000
a 1.352 1.17° 0.92¢ 0.674 0.52d 0.564 0.000
w 51.9 65.1 0.068
p 191.52 145.9b 0.004
R? 0.772 0.742 0.812 0.792 0.61b 0.802 0.000
Rank 3.6°¢ 4.69 2.2 3.20¢ 4.74 2.8ab 0.000
RSS 71.720 89.6P 60.12 70.92b 166.8¢ 73.0% 0.000
Rank 3.6° 474 2.22 3.1bc 4.74 2.8ab 0.000
AIC 88.92 92.22 89.42 91.82  104.3° 90.52 0.000
Rank 2.62 3.9¢ 2.82 3.7%¢ 4.8 3.2@ 0.000

abcdMeans with different superscripts differ (P < 0.05).

a period of no change. By fitting equations to the gastric acetaminophen
observations and simulating flow to the small intestine and body compart-
ments, Clements et al. (1978) were able to account for oscillations in plasma
acetaminophen decay.

Intermittent Emptying Models 3 and 4

Model 3 was a modification of model 1 in which the flow rate F in equations
(8.4) and (8.5) was multiplied by a new variable z, which takes on a value of
0 or 1 according to a fixed rectangular pulsation (Fig. 8.4). The pulsation
simulates periodic gushing of gastric contents for w min every p min, where
w < p. Because of discontinuities between bouts of emptying and quies-
cence, analytical solutions of model 3 depend on how many times the emp-
tying cycle has been repeated.

An iterative routine was written in SAS to solve cB, for each observation
time point ¢. At the outset, a counter n and a storage variable to keep track
of B, (0ld) were both set to 0. The integer number of required iterations (1umn1)
through the do loop and the time at which the stomach becomes empty

(tempty) were also calculated. The SAS routine was as follows:
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=p—

[wl

0 1 1 1 1 J
0 100 200 300 400 500

Time (min)
Fig. 8.4. Fixed pulsation of z between 0 and 1 according to periodicity parameters
w and p.

n=0 (8.16)

old=0

int( S‘if}),int(%)]

_dose , . _,( dose
fompty™ = F T mt(F X w)(p a w)

num=min

Y —
do until n > num
if n =num and ty,, /p —num < w/p then
/* middle of emptying phase */

—i _l _keXP tummy/p_num
B= ke + <old ke1> e [ d ]
else

/* end of emptying phase */
— L _ L —kgxw
B,= Ky + (old kel>e
old =B,
if tqummy/p — 1> w/p then

/* middle of quiescent phase */
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Bt =old x e~ k, {P [[(ﬁn,,m,,y/p)] — num — w}
else

/* end of quiescent phase*/
B,=oldxe ("~ ¥)

old = B,

=k (£ = oy
B,=oldxe (= )

__B

Be= T3 BW

Considering intermittency of flow had little impact on fits to curves from
water meals but all other fits tended to be improved, particularly for the
glucose plus octanoic acid meals (Fig. 8.5). The average RSS from all 35 fits
was improved in model 3 vs model 1 but the AIC was not affected
(Table 8.1). However, despite similar fits for many of the curves, a more rea-
sonable profile of stomach acetaminophen contents was obtained from
model 3 (Fig. 8.6) than from the presumption of continuous outflow in
model 1. On average, it was estimated that emptying occurred less than half
of the time: 52 out of 192 min (Table 8.1). Model 4, which assumed first-
order emptying according to the periodic pulsation, similarly arrived at
estimates of w and p of 65 and 146 min, respectively. Estimates of the elim-
ination rate constant k ; were increased by 80% in the intermittent model
because large increases in acetaminophen concentration on the tail of
appearance curves (Fig. 8.5) were no longer considered exclusively as elim-
ination but included gastric emptying.

Variably Intermittent Emptying Models 5 and 6

Typically, one additional bout of emptying beyond the initial bout was
detected by the algorithm for iteration to least squares whereas more than
four bouts were apparent in the observations (Figs 8.3 and 8.5). In order to
be efficient, an iterative algorithm presumes a smooth descent to least
squares, and the discontinuity of models 3 and 4 would have confounded
that pursuit and served to hide the global best fit in a sea of local minima.
Additionally, assuming a fixed w and p throughout the entire duration of
acetaminophen appearance and elimination was a constraint that may have
precluded detection of all emptying bouts. A model 5 of variably intermit-
tent zero-order gastric emptying was parameterized by first assuming that a
positive change in plasma acetaminophen concentrations within a sampling
interval coincided with an emptying phase and a negative change indicated



J.P. Cant et al.

Model 1 Model 3
Water meal — Kiwi
30, 30,
251 Flow = 376 mg/min 25rp Flow = 336 mg/min
= o0 ke = 0.00788/min < o0 ke = 0.00853/min
= a=0.746 =2 a=0.660
E 15 r2=0.91 E 15 A/rc2 = 0.1
% 10 B 10 =20.6 min
5 5 =180 min
* *
0 < ) 0 ™ )
0 100 200 300 400 500 0 100 200 300 400 500
Time (min) Time (min)
Glucose meal — Meg .
25 Flow = 138 mg/min 25 FI?(W z 80050?29‘{%?”
ke = 0.00168/min eal —0.746
20 o a=1.01 20 . > B 0'79
5 e Jn= 073 5 . AIC=95.1
£ 1°r ] oeT2lyic=992 ERSI N S
'g T " @10‘ ’W—640min
5 5 p =168 min
O 1 1 1 1 J O 1 1 1 1 J
0 100 200 300 400 500 0 100 200 300 400 500
Time (min) Time (min)
Glucose + octanoic acid meal — Jane
151 Flow = 31.7 mg/min 151 Flow = 300 mg/min
ke = 0.00585/min ke = 0.00509/min
- . a=127 — AN a=1.32
> 10 r2:0.18 B‘IOV r2 =0.61
E {_AIC=105 E
= 4 —
"8 5 LN .. %
* *
- * o
0 ol 1 1 1 ) 0 o
0 100 200 300 400 500 0 100 200 300 400 500
Time (min) Time (min)
Glucose + triacetin meal — Xena
20 Flow = 182 mg/min 20 Flow = 129 mg/min
kel = 0.00530/min Ke) = 0.00853/min
= a=127 =15 2=0823
° r2=0.86 2 . r2=091
€ 10 + AlC=85.4 E 10 , AlC=80.8
o oy
(&) ()

J

0 o
0 100 200 300 400 500
Time (min)

+ W=48.8min
p =207 min

o )

0
0 100 200 300 400 500
Time (min)

Fig. 8.5. Fits of models 1 and 3 (solid lines), assuming continuous and intermittent
zero-order gastric emptying, respectively, to four selected plasma acetaminophen

appearance curves (#).
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Fig. 8.6. Acetaminophen contents of the stomach of selected horses following
an oral dose predicted from fits of model 3 to plasma acetaminophen appearance
curves.

gastric quiescence. Thus, the value of z was calculated, and not estimated,
directly from observations. The appropriate equations of the iteration to
observation time point t (equation (8.16)) were solved in Microsoft Excel
according to the now irregular pulsation of z. Least-squared estimates of the
parameters F, k ; and a were obtained using the Excel Solver. For the glucose
plus octanoic acid meal given to Jane, five bouts of gastric emptying of vary-
ing length were detected and the plasma acetaminophen appearance curve
was fit with an R? of 0.50 (Fig. 8.7). For the glucose plus triacetin meal in
Xena, three bouts were apparent and the R? was 0.90.

For the water meal and glucose meal curves presented in Fig. 8.8, the
increases in plasma acetaminophen concentration during second and third
emptying bouts predicted by model 5 were much larger than observed. One
explanation is that the emptying bouts were actually shorter than assumed.
A failing of the approach to parameterization of model 5 is that the estimated
duration of emptying is never shorter than the interval between samples.
The consequence is that, in contrast to standard practice, the frequency of
blood sampling should not be reduced as the acetaminophen concentration
declines because a new emptying bout could commence at any moment dur-
ing the time course. In essence, the sampling interval determines the degree
of resolution on the w and p parameters. A likely possibility for the overesti-
mation of the amplitude of plasma acetaminophen spikes by model 5, given
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Fig. 8.7. (a) Fits of model 5 (solid lines), assuming variably intermittent zero-order gastric
emptying, to two selected plasma acetaminophen appearance curves (¢); and (b) predicted
acetaminophen contents of the stomach (a) according to a variable pulsation between

emptying and quiescence (solid line).

the long apparent duration of some emptying bouts, is that the quantity of
acetaminophen released from the stomach in second and subsequent bouts
of emptying was substantially reduced, as would occur with first-order
kinetics, assuming first-order gastric emptying in the variably intermittent
model dampened the fluctuations in plasma acetaminophen concentrations
(Fig. 8.8). Overall, model 5 with zero-order emptying fitted acetaminophen
curves from the glucose plus octanoic acid meals best, while model 6 with
first-order variably intermittent emptying was better for all other meals. It is
interesting to note that first-order emptying did not become apparent until a
more realistic intermittency of gastric outflow was approximated.

Conclusions

It was apparent from the erratic nature of acetaminophen elimination from
plasma that emptying of the indicator from the stomach was intermittent



Water meal — Kiwi

30
25
20
15
10

5

cB; (mg/l)

0 .
0 100 200 300 400 500

Time (min)

Glucose meal — Meg

30
25

15
10

B, (mg/l)

0
0

20 |

50

100 200 300 400 500

Time (min)

cB; (mg/l)

cB; (mg/l)

30
25
20
15
10

30
25

20 |

15

10

S kgg = 0.0614/min
e (b) ki = 0.0108/min
a=0.52
r”2=0.82
AlIC =119

0 o
0 100 200 300 400 500

Time (min)

ksg = 0.0154/min
ke = 0.00524/min
a=0.50
L r2=0.70
AIC =105

. .
* *

0
0 100 200 300 400 500

Time (min)

S:(9)

10
84
6

4
2
0

(©

] mAAD E E

0 100 200 300 400 500

o N A~ OO 00 O

Time (min)

A AAA

%ﬁ‘ﬁ‘ i

0 100 200 300 400 500

Time (min)

Fig. 8.8. (a) Fits of model 5 (solid lines), assuming variably intermittent zero-order gastric emptying, to two selected plasma
acetaminophen appearance curves (#); (b) fits of model 6 (solid lines), assuming variably intermittent first-order gastric emptying; and
(c) predicted acetaminophen contents of the stomach (a) according to model 6 variable pulsation between emptying and quiescence

(solid line).

suieyed buifidwz oupser) uo uonew.ojul buiuerqgo

I8



82

J.P. Cant et al.

throughout the 420 min of observation. The recurrence of gastric emptying
during elimination from plasma meant that the initial frequency of blood sam-
pling to characterize emptying should be maintained throughout the time
course. Although a second distinct bout of gastric emptying could be detected
by least-squared parameter estimation algorithms, the irregularity of intervals
between, and duration of, emptying bouts precluded any systematic charac-
terization of outflow periodicity parameters. Instead, the pattern of gastric
emptying was obtained from the sign of acetaminophen appearance runs.

The problem attacked herein was similar to one of deconvolution of the
gastric acetaminophen profile from the plasma acetaminophen appearance
curve. Yates and Fletcher (2000) used deconvolution to obtain a glucose
appearance function from a blood glucose curve. Similarly to their findings,
however, assuming first-order kinetics of gastric elimination from plasma
and instantaneous absorption from the gastric outflow was not enough to
yield a gastric acetaminophen profile; some assumptions of the gastric emp-
tying kinetics were required. Emptying kinetics could not be distinguished
from a single emptying bout but from successive bouts in the intermittent
flow models. Meals differed in whether they were emptied from the stom-
ach according to zero- or first-order kinetics.
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Abstract

The beef cattle seed stock industry in the USA is searching for ways to select for
improved beef cow efficiency. Most selection indexes for efficiency have a goal of using
less resource while obtaining the same outcome in a sustainable environment. However,
the inputs required to determine individual beef cow feed efficiency are not readily avail-
able in practical conditions. A mathematical model was developed to use inputs readily
available in each production situation to estimate the ratio of cow metabolizable energy
(ME) required to calf weaning weight (WW) for computing an energy efficiency index
(EEI). This model ranks EEI estimates and compares individual cow EEI within the
range of expected EEI using Monte Carlo methods to identify the upper and lower cut-
off values. It uses the National Research Council recommendations as implemented in
the Cornell Net Carbohydrate and Protein System (CNCPS) for energy requirements
for maintenance, lactation and pregnancy. Data containing varying levels of milk and for-
age intake of individual calves during the first 200 days after birth were used to develop
a submodel to estimate calf forage and peak milk intake (PKM) based on calf body
weight (BW) and forage composition. A database collected at the Bell Ranch, New Mex-
ico (N = 182), was used to evaluate the ranking from most to least efficient cows. The
simulation indicated that as PKM increases, WW increases almost linearly, the difference
in the calf WW between small and large cows tends to increase, and EEI estimates
improve exponentially. As PKM increased, the EEI difference between small- and large-
size cows decreased. The model-predicted least efficient cows corresponded with culling
decisions made prior to evaluating the EEI ranking. The Monte Carlo simulation based
on the distribution, mean and variability of cow BW, PKM and forage quality indicated
that cows having EEI lower than 30.6 or higher than 38 Mcal/kg are within the 10%
most efficient and least efficient cows, respectively. Our analysis suggested that this
model could assist beef producers in identifying the most and least efficient cows for
their resource, and can be used to simulate different production scenarios to identify the
best match of cow type to alternative management systems.

Introduction

The beef cattle seed stock industry in the USA is searching for ways to select
for improved beef cow efficiency to improve their competitiveness and prof-

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
84 Modelling Approaches (eds E. Kebreab et al.)



Model to Evaluate Beef Cow Efficiency 85

itability. Increases in beef production have occurred due to enhancements in
reproduction indexes (e.g. calving frequency, age at first calving, calving
interval), nutrition concepts (e.g. strategic supplementation, type as well as
quantity and quality of forage), genetic selection (e.g. bull selection, cross-
breeding), and/or ranch management (e.g. matching breeding and calving
seasons with availability of forage). None the less, beef production is still a
relatively inefficient process from the standpoint of energy expenditure.
Research has indicated that beef cows are responsible for 60-70% of the total
energy expenditure (Johnson, 1984) in beef production (Ferrell and Jenkins,
1985). Ideally, efficient beef cows use less resource to obtain the same out-
come in a sustainable environment. There are several indexes used to iden-
tify efficient beef cows. Most are based on retaining beef cows that routinely
produce a weaned calf with fewer inputs, with a high ratio of kg of calf
weaned per number of females exposed to a bull. Additionally, beef cow
maturation rate has also been shown to be correlated with production effi-
ciency and may be used to select for efficient cows (Parker et al., 1972;
Tedeschi et al., 2000a,b).

Jenkins and Ferrell (2002) concluded that to evaluate biological effi-
ciency, productivity must be expressed relative to some measure of input,
and feed energy required per unit of output is logical. We have developed
a beef cow model that uses this approach to identify differences in efficiency
among beef cows. The principal objective of this study is to present our
model that estimates the Mcal of ME required by a cow per kg of weaned
calf, i.e. EEL A second objective is to demonstrate how the model compares
the EEI computed for each beef cow to the range of expected EEI using a
Monte Carlo simulation to identify the upper and lower cut-off EEIL A third
objective is to discuss the potential for identification and selection of mito-
chondrial DNA (mtDNA) mutants in beef cows that have higher energy
efficiency.

Model Development

Several models have been developed to simulate cow/calf production sys-
tems (Long, 1972; Boyd, 1977; Notter et al., 1979a,b,c; Miller et al., 1980; Fox
et al., 1988; Naazie et al., 1997). Fox et al. (1988) developed a nutritional model
to evaluate the match of the energy requirements of a cow/calf herd with for-
age available each month to enhance profitability of the herd. Their model
computes a balance between energy requirements for maintenance, preg-
nancy, lactation and tissue mobilization and energy available from the forage,
thus allowing one to match availability of forage with periods of higher
energy demand by the cow and calf. Reynoso-Campos et al. (2004) published
an application of the CNCPS model for dual-purpose cattle that computes
daily energy balances between the herd requirements and forage available.
The model presented here is based on those developed at Cornell University
for beef cows (Fox et al., 1988) and for dual-purpose cows (Reynoso-Campos
et al., 2004), with modifications as described in this chapter.
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Figure 9.1 summarizes the structure of our model developed to estimate
daily energy requirements of the beef cow and the interactions between lac-
tation and WW of the calf. The objectives of this model include: (i) comput-
ing the energy requirements of individual beef cows each day of the year
and simulating the growth of the calf given the information available;
(ii) computing energy balances for the herd each day of the year to evaluate
the balance between herd numbers and requirements with the forage avail-
able; and (iii) identifying differences in efficiency among individual beef
cows in a herd.

Maintenance requirement

Energy required for maintenance is based on BW adjusted for conceptus
weight, environment (climate effects), physical activities and physiological
stage (dry vs lactation), as recommended by the National Research Council
(NRC, 2000). Smooth curve adjustments using the cubic spline technique
are used during transition phases since this is a time-dependent model.
DiConstanzo et al. (1990) found that among non-pregnant non-lactating
Angus cows of similar fat masses, those with larger protein masses had

Environment Cow

— Maintenance Peak <
v milk !
Pregnancy l !
1
Daily Mikk __ Maintenance i
milk intake +growth !
l :
i
Lactation l !
Weaning__ 1
weight
v
ME Forage |
requirement intake
Forage
Energy efficiency

index

Fig. 9.1. Flowchart of the mathematical model to predict energy efficiency index.
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higher energy requirements for maintenance because the ME required to
maintain 1 kg of protein was 9.3 times higher than of fat (192.9 + 24.8 vs 20.7
+ 21.5 kcal, respectively). We account for this effect in our growth model
(Tedeschi et al., 2004) and plan on incorporating a component for body com-
position effects on maintenance requirement into our beef cow model.

Pregnancy and lactation requirement

Energy for pregnancy is based on the NRC (2000) recommendations, which
use number of days pregnant to derive energy concentration in the concep-
tus. The model assumes a fixed calving interval of 365 days. The model com-
putes milk production by changing the PKM until WW predicted by the
model matches observed WW. The energy requirement for lactation is com-
puted based on data from NRC (2000) and Fox et al. (2004). Milk composi-
tion is used to compute net energy in milk, which drives the energy
requirement for lactation. A fixed value of 5.29 Mcal of ME/kg of milk (dry
matter (DM) basis) is assumed in computing intake of ME by the calf. The
PKM is used to plot the lactation curve (George, 1984), which predicts the
daily amount of milk available for the calf.

Forage and milk intake of the calf

The data of Abdelsamei (1989) were used to develop equations for estimat-
ing forage intake of the calf. In his experiment, the daily ad libitum intake of
chopped lucerne of 40 Holstein calves fed five levels of milk (PKM at 59.5
DMI: 2.72, 5.44, 8.16, 10.88, and 13.6 kg) was measured for 200 days. We used
this data to derive five multiple regression equations to estimate forage
intake for the pre-PKM phase as shown in Table 9.1.

Table 9.1. Regression coefficients for estimating forage intake by calves for five milk levels
before peak milk intake (PKM) is reached.

Peak milk intake (PKM; kg/day)

Variables 2.72 5.44 8.16 10.88 13.6

Calf BW (kg) —-0.008 0.025 0.004 —0.004 —0.001
DIM (day) -0.019 0.221 0.108 -0.023 —-0.002
Calf BW x DIM 0.000 —0.005 —-0.002 0.000 0.000
Cow milk (kg/day) -1.272 0.496 -0.423 0.031 0.033
Calf BW x cow milk 0.010 -0.008 0.007 0.001 0.000
DIM x cow milk 0.027 -0.226 —0.066 0.006 —0.002
Calf BW x DIM x cow milk 0.000 0.005 0.001 0.000 0.000
Peak milk (kg/day) 0.595 -1.147 -0.196 0.183 0.025

BW = body weight; DIM = days in milk.
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The intake of forage (kg/day) for the post-PKM phase (equation (9.1)) is
computed using the surface response regression (R? = 98.6%, N = 394, root
mean squared prediction error (RMSPE) = 281.24):

Foragelntake = (30.313 x CalfBW — 753.76 x CowMilk — 11.704 x CalfBW x
CowMilk — 190.316 x PeakMilk + 0.499 x CalfBW x PeakMilk + 112.106 x
CowMilk x PeakMilk — 0.085 x CalfBW x CowMilk x PeakMilk)/1000 9.1)

where CalfBW is the weight (kg) of the calf; CowMilk is the amount of milk
(kg/day; DM basis, assumed to be milk production x 0.12); and PeakMilk is
the milk production at the peak (kg/day; as-fed basis).

Cow milk and peak milk have a negative correlation (-0.594 and —0.326,
respectively) whereas calf BW has a positive correlation (0.594) with forage
intake. Figure 9.2 shows a three-dimensional plot of the forage intake based
on calf BW and day post-PKM for a PKM of 3 kg/day. The amount of cow
milk was estimated based on the equation proposed by George (1984). The
higher the PKM is, the lower is the forage DMI at same calf BW and day
post-PKM (Fig. 9.2), indicating that calves increase their forage intake as
milk availability is reduced. It has been shown that forage intake per unit of
BW prior to weaning is consistently greater for calves receiving low quanti-
ties of milk (Le Du et al., 1976a,b; Broesder et al., 1990), and the consumption
of milk reduces herbage DMI (Baker et al., 1976).

Body reserves

It is well documented that body condition score (BCS) has an important role
in beef production and reproduction efficiency (Houghton et al., 1990; Mor-
timer et al., 1991). In our model, tissue mobilization and repletion is used to
compute energy available/required for body reserves based on BCS
changes, similar to that described by Reynoso-Campos et al. (2004).

The coefficients for energy interconversion were derived by Moe et al.
(1970), using multiple regression analysis of 126 and 224 lactating dairy cows
with negative and positive energy balances, respectively.

When intake of energy is lower than energy required for milk pro-
duction (NE)), it indicates a negative energy balance, and energy reserves
(NE,) are used for milk production. We used an efficiency of NE_to NE, of
82% (Moe, 1981; Fox et al., 1999; NRC, 2001) in our current model to
account for tissue mobilization. When intake of energy is greater than
energy required for milk production plus maintenance, it indicates a pos-
itive energy balance, and energy intakes above requirements are deposited
as energy reserves. We used an efficiency of diet ME to NE_of 75% and
diet ME to NE, of 64.4% for lactating cows (Moe, 1981; Fox et al., 1999;
NRC, 2001).

We are developing a new approach to account for energy balance (EB)
status (negative or positive) in assigning these efficiencies based on the
work of Moe et al. (1970). For lactating cows in negative EB, average effi-
ciencies of 66.1% and 84% were calculated for diet ME to NE, and NE_ to
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NE,, respectively. An analysis of the variation indicated that the true effi-
ciency values for cows in negative EB are between 63.3% and 69.2% for
diet ME to NE, and between 81.7% and 86% for diet NE_to NE,, assuming
o =5% and a less rigid combination of the confidence interval. For lactating
cows in positive EB, average efficiencies of 72.6% for diet ME to NE_and
63.5% for diet ME to NE, were estimated. The confidence intervals for cows
in positive EB were between 67.4% to 78.6% for diet ME to NE_and between
61.2% to 65.8% for diet ME to NE, (o = 5%).

Model Evaluation
Figure 9.3 shows the comparison of WW and EEI of two cows (small, 450 kg,

and large, 530 kg) with six PKM levels. Birth weight was assumed to be 6.5%
of the mature weight of the cow. As PKM increases, WW increases almost
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linearly (Fig. 9.3a) and the EEI decreases exponentially (Fig. 9.3b). Differ-
ences in EEI between the two cow sizes are due to differences in BW at the
same milk production. Published data indicate that cow mature weight does
not influence the efficiency of energy use (Klosterman and Parker, 1976;
Morris and Wilton, 1976; Ferrell and Jenkins, 1984a,b). Their studies indicate
that as mature size increases, milk production, WW and finished weight
increase proportionally.

Figure 9.3b indicates that milk production is a determinant of calf WW
and efficiency of the cow. Figure 9.3a shows that the higher the milk produc-
tion is, the greater is the WW, in agreement with the studies of Abdelsamei
(1989), Lewis et al. (1990), and Clutter and Nielsen (1987). As milk production
increases, cow maintenance requirement becomes increasingly diluted by the
additional WW produced. However, it is well known that high-milk produc-
tion cows have higher energy requirements for maintenance because the
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internal organs are larger and they have a faster metabolism compared to
low-milk production cows (Ferrell and Jenkins, 1984a,b, 1985). This means
that higher-milking cows require more feed for maintenance and energy per
kg of BW than lower-milking cows (Montano-Bermudez and Nielsen, 1990).
If feed available is adequate, this higher maintenance requirement will be off-
set by an increased WW of the calf. Compensatory growth may also play a
role in the growth of calves from cows that produce less milk. In agreement
with the study of Abdelsamei (1989), Lewis et al. (1990) found that post-wean-
ing effects of increased WW on average daily gain (ADG) due to higher milk
intake pre-weaning were small. They reported that only calves from the low-
milking group (5.6 kg/day) showed compensatory growth. Miller et al. (1999)
reported no effect of milk yield on biological efficiency of Hereford, Charolais
x Simmental X Maine-Anjou, and Tarentaise x Pinzgauer x Gelbvieh x Angus
calves from calving to harvest.

Cows selected for improved efficiency in a certain environment may not
express their potential efficiency in another environment (Ferrell and Jenk-
ins, 1985). When forage availability is not limiting, cattle with higher milk-
ing and growth potential can utilize the extra feed to wean heavier calves,
therefore increasing weight sold for the forage available. However, when
forage is limited, those with lower milking and growth potential can wean
more calves for the same forage because there is a higher proportion of the
energy intake above maintenance available for maintaining reproductive
efficiency.

We conclude that the cow mature size should be determined by the opti-
mum weight for the calves at the target carcass composition, and that the
milk production level should be based on the forage available.

Practical applications of the model

A database collected at the Bell Ranch, New Mexico (N = 182) was used to
compute EEI for each cow and rank them for this measure of efficiency.
Cows were in grazing conditions and were supplemented during January
and April with a protein mix. Using the Monte Carlo simulation (Winston,
1993), one can predict the expected outcomes of the EEI given the distribu-
tion, mean and variability of the parameters used by the model. The results
of a simulation of a beef cow herd averaging 530 kg BW (+ 5%), 8.35 kg/day
PKM (+ 10%), with monthly variations in forage quality throughout the
year are shown in Figs 9.4 and 9.5, assuming normal distributions. In
Fig. 9.4, the model indicates that cows with EEI lower than 29.67 or higher
than 39.27 Mcal ME/kg WW are within the 10% more and less efficient
groups of cows, respectively. Therefore, one could use this model to assist
in identifying the most efficient cows (those having approximately less than
30 Mcal ME/kg WW) to increase the efficiency of the herd, and conversely,
one could cull those cows having EEI higher than 39 Mcal ME/kg WW. The
model was able to identify accurately the cows that had been culled and to
classify the ones that were judged to be efficient by the management team.
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Fig. 9.4. Monte Carlo simulation of the energy efficiency index (EEI).

Further investigation has to be made regarding the relationship of frame
size and/or age with EEIL. We still have to address questions such as: (i) Will
the model ranking of the same cow persist across years? (ii) Is there an effect
of calf sex on EEI? and (iii) Does stocking rate or supplementation change
the model ranking?

A second application of the model is to evaluate availability and quality
of forage throughout the year relative to forage requirements for different
cattle types. Figure 9.5a shows a potential range in forage ME for each month
for a particular ranch and Fig. 9.5b shows the energy balance (requirement
minus supply) across this range in forage ME for each month. The simula-
tion indicates that improved forage quality, change in cattle type or num-
bers, or supplementation is needed during the months July through
December.

A third application is to determine the highest level of milk production
for the target cow size that can be supported by the forage available.

Identifying differences in beef cow efficiency in the future

The European Association on Animal Production published a report (Oster-
gaard et al., 1990) that provides definitions of efficiency for primary and sec-
ondary traits for dairy cow efficiency, which also applies to beef cows. They
summarized as follows:

The improvement in biological efficiency is important, and research has to be
focused on the underlying processes such as rumen function, utilization of
digested and metabolized energy, and the partitioning of feed energy between
milk and body tissue. Knowledge about genetic variation between animals for
these different biological processes is very limited, and should be studied in
relation to the composition of feed ration, the feeding strategy and the
physiological state of the animal.



Model to Evaluate Beef Cow Efficiency 93

Forage ME (Mcal/kg)

2
July Aug. Sep. Oct. Nov. Dec. Jan. Feb. Mar. Apr. May June
(@)

Energy balance (Mcal/day)

(b) 15 July Aug. Sep. Oct. Nov. Dec. Jan. Feb. Mar. Apr. May June
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area indicates + 2 sD regions).

However, identification of differences among individual animals in these
biological processes is difficult, particularly given the information typically
available on farms and ranches. Australian scientists have used the residual
feed intake (RFI) analysis of post-weaning growth of individually fed prog-
eny to identify efficient bulls (Archer et al., 1999; Archer and Bergh, 2000).
The main problems with this technique are the need for measurement of
individual intake and the tendency to select leaner animals as an undesirable
consequence. We are currently evaluating our mathematical model, the Cornell
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Value Discovery System (CVDS; Tedeschi et al., 2004, 2005), for ranking indi-
vidual animals fed in groups on the basis of feed required for the observed
growth and BW. The CVDS estimates required intake given each animal’s
performance and adjusts gain and intake for body composition (degree of
maturity). This model is currently available for growing/finishing animals
and may be downloaded at http:/ /www.cvds.cals.cornell.edu. The beef cow
model described in this study is being incorporated into the CVDS. We are
evaluating its potential for providing information that can be used to rank
individual cows on the basis of their EEIL. Our goal is to determine if the out-
put of these biological models can be used to develop expected progeny dif-
ferences (EPD) for feed efficiency for use in genetic selection programmes.

We are also working on a genomic modelling project, which involves
mapping and identification of mtDNA mutants that are more energetically
efficient. The presence of maternal genetic effects has long been hypothe-
sized to have an effect on traits of economic importance in beef cattle. How-
ever, little support has been found in the common statistical analysis of
genetic breeders (Gibson et al., 1997). Mitochondria are a likely source of
some of this “‘unexplained’ variation since they contain their own DNA and
are only maternally inherited. It is well known that mtDNA variation may
cause bias in the estimation of variance components (Boettcher et al., 1996a).
Therefore, a positive mitochondprial effect is desirable for dams of cows, but
not for dams of sires, since they are not passed on to male progeny. mtDNA
has been used extensively in phylogeny to identify cattle lineages using
DNA displacement loop sequence variation (Loftus et al., 1994; Bradley et al.,
1996). Additionally, mtDNA has also been used to characterize substitutions
that could be responsible for several economically important traits, includ-
ing meat quality (Mannen et al., 2003), milk production and animal health
(Schutz et al., 1994; Boettcher et al., 1996b,c). The basic hypothesis is that a lin-
eage of cattle, which is more energetically efficient, might exist due to certain
arrangements in the mtDNA that permit the mitochondria to be more effi-
cient. This energetic efficiency of the mitochondria is reflected in the bio-
energetics of the whole animal and is responsible for some variation found
among progeny of the same sire but different dams. External effects that
might regulate mitochondria efficiency have also been reported, such as
acetyl-L-carnitine (Iossa et al., 2002) and fatty acids (Schrijver and Privett,
1984; Jezek et al., 1998; Clarke et al., 2000).

In broilers, low feed efficiency is related to defects in electron leak in
muscle mitochondria (Bottje ef al., 2002). In plants, adenosine triphosphate
(ATP) synthase is a key enzyme in providing energy since it uses a trans-
membrane electrochemical proton gradient to drive synthesis of ATP. The
enzyme complexes function as miniature rotary engines, ensuring energy
coupling with very high efficiency (Bunney et al., 2001). In rats, a low mito-
chondrial proton leak rate may partially explain the abnormally lower heat
production and bioenergetics efficiencies of the obese Zucker rat (21% lower
than leaner animals) as reported by Ramsey et al. (1996).

Mitochondrial proton leak may be responsible for at least 20% of the
resting oxygen consumption in mammals (Ramsey ef al., 2001). It is also
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documented that uncoupling protein 1 homologue, UCP3, is responsible for
a decrease in efficiency of energy metabolism because of the dissipation of
energy as heat due to an uncoupling of ATP production from mitochon-
drial respiration process (Schrauwen, 2002). Therefore, mutants that have a
lower mitochondprial proton leak or have lower concentration of UCP3 will
be more efficient energetically.

Conclusions

Mathematical models can be used to assist in the identification of efficient
cows and simulation of different production scenarios to identify optimum
management systems for beef cows to maximize profits on a given land base.
In identifying the most efficient beef cow type, cow mature weight should be
determined by the optimum weight for the calves at the target carcass com-
position, and milk production level should be based on the forage available.
More work is needed to account for protein availability and quality in the
current model. Once this is attained, this model can also be applied to select
the best strategy for forage management and supplementation to minimize
costs and environmental impacts of nitrogen.

References

Abdelsamei, A.H. (1989) Forage intake, growth and final composition of suckling
calves fed five levels of milk preweaning. PhD thesis, Cornell University, Ithaca,
New York.

Archer, J.A. and Bergh, L. (2000) Duration of performance tests for growth rate, feed
intake and feed efficiency in four biological types of beef cattle. Livestock Produc-
tion Science 65, 4755.

Archer, J.A., Richardson, E.C., Herd, R.M. and Arthur, P.F. (1999) Potential for selec-
tion to improve efficiency of feed use in beef cattle: a review. Australian Journal of
Agricultural Research 50, 147-161.

Baker, R.D., Le Du, Y.L.P. and Barker, ].M. (1976) Milk-fed calves: 1. The effect of milk
intake upon the herbage intake and performance and grazing calves. Journal of
Agricultural Science 87, 187-196.

Boettcher, PJ., Freeman, A.E., Johnston, S.D., Smith, R.K., Beitz, D.C. and McDaniel, B.T.
(1996a) Relationships between polymorphism for mitochondrial deoxyribonucleic
acid and yield traits of Holstein cows. Journal of Dairy Science 79, 647-654.

Boettcher, PJ., Kuhn, M.T. and Freeman, A.E. (1996b) Impacts of cytoplasmic inheri-
tance on genetic evaluations. Journal of Dairy Science 79, 663—675.

Boettcher, PJ., Steverink, D.W.B., Beitz, D.C., Freeman, A.E. and McDaniel, B.T.
(1996c) Multiple herd evaluation of the effects of maternal lineage in yield traits
of Holstein cattle. Journal of Dairy Science 79, 655-662.

Bottje, W., Tang, Z.X., Igbal, M., Cawthon, D., Okimoto, R., Wing, T. and Cooper, M.
(2002) Association of mitochondrial function with feed efficiency within a single
genetic line of male broilers. Poultry Science 81, 546-555.

Boyd, H.E. (1977) Beef cattle management systems for the Southeast: an application
of computer modelling. Dissertation Abstracts International, B 38, 424.



96

L.O. Tedeschi et al.

Bradley, D.G., Machugh, D.E., Cunningham, P. and Loftus, R.T. (1996) Mitochondrial
diversity and the origins of African and European cattle. Proceedings of the
National Academy of Sciences USA 93, 5131-5135.

Broesder, J.T., Judkins, J.B., Krysl, L.J., Gunter, S.A. and Barton, R.K. (1990) Thirty or
sixty percent milk replacer reduction for calves: effects on alfalfa hay intake and
digestibility, digestive kinetics and ruminal fermentation. Journal of Animal Sci-
ence 68, 2974-2985.

Bunney, T.D., van Walraven, H.S. and de Boer, A.H. (2001) 14-3-3 Protein is a regula-
tor of the mitochondrial and chloroplast ATP synthase. Proceedings of the National
Academy of Sciences USA 98, 4249-4254.

Clarke, S.D., Asp, N.G., Frayn, K. and Vessby, B. (2000) Polyunsaturated fatty acid
regulation of gene transcription: a mechanism to improve energy balance and
insulin resistance. British Journal of Nutrition 83, S59-S66.

Clutter, A.C. and Nielsen, M.K. (1987) Effect of level of beef cow milk production on
pre- and postweaning calf growth. Journal of Animal Science 64, 1313-1322.

DiCostanzo, A., Meiske, J.C., Plegge, S.D., Peters, TM. and Goodrich, R.D. (1990)
Within-herd variation in energy utilization for maintenance and gain in beef
cows. Journal of Animal Science 68, 2156-2165.

Ferrell, C.L. and Jenkins, T.G. (1984a) Energy utilization by mature, nonpregnant,
nonlactating cows of different types. Journal of Animal Science 58, 234-243.

Ferrell, C.L. and Jenkins, T.G. (1984b) Relationships among various body compo-
nents of mature cows. Journal of Animal Science 58, 222-233.

Ferrell, C.L. and Jenkins, T.G. (1985) Cow type and the nutritional environment:
nutritional aspects. Journal of Animal Science 61, 725-741.

Fox, D.G., Sniffen, C.J. and O’Connor, ].D. (1988) Adjusting nutrient requirements of
beef cattle for animal and environmental variations. Journal of Animal Science 66,
1475-1495.

Fox, D.G., Van Amburgh, M.E. and Tylutki, T.P. (1999) Predicting requirements for
growth, maturity, and body reserves in dairy cattle. Journal of Dairy Science 82,
1968-1977.

Fox, D.G., Tedeschi, L.O., Tylutki, T.P,, Russell, J.B., Van Amburgh, M.E., Chase, L.E.,
Pell, A.N. and Overton, T.R. (2004) The Cornell Net Carbohydrate and Protein
System model for evaluating herd nutrition and nutrient excretion. Animal Feed
Science and Technology 112, 29-78.

George, P.D. (1984) A deterministic model of net nutrient requirements for the beef
cow. PhD thesis, Cornell University, Ithaca, New York.

Gibson, J.P.,, Freeman, A.E. and Boettcher, PJ. (1997) Cytoplasmic and mitochondrial
inheritance of economic traits in cattle. Livestock Production Science 47, 115-124.

Houghton, PL., Lemenager, R.P., Hendrix, K.S., Moss, G.E. and Stewart, T.S. (1990)
Effects of body composition, pre- and postpartum energy intake and stage of
production on energy utilization by beef cows. Journal of Animal Science 68,
1447-1456.

Tossa, S., Mollica, M.P,, Lionetti, L., Crescenzo, R., Botta, M., Barletta, A. and Liverini,
G. (2002) Acetyl-L-carnitine supplementation differently influences nutrient par-
titioning, serum leptin concentration and skeletal muscle mitochondrial respira-
tion in young and old rats. Journal of Nutrition 132, 636—-642.

Jenkins, T.G. and Ferrell, C.L. (2002) Beef cow efficiency - revisited. In: Beef Improve-
ment Federation Annual Meeting, 34, Omaha, Nebraska, pp. 32-43.

Jezek, P, Engstova, H., Zackova, M., Vercesi, A.E., Costa, A.D.T., Arruda, P, Garlid, K.D.,
Dam, K.V. and Rydstrom, J. (1998) Fatty acid cycling mechanism and mitochon-
drial uncoupling proteins. Biochimica et Biophysica Acta, Bioenergetics 1365, 319-327.



Model to Evaluate Beef Cow Efficiency 97

Johnson, D.E. (1984) Maintenance requirements for beef cattle: importance and phys-
iological and environmental causes of variation. Proceedings of Beef Cow Efficiency
Forum. Fort Collins, Colorado, p. 6.

Klosterman, E.W. and Parker, C.F. (1976) Effect of Size, Breed, and Sex upon Feed Efficiency
in Beef Cattle. Ohio Agricultural Research and Development Center, Wooster, Ohio.

Le Du, Y.L.P, Baker, R.D. and Barker, J.M. (1976a) Milk-fed calves: 2. The effect of
length of milk intake upon herbage intake and performance of grazing calves.
Journal of Agricultural Science 87, 197-204.

Le Du, Y.L.P,, Baker, R.D. and Barker, ].M. (1976b) Milk-fed calves: 3. The milk intake,
herbage intake and performance of suckled calves. Journal of Agricultural Science
87,205-211.

Lewis, ].M., Klopfenstein, T.J., Stock, R.A. and Nielsen, M.K. (1990) Evaluation of
intensive vs extensive systems of beef production and the effect of level of beef
cow milk production on postweaning performance. Journal of Animal Science 68,
2517-2524.

Loftus, R.T., Machugh, D.E., Bradley, D.G., Sharp, PM. and Cunningham, P. (1994)
Evidence for two independent domestications of cattle. Proceedings of the National
Academy of Sciences USA 91, 2757-2761.

Long, C.R. (1972) Application of mathematical programming to evaluation of sys-
tems of beef cattle breeding. Dissertation Abstracts International, B 33, 972.

Mannen, H., Morimoto, M., Oyama, K., Mukai, F. and Tsuji, S. (2003) Identification of
mitonchondrial DNA substitutions related to meat quality in Japanese Black cat-
tle. Journal of Animal Science 81, 68-73.

Miller, W.C., Ward, G.M., Yorks, T.P,, Rossiter, D.L. and Combs, ]J.J. (1980) A mathe-
matical model of the United States beef production system. Agricultural Systems
5, 295-307.

Miller, S.P., Wilton, J.W. and Pfeiffer, W.C. (1999) Effects of milk yield on biological
efficiency and profit of beef production from birth to slaughter. Journal of Animal
Science 77, 344-352.

Moe, P.W. (1981) Energy metabolism of dairy cattle. Journal of Dairy Science 64,
1120-1139.

Moe, PW.,, Tyrrell, H.E. and Flatt, W.P. (1970) Partial efficiency of energy use for main-
tenance, lactation, body gain and gestation in the dairy cow. In: Schiirch, A. and
Wenk, C. (eds) Proceedings of Energy Metabolism of Farm Animals, 5. EAAP, Vitz-
nau, Switzerland, pp. 65-68.

Montano-Bermudez, M. and Nielsen, M.K. (1990) Biological efficiency to weaning
and to slaughter of crossbred beef cattle with different genetic potential for milk.
Journal of Animal Science 68, 2297-2309.

Morris, C.A. and Wilton, ].W. (1976) Influence of body size in the biological efficiency
of cows: a review. Canadian Journal of Animal Science 56, 613-634.

Mortimer, R.G., Boyd, G.W. and Morris, D.L. (1991) Evaluating the impact of body con-
dition on production parameters in beef cows. Veterinary Medicine 86, 1030-1036.

Naazie, A., Makarechian, M. and Hudson, R.J. (1997) Efficiency of beef production
systems: description and preliminary evaluation of a model. Agricultural Systems
54, 357-380.

Notter, D.R., Sanders, J.O., Dickerson, G.E., Smith, G.M. and Cartwright, T.C. (1979a)
Simulated efficiency of beef production for a Midwestern cow-calf-feedlot man-
agement system: 1. Milk production. Journal of Animal Science 49, 70-82.

Notter, D.R., Sanders, J.O., Dickerson, G.E., Smith, G.M. and Cartwright, T.C. (1979Db)
Simulated efficiency of beef production for a Midwestern cow-calf-feedlot man-
agement system: II. Mature body size. Journal of Animal Science 49, 83-91.



98

L.O. Tedeschi et al.

Notter, D.R., Sanders, J.O., Dickerson, G.E., Smith, G.M. and Cartwright, T.C. (1979¢)
Simulated efficiency of beef production for a Midwestern cow-calf-feedlot man-
agement system: III. Crossbreeding systems. Journal of Animal Science 49, 92-102.

NRC (2000) Nutrient Requirements of Beef Cattle, updated 7th edn. National Academy
Press, Washington, DC.

NRC (2001) Nutrient Requirements of Dairy Cattle, 7th edn. National Academy Press,
Washington, DC.

Ostergaard, V., Korver, S., Solbu, H., Andersen, B.B., Oldham, ]J. and Wiktorsson, H.
(1990) Main report — E.A.A.P. working group on: efficiency in the dairy cow. Live-
stock Production Science 24, 287-304.

Parker, C.F, Klosterman, E.W. and Livesay, EE. (1972) Rate of maturity as a measure
of efficiency in beef cattle production. Research Summary, Ohio Agricultural
Research and Development Center, 73-75.

Ramsey, ].J., Johnson, D.E., Hossner, K.L. and Johnson, K.A. (1996) Metabolic rate,
organ mass, and mitochondrial proton leak variations in lean and obese rats.
Comparative Biochemistry and Physiology. B, Biochemistry and Molecular Biology 113,
461-466.

Ramsey, ].J., Monemdjou, S., Lal, S., Weindruch, R., Harper, M.E., Chwalibog, A. and
Jakobsen, K. (2001) Restriction of energy intake, mitochondrial proton leak and
aging. In: Chwalibog, A. and Jakobsen, K. (eds) Energy Metabolism in Animals.
Proceedings, 15th International Symposium on Energy Metabolism, Snekkersten,
Denmark. Wageningen Press, Wageningen, The Netherlands, pp. 305-308.

Reynoso-Campos, O., Fox, D.G., Blake, R.W., Barry, M.C., Tedeschi, L.O., Nicholson,
C.E, Kaiser, HM. and Oltenacu, P.A. (2004) Predicting nutritional requirements
and lactation performance of dual-purpose cows using a dynamic model. Agri-
cultural Systems 80, 67-83.

Schrauwen, P. (2002) Skeletal muscle uncoupling protein 3 (UCP3): mitochondrial
uncoupling protein in search of a function. Current Opinion in Clinical Nutrition
and Metabolic Care 5, 265-270.

Schrijver, R.D. and Privett, O.S. (1984) Energetic efficiency and mitochondrial func-
tion in rats fed trans fatty acids. Journal of Nutrition 114, 1183-1191.

Schutz, M.M., Freeman, A.E., Lindberg, G.L., Koehler, C.M. and Beitz, D.C. (1994)
The effect of mitochondrial DNA on milk production and health of dairy cattle.
Livestock Production Science 37, 283-295.

Tedeschi, L.O., Boin, C., Nardon, R.F. and Leme, P.R. (2000a) Growth curve analysis
of Guzera and their crossbreeds fed under grazing with or without supplemen-
tation: 1. Analysis and selection of nonlinear functions. Revista Brasileira de
Zootecnia 29, 630-637.

Tedeschi, L.O., Boin, C., Nardon, R.F. and Leme, P.R. (2000b) Growth curve analysis
of Guzera and their crossbreeds fed under grazing with or without supplemen-
tation: 2. Evaluation of growth curve parameters. Revista Brasileira de Zootecnia
29, 1578-1587.

Tedeschi, L.O., Fox, D.G. and Guiroy, PJ. (2004) A decision support system to
improve individual cattle management: 1. A mechanistic, dynamic model for
animal growth. Agricultural Systems 79, 171-204.

Tedeschi, L.O., Fox, D.G., Baker, M.]. and Kirschten, D.P. (2005) Identifying differences
in feed efficiency among group-fed cattle. Journal of Animal Science, in press.
Winston, W.L. (1993) Operations Research: Applications and Algorithms, 3rd edn.

Duxbury Press, Belmont, California.



Prediction of Energy Requirement
for Growing Sheep with the Cornell
Net Carbohydrate and Protein
System

A. CANNAS,! L.O. TEDESCHI,2 A.S. ATzORI'
AND D.G. Fox?

"Dipartimento di Scienze Zootecniche, via De Nicola 9, Universita di
Sassari, 07100 Sassari, Italy; 2Department of Animal Science, Cornell
University, 124 Morrison Hall, Ithaca, NY 14850, USA

Abstract

This study evaluates the suitability of the Cornell Net Carbohydrate and Protein Sys-
tem for sheep (CNCPS-S) to predict average daily gain (ADG) of lambs. This model
was also used to compare the efficiency of use of metabolizable energy (ME) to net
energy (NE) for growth (kg) from the Agricultural Research Council (ARC, 1980), the
Australian system (CSIRO, 1990), the National Research Council (NRC, 2000) and
a theoretical equation by Tedeschi ef al. (2004), which uses a decay equation as a func-
tion of the composition of the gain. In addition, the equations used by ARC (1980),
NRC (1985) and CSIRO (1990) to predict the energy content of empty body gain
(EVG) were compared. Forty-two data points from nine published studies were used
to investigate the adequacy of CNCPS-S and of the above equations to estimate ADG.
Regardless of the kg prediction equation used, the CNCPS-S markedly underpre-
dicted ADG, due to an overprediction of ME requirements for maintenance (ME ).
When the factors causing overprediction of ME  were corrected, the CNCPS-S
underpredicted ADG when the NRC (1985) and CSIRO (1990) equations were used
to estimate k_, while good precision and accuracy were achieved when k_was predicted
with the Tedeschi et al. (2004) and ARC (1980) equations. With the ARC (1980)
equation, the CNCPS-S model explained 82% of the variation in ADG, with small
mean bias (—4 g/day) and root mean squared predicted error (RMSPE) (40 g/day); the
simultaneous test of the intercept and slope did not reject (P > 0.1) the hypothesis that
they were statistically similar from zero and unity, respectively. The model had an
accuracy of 0.90 when evaluated with the concordance correlation coefficient test. The
comparison of three different equations to predict EVG indicated that the best
CNCPS-S prediction of ADG was obtained with the CSIRO (1990) approach. We
concluded that a modified CNCPS-S model can be used to accurately predict ADG
of growing lambs.

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
Modelling Approaches (eds E. Kebreab et al.) 99
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Introduction

The use of sheep to provide meat is an important activity in many parts of
the world. Sheep meat is produced using specialized breeds, as well as with
wool or dairy breeds. Thus, a variety of feeding systems, management tech-
niques and breeds are used worldwide.

Several mathematical models have been developed to estimate weight
gain and carcass composition of growing sheep (ARC, 1980; NRC, 1985;
INRA, 1989; CSIRO, 1990; AFRC, 1995). These models rely mainly on empir-
ical relationships, and the thorough evaluation of supply and requirement of
energy and protein is lacking.

More recently, Cannas et al. (2004) developed a mechanistic model that
is based on the CNCPS (Fox et al., 2004) to estimate energy and protein sup-
ply. The CNCPS-S uses a mechanistic ruminal model that predicts feed bio-
logical values and bacterial yield, which is determined by the relationship
between degradation rate of fibre and non-fibre carbohydrates, feed passage
rate, and availability of amino-N and non-protein nitrogen (NPN) in the
rumen. The model developed by Cannas et al. (2004) had a special emphasis
on dairy sheep.

The primary objective of this study was to develop a mechanistic model
to estimate energy requirements for growing sheep. The secondary objective
was to evaluate the model’s predictions and compare it with standard feed-
ing models using published data that had enough information to describe
animal feeds and the environment as required by the CNCPS-S.

Material and Methods

Model description and comparisons

Table 10.1 contains a list of abbreviations used throughout this chapter and
in the CNCPS-S model.

The CNCPS-S computes ADG with equations based on the CSIRO (1990;
equations (10.1)—(10.4)), with the modifications proposed by Freer et al. (1997).
The NE_ is computed using ME_ times the partial efficiency of conversion of
ME_ to NE_ (k) as described by Cannas et al. (2004). The standard reference
weight (SRW) is based on the recommendation of CSIRO (1990).

___RE

ADG= £v6 %092 (10.1)

EVG= [(6.7 Fox(@L-1)+ %) x 0.239 (10.2)
- :

L= M—EE:I}I -1 (10.3)

p- FBW (10.4)

SRW
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Table 10.1. Definitions for the abbreviations used in the equations.

a
a,
ACT
ADG
AGE
EBG
EBW
E

fat

1

protein

Fat
FBW
FL
K., kg

ME

Protein
an

RE
REp
SBW
TE

TF

TP
UREA

Thermal neutral basal maintenance requirements (Mcal/kg of SBW?75)
Adjustment for previous temperature

Activity requirements for horizontal and slope walking (Mcal/day of NE| )
Average daily gain (kg/day)

Adjustment for age effect on maintenance requirements (years)
Empty body gain = 0.92 ADG (kg/day)

Empty body weight = 0.851 SBW (kg)

Fat energy content of the EBG (Mcal/kg)

Protein energy content of the EBG (Mcal/kg)

Energy content of EBG (Mcal of NEg/kg)

Fat in the EBG (g/kg)

Full body weight (kg)

Level of feeding in multiples of ME_, (Mcal/Mcal)

Efficiency of conversion of ME to NE_, NEg, respectively

Level of feeding in multiples of ME_ minus one unit (Mcal/Mcal)
Metabolizable energy (Mcal)

Feed or diet ME concentration (Mcal/kg of DM)

Metabolizable energy intake (Mcal/day)

ME requirement for maintenance (Mcal/day)

Net energy requirement for maintenance (Mcal/day)

NE,, required for cold stress (Mcal/day)

Body maturity index (kg/kg)

Protein in the EBG (g/kg)

Metabolizability of the diet (Mcal/Mcal)

NE available for gain (Mcal/day)

Proportion of protein energy in RE (Mcal/Mcal)

Shrunk body weight, defined as 96% of full body weight (kg)
Total body energy (Mcal of NE)

Total body fat (kg)

Total body protein (kg)

Cost of excreting excess nitrogen as urea (Mcal of NE_/day)
16.5

490

0.12

where EVG is the energy content of empty body gain (Mcal/kg); L is the
level of feeding relative to ME_ minus one unit (Mcal/Mcal); MEI is ME
intake (Mcal/day); Z, is equal to 16.5; P is a maturity index; FBW is full body
weight (kg); SRW is the FBW that would be achieved by a specific animal of
a certain breed, age, sex and rate of gain when skeletal development is com-
plete and the empty body contains 250 g of fat/kg (corresponding to a body
condition score (BCS) of 2.8-3.0 in ewes using a 0-5 scale system); ADG is
FBW changes (kg/day); RE is retained energy, i.e. NE available for gain
(Mcal/day).

CSIRO (1990) suggests two values for the parameter Z, (equation (10.2)):
20.3 for the set A growth parameters for sheep and most cattle breeds and
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16.5 for the set B growth parameters for European cattle breeds. In this
model the value of 16.5 (set B) was preferred to 20.3 (set A) because most
sheep breeds are leaner than the Merino breed from which CSIRO (1990)
based the parameters of the growth curves (Cannas and Susmel, 2002).

This approach to predict EVG was compared with those of the NRC
(1985) model (equation (10.5)) and the ARC (1980) model, specific for non-
Merino males, which is also adopted by the AFRC (1995) system (equation
(10.6)):

EVG = (644 — 2.61 x YBW) x EBW*” (10.5)
EVG= 224035 x SBW , 0.239 (10.6)

where SBW is shrunk BW (0.96 FBW), kg; EBW is empty BW (kg); YBW is
yearling BW of rams of the same breed (kg).

RE is computed using ME available for growth (MEI minus ME_) times
the efficiency of ME to NEg (k g) as described in equation (10.7):

RE = (MEI-ME,,) x k, (10.7)

where MEI is ME intake predicted by the CNCPS-S (Mcal/day); ME_ is ME
for maintenance (Mcal/day); and k, is the partial efficiency of ME to NE,.

In the CNCPS-S, the energy requirements for basal metabolism,
expressed as ME_, are adjusted for age, physiological state, environmental
effects, activity, urea excretion, acclimatization and cold stress in order to
estimate total NE_ and ME_ as shown in equation (10.8):

ME, = H(SBWO'75>< ayx ayexp (~0.03 X AGE)]
(10.8)
+(0.09 X MEI xk,,) + ACT + NE, ,+ UREA} /k,,

where ME _ is in Mcal/day and SBW®7 is metabolic shrunk body weight (kg).
The factor a, in equation (10.8), the thermal neutral maintenance requirement
per kg of metabolic weight for fasting metabolism (CSIRO, 1990), is assumed
to be 0.062 Mcal of NE_/kg®”. This value is corrected for the effect of age on
maintenance requirements, using the CSIRO (1990) exponential equation
exp(—0.03 x AGE), where AGE is in years, which decreases the maintenance
requirements from 0.062 Mcal to 0.052 Mcal of NE_ per kg of SBW7 as the
animal ages from 0 to 6 years. The requirements of animals 6 years of age or
older are similar to those of NRC (1985), INRA (1989) and AFRC (1995). The
factor a,, an adjustment for the effects of previous temperature, is (1 + 0.0091
x C), where C = (20 — Tp) and Tp is the average daily temperature of the pre-
vious month (NRC, 1981). The term (0.09 x MEI x k) is based on the CSIRO
(1990) adjustment to account for the increase in the size of the visceral organs
as nutrient intake increases. The efficiency coefficient k,, is fixed at 0.64. The
ACT factor (Mcal of NE_ /day) in equation (10.8) is the effect of activity on
maintenance requirements and is fully described in Cannas et al. (2004). The
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factor a, includes the minimum activity for eating, rumination and move-
ments of animals kept in stalls, pens or yards (CSIRO, 1990). The NE___ factor
in equation (10.8) is based on the CSIRO (1990) model to estimate the extra
maintenance energy required to counterbalance the effect of cold stress (Can-
nas et al., 2004). The factor UREA, which accounts for the energy cost of
excreting excess nitrogen as urea, is fully described in Cannas et al. (2004).

The original equation used by the CNCPS-S to predict ME_ also
included a multiplier for the effect of gender, with value 1.0 for females and
castrates and 1.15 for intact males (Cannas et al., 2004). This adjustment, from
the ARC (1980) model, is also adopted by the CSIRO (1990) system, but it
was excluded by an update of it (Freer ef al., 1997). The gender adjustment is
not supported by experiments carried out on sheep (Bull et al., 1976; Ferrell
et al., 1979). For this reason it was excluded in the version of the CNCPS-S
used for this study.

Among the factors that modify basal maintenance requirements in the
CNCPS-S, two have a major impact on equation (10.8): the age-correction
factor and the MEI adjustment (0.09 x MEI x k ). For this reason, mainte-
nance energy requirements (equation 10.8), and subsequently RE (equation
(10.7)), were predicted both with the complete form of equation (10.8) or by
excluding alternatively the age factor, assuming that lamb basal metabolism
was the same as that of 6-year-old sheep, or the MEI adjustment factor.

For the prediction of kg in equation (10.7), the CNCPS-S (Cannas et al.,
2004) uses the NRC (2000) equation (equation (10.9)). Equation (10.9) was
compared with the ARC (1980) model (equation (10.10)), with the CSIRO
(1990) model (equations (10.10) and (10.11) combined) and the theoretical
equation developed by Tedeschi ef al. (2004) (equation (10.12)). The ARC
(1980) model proposed equation (10.10) as valid for ‘all diets’ and was
adopted by the AFRC (1995) system.

ko= (1.42 x MEC - 0.74 x MEC*+ 0.0122 x MEC*~ 1.65) /MEC (10.9)
k= 0.78 x g,+ 0.006 (10.10)
k,=1.16 % g,,— 0.308 (10.11)
[ E— (10.12)
s~ I+ 11 xREp :

where MEC is dietary ME concentration (Mcal/kg); g, (also called metabo-
lizability) is the ratio of ME to gross energy (GE) in the diet, where for GE the
CSIRO (1990) system assumes a mean value of 4.398 Mcal/kg DM; and REp
is the proportion of protein energy in RE (Mcal/Mcal). The CSIRO (1990)
model uses two different equations, both originally proposed by ARC (1980),
depending on the quality of the diet. CSIRO (1990) suggests that equation
(10.10) should be used when g, > 0.52 Mcal ME/Mcal GE, i.e. with diets
based on spring growth of grass or legume pastures in a temperate climate or
first growth of annual pastures in a Mediterranean climate. Equation (10.11)
should be used when g, < 0.52 Mcal ME/Mcal GE, i.e. with diets composed
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of mature temperate and Mediterranean pastures and annual legumes and
for all other pastures and forages at all stages of growth, including tropical
and subtropical grasses and legumes and forage crops such as sorghum.
Equation (10.11) was proposed by ARC (1980) as valid for ‘aftermaths’ of
forage-based diets. In this evaluation the CSIRO (1990) approach to predict k,
was tested using both equation (10.10) (for diets for which the CNCPS-S pre-
dicted g, > 0.52) and equation (10.11) (for diets with g4, < 0.52).

Equations (10.10) and (10.11) require the prediction of the ratio of ME to
GE at maintenance feeding level (g, ). In this study the ME used is that pre-
dicted by the CNCPS-S. However, this system predicts ME at the actual feed-
ing level, not at the maintenance feeding level. Thus, the ratio of ME to GE
at actual feeding level (gq,), as predicted by the CNCPS-S, was adjusted
assuming a maintenance feeding level by rearranging an equation (equation
3.3 of ARC, 1980) proposed by Blaxter (1969, cited by ARC, 1980):

g, +0.1246 X L - 0.1246
Gm= 08+ 02xFL

(10.13)

where g, is the ratio between ME and GE for ME estimated at maintenance
feeding level; FL is the feeding level, i.e. the ratio between total energy intake
and maintenance energy requirements (Mcal/Mcal); and g, is the ratio
between ME and GE for ME estimated at any feeding level.

Equation (10.12) requires the calculation of the proportion of retained
energy as protein (REp). The energy content of fat and protein in the gain can
be calculated using the equations reported by CSIRO (1990) and modified by

Freer et al. (1997). Then, REp is computed as Eprotem/ (Eq + Eprotem):
B |43:456 x (L= 1)+ 2228202 0.0004 (1014)
o )

Z5;—0.004 x2x(L—1)
1+e 6XP-04)

Eprotein_ 0.212 -0.004 x 2 x (L — 1) _

x57  (10.15)

where Z, and Z, are parameters equal to 490 and 0.12, respectively (set B of
CSIRO, 1990); and E; , and E__ . are respectively the fat and protein energy
a protein
content of the EBG (Mcal/kg).
The supply of nutrients was predicted with the CNCPS-S (Cannas et al.,
2004) for all evaluations.

Model evaluation

The evaluation and comparison of the models were performed using nine pub-
lished studies (Antongiovanni ef al., 1991; Costantini et al., 1994; Franci ef al.,
1997; Lanza et al., 2003a,b; Ponnampalam et al., 2003, 2004; Richardson
et al., 2003; Stanford et al.,, 2003) with growing non-castrated male sheep,
totalling 42 treatment means as described in Table 10.2.

The evaluations were carried out using the information in the publica-
tions on mean BW, feed intake and composition as inputs in the CNCPS-S.



Table 10.2. Description of the database (n = 42) used to evaluate the Cornell Net Carbohydrate and Protein System for sheep (CNCPS-S)

prediction of lamb growth.2

Ruminal
SBW ADG DMI CP NDF Forage ME intake® nitrogen Rumen
ltem (kg) P (g/day) (% ofSBW) (% of DM) (% of DM) FL® (% of DM)  (Mcal/day) balance® (%) pH°
Mean 255 0.30 199 4.2 13.7 42.8 1.99 46.9 242 15.0 6.34
SD 59 0.07 92 1.0 2.9 13.3 0.35 24.7 0.62 15.7 0.20
Minimum 17,5  0.21 13 2.3 7.6 23.1 1.29 0.0 1.48 -14.6 5.84
Maximum 37.3  0.49 378 5.9 19.0 73.8 2.49 100.0 3.91 80.1 6.46

aAbbreviations are defined in Table 10.1.

bFL = level of feeding, as estimated by the CNCPS-S (i.e. total ME intake/ME required for maintenance) excluding the age factor from equation (10.8).
¢Estimated with the CNCPS-S excluding the age factor from equation (10.8).
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The feeds most similar to those cited in the publications were selected from
the feed library of the CNCPS-S. Feed composition was then modified
according to the chemical composition reported in each publication for each
feed. Since most publications did not give complete information on the nitro-
gen fractions of the feeds, those in the CNCPS-S feed library were used for
missing values. The same approach was used for the physically effective
NDF concentration of feedstuffs and for the degradation rates for each frac-
tion. The submodel of the CNCPS-S that corrects ruminal degradation in
nitrogen-deficient diets (Tedeschi et al., 2000) was used for the four diets for
which the CNCPS-S predicted negative ruminal nitrogen balance. The SRW
required by equation (10.4) was never reported in the publications. Thus,
SRW values in the literature for each of the breeds used in the experiments
were used. Since it was not possible to find appropriate values for YBW
required by equation (10.5), YBW was assumed to be equal to SRW.

The assessment of the adequacy of the models is only possible through
the combination of several statistical and empirical analyses and proper
investigation regarding the purposes of the model initially conceptualized
(Tedeschi, 2004), and in this study, several techniques were used. The coeffi-
cient of determination (R?) (Neter et al., 1996), the confidence intervals for the
parameters (Mitchell, 1997) and the simultaneous test for the intercept and
slope (Dent and Blackie, 1979; Mayer et al., 1994) were compared.

Additional techniques were also used as discussed by Tedeschi (2004),
including evaluation for accuracy with concordance correlation coefficient
(CCC; Lin, 1989), mean bias (Cochran and Cox, 1957), and mean squared
prediction error (MSPE; Bibby and Toutenburg, 1977). The MSPE values
were expanded in three fractions to represent errors in central tendency,
errors due to regression, and errors due to disturbances (or random errors),
i.e. unexplained variance, which cannot be accounted for by the linear
regression (Theil, 1961).

Results

The database used to evaluate the CNCPS-S prediction of ADG included a
wide range of SBW, DMI, diet composition and production (Table 10.2). The
level of intake varied from 2.3% to 5.9% of SBW, dietary CP concentration
from 7.6% to 19.0% and dietary NDF from 23.1% to 73.8%. Rumen nitrogen
balance, as predicted by the CNCPS-S (Cannas et al., 2004), ranged from —14.6%
to +80.1% of rumen bacteria requirements, while CNCPS-S predicted rumen
pH varied from 5.84 to 6.46. The ADG across studies was nearly 199 g/day,
ranging from 13 to 378 g/day.

Effect of kg on ADG

Table 10.3 shows the comparison of observed and predicted ADG using the
kg equations of NRC (2000), ARC (1980), CSIRO (1990) and Tedeschi et al.



Table 10.3. Evaluation of the average daily gain (ADG) predicted by using different equations to estimate k; and the energy value of gain
(EVG) with the Cornell Net Carbohydrate and Protein System for sheep (CNCPS-S).

Mean
bias  Components of MSPE? (%)
CNCPS-S Predicted - (% of Regres-
predicted observed obser- Mean sion  Unexpl. RMSPE®
k, or EVG (Reference) (g/day) (g/day) ved) bias bias  variation g/day RPe P4 Cre P,
Maintenance estimated with equation (10.8)

k, equation (10.9) (NRC, 2000) 143 -56 28.3 64.6 0.3 35.1 70 0.79 <0.001 0.81 0.72
k, equation (10.10) (ARC, 1980) 168 -31 15.6 37.3 0.9 61.8 51 0.81 <0.001 0.94 0.85
k, equations (10.10) and (10.11)

(CSIRO, 1990) 150 —48 24.3 50.9 4.9 44.2 68 0.75 <0.001 0.88 0.76
kequation (10.12)

(Tedeschi et al., 2004) 152 —47 23.6 595 10.3 30.2 61 0.83 <0.001 0.84 0.76

Maintenance estimated without age adjustment

k, equation (10.9) (NRC, 2000) 159 -39 19.7 47.5 0.3 52.2 57 0.79 <0.001 0.89 0.80
k, equation (10.10) (ARC, 1980) 189 -10 5.0 6.1 1.2 92.7 40 0.81 NS 0.99 0.90
k, equations (10.10) and (10.11)

(CSIRO, 1990) 169 -30 15.0 27.3 9.8 62.9 57 0.75 <0.001 0.95 0.82
k, equation (10.12)

(Tedeschi et al., 2004) 174 -25 12.6 30.0 7.5 62.5 46 0.84 <0.001 0.93 0.85

Maintenance estimated without MEI adjustment

k, equation (10.9) (NRC, 2000) 164 -34 17.3 41.5 0.1 58.4 53 0.80 <0.001 0.92 0.83
k, equation (10.10) (ARC, 1980) 195 —4 1.9 0.9 5.8 93.3 40 0.82 NS 1.00 0.90
k, equations (10.10) and

(10.11) (CSIRO, 1990) 175 —24 12.0 185 16.5 65.0 56 0.76 <0.001 0.96 0.84
kg equation (10.12)

(Tedeschi et al., 2004) 180 -18 9.2 19.7 2.4 77.9 41 0.84 <0.01 0.96 0.88

Continued
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Table 10.3. (cont'd).

Mean
bias  Components of MSPE? (%)
CNCPS-S Predicted - (% of Regres-

predicted observed obser- Mean sion  Unexpl. RMSPE?®

k, or EVG (Reference) (g/day) (g/day) ved) bias bias  variation g/day R P4 Gyt Py
Maintenance estimated without MEI adjustment and kg predicted with equation (10.10)

EVG equation (10.2)

(CSIRO, 1990) 195 -4 1.9 0.9 5.8 93.3 40 0.82 NS 1.00 0.90
EVG equation (10.5)

(ARC, 1990) 204 5 2.6 1.0 11.8 87.2 52 0.72 <0.073 1.00 0.85
EVG equation (10.6)

(NRC, 1985) 151 —48 24.0 53.0 0.6 46.4 65 0.71 <0.001 0.84 0.73

aMSPE = mean squared prediction error.

PRMSPE = root of mean squared prediction error.

°R? = coefficient of determination of the best fit regression line not forced through the origin.
4P = probability associated to an F-test to reject the simultaneous hypothesis that the slope = 1 and the intercept = 0; when NS (P > 0.1) in the hypothesis
is not rejected (Dent and Blackie, 1979).

eAccuracy of the model (Lin, 1989).

fConcordance correlation coefficient (CCC) (Lin, 1989).
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(2004). All except the ARC k, with either no age adjustment or with no MEI
adjustment to ME_ underpredicted ADG, with large mean biases and
RMSPE.

The use of equation (10.8) without age adjustment improved precision
and accuracy of the predictions (Table 10.3). The best prediction was
obtained by predicting k, with equation (10.10) (ARC, 1980). In this case the
model explained 81% of the variation, with a small mean bias (-10 g/day)
and RMSPE (40 g/day) (Table 10.3). The simultaneous test of the intercept
and slope did not reject (P > 0.1) the hypothesis that they were statistically
similar from zero and unity, respectively (Table 10.3). Based on the CCC
analysis (Lin, 1989), the model had very high accuracy (C, = 0.99) and an
overall high CCC (p_ = 0.90).

The use of equation (10.8) without MEI adjustment further improved
precision and accuracy with the ARC giving the best predictions (Table 10.3).
Except for a further reduction of the mean bias (-4 g/day instead of 10 g/
day), the other statistics were similar to those obtained with ME__ estimated
by equation (10.8) without age adjustment.

Table 10.3 indicates that the best predictions of ADG were obtained
when EVG was predicted using equation (10.2) (CSIRO, 1990).

Discussion

Previous work on mature sheep showed that the CNCPS-S predicts OM
digestibility (used by this model to predict dietary TDN and ME) and MEI
very accurately (Cannas et al., 2004). In the present evaluation, only two pub-
lications (Costantini et al., 1994, Ponnampalam et al., 2004) reported
digestibility measurements. The comparison of CNCPS-S predicted vs
observed digestibility showed small mean bias (data not reported), suggest-
ing good MEI prediction accuracy for lambs as well. Thus, it is unlikely that
MEI prediction is an important source of error.

The simultaneous adjustment of ME_ for age and MEI results in under-
prediction of ADG. Decreasing fasting heat production and ME_ with
increasing age has been reported in some experiments (Bouvier and Ver-
morel, 1975; Graham, 1980; Freetly et al., 2002). In contrast, the sheep, beef
and dairy NRC (NRC, 1985, 2000, and 2001) models, the CNCPS model for
cattle (Fox et al., 2004) and the Sahlu et al. (2004) model for goats do not
include age-related ME_ adjustments. The CSIRO (1990) system includes the
effect of 0.09 x MEI, which accounts for the effect of feeding level on visceral
organ metabolism and then on maintenance requirements. Other feeding
systems indirectly account for the effect of plane of nutrition on maintenance
requirements, increasing the basal metabolism of the most productive breeds
(NRC, 2000; Fox et al., 2004).

The ARC (1980) equations for k, consistently gave the best predictions
(Table 10.3), followed by the equation proposed by Tedeschi et al. (2004). The
equation of Tedeschi ef al. (2004) is attractive from a biological point of view
as it accounts for the change in the proportion of protein (decrease) and fat
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(increase) in the gain as lambs mature, since the partial efficiency of protein
energy deposition (k) is lower than that of fat energy deposition (k) (Gra-
ham, 1980). Nonethefess the variable g, in the ARC equation may account
for some of the post-digestive dietary effects not considered by the equation
of Tedeschi et al. (2004). In fact, a combination of body composition and
energy content of the diet might be a better approach in computing the effi-
ciency of utilization of energy for maintenance and growth. The equation
developed by Tedeschi et al. (2004) used average efficiency values for k , and
k_.of 20% and 75%, respectively. The literature indicates very diverse values
for these efficiencies (Tedeschi et al., 2004). Graham (1980) reported an aver-
age k,of 0.27 and a k. of 0.68 for growing lambs. If these values are used in
the development of equation (10.12) instead of those used by Tedeschi et al.
(2004), the CNCPS-S predictions of ADG improve (Fig. 10.1). The higher
accuracy obtained with the modified Tedeschi et al. (2004) equation suggests
that if the CNCPS-S predictions of RE are accurate, the ADG prediction is
precise and accurate. This implies that the CSIRO (1990) equation adopted
by the CNCPS-S to predict EVG is also precise and accurate. The compari-
son of this equation to predict EVG with those proposed by NRC (1985) and
ARC (1980) supports this conclusion (Table 10.3). The study of the relation-
ship between the maturity index P (i.e. FBW/SRW) and the EVG estimated
with equations (10.2), (10.5) and (10.6) showed that for all equations, the
EVG increased as P increased (Fig. 10.2). In the case of equation (10.5) (NRC,

| y=1.02x-5.53 _
350 084 i Y=X

0 50 100 150 200 250 300 350 400
ADG predicted (g/day)

Fig. 10.1. Comparison between predicted and observed ADG using equation
(10.8a) without MEI adjustment to predict ME_ and the kg predicted by equation
(10.12) (Tedeschi et al., 2004) modified to consider an efficiency of protein energy
deposition of 0.27 and of fat energy deposition of 0.68. The resulting prediction
equation is k= 18.36/(27 + 41 x REp). The mean bias was 1 g/day, the RMSPE 37
g/day and the CCC overall coefficient 0.91. Triangles represent deviations between
predicted and observed ADG.
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Fig. 10.2. Relationship between the maturity index P (i.e. FBW/SRW) and the
energy value of gain (EVG) calculated following the methods of () NRC (1985)
(equation (10.5)), (@) ARC (1980) (equation (10.6)) and (4) CSIRO (1990) (equation
(10.2)).

1985) and equation (10.6) (ARC, 1980), the data were separated into two dis-
tinct groups and the relationship between P and EVG was linear, while for
equation (10.2) (CSIRO, 1990), there were no distinct groups and the rela-
tionship between P and EVG was curvilinear. This happened because only
equation (10.2) accounts for the maturity index, while the other two systems
do not explicitly consider it. Most of the feeding systems recently developed
for cattle account for differences in mature size (NRC, 2000, 2001; Fox et al.,
2004).

Conclusions

The evaluation of the CNCPS-S model to predict ADG suggests that the
adjustment to ME_ for MEI should be removed and the modified equation
of Tedeschi et al. (2004) should be used for k;. With these modifications,
the CNCPS-S will accurately and precisely predict the ADG of growing
lambs.
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Abstract

Body composition data and live animal measurements were obtained from 146 Hol-
stein X Friesian lactating cows. Live animal measurements were recorded 3 or 4 days
prior to slaughter, including live weight (W), body condition score (BCS), girth, belly
girth, height and length. The objective was to develop prediction equations for body
weight (BW) and body composition from live animal data. All dimension measure-
ments were positively (P < 0.001) related to LW, empty body weight (EBW), carcass
weight (CW) and EB contents (kg or M]) of lipid, crude protein (CP), gross energy,
ash and water. The correlation coefficients in these relationships were greatest with
girth (0.62-0.88), followed by belly girth (0.52-0.88) and length (0.51-0.83), and
lowest with height (0.35-0.69). Girth was then used as a primary predictor and mul-
tiple equations for prediction of BW and EB components (kg or M]) were developed.
All relationships were significant (< 0.001) and each predictor had a significant effect
on the relationship (P < 0.001). The R? values ranged from 0.65 for prediction of ash
content to 0.91 for LW. These equations provide alternative approaches to estimate
BW and composition of lactating dairy cows.

Introduction

114

LW and EBW are currently used across the world to calculate energy and
protein requirements for maintenance for lactating dairy cows. The meas-
urement of LW of large animals (e.g. dairy cows) requires weighbridges,
which are not always available on commercial farms. However, BW is
a function of body size (skeletal development), fatness and gut fill,
which can be easily measured (e.g. body size) or estimated (e.g. fatness
from BCS and gut fill from dry matter intake (DM), which relates to
milk yield (MY)). However, there is little information available in the liter-
ature on the prediction of BW from body dimensions and other live animal
variables.

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
Modelling Approaches (eds E. Kebreab et al.)
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A total of 146 lactating dairy cows were slaughtered and a wide range of
parameters assessed including BW and body composition data, live animal
variables and body dimension measurements (girth, belly girth, length and
height). The objective of the study was to use these data to develop predic-
tion equations for BW and body composition using dimension measure-
ments and other live animal data.

Materials and Methods

In 1999, 146 Holstein x Friesian lactating cows were slaughtered that were
selected to represent a parity range (PR), body condition, genetic merit, lac-
tation stage (LS) and LW. Before slaughter, all cows were offered mixed diets
of grass silages and concentrate supplements, with forage proportions in
diets ranging from 0.30 to 0.60 (DM basis). There were 29 cows in the first LS,
32 in the second and the remaining in the third lactation or over. MY (kg/day)
used in the present study was averaged from the week before slaughter. The
LW, BCS and body dimension measurements were recorded 3 or 4 days prior
to slaughter. The BCS of each cow fell into 1 of 5 categories from 1 (very thin)
to 5 (very fat). Dimension measurements included girth (around cow behind
the shoulder), belly girth (around cow just in front of the udder), height (from
the floor to the top of the back in a line up the middle of the shoulder) and
length (from front tip of shoulder to edge of pin bone).

Following assessment of dimensions, all cows were slaughtered and pro-
cedures for the determination of body composition were undertaken over a
period of 2 weeks. The fetus and associated fluid and membranes were
removed from pregnant cows. The exsanguinated bodies of the animals were
then divided into eight components, namely, hide, feet, udder, head (includ-
ing spinal cord and thymus), alimentary tract (excluding all contents except
those of omasum), urogenital tract, pluck (trachea, lungs, heart, diaphragm,
liver, kidneys and tail) and carcass. Perinephric and retroperitoneal fat were
included with alimentary tract. The weight of each component was recorded
at the time of collection and all components were stored at —20°C. Each com-
ponent was subsequently shredded and minced while in the frozen state and
representative samples taken for determination of DM, nitrogen, total lipid,
ash and energy concentrations. The EBW was determined as LW minus
weight of gut contents and fetus with associated fluid and membranes.

Linear and stepwise multiple regression techniques were used to exam-
ine relationships between BW and body composition. The statistical pro-
gramme used in the present study was Genstat 6.1, sixth edition (Lawes
Agricultural Trust, Rothamsted, UK).

Results and Discussion

The data on BW and body composition and live animal variables are pre-
sented in Table 11.1. The data-set represents a large range in BW and body
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composition. For example, the differences between maximum and minimum
data were 362 kg for LW, 313 kg for EBW, 196 kg for CW, 47.7 kg for CP and
117.1 kg for lipid. Girth ranged from 176 to 223 c¢m, height from 125 to 150
cm and length from 134 to 170 cm. Belly girth was larger than girth and
ranged from 200 to 261 cm.

Correlation coefficients (R) in the linear relationships between dimen-
sion measurements and BW and body composition are presented in
Table 11.2 and Figs 11.1-11.3 present the relationships between girth and LW,
CP and lipid contents, respectively. All relationships are significant (P <
0.001). The R values in the relationships of LW, EBW and CW were higher
with girth than length and height. This may be due to the effect of body fat-
ness, which has a stronger relationship with girth than height and length. In
terms of the relationships with different BWs, the R values with belly girth
were reduced from 0.88 (LW) to 0.80 (EBW) to 0.78 (CW), while they
remained similar with girth. This reduction in R values may reflect the effect
of gut fill on belly girth.

Similarly, girth produced highest R values in the relationships with
body components, followed by belly girth and length, whilst they were
lowest with height. In terms of the relationships with dimension measure-
ments, the R values were highest with CP and EB water contents, while they
were lowest with lipid contents. This finding is in line with the results relat-
ing CP and lipid contents to LW as reported by Gibb and Ivings (1993), who

Table 11.1. Data on body weight (BW) and body composition and live animal
variables (n = 146).

Standard
deviation
Mean (sb) Minimum  Maximum
Cow general data
LW (kg) 574 74.4 419 781
MY (kg/day) 25.0 5.57 12.2 44 1
BCS 25 0.49 1.1 4.0
Pr 2.4 1.5 1 7
Empty body (kg)
EBW 411 61.6 293 606
Ccw 230 37.4 155 351
CP 76.0 10.03 55.8 103.5
Lipid 43.1 21.34 16.6 133.7
Dimension measurements (cm)
Girth 195 9.3 176 223
Belly girth 231 12.0 200 261
Height 138 4.9 125 150
Length 154 8.1 134 170

LW = live weight; MY = milk yield; BCS = body condition score; PR = parity range;
EBW = empty body weight; CW = carcass weight; CP = crude protein.
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Table 11.2. Correlation coefficients (R) in the linear relationships between
dimension measurements (cm) and body weight (BW) and body composition
of lactating dairy cows.

Girth Belly girth Height Length
LW (kg) 0.88 0.88 0.67 0.83
EBW (kg) 0.87 0.80 0.65 0.79
CW (kg) 0.87 0.78 0.65 0.77
Energy (MJ) 0.72 0.62 0.45 0.62
Lipid (kg) 0.62 0.52 0.35 0.51
CP (kg) 0.87 0.82 0.69 0.82
Ash (kg) 0.73 0.69 0.63 0.70
Oven dry matter (kg) 0.81 0.71 0.55 0.71
Empty body water (kg) 0.85 0.81 0.67 0.79

LW = live weight; EBW = empty body weight; CW = carcass weight; CP = crude protein.

found that CP content was linearly related to LW with an R? of 0.83, and a
similar R? could only be achieved for lipid when using both LW and BCS as
predictors.

Consequently, in the present study girth was used as a primary predic-
tor to develop multiple prediction equations for BW and body composition.
Other dimension measurements and live animal data were used as sup-
porting predictors. These equations are presented in Table 11.3. All rela-
tionships are significant (P < 0.001) and each predictor has a significant
effect on the relationships (P < 0.05 or less). The R? values are very high for
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Fig. 11.1. Relationships between girth and live weight (LW) of lactating dairy cows
(n = 146).
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Fig. 11.2. Relationships between girth and crude protein (CP) content of lactating
dairy cows (n = 146).

prediction of LW, EBW and CW (0.88-0.91), followed by CP, DM, EB water
and energy contents (0.81-0.87). The R? value for prediction of lipid was rel-
atively high (0.74) but relatively low (0.65) for ash. The high R? values in
equations (11.1) and (11.2) indicate a high prediction accuracy for LW and
EBW.
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Fig. 11.3. Relationships between girth and lipid content of lactating dairy cows
(n = 146).
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Table 11.3. Multiple linear prediction equations for body weight (BW) and body
composition using girth, length, belly girth and other variables.2®
Equations R? No.
Live weight (LW; kg) = [2.730,, 45, + 0.056; ;,,) BCS] girth +

3.263 545, length + 1.832 ,,,, belly girth — 909.6 ,, ,, 0.906 (11.1)
Empty body weight (EBW; kg) = [3.242, 54, + 0.143 4

girth + 2.585 , 4, length — 687.5,, ,, 0.882 (11.2)
Carcass weight (CW; kg) = [2.023 ;5 + 0.094; 1,5,

BCS - 0.0027 ; ;) MY] girth + 1.518 ; 4, length — 430.5 0.885 (11.3)
Lipid (kg) = [0.591 45 + 0.121; ;) BCS — 0.0044 ;55

girth + 0.329,, ,;, length — 162.3 ,, ., 0.744 (11.4)
Crude protein (CP; kg) =[0.587 5, + 0.0068, 1,5 LS]

girth + 0.547 , o, length — 124.9 ., 0.873 (11.5)
Energy (MJ) = [37.46 4 ,,, + 5.025 ,,5) BCS - 0.181; o,

girth + 26.53 ., length — 9496, 0.809 (11.6)
Oven dry matter (kg) = [1.414, ;55 + 0.128; ;)

BCS - 0.0040,, 1) MY] girth +1.102, ,, length — 341.7 0.869 (11.7)
Ash (kg) =[0.164 ; 16, + 0.0049 517 LS + 0.0062 0,

girth +0.181 ., length — 39.4 o 0.647 (11.8)
Empty body water (kg) = [1.486, 55 + 0.024; ;g LS]

girth + 1.488,, 5, length + 0.468, .o, belly girth — 370.7, 0.822 (11.9)

aSubscripted data in parentheses are SE values.

PBCS = body condition score; LS = lactation stage (1, 2 and 3 for lactation days of <101,
101-200 and >200); MY = milk yield (kg/day); PR = parity range (1, 2 and 3 for first, second

and third LS or over

Conclusions

A range of multiple linear prediction equations for BW and body composi-
tion have been developed using body dimension measurements (girth, belly
girth and length) and other live animal variables (BCS, MY, LS, PR). The high
R?values (0.91 or 0.88) in equations (11.1) and (11.2) indicate a good accuracy
for LW and EBW. These predictors are either recorded in every farm or eas-
ily measured on farms (dimension measurements). These equations can thus
be used in practice for rationing or for other purposes where BW of lactating

dairy cows cannot be recorded directly.
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Abstract

The present study involves ultrasonic measurements and determination of body com-
position of 146 Holstein X Friesian lactating cows offered grass silage-based diets ad libi-
tum. The ultrasonic measurements were recorded 3 or 4 days prior to slaughter,
including back fat (BF) thickness and depth and area of eye muscle (EM), each being
taken at three sites: between the 3rd and 4th lumbar vertebrae (LL3), between the 10th
and 11th ribs (R10) and between the 12th and 13th ribs (R13). The objective was to
develop prediction equations for empty body (EB) composition of lipid, crude protein
(CP) and energy from live animal data. Positive relationships were developed between
EM area and depth measured at the three sites and EB concentrations of lipid, CP and
energy (P < 0.001).The three BF thickness variables were also positively related to EB
concentrations of lipid and gross energy (GE) (? < 0.001), while relationships with EB
concentration of CP were not significant. As the relationships with BF thickness at lum-
bar 3 and EM area at rib 10 were stronger than those with their counterparts, they were
used as primary predictors to develop prediction equations for EB concentrations of
lipid, CP (g/kg®™) and GE (MJ/kg®7%). The R? values in the multiple prediction equa-
tions for lipid and energy reached 0.68 and 0.69 respectively, compared with 0.33 for
CP concentration. These findings indicate a relatively good accuracy for prediction of
EB concentrations of lipid and GE for lactating dairy cows when using ultrasonic meas-
urements and other live animal variables.

Introduction

The changes in body composition of lipid, CP and energy in lactating dairy
cows reflect responses of animals to intakes of nutrients at different lactation
stages (LS). Accurate measurement of body composition is important for
developing appropriate nutritional and management regimes, given that
there is increasing evidence to indicate that maintenance energy require-
ments of animals are mainly from body protein metabolism, and lipid
metabolism requires much less energy (Agnew and Yan, 2000). A wide range

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
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of techniques is available to predict body composition of live animals with
one method being the ultrasonic technique for determination of body BF
thickness and depth and area of EM. The objectives of the present study are
to develop prediction equations for EB composition using ultrasonic meas-
urements and other live animal data. The body composition and live animal
data used in the present study were obtained from 146 Holstein x Friesian
lactating cows selected from the herd of the Agricultural Institute of North-
ern Ireland.

Materials and Methods

In the present study Holstein x Friesian lactating cows (n = 146) were
selected to achieve a large parity range (PR), body condition score (BCS),
genetic merit, LS and live weight (LW). Ultrasonic measurements were
recorded 3 or 4 days prior to slaughter, using an Aloka 500V ultrasonic scan-
ner (Animal Ultrasound Services Inc., Ithaca, New York) equipped with a
17.2 cm long 3.5 MHz linear assay transducer. The measurements included
BF thickness and EM depth and area, each being taken at three sites: between
the 3rd and 4th lumbar vertebrae (L3), between the 10th and 11th ribs (R10)
and between the 12th and 13th ribs (R13). Following assessment, all cows
were slaughtered and procedures for the determination of body composition
were undertaken over a period of 2 weeks. The fetus and associated fluid
and membranes were removed from pregnant cows. The empty body weight
(EBW) was determined as LW minus weight of gut contents and fetus with
associated fluid and membranes. Linear and stepwise multiple regression
techniques were used to examine the relationships between body composi-
tion and ultrasonic measurements plus other live animal data. These
selected equations were fitted, as relevant, to the following equation to
remove the effect of PR or LS on these relationships:

y=ai+bl+x1+02+x2+ ... +bn=xn

where ai represents the effect of PR or LS i for i = 1-3, x1, x2, ... xn are the
x-variables and b1, b2, ... bn are their regression coefficients. The LS were
defined as 1, 2 and 3 for representing lactation days of <101, 101-200 and
>200, respectively; and PR as 1, 2 and 3 for representing lactation number 1,
2 and 3 or over, respectively. The statistical programme used in the present
study was GENSTAT 6.1, sixth edition (Lawes Agricultural Trust, Rothamsted,
UK).

Results and Discussion

The mean, standard deviation (sD) and range for LW were 574, 74.4 and
419-781 kg; for EBW 411, 61.6 and 293-606 kg; for milk yield (MY) 25.0, 5.57,
12.2-44.1 kg/day; for BCS 2.5, 0.49 and 1.1-4.0; for parity 2.4, 1.5 and 1-7.
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The corresponding data on EB composition and ultrasonic measurements
are presented in Table 12.1. There was a large range in EB concentration of
lipid (198-1146 g/kg"”) and energy (27.44-66.59 MJ /kg"7), while the range
of CP concentration was relatively small (733-902 g/kg®7%). All ultrasonic
measurements also had a large range, e.g. BF thickness at L3 (BF,,) ranged
from 3.2 to 7.2 mm and EM area at R10 (EMA, ) from 41.0 to 78.4 cm?.

Correlation coefficients (R) in the linear relationships between ultrasonic
measurements and EB concentrations of lipid, CP and energy are presented
in Table 12.2. The relationships between BF, , and lipid and energy concen-
tration and between EMA,  and CP concentration are presented in Fig. 12.1.
There were positive relationships between EM area and depth measured at
the three sites and EB concentrations of lipid, CP and energy (P < 0.001). The
three BF thickness variables were also positively related to EB concentrations
of lipid and GE (P < 0.001), while relationships with EB concentration of CP
were not significant. The R values in the linear relationships between EB
concentration of CP and ultrasonic measurements of EM depth and area at
the three sites were all relatively smaller than those with EB concentrations
of lipid and energy. There were no significant relationships between BF
thickness variables and EB concentration of CP, while BF thickness data had
higher R? than EM variables when relating to EB concentrations of lipid and
energy. The poor relationship with EB concentration of CP may be attributed
to the fact that this variable is relatively constant when compared with EB
lipid concentration, especially in adult lactating cows. For example, the
range of EB concentration of CP (733-902 g/kg"”®) was much smaller than
that of lipid (198-1146 g/kg"”) or energy (27.44-66.59 MJ /kg7).

Table 12.1. Ultrasonic measurements of back fat (BF) thickness and eye muscle
(EM) variables of lactating dairy cows.

Standard
Mean deviation (sb)  Minimum  Maximum

EB composition

Lipid (g/kg®7®) 461 176.6 198 1146
CP (g/kg®7®) 832 34.8 733 902
Energy (MJ/kg®75) 38.08 7.218 27.44 66.59
Ultrasonic measurements

EM area at lumbar 3 (cm?) 61.5 8.58 46.0 88.0
EM area at rib 10 (cm?) 54.8 7.71 41.0 78.4
EM area at rib 13 (cm?) 58.1 8.32 43.5 82.9
EM depth at lumbar 3 (cm) 5.6 0.84 4.0 8.9
EM depth at rib 10 (cm) 6.1 0.93 4.6 9.6
EM depth at rib 13 (cm) 6.6 0.94 4.9 10.0
BF thickness at lumbar 3 (mm) 5.0 0.74 3.2 7.5
BF thickness at rib 10 (mm) 6.4 0.77 4.8 9.1
BF thickness at rib 13 (mm) 4.7 0.70 2.9 7.2

EB = empty body; CP = crude protein.
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Table 12.2. Correlation coefficients for linear relationships between ultrasonic
measurements and empty body (EB) composition of lactating dairy cows.?

Lipid Crude protein Energy

(g/kgO75) (g/kgo75) (MJ/kgO75)
EM depth (cm) Lumbar 3 0.35 0.35 0.38
Rib 10 0.36 0.29 0.38
Rib 13 0.35 0.32 0.37
EM area (cm?) Lumbar 3 0.39 0.33 0.36
Rib 10 0.40 0.34 0.43
Rib 13 0.40 0.34 0.43
BF thickness (mm)  Lumbar 3 0.63 0.65
Rib 10 0.62 0.64
Rib 13 0.55 0.57

aAll relationships with R values presented are significant (P < 0.001).
EM = eye muscle; BF = back fat; CP = crude protein.
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Fig. 12.1. Relationships between ultrasonic measurements and empty body (EB)
composition of lactating dairy cows.
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In terms of relationships with EB concentrations of CP, lipid and energy,
BF, , and EMA,,, produced relatively greater R values than their counter-
parts. These two variables were therefore used to develop linear and multi-
ple (with other live animal data) regression equations for prediction of EB
concentrations of CP, lipid and energy (Table 12.3). The effect of LS or PR on
these relationships was removed, with the exception of equation (12.2b) for
which effects of LS and PR were built in the relationship. The removal of the
effect of LS and PR increased the R? values. For example, in linear relation-
ships (equations (12.1a), (12.2a) and (12.3a)), the increases were from 0.397 to
0.432, 0.116 to 0.238 and 0.423 to 0.450, respectively. The R? values were fur-
ther increased to 0.675 and 0.689 in the multiple regression equations for pre-
diction of EB concentration of lipid and energy (equations (12.1b) and
(12.3b)), but the increase (to 0.334) was relatively small for prediction of EB
concentration of CP (equation (12.2b)). The lower increase in R? values in the
multiple equation for prediction of EB concentration of CP (equation (12.2b))
may reflect the observation that the effects of MY, LS, BCS and PR on this
variable are smaller than EB concentrations of lipid and energy.

Conclusions

The prediction of concentration of CP, lipid and GE in EB of lactating dairy
cows using ultrasonic measurements was relatively poor. Adding other live
animal data (BCS, MY, LS and PR) as supporting predictors considerably

Table 12.3. Prediction equations for lipid, crude protein (CP) and energy
concentrations in empty body (EB) from ultrasonic measurements and other
variables.2b¢

Equations R? No.
Lipid (g/kg®7%) = 163.9,,¢,) BF , — 364, 0432 (12.1a)
Lipid (g/kg®7®) = 62.9,,, o) BF , + 4.47 , 5 EMA, o+ 1754, ¢

BCS - 8.04, ,,, MY — 349 0.675 (12.1b)
CP (g/kg®7®) = 0.905 5, EMA,, + 787 4, 0.238 (12.2a)
CP (g/kg®7) = 1.2264 5, EMAL ) — 20,665 )

BCS + 1.426, 450 MY + 15,12, o LS + 10.43,, o PR+731,, 0.334 (12.2b)
Energy (MJ/kg®™) = 6.292; o7 BF 5+ 6.8, 0.450 (12.3a)
Energy (MJ/kg®7) = 2.735; ¢ BF 5 +0.213 ;)

EMA,, + 6.81, o, BCS — 0.300,pg MY + 2.8, 0.689  (12.3b)

aSubscripted data in parentheses are St values.

The effect of parity range (PR) or lactation stage (LS) on the relationships (equations (12.1a),
(12.1b), (12.2a), (12.3a) and (12.3b)) was removed.

°BF, = back fat thickness at lumbar 3 (mm); BCS = body condition score; EMA, = eye
muscle area at rib 10 (cm?); LS = lactation stage (1, 2 and 3 representing lactation days of
<101, 101-200 and >200); MY = milk yield (kg/day); PR = parity range (1, 2, and 3
representing lactation number 1, 2 and 3 or over).
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improved the R? values for prediction of lipid and GE (R? = 0.675 and 0.689
respectively), although the improvement for prediction of EB concentration
of CP was small (R? = 0.334). These findings indicate that ultrasonic meas-
urements combined with other live animal data can be used to provide accu-
rate prediction of EB concentrations of lipid and GE.
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Abstract

The knowledge of body condition and dynamic body reserve changes in dairy cows is
of major importance in the understanding of lactation processes. An empirical model
of dairy cow chemical body composition was developed and fitted to literature data.
This model was aimed at predicting the concentrations of fat, protein, water, and min-
erals in empty body weight (EBW,; kg) in relation to body condition score (BCS) on
a 05 scale. Data were available for 239 groups of 1-36 animals. Body composition
data were determined by direct analysis, anatomical dissection and organ weighing,
or by indirect analysis. The relationship between body fat (F; kg) and fat-free EBW
(FFEBW; kg) was estimated with the sigmoidal model of Richards (1959), where the
asymptote was assumed to be linearly dependent on BCS. This model, selected for its
flexibility, was fitted to the data in two steps. First, the model was fitted to mean val-
ues of F by classes of FFEBW [<50, 50-100), ..., (400-450), 2450] assuming that
these intraclass values were representative of a mean BCS (~ 2.5). Second, the asymp-
totic parameter of the Richards model was re-evaluated on each data-set for which
BCS was available. The model finally obtained was F = {[117.4 + 39.8(BCS - 2.5)]
x [1 — exp(—=0.0068FFEBW)]372%%} with an estimated root mean squared prediction
error (RMSPE) of 20 kg. This model was not usable as such (since FFEBW = EBW
— F) but, given EBW and BCS, the EB fat was the numerical solution of this equa-
tion. The ratios of body water (W} kg) to FFEBW, body protein (P; kg) and body min-
erals (M; kg) to dry FFEBW (DFFEBW = FFEBW — W; kg) as well as their standard
errors were estimated by bootstrap analysis on data limited to direct analysis: 100 W/
FFEBW = 72.6 £ 0.1% (n = 169), 100’/ DFFEBW = 78.9 £ 0.1% (n = 164) and
100M/DFFEBW = 21.0 £ 0.1% (n = 164). The complete chemical body composition
of a cow (EBW = F + P + W + M) could therefore be simulated. The proposed model
predicted body composition data in dairy cows from a broad experimental context
and provided a practical prediction tool to study body reserves, particularly from a
dynamic viewpoint.

Introduction
The condition and dynamic changes of body reserves in dairy cows during

lactation are of major importance in the processes of lactation. It is therefore
essential to estimate the animal state of reserves, especially of fat and protein.
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The chemical body composition of an animal corresponds to the distribution
of its body mass into fat, protein, water and minerals. This distribution is
established on an empty body weight (EBW) basis, i.e. without digestive tract
contents (reticulo-rumen and intestine digesta) and urogenital tract contents
(urine, fetus, fluids and fetal membranes). Studies on cattle body composition
have traditionally been done by researchers working on growth and were
aimed at determining energy requirements, especially in beef cattle. Therefore,
investigations rather dealt with carcass composition than empty body (EB)
composition. As far back as 1923, Moulton (1923) had formulated the concept
of ‘chemical maturity’ defined as the age at which the fat-free body composi-
tion remains approximately constant. Thus, as mentioned by Reid et al. (1955),
the effect of an increasing EB fat on EB protein, water and mineral content is
rather a dilution effect. Various indirect determination methods of EB chemi-
cal composition have been proposed (De Campeneere et al., 2000) to avoid the
slaughter of animals for direct chemical analysis. In the field, to simply assess
the level of body reserves the body condition score (BCS) is used as an indica-
tor independent of the body weight (BW; Lowman et al., 1976).

The objective of this study is to develop an empirical model aimed at pre-
dicting EB composition of fat, protein, water and minerals related to EBW
(kg) and BCS (0-5 scale) in dairy cows. An empirical model to predict
EBW from neutral detergent fibre (NDF) intake by estimating digestive tract
fresh contents has been proposed elsewhere (Martin and Sauvant, 2003).

Compilation of the Literature

Records of EB composition of growing, pregnant, lactating or dry dairy-type
cows (mainly Holstein x Friesian) published between 1920 and 1998 in
Europe (8 articles) and North America (17 articles) were gathered in a data-
base. Collected data concerned 239 groups of 1-36 animals (154 individual
data-sets and 85 means of 13 + 8 animals) and were obtained either by direct
analysis (chemical analysis (170 groups), anatomical dissection and tissue
weighing (10 groups)) or by indirect analysis (deuterium dilution (38 groups),
densitometry (17 groups), estimate from adipocyte cell size (4 groups)). Direct
and indirect analyses were assumed to furnish equivalent information. More-
over, no publication effect was taken into consideration, the database being
considered only as a collection of body composition records rather than an
experimental meta-design. Notations used for empty body fat, protein, water,
minerals, FFEBW, and DFFEBW were F (kg), P (kg), W (kg), M (kg), FFEBW
(EBW - F; kg) and DFFEBW (FFEBW — W; kg), respectively.

Modelling empty body fat
The relationship between F and FFEBW was modelled with the sigmoidal

model of Richards (1959), where the asymptote was assumed to be linearly
dependent on BCS:
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EB fat (kg)

F=[ fo+ BBCS-25)|[1-exp(- leFEBW)]fZ (13.1)

Since FFEBW and BCS were reported in 25 (n = 239) and 7 articles (n = 38)
respectively (Fig. 13.1), this model, selected for its flexibility, was fitted to
data in two steps corresponding to the estimate of parameters f, f,, f, and
B. First, the model was fitted to mean values of F by classes of FFEBW [<50,
(50-100), ..., (400-450), >450] assuming that these intraclass values were
representative of a mean BCS (~2.5). Second, the asymptotic parameter
f, was re-evaluated for each group of data for which BCS was available
(Fig. 13.2):

fo=F/[1-exp (- fiFFEBW)}" (13.2)

The parameter 8 was then estimated as the linear intratrial slope of f*
on BCS (Fig. 13.3) with a mixed model integrating the random effect of trial
on intercept (B = df;*/ dBCS)

Quantitative descriptors of fit accuracy associated with the first step (fit
of the model F = £,[1 — exp(-f,FFEBW)]/? on mean values of F by classes of
FFEBW) and the second step (fit of the model f*=(u+0,,)+ BBCS) are
respectively 1 = 13, RMSPE = 8.2 kg, f, = 117.4 + 22.1, f, = 0.0068 = 0.0030, f,

=3.7235 = 2.1130, and n = 38, RMSPE = 20.8 kg, B=39.8+37, O il = 25.8 kg.
The model finally obtained was:
F=[117.4+39.8(BCS-2.5)][1 - exp (=0.0068 FFEB\N)]S'7235 (13.3)
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Fig. 13.1. Empty body (EB) fat data plotted against fat-free empty body weight (FFEBW;
symbols encode for BCS).
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Fig. 13.2. Average empty body (EB) fat plotted against average fat-free empty body weight
(FFEBW) by 50 kg classes (symbols encode for determination method).
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Since FFEBW is unknown in the field, this formula is not usable as such to
estimate F. Given EBW and BCS, F is the numerical solution of the following
equation (typically computed with the Newton—-Raphson method):

F=[117.4+39.8 (BCS-2.5)] {1 — exp[~0.0068 (EBW - F)]}m (13.4)

Fig. 13.4 shows simulated values of F plotted against EBW and BCS. The
evaluated prediction error on F (unknown BCS assumed to be 2.5) is about
+ 20 kg.

The following section was aimed at estimating body water content
in FFEBW and body protein and minerals contents in DFFEBW. A first
approach was performed using mixed model regression analysis taking
into account the random effect of trial on intercept and slope of the regres-
sion Y = f(X) where Y is the weight of the considered component into the
total weight Y. Results showed that intercept was not significantly different
from zero (and lower than residual error) and that random effects of trial on
intercept and slope were not significant. It was therefore decided to quantify
EB composition by the way of the ratio Y:X. The bootstrap analysis was then
selected as the appropriate method to provide an unbiased estimate of the
ratio and the estimated standard error of the estimated ratio.

Modelling fat-free empty body water content

The ratio W/FFEBW and its standard error were estimated by bootstrap
analysis on data limited to direct analysis (Fig. 13.5):
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Fig. 13.4. Empty body (EB) fat (numerical solution of the model) plotted against empty
body weight (EBW) and body condition score (BCS).
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100W/FFEBW = 72.6 + 0.1% (1 = 169) (13.5)

Modelling dry fat-free empty body protein and minerals

The ratios P:DFFEBW and M:DFFEBW and their standard errors were esti-
mated by bootstrap analysis on data limited to direct analysis (Fig. 13.6):

100P/DFFEBW = 78.9 + 0.1% (11 = 164) (13.6)

100M/DFFEBW = 21.0 + 0.1% (1 = 164) (13.7)

Discussion

The complete chemical body composition of a cow (EBW =F + P + W + M)
at different BCS can be simulated stepwise with the proposed model. This
modelling study synthesized body composition data in dairy cows from a
broad experimental context and provided a practical prediction tool to study
body reserves. Indeed, the model can be used to establish initial values of a
mechanistic lactation model and to estimate the state of body reserves
according to observed BCS changes during lactation. The proposed model
gave predictions in average about 5% lower (10% for BCS 0 and 5) and 8%
higher (regardless of BCS) values for EB fat and protein, respectively, of a
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Fig. 13.5. Empty body (EB) water plotted against fat-free empty body weight (FFEBW;
symbols encode for determination method).
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Fig. 13.6. Empty body (EB) protein and minerals plotted against dry fat-free empty body
weight (DFFEBW; symbols encode for determination method).

400 kg EBW cow when compared to the model proposed by Fox et al. (1999).
The estimated value of 39.8 kg fat per BCS unit used in the proposed model
was in the range of the regression slopes of fat on BCS published in the lit-
erature (Wright and Russel, 1984; Rémond et al., 1988; Chilliard et al., 1991;
Waltner et al., 1994; Komaragiri and Erdman, 1997; Komaragiri et al., 1998).
Nevertheless, the present model has the advantage of integrating the effects
of both BW and BCS. The model should be evaluated on a different data-set
in order to verify its validity and to assess its associated prediction error.

Conclusion

The complete chemical body composition of a cow at different BCS was sim-
ulated with the proposed empirical model. The model can be used to estab-
lish initial values of a mechanistic lactation model and to estimate the state
of body reserves according of observed BCS changes during lactation. The
present model has the advantage of integrating the effects of both BW and
BCS but requires further independent evaluation.
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Abstract

This study deals with an improvement of a previously published mechanistic and
dynamic model of beef cattle growth, the fitting and validation processes, and the inclu-
sion of this model in a decision support (DS) tool. The improvement of the model con-
sists in the modelling of body tissue composition from simulated chemical composition,
on account of allometry equations. These equations were determined thanks to a data-
base gathering a large amount of slaughter data (n = 124) and concerning various
breeds. Parameters of the allometry equations were fitted between muscle and total adi-
pose tissue weights, and between carcass protein and total lipid contents.

A 2-year experiment with growing Salers heifers, whose feeding was continually con-
trolled, was carried out in order to provide a better estimation of parameter values
(especially protein synthesis rate constant). One group of animals (n = 15) underwent
discontinuous growth whereas another group (n = 9) was continuously growing
throughout the experiment. Serial slaughters were carried out to measure chemical
and tissue compositions. Comparisons were performed between simulated and
observed data. They showed a relatively good agreement, except for the simulation of
adipose tissues weight that should be improved.

The validated model was translated into a computer program, and incorporated in an
existing DS software package (INRAtion). Confronting outputs with expert knowledge
underlines the interest of including a dynamic model of growth into a rationing tool.
But it also shows the lack of the present approach, and the necessity for inclusion of a
dynamic model of intake. The growth model could then be autonomous and simulate
lots of practical cases, particularly when animals are fed ad libitum. A better estimation
of protein synthesis rate constants for various types of animals is also needed.

Introduction

Our objective is to propose a tool to simulate French beef cattle growth and
production in various conditions (diet, breed, sex, age, etc.). A mechanistic

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
Modelling Approaches (eds E. Kebreab et al.) 135
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and dynamic model describing the chemical composition of growing beef
cattle was first built (Hoch and Agabriel, 2000). In this dynamic model, car-
cass and non-carcass protein and lipid contents (four compartments) evolve
through synthesis, influenced by metabolizable energy (ME) supply, and
degradation processes. Inputs are successive levels of daily ME supply. Out-
puts are chemical composition, carcass weight (CW), empty body weight
(EBW) and live weight (LW) when adding gut fill estimation.

Since then we have improved the model in two directions: a better for-
malization of biological processes, not presented here (Hoch and Agabriel,
2004a); and the simulation of tissue composition from chemical composition.
A 2-year experiment was also carried out in order to fit and validate the
model with discontinuously growing heifers. The next step of the modelling
process consisted of the inclusion of the model into an existing DS tool,
namely ‘INRATION’ software. The purpose of the present study is to explain
this ‘from the model to the tool” process and to draw the line of the future
steps to complete it.

Improving the Model by Simulating the Evolution of Tissue
Composition

Tissue composition was considered in terms of muscle and total adipose tis-
sue weights. It was related to the simulated chemical composition according
to allometry equation:

Y=a(X") (14.1)

Y represents muscle or adipose tissue weight and X the corresponding car-
cass protein or total lipid content. Parameters a and b are to be estimated.
These parameters were determined from a database gathering a large
amount of slaughter data (n = 124: 12 Charolais x Friesian, 32 Friesians, 30
Charolais, 30 Limousins and 20 Salers) where chemical and tissue composi-
tion were measured. Data were obtained from animals slaughtered at vari-
ous LW and age and after various growth rates during their life at the INRA
experimental slaughterhouse, Theix, for 15 years. LW, EBW, protein and
lipid content in fresh and dry matter (DM) of 19 body tissues and offals were
retained.

Allometry equations were thus fitted, using the NLIN procedure of SAS
(1988). The following were of particular interest: muscle weight = f(carcass
protein, breed)and adipose tissue weight = f(lipid, breed).

To quantify breed effect, we fitted for each parameter (2 and b) two mod-
els: a complete model with all parameters varying with breeds, and a second
one without any variations. The comparison of residual sum of squares
(RSS) between both models according to the extra sum of squares principle
(Ratkowsky, 1983, cited in Van Milgen et al., 1992) indicated that the breed
did not have a significant effect on a and b values. From our data-set, it
appeared that the value of coefficient b was never far from 1 (Table 14.1),
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which indicated proportional development of muscle and adipose tissue
weights with carcass protein and lipid contents, respectively.

To investigate further the breed influence on the estimation of parame-
ter values, the simulated development of muscle weight was compared for
Charolais and Friesian bulls, when taking or not taking into account the
breed effect (Fig. 14.1). No large differences were observed, especially for the
Charolais breed. From these statistical and visual analyses, the breed effect
was not included in the allometry model.

Estimating Parameter Values and Validating the Model with
Experimental Data

Implementation of the model requires fixed robust values for all 26 param-
eters. Available data used for the primary evaluation concerned mainly
young bulls. A 2-year experiment was then carried out in order to fit and val-
idate the model with independent data recorded on growing females (Hoch
et al., 2002). In this experiment, Salers heifers were divided into two separate
groups, undergoing either continuous or discontinuous growth. The fitting
process was performed on protein synthesis rate constants in carcass and
non-carcass tissues, involved in a Gompertz-type equation (see Hoch and
Agabriel, 2004a). Data from the discontinuously growing animals were used
preferentially because these provided more information as they showed
variation with time. Data from the discontinuous group appeared therefore
more suitable for estimation of parameter values, whereas validation was
carried out with data from the continuously growing group.

Experimental design

The growth trial took place on the INRA experimental farm at Marcenat
(Cantal, France) where 23 Salers heifers 8-34 months old were managed in
two groups: a discontinuous growth group, D (n = 14), and a continuous
growth group, C (1 = 9). All heifers were fed individually ad libitum with hay
differing in quality. During winter, rough hay was fed to group D and a good
quality hay to group C (organic matter digestibility (OMD) = 56.8% vs 65.1%;
crude protein (CP) =79 vs 142 g/kg DM; crude fibre (CF) = 341 vs 284 g/kg
DM, respectively). In summer, animals were also housed and all received

Table 14.1. Allometry coefficients of the equation relating chemical and tissue
composition Y = a(X®) (Y and X in kg, no unit for a and b) and associated root
mean square predicted error (RMSPE).

Coefficient a Coefficient b RMSPE

Muscle = f(carcass proteins) 3.5632 1.014 8.54
Adipose tissue = f(carcass lipids) 0.956 0.992 3.01
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Fig. 14.1. Simulation of carcass muscle weight from initial model plus allometry

equations including breed (continuous line) or without (dotted line). Case of
continuous growth in Charolais or Friesian bulls.

good quality barn-dried hay (average OMD = 68%; CP = 147 g/kg DM; CF
= 272 g/kg DM) to mimic pasture management. The differences in LW
obtained during winter, as well as the compensation during summer, were
expected to be due only to the hay quality. This ad libitum distribution of for-
age enabled the intake capacity (IC) of the animals to be monitored together
with the daily ME intake (MEI). Due to the summer distribution of hay, we
were able to quantify the effect of compensation either resulting from the
increase in ingested quantities or associated with the change in accretion effi-
ciency. To understand the influence of alternating restriction and refeeding
phases on the animals’ body composition, heifers from group D were
slaughtered every 6 months. Representative animals, on an average weight
basis, were slaughtered at the end of each reduced growth or compensation
period (15, 21, 27 and 33 months old). To compare the body composition in
the two groups, heifers from group C were slaughtered after each summer
period (21 and 31 months old). The final slaughter was carried out at the
same LW of animals from both groups, inducing a delay in the age for group
D. Tissue and chemical compositions were estimated for each animal.

Fitting and validation processes

The number of parameters to be fitted has to be as low as possible to ensure
goodness-of-fit and reduced confidence intervals of the estimations. From
Hoch and Agabriel (2004a), parameters can be distinguished according to
the following classification: (i) parameters that can be estimated from litera-
ture or from experts, mainly related to body composition, such as carcass
protein at maturity; (ii) parameters in which value can be regarded as con-
stant with animal type, such as synthesis and degradation rates of lipids;
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(iii) parameters that should be estimated for each type of animal. This case
concerns rate of protein synthesis in carcass or non-carcass tissues estimated
from experimental chemical composition data. The model was very sensitive
to these two parameters (Hoch and Agabriel 2004b). This fitting step was
operated by means of SimuSolv software (1990).

MEI was considered as a driving variable and explained the observed dif-
ferences in winter growth rates between the two groups. Estimation and
visual validation phases showed quite good agreement between observed and
simulated data, especially for proteins (Fig. 14.2). The simulated development
of muscle and adipose tissue weight and its comparison with experimental
observations are plotted in Fig. 14.3. Discrepancies are encountered for adi-
pose tissue with overestimated quantities by the model. Differences are much
smaller for carcass muscle weight.
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Fig. 14.2. Energy supply considered in the model and comparison between
observations and simulated data for continuous (C) and discontinuous (D) growth
for protein and lipid contents.



140

T. Hoch et al.

Towards Model Use as a Decision Support Tool

Finally, this validated model has been incorporated into a special version
of INRATION software (1999). This software calculates recommended
allowances for growing beef cattle as well as for other productions. In our
case, INRATION furnishes daily diets based on available foods. These diets
are equilibrated for the different nutrients (energy, protein and minerals).
One diet is used as daily energy available for the model, which calculates the
development of LW, EBW, CW), total lipids and proteins during a feeding
sequence (Fig. 14.4). More data for carcass muscles and fat can be displayed.
The user chooses the duration of the feeding sequence. The animal status at
the end of a sequence is used as the initial status for the next one.

Future Improvements of the Model and the Tool

To improve the simulation of adipose tissue weight, it would be necessary,
first, to improve the description and fitting of processes concerning lipid
growth and, second, to choose a larger database to get more accuracy in our
relation between adipose tissue weight and lipid content in the body. Includ-
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Fig. 14.4. Example of output from the decision support (DS) tool.

ing the influence of the protein content of the diet is also a way to improve
the model.

In our model, estimation of variables is accurate with a fixed daily MEI
for the whole feeding sequence. In order to develop an autonomous DS tool
and simulate ad libitum feeding, the model should be able to predict intake,
e.g. through simulation of the intake capacity (IC) measured in fill unit (FU;
Jarrige et al., 1986). On Salers heifers data, IC of the animals was calculated
(DM x FU value of the hays). The IC was adjusted with a non-linear model
involving LW (kg) and body condition score (BCS) on a scale of 0 (thin) to 5
(fat):

IC = (0.0463 x LW"*) - (0.5361 x BCS) (14.2)

The exponent relating IC to LW (0.88) is close to the one proposed by INRA
(1989), i.e. 0.9.

However, including this relation into the model did not lead to satisfac-
tory results. Small errors made in the estimation of IC may generate errors
in the simulation of LW, and further back on IC again. This possible accu-
mulation of errors demonstrates the difficulty of including a static equation
in a dynamic model. This stresses the need for the incorporation of a mech-
anistic dynamic model of intake, such as developed by Baumont et al. (2004).
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Table 14.2. Values of adjusted protein synthesis rate constants (/day) for different
animal types and breeds.

Carcass Non-carcass

Early maturing (e.g. Friesian)

Bulls (growing and finishing) 0.0160 0.033

Heifers - -

Steers (finishing) 0.0150 0.035
Average maturity (e.g. Salers)

Bulls (finishing) 0.0185 0.0385

Heifers 0.0180 0.04

Steers (finishing) 0.015 0.035
Late maturing (e.g. Charolais)

Bulls (finishing) 0.0150 0.032

Bulls (growing) 0.0200 0.039

Heifers - -

Steers (finishing) 0.0200 0.039

Another problem arises from the application of the model to different
types of animals, which differ in maturity. Ideally, each animal type should
have a specific set of parameters. This appears unrealistic due to the lack of
experimental data for all cases. From our data and from the literature, we
propose different values of protein synthesis rate constants, to which the
model is mostly sensitive (Hoch and Agabriel, 2004b; Table 14.2).
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Abstract

We have refined a prediction system for ruminant animal growth and composition
developed previously. The model represents body protein in two pools: viscera and
non-viscera (muscle). Using sheep data-sets, we have simplified the adjustments in
the model for protein gain and loss of body fat at near maintenance feeding, and more
precisely estimated variable maintenance parameters. In the model, muscle and vis-
cera each have an upper bound (m* and v, respectively). For muscle m”" is genetically
fixed; however, v” is affected by energy intake and muscle (protein) mass. Net energy
intake above maintenance is used for muscle and viscera gain before its use for fat
accretion. Our new work has allowed simplification of previous equations allowing
gain of muscle or viscera at zero retained energy (RE) and for visceral growth. Main-
tenance energy includes a variable coefficient on body weight (BW) that results in a
lag in change of maintenance requirements after intake changes. Alternatively, heat
production may be represented by a regression equation with body protein compo-
nents. Sheep growth and composition is more accurately predicted with the revised
model, and the model predicts sheep empty BW (EBW) gain and fat content (* 25
g/day and 2.3% units respectively) more accurately than the current Australian feed-
ing system. New additions refine predictions at levels of energy intake at or below
maintenance.

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
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Introduction

Most current feeding systems predict RE in order to estimate growth rate by
using some empirical relationship between RE and BW gain. Composition of
growth may be inferred in some of these by assuming protein content of the
fat-free mass and energy value of protein and fat gain (e.g. 22.01% of fat-free
mass is protein and the energy contents of fat and protein gain are 39.6 and
23.8 MJ/kg respectively; NRC, 2000). The prediction of RE is derived from
the feed not used for maintenance or other productive functions. This may
be arrived at in different ways. In net energy systems it is:

NEG = (DMI - NEM,,./NEM,) NEG,

Teq

where NEG is net energy for gain (i.e. RE; kJ/day), DMl is dry matter intake
(kg), NEM, . is net energy required for maintenance (kJ/day), and NEM,
and NEG_ are net energy concentrations (k]J/kg) in ration DM for mainte-
nance and gain, respectively. In metabolizable energy (ME) systems it is:

NEG = (MEI- NEM,_ /k,, )k,

where MEI is ME intake (k] /day), and k_ and k_ are efficiency of ME use for
maintenance and gain, respectively. Alternative?y, it may be expressed as:

NEG=MEI-HP

where HP is heat production (kJ/day). In the model described in this study,
based on a set of models (Soboleva et al., 1999; Oltjen et al., 2000), we have
chosen to predict growth using an estimate of RE as the driver in contrast to
our earlier model, which used empirical relationships with the ratio of MEI
to a reference MEI (Oltjen et al., 1986). Therefore, one of our objectives is to
improve prediction of RE, essentially by estimating maintenance (which may
be variable) or HP more accurately. This may require an estimate of visceral
mass, since variation in maintenance and HP are greatly influenced by
change in visceral organs such as gastrointestinal tract (GIT) and liver (Koong
et al., 1982). Hence, in predicting composition of gain we separate growth into
three pools: visceral and non-visceral protein and EB fat. Thus variable main-
tenance can be dynamically related to the protein pools in the model. Further,
the current version of the growth model contains improved representations
of growth at low or near maintenance levels. Previous versions (Soboleva
et al., 1999; Oltjen et al., 2000) had unidentified parameters for visceral protein
growth. Our objective is to illustrate the hypothesis tested, the methods used,
and subsequent equations and parameters accepted in achieving more accu-
rate visceral mass and variable maintenance predictions.

Description of Original Model

In the original dynamic model (Oltjen et al., 2000) viscera and non-viscera
(muscle) each have an upper bound (v* and m* respectively). For muscle m”
is fixed, although the possibility of reaching this level depends on both the
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current intake and nutritional history of the animal. However, v" is affected
by energy intake and depends on previous nutrition. As in previous models
(Oltjen et al., 1986) net energy intake above maintenance (NEG or RE) is used
for viscera and muscle tissue gain before its use for fat accretion. Visceral tis-
sues are more sensitive than muscle to changes in energy intake. Mainte-
nance requirements and HP are related to MEI, but changes in maintenance
requirements follow changes in intake with some time delay. This depends
on both the magnitude and the duration of the change in energy intake. The
model is expressed in terms of energy (kJ):

dm/dt =k, (NEG+ c,.f,)(1 —m/m")
dv/dt=k,(NEG+c,f,)1-v/v)
df/dt=NEG-dm/dt - dv/dt
where
v'= cs; MEI/(1 + cs, MEI)?
and f,= (1 —m/m")f/(f+£;)

so that if energy intake is near maintenance, body protein can be gained and
fat lost in the immature animal. Constants are k_, k, ¢, ¢, s, cs, and f.
Note that k  and k_ separate the RE into m or v, and are not partial energetic
efficiencies. The EBW of the animal (kg) is connected to our state variables
(m, v and f) by the relationship:

dEBW/dt = [(dm/dt + do/df) /(23,800 x 0.2201)] +[(df/d)/ 39,600)]

where 0.2201 is the protein content of the fat-free EB. The energy driving the
growth of muscle and viscera is given by the term NEG:

NEG=MEI-HP

where HP is total heat production, i.e. the sum of HP for maintenance
(HP_ . ) and HP for gain (HPgam). HP is estimated as:

HP,,..= o, EBW’”+ 0.09MEI

maint”

maint: maint

which is the form of Corbett et al. (1987) that partitions maintenance energy
into that associated with metabolism and digestion of feed and

a,= ao[l +b (MEL/MEL-1)(1 - efz/f)]

results in a lag in change of maintenance requirements after intake changes
from MEI to MEI,. Here b and t are constants; MEI, and ¢ are original
values of intake and maintenance coefficient, respectively. The HP ,,  is:

HP,.= MEI-HP, NEG

gain maint

If one assumes a constant efficiency of feed energy use for gain (k
NEG = kgain (MEI - HPmaint)

or HP=MEI -k, (MEI - HP,

maint)

gain) :

gain (

Otherwise any general form for HP can be used.
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Values for the coefficients in the original model that were chosen empir-
ically to fit Ferrell et al. (1986) are given in Table 15.1. Most parameters were
well fitted, with the exception that ¢, (-0.5 + 0.7) in the equation allowing
visceral growth at low RE was not identified. Also, simple correlation coeffi-
cients of the relationship between parameters (Oltjen et al., 2000) revealed
strong relationships between c_ and f; (R? = 0.72), for example, and other
parameters, suggesting that the equations allowing protein growth at near
zero RE were overparameterized and should be simplified. The value of k
was highly correlated (R? = 0.86) with fit of the model, suggesting great sen-
sitivity to the partition of NEG to muscle. Also, Oltjen et al. (2000) suggested
that systematic biases in model structure, more than parameter value esti-
mation, needed further work.

Methods

Data obtained by Ferrell et al. (1986) studying compensatory growth of intact
male Suffolk x Rambouillet x Finnish Landrace lambs were used to test
model changes. Lambs were assigned to gain 16 (H), 5 (M) or -6 (L) kg dur-
ing period one (42 days), followed by assignments of 27 (S), 16 (H), 5 (M) or
—6 (L) kg gain during period two in an incomplete 3 x 4 factorial design with
treatments HH, HM, HL, MH, MM, ML, LS, LH and LM (period one desig-
nated by first letter, period two by second). There were four lambs per treat-
ment. Data for visceral protein alone were not available, so v has been
defined as the sum of liver, heart, kidney, spleen and GIT protein, and m as
the remaining EB protein for the example presented here. Measurements
were made of the initial and final BW, average daily energy intake, and mus-
cle, viscera and fat weight at slaughter. The dynamic system of three coupled

Table 15.1. Estimates of the parameters in the model of Soboleva et al. (1999) for
sheep based on the data of Ferrell et al. (1986).

Parameter Value Standard deviation (sb) Units
K., 0.36 0.01

K, 0.56 0.02

c, 221 10 kJ/day
c, -0.5 0.7 kJ/day
m* 351,200 1,086 kJ
cs, 1.33 0.02 Day
cs, 0.0000214 0.0000005 Day/kJ
f 12.3 25 kJ
b 0.117 0.006

T 48 5 Day
o, 649 28 kJ/(day-kg®7®)
k 0.522 0.009

gain
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non-linear differential equations was solved numerically using initial condi-
tions based on the BW of the animals at the beginning of the trial. We
assumed that initial v (protein content) was 8.15% of BW, and that v was
16.58% of the sum of liver, heart, kidney, spleen and GIT weight. To account
for the effect of the level of energy intake on maintenance requirements, the
value of o, was adjusted relative to the HH treatment, and initial intake
(MEI)) was set to 19,000 kJ/day. The results from the simulation at day 84
were compared to the measurements made on the animals at this time.

Fitting the unknown parameters to the data is a simultaneous non-linear
regression problem, given that the set of differential equations is solved
numerically. The estimation involves simultaneous regression since the same
parameters occur in each of the three equations. This means that the estima-
tion must take account of both the different scales and variances between the
three body components, and also the covariances between the residuals of
these variables. For example, if fat had a greater variance than muscle or
viscera, it would make the fat pool much more influential in determining the
parameter values than muscle or viscera unless this greater variance were
taken into account in the estimation.

The corollary of least squared parameter estimation for one equation is
to minimize the determinant of the residuals for parameter estimation in
simultaneous equations. This is also the maximum likelihood estimate when
the residuals are multivariate normal. The derivation is given in Bates and
Watts (1988).

Initially the parameter estimation was done by solving the set of differ-
ential equations numerically using a Runge-Kutta method with adaptive
stepwise control (Press et al., 1989) and a continuous parameter genetic algo-
rithm (Haupt and Haupt, 1998) to minimize the determinant of the residual
covariance matrix of muscle, viscera and fat. These estimates were used as
the starting values for estimation using the Markov Chain Monte Carlo
method (Metropolis-Hastings algorithm; Tanner, 1996). This method also
provided estimates of the parameter distributions.

Results

The model parameters c_, ¢, and f, allow body composition changes to occur
at zero or low NEG. If we plot the best fit line through the component gains
of m and f (Fig. 15.1, v lines were not significantly different from zero and are
not shown), and specifically look at the graph near NEG of zero, we find that
both m and f gain approach zero as maturity increases, but from different
directions. Thus, young animals gain more protein and lose more fat than
older ones when feeding is restricted to maintenance levels.

Since ¢, and f, are highly correlated (R? = 0.72), we replaced the f/(f +
f,) term in the f, equation with a simple exponent on the (1 — m/m’) term:

fo= @ =m/m’)

New estimates for c_ and e, are 1,340 k] /day and 3.4 respectively. If we plot
dm/dt at NEG = 0 for different m for the original and revised equations,
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Fig. 15.1. Effects of age (period one, days 1-42; period two, days 43-84) on
muscle or fat gain (loss) at near maintenance feeding levels (Ferrell et al., 1986).

Fig. 15.2 shows that the original equation is not sensitive enough at younger
ages, but the new form is more responsive. In fact, for animals of similar
muscle mass, the previously assumed relationship that dm/dt increases
more for relatively fatter animals was disproved in this data-set with a sig-
nificant negative (not positive as expected) correlation (-0.69). Whether
another equation form will be needed for long periods of maintenance feed-
ing requires further data for analysis.

Turning next to viscera growth, if we assume that the calculation for v*
as a quadratic function of MEI is correct, f, appears problematic. That is,
when NEG is constrained to zero:

kyc,=(dov/dt)/(1-v/v*)2

and using average visceral values for the first and second 42-day periods, k;
c, is =872 and -3,803 respectively, but both values should be the same. The
problem is that there is a decrease in v growth with maturity at similar NEG
(Fig. 15.3).

Further, sensitivity analysis for the function v* showed a significant (P <
0.001) correlation (R? = 0.42) between m and the residual viscera (predicted
v* minus observed v at the end of each period; Fig. 15.4).

Therefore, we refined the prediction of v* using a data-set including lon-
gitudinal observations for viscera for rams and ewes held for long periods of
time on constant intakes after various prior nutritional manipulations (Ball,
1996). An equation including both m and MEI best fitted the ram data
(Fig. 15.5):
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Fig. 15.2. Effects of age (increasing muscle, m) on rate of muscle gain at
maintenance feeding; net energy for gain (NEG) = 0, for the original model with
f,=[(1 — m/m*)#/(f+ f))] or a new model with an alternate equation form

f,=(0 - m/m*).

without an

v *=0.31365MEI + 0.041573 m

intercept, since it was not significant (P > 0.1). When used with

the Ferrell et al. (1986) data, similar good fit was observed (Fig. 15.6).

Simplifying the equation to predict visceral growth, we hypothesized
that a simpler form might suffice, since fits of the previous equation were
actually worse with NEG included:

dv/dt (kJ/day)

do/dt=k, (v*-v)"

Predicted NEG =0

250 - e Observed NEG > 0
150 P o Observed NEG < 0
50 c, ¢
..‘ ° b °
-50 ()
. %°
150 - *
—-250 T T T |
80,000 100,000 120,000 140,000 160,000

Muscle (kJ)

Fig. 15.3. Effects of age (increasing muscle, m) on rate of viscera gain around
maintenance feeding; net energy for gain (NEG) = 0, for the original model.
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Fig. 15.4. The relationship of muscle (m) with residual viscera (predicted viscera,
v*, minus observed viscera, V) at the end of each period.
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Fig. 15.5. Root mean square predicted error (RMSPE) of ending-period viscera
mass for regressions with the terms metabolizable energy intake (MEI), muscle
mass and age (Ball, 1996).
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Fit of the Ball (1996) data-set for sheep both gaining or losing weight showed
that e, was near unity and that k, was 0.05 (Fig. 15.7).
Summarizing thus far, the new model gives:

dm/dt =k, (NEG+c, f,)(1 —m/m¥)
dov/dt =k, (v*—0)
df/dt=NEG-dm/dt - dov/dt
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20,000
o Viscera day 42
15,000 « Viscera day 84
v* = f(MEI, m)
% 10,000 - — — v* = f(MEI)
>
= Butterfield, 1988
5,000 -
O T T 1
0 10,000 20,000 30,000

MEI (kJ/day)
Fig. 15.6. Observed viscera at the end of each 42-day period (Ferrell et al., 1986)
and predicted v* for the original equation based on metabolizable energy intake
(MEI; Oltjen et al., 2000) and a new equation based on MEI and muscle mass (m).

with f,= (1 —m/m*)*
and v*= cs, MEI + cs,m

where m is non-visceral EB protein (k]), v is visceral EB protein (k]), fis EB fat
(kJ), NEG is RE (K] /day), m" is mature m, and k_ (0.353), c_ (1340 kJ/day), k,
(0.050/day), e, (3.4), cs, (0.314 day) and cs, (0.0416) are estimated parameters.

We also added the Standing Committee on Agriculture (SCA; 1990)
energy terms for loss of body energy; for MEI < HP body energy is used
at 0.8 efficiency, so:

maint”

0.5
= = =k, losing weight
L 041
5 ¢ | e k., galining weight
2 0.3+
©
L N N A R Relative SS
] 0.2 + losing weight
=3 Relative SS
0.1 4 iy -
gaining weight
0 = . . . .
025 050 075 1.00 125 150 1.75

€3
Fig. 15.7. Best fit for parameter k, with different values of e, in the visceral growth

equation and relative fit (sum of squared deviations, SS, between observed and
predicted V) for the data of Ball (1996).
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HP, .= o, EBW"”+ 0.09 * MEI

maint

and NEG= (K, ,.,/0.8)*( MEI-HP,_..)
where K_ . = 0.02*M/D + 0.5 (SCA, 1990, p. 26, eq. 1.23); M/D is metabo-
lizability of the feed.

Next we addressed a criticism that o, of 649 + 28 k] /(daykg"”®) was too
large. If one again uses SCA (1990, p. 24, eq. 1.22) to estimate HP

maint”

HP, ., = KSM (260 W'7e ")/, + 0.09MEI

maint —

HP,, = 1*1.15%1*(260*22.76""¢ °® " **)/(0.02 * 10.6 + .5) + 0.09MEI

maint

where K (species) is 1 for sheep, S (sex) is 1.15 for entire male, M (milk) is 1
for no milk feeding, W (weight, kg) is initial weight —22.76 kg for Ferrell et al.
(1986), A (age, max = 6 years) is initial age — 0.33 years for Ferrell et al. (1986),
and km (KJ/kg) = 0.02M/D + 0.5 with M/D = 10.6. If we use W = 1.09(EBW
+2.9) as in SCA (1990, p. 40) or EBW of 17.98 kg:

HP, .= 4996 EBW*”+ 0.09MEI

maint

for the initial conditions (Ferrell et al., 1986). Subsequent fits with NEG over
the average period data have shown that k,,, and o, are highly correlated
(r = 0.980; Fig. 15.8). We chose to fix k_. as the SCA value of 0.4558 (k_ . =

0.043M/D; SCA, 1990, p. 49, eq. 1.39) and a, as 500 (actually 499.8 from fit;
Fig. 15.8). Compare this 500 with 496 for SCA above, suggesting that SCA
(1990) provides excellent fit for the average ram in the fitted data.

600
550
3 500

450

400 T T ]
0.40 0.44 0.48 0.52
kgain
Fig. 15.8. Relationship between maintenance coefficient o at initial time and
efficiency of metabolizable energy (ME) for gain (k) for fits of retained energy
(RE or NEG; Ferrell et al., 1986); dotted lines are for kgain corresponding to ration

fed (SCA, 1990).
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To this point we have used HP,_ . . as in the Australian feeding system
(SCA, 1990) based on Corbett et al. (1987), but with a variable coefficient on
BW:

HP, .= o, EBW"”+ 0.09MEI

maint

a,= a1 +b(MEL/MEIL,-1)(1-¢"")]

which results in a lag in change of maintenance requirements after intake
changes from MEI, to MEI,. Here EBW is empty body weight, ¢ is time
(days), b and 1 are constants; MEI, and ¢, are original values of intake and
the maintenance coefficient, respectively. Fit of the Nebraska data (Ferrell
et al., 1986) shows that the double correction for variable maintenance is not
necessary; the previously used coefficient on MEI, 0.09, is not different than
zero in a model where « varies (Fig. 15.9).
Thus:

HP,, = o, EBW'”

The next task is to determine the best values for the trajectory of o by esti-
mating b and 1. Again fitting Ferrell et al. (1986), b and 71 are related (r = 0.46;
Fig. 15.10), and finding a unique value is not possible. Exploring the relative
fit of the data parametrically (Fig. 15.11), there is an apparent plateau above
b of 0.113 or 7 of 25 days; the bottom is not defined except by zero, which is
similar to fixed a. However, Fig. 15.9 demonstrates the advantage of a vari-
able o Thus, further research and additional longitudinal data are needed to
estimate these parameters with precision. If we fix b (0.116) and 7 (20.0 day),
Fig. 15.12 illustrates the dynamic nature of variable maintenance. Overall,
these changes significantly improve the prediction (Fig. 15.13) of body fat-
ness (bias, —0.22, and standard deviation (SD), 2.29% units) and EBW gain
(bias, 21, and sp, 25 g/day).
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0 0.066 0.08 0.09
Qgca MEI maintenance multiplier

Fig. 15.9. Model fit of Ferrell et al. (1986) for HP,__., = ¢, EBWO75 + QSCA MEI,

where Qg is the SCA (1990) coefficient.
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Fig. 15.10. Relationship between lag for maintenance, t, and magnitude of
maintenance adjustment, b, in fit of retained energy (RE or NEG; Ferrell et al., 1986).
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Fig. 15.11. Relative fit of retained energy (RE or NEG) for different values of
maintenance adjustment, b, and lag for maintenance, 1 (Ferrell et al., 1986).
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Fig. 15.12. Model-predicted maintenance coefficient (@) as a function of time (f) for nine
treatment groups of Ferrell et al. (1986).

The maintenance function used is the traditional form adopted by nutri-
tionists and may not be correct, especially in a dynamic situation. One of the
advantages of the way the model is formulated is that the performance of
different functions describing HP of the animal can be investigated. We
tested different approaches to estimating HP and found that an alternative
multiple regression equation including muscle protein, visceral protein, and
the change in muscle and visceral protein could also be used (Fig. 15.14):
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Fig. 15.13. Residual (predicted minus observed) empty body (EB) fat and gain for
rams fed 84 days (Ferrell et al., 1986).
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Fig. 15.14. Root mean square predicted error (RMSPE) of average daily heat
production (HP) of rams (Ferrell et al., 1986) using regression models with daily
retained energy (RE or NEG), empty body weight (EBW) and EB and daily accretion
(D) of muscle (m), viscera (v), fat and protein (prot).

HP=b,m+b,v+b,dm/dt +b,dv/dt

where b1 and b2 were 1.023+0.333 and 10.54+3.40 M]/day/kg respectively,
and b, and b, were 60.93+13.80 and 282.7+91.6 M]/kg respectively (Oltjen
and Sainz, 2001). The equation fitted the observed HP for rams (Ferrell et al.,
1986) in both periods (Fig. 15.15). HP per unit protein mass of viscera is

HP =1.02 m+10.5 v+60.9 dm/df + 283 dv/d¢

20 A
% 15
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= o 0-42 days
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3 — Predicted = Obs
o
3
& 51
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Fig. 15.15. Predicted and observed daily heat production (HP) for rams fed two
42-day periods (Ferrell et al., 1986) using a regression model for muscle (m),
viscera (v), and muscle and viscera daily gain.
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about ten times that of muscle. Eisemann ef al. (1996) found that oxygen con-
sumption of liver plus portal-drained viscera of 450 kg steers was about 7.5
times that of hindquarter tissues on a per unit mass basis. Also, since viscera
responds faster than muscle to changing energy intake by the animal, this
equation results in more dynamic HP. In any case either traditional net
energy concepts or more general functions for HP can be compared to
choose the best functional description.

Conclusions

Sheep growth and composition is more accurately predicted with the revised
model, and the model predicts EBW and fat content more accurately than
the current feeding system (SCA, 1990). New additions refine predictions at
levels of energy intake at or below maintenance. Limitations identified are
imprecise parameter estimates due to lack of longitudinal data-sets. The
model provides the structure for predicting composition of growing cattle as
well, but has yet to be completely parameterized and tested.
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Abstract

The dynamic model of post-weaning growth and composition developed by Oltjen
et al. (1986) was reparameterized using a data-set of seven experiments with a total of
119 Nellore bulls where dry matter intake (DMI), metabolizable energy (ME) con-
centrations of the diets, and initial and final empty body (EB) compositions were avail-
able. Running the model with the initial parameters (for British breed bulls) resulted
in a slight underprediction of final EB protein mass but more serious errors (under-
predictions) in body fat and energy, due to higher efficiency of energy utilization by the
Nellore animals. An optimization routine was developed to enable parameter estima-
tion, and the entire data-set was used to fit the model to the observed growth of body
components. Fitting the protein deposition of the animals was possible either by: (i)
decreased target DNA mass at maturity (DNAmax) and simultaneously increased
DNA accretion rate constant (k,) and reduced protein degradation (DEG) rate con-
stant (k,); or (ii) fixing DNAmax and fitting k; and k,. The maintenance energy coef-
ficient (&) was fitted as well. The observed protein accretion curves could be due to
higher rates of protein synthesis (SYN) or lower rates of protein DEG. The decreased
maintenance requirement and data on post-mortem muscle metabolism in Bos indicus
animals suggest that decreased DEG is the more likely hypothesis. Biologically,
increased DNAmax would imply a larger frame size in Nellore compared to British
cattle, but this was not supported by the data or the literature, as Nellore animals reach
maturity at a similar live weight (LW). Therefore, only k,, k, and « were allowed to
change. Sensitivity analyses showed high non-linear correlations between these param-
eters, thus more detailed longitudinal data would be required to determine unique
solutions. Best fit parameter estimates and insights from the model behaviour against
field observations indicate that Nellore animals may have lower rates of DNA

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
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accretion (k,), confirming Nellore’s reputation as a slower-maturing breed. This was
accompanied by lower rates of protein DEG (k;), and endogenous energy utilization
(). Therefore, these results indicate that an existing model of cattle growth, developed
using data from Bos taurus breeds, is capable of simulating the growth and composi-
tion of Nellore cattle, as long as the parameters are adjusted accordingly. Parameter
adjustments indicate that in comparison with their European counterparts, Nellore
cattle are slower-maturing, have lower rates of protein turnover and lower endogenous
energy expenditures.

Introduction

A recent study has concluded that human population growth, coupled with
rising standards of living in developing countries, will result in a doubling
in demand for animal products by 2020 (Delgado et al., 1999). This will
require greatly improved livestock productivity, particularly in the same
developing countries. Among these, Brazil has the greatest potential to
increase its production of beef and other animal products, due to available
land, favourable climate and a large commercial cattle herd. In fact, the
Brazilian cattle herd has been undergoing rapid expansion, increasing from
155 million in 1993 to 186 million in 2003 (FNP, 2004). At the same time, per-
formance indices have also increased, with a turn-off of 17% in 1993 and 24%
in 2003. These factors have helped Brazil to become the world’s largest beef
exporter in 2003.

Of the 191 million head of cattle in Brazil, about 80%, or over 150 million
head, are zebu or Bos indicus breeds. The most important zebu breed is the
Nellore, with over 100 million head. This breed has become the primary beef
cattle breed in Brazil due to its adaptability to tropical conditions, including
a hot and humid climate, endo- and ectoparasites, and periodic feed short-
ages. Despite its importance to the Brazilian livestock industry and global
beef trade, there is a severe lack of quantitative nutritional data on the Nel-
lore breed, especially in comparison with the abundance of information
available regarding Bos faurus breeds in temperate countries. For example,
the National Research Council (NRC, 2000) reviewed a wide range of data
obtained with several zebu breeds and concluded that Bos indicus cattle have
maintenance requirements 10% below those of Bos taurus beef breeds.
Among the studies cited, however, none included animals of the Nellore
breed. Recently, a collaborative study between Brazilian and US scientists
(Tedeschi et al., 2002) estimated maintenance energy requirements for Nel-
lore bulls and steers that did not differ from those of Bos taurus cattle, or from
each other.

This study was conducted with the following objectives: (i) to evaluate
application of the Davis growth model (Oltjen et al., 1986) for prediction of
growth curves, body composition and energy retention of Nellore bulls;
(ii) to compare energy requirements between Bos indicus and Bos taurus; and
(iii) to develop a tool to aid in decision making for Nellore cattle manage-
ment.
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Materials and Methods

Individual animal data were obtained from seven experiments with a total
of 119 growing Nellore bulls where DMI, ME concentrations of the diets, and
initial and final EB compositions were available (Paulino, 1996, 2002; Véras,
2000; Martins, 2001; Silva, 2001; Backes, 2003; Freitas, 2004). These data were
analysed using traditional regression techniques. For more detailed analy-
ses, the dynamic, mechanistic model of cattle growth and body composition
originally published by Oltjen et al. (1986) and updated by Oltjen and Sainz
(1995) was used to simulate each individual animal in the data-set. The
model’s basic structure is repeated here for clarity. The model has three
pools, corresponding to whole body DNA, protein and fat. The rates of
accretion of DNA and protein are given as:

dDNA/dt(g/day) = k,(DNAmax - DNA)NUT,
dPROTEIN/dt (kg/day) = SYN — DEG
SYN =k, DNA"’NUT,

DEG = k,PROTEIN"”

where DNAmax is the target DNA mass at maturity, k, is the DNA accretion
rate constant, k, is the protein SYN rate constant, k, is the protein DEG rate
constant, and NUT, and NUT, are functions of ME intake (MEI). The depo-
sition of fat is calculated from the net energy for gain (NEg) available after
accounting for the energy costs for maintenance (MAINT) and protein dep-
osition, using NRC (1984) equations to convert ME to NE, and for estimation
of maintenance from EB weight (EBW):

MAINT= o EBW"”

The Nellore data, including initial body and component weights, MEI and
days on feed were simulated using the parameter set for Bos taurus bulls.
Then, the model was fitted to the data using a commercial implementation
of the Generalized Reduced Gradient method (Lasdon et al., 1978; Frontline
Systems, 1999). The optimization algorithm was set to minimize the error
sum of squares of body protein plus the error sum of squares of body energy,
weighted according to the respective experimental variances. Asymptotic
standard deviations (SDs) were estimated for each parameter using the
inverse of the Hessian matrix as described by France and Thornley (1984).
The mean square prediction error (MSPE) was calculated for each model
output (final body protein, fat and energy) as:

MSPE=23(Y - Y)/n
where Y and Y are the observed and predicted responses, respectively, i is the

individual animal, and 7 is the number of observations. The root of MSPE
(RMSPE) is presented to maintain consistency of units.
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Results and Discussion

The aggregated data-set is summarized in Table 16.1. There was substantial
variation in all the values, such as initial weights, intakes, diet qualities, and
initial and final body compositions. The raw data were subjected to a tradi-
tional regression analysis (Fig. 16.1).

The regression equation relating retained energy (RE) to MEI was:

RE =-0.041 + 0.3827 MEI R*= 0.64

Rearranging and solving for RE = 0, ME requirement for maintenance
(ME_ . ) = 0.107 Mcal/kg"”5/day. Assuming a net efficiency for mainte-
nance (Km or NEm /ME) of 0.64 (expected value for the mean diet ME con-
tent of 2.43 Mcal/kg DM), a 10% reduction for Bos indicus cattle, and a 15%
increase for intact bulls, the ME requirement proposed by the NRC
(2000) would be:

0.077McalNEm/kg"”*0.90 * 1.15/0.64 = 0.124McalME/kg"” /day

Therefore, the data shown in Fig. 16.1 suggest that the NRC (2000) overesti-
mates the maintenance energy requirements of Nellore bulls by about 15%.
This is in agreement with the conclusions of Tedeschi et al. (2002), who found
no differences in ME_ . = between Nellore bulls and steers. On the other
hand, these authors also found no difference between the maintenance
energy requirements between Nellore and Bos taurus cattle, a result at odds
with those here and elsewhere in the literature (i.e. NRC, 2000).

maint

Table 16.1. Observed intakes, initial and final values and gains of weight, protein, fat
and energy of Nellore bulls in seven feeding trials (total n = 119).

Standard
Observation® Mean deviation (sD) Minimum Maximum
Initial LW (kg) 313 56.7 161 433
Final LW (kg) 409 66.9 234 518
Days on feed 105 43.8 33 215
Diet ME (Mcal/kg DM) 2.43 0.34 1.63 2.96
DMI (kg/day) 7.85 1.99 3.07 11.90
ADG (kg/day) 0.956 0.389 —-0.030 1.725
Gain:feed 0.119 0.040 -0.007 0.203
Initial body protein (kg) 52.8 10.8 26.2 74.9
Initial body fat (kg) 36.1 13.9 10.3 66.2
Initial body energy (Mcal) 633 159 323 1026
Final body protein (kg) 66.3 10.7 36.7 90.3
Final body fat (kg) 72.8 25.0 21.6 133.8
Final body energy (Mcal) 1053 277 432 1698
MEI (kcal/kg®75/day) 254 51.5 140 352
RE (kcal/kg®75/day) 55.8 247 0.0 103.0

aLW = live weight; DMI = dry matter intake; ADG = average daily gain; MEI = metabolizable energy

intake; RE = retained energy.
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Fig. 16.1. Retained energy (RE) and metabolizable energy intake (MEI) by growing

Nellore bulls. Data sources: A, Backes (2003); F, Silva (2001); MP, Paulino (1996);
Pe, Paulino (2002); R, Martins (2001); RU, Freitas (2004); S, Véras (2000).

Next, individual animal data were simulated using the Davis growth
model, originally published by Oltjen et al. (1986). Model parameters were
selected to represent the growth of intact reference (i.e. Bos taurus) males.
The model reproduced the deposition of body protein quite well (Fig. 16.2),
with a deviation of the slope from unity of —-0.0235 and an R? of 0.57. These
values were strongly affected by a single outlier below the line. Deposition
of body fat (Fig. 16.3) and body energy (Fig. 16.4), on the other hand, were
significantly underpredicted by the model, with deviations of the slopes
from unity of —0.1887 and —0.128 respectively. The model first predicts accre-
tion of DNA, then protein (as the difference between SYN and DEG), and
finally fat (as the storage of energy available after accounting for the require-
ments for maintenance and protein gain). Therefore, errors in accounting for
energy utilization are accumulated in the estimate of energy retention, and
consequently fat gain.

The data were then used to reparameterize the model. Specifically, the
parameters for rates of k;, k,, DNAmax and « were studied. Because pro-
tein gain reflects the difference between SYN and DEG, either k, or k, could
have been fitted, but due to the high correlation between them (Oltjen et al.,
1986) only one was selected. The reasons for selecting k, are given below.
Table 16.2 contains the original parameters, as well as the fitted parameter
values. Although DNAmax is a reflection of mature body weight, because
of the form of the equations, actual mature body protein mass is determined
by DNAmayx, k, (SYN) and k,. Although the fitted value of DNAmax was
lower than the reference bull, the lower value of k, maintained mature body



Growth Patterns of Beef Cattle Breeds 165

100

y=0.9765x

@
o
1

Predicted body protein (kg)
B [}
o o

20 T T )
20 40 60 80 100
Observed body protein (kg)

Fig. 16.2. Observed and predicted values for body protein — original model (Bos
taurus reference bull). The thicker line is the line of unity (y = x).

protein mass at a similar level (103 kg). It should be noted that this is
beyond the range of the data, so that estimates of mature size must be con-
sidered questionable. In the absence of evidence to the contrary, the authors
believe the mature sizes of the genotypes to be similar. Therefore, the model
was fitted to the data, maintaining a constant DN Amax in order to avoid
problems of co-linearity between DNAmax and k;.
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Fig. 16.3. Observed and predicted values for body fat — original model (Bos taurus
reference bull). The thicker line is the line of unity (y = x).
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Fig. 16.4. Observed and predicted values for body energy — original model
(Bos taurus reference bull).

The reparameterized model had improved predictions of body protein
(Fig. 16.5; bias = + 0.0111), body fat (Fig. 16.6; bias = —0.0329) and body
energy (Fig. 16.7; bias = —0.0212) relative to the reference model. The new
parameters are also given in Table 16.2. This fit resulted in lower values for
k, (=25.5%), k; (-9.1%) and « (-21.9%). Moreover, small asymptotic sbs of

Table 16.2. Results of least squared fitting of Nellore growth and composition data to the
Davis growth model.

Parameters? RMSPEP

Parameters fitted K, k, Ky DNAmax o Protein Fat  RE°
Reference Bos

taurus bull 0.00408 0.0479 0.143 462 0.0983 7.07 19.04 18245
K;» K 0.00416 0.0479 0.130 408 0.0769 5.69 14.16 135.51

DNAmax, o (0.00009) (0.0002) (3.28) (0.0133)
Percentage of

change +2.0% -9.1% -11.7% -21.8%
K, Ky 0.00304 0.0479 0.130 462 0.0768 5.71 14.16 135.34

(0.00004) (0.0002) (0.0119)

Percentage of

change -25.5% -9.1% -21.9%

2k, = the rate constant for DNA accretion; k, = the rate constant for protein synthesis (SYN); k, = the
rate constant for protein degradation (DEG); DNAmax = the maximum amount of whole body DNA;
o = the maintenance energy coefficient; asymptotic standard errors in parentheses.

PRMSPE = root mean squared prediction error; MSPE = X (predicted — observed)>2.

°RE = retained energy.
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Fig. 16.5. Observed and predicted values for body protein — modified model
(Bos indicus bull). The thicker line is the line of unity (y = x).
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Fig. 16.6. Observed and predicted values for body fat — modified model
(Bos indicus bull). The thicker line is the line of unity (y = x).

these parameters, coupled with sensitivity analyses (not shown), indicate
that this data-set was capable of identifying several key parameters of the
model, as long as others (i.e. DNAmax) were fixed. Therefore, this fitted
model was provisionally accepted for simulation of growth of Nellore bulls,
pending further evaluations with an independent data-set.

The main value in mechanistic models such as this is their utility in
extending the biological interpretation of data. The changes in the DNA
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Fig. 16.7. Observed and predicted values for body energy — modified model (Bos

indicus bull). The thicker line is the line of unity (y = x).

accretion curve indicate that Nellore cattle tend to be of similar mature size
to medium-frame Bos taurus breeds, but the lower value of k; suggests that
they are slower-maturing than their European counterparts. This is in agree-
ment with the weight of evidence showing that zebu breeds mature more
slowly. In Brazil, the average age at first calving is still above 36 months. The
lower values of k, and « are also consistent with the literature. As stated
above, the NRC (2000) proposes a 10% reduction in maintenance energy
requirement for Bos indicus breeds, in agreement with the present results.
Since protein accretion represents the difference between the rates of SYN
and DEG, only one of these may be estimated from the data. In view of the
reduced maintenance energy coefficient, and considering other data such as
slower rates of post-mortem proteolysis (leading to tougher meat, inciden-
tally), it seemed more realistic to fit k, rather than k,. Since protein turnover
is known to be a major contributor to endogenous energy expenditures
(Baldwin and Sainz, 1995), the simultaneous reduction in k; and o makes
excellent biological sense.

Conclusions

The results indicate that an existing model of cattle growth, developed using
data from Bos taurus breeds, is capable of simulating the growth and com-
position of Nellore cattle, as long as the parameters are adjusted accordingly.
Parameter adjustments indicate that in comparison with their European
counterparts, Nellore cattle are slower-maturing, have lower rates of protein
turnover and lower endogenous energy expenditures. These conclusions
must still be tested empirically, but this modelling exercise demonstrates
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how the use of a mechanistic model, even a simple one, can yield insight into
underlying biology.
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Abstract

Research in Brazil has been carried out to study phosphorus (P) metabolism in rumi-
nants, by using the isotope dilution technique. The purpose of this study was to use
data from balance and kinetic experiments to solve a kinetic model of P metabolism in
growing sheep fed with different diets. During a 28-day period, 16 Brazilian-bred male
sheep received rations containing different sources of calcium (Ca). The sources were
limestone, lucerne hay, citrus pulp and oyster shell meal (I, LH, CP and OSM, respec-
tively). After 3 weeks the animals were housed in metabolism cages and each animal
was intravenously injected with 7.4 MBq of *’P into the left jugular vein. Blood sam-
ples, faeces and urine were taken at 24 h intervals for analyses of P and detection of
radioactivity. At the end of collection period tissue samples were collected (liver, heart,
kidney, muscles and 12th rib) for analyses. Experimental measurements (model
inputs) and model outputs were analysed as a completely randomized design. A com-
parison of means between treatments was carried out using the GLM procedure of
SAS. The average P intake was 3.21, 4.16, 4.21 and 4.36 g/day for L, LH, CP and
OSM, respectively (P < 0.05). Plasma P concentration had high values for all treat-
ments: 10.23, 9.83, 8.41 and 9.45mg/100ml for L, LH, CP and OSM, respectively
(P > 0.05). P excretion in faeces was similar for all treatments (3.57, 5.15, 4.65 and
3.71 g/day); however, P excretion in urine showed differences between treatments:
0.18, 0.02, 0.03 and 0.23 g/day for L, LH, CP and OSM, respectively (? < 0.05). P in
blood, bone and soft tissue did not show differences between treatments. It was con-
cluded that daily P supply was not adequate for growing lambs, resulting in negative
balance of P in the majority of the animals.

Introduction

The understanding of how dietary P is controlled is an important step in
determining adequate dietary P supply and to clarify the regulation of
homeostasis in ruminants. It is not clear whether P homeostasis is achieved
through control of P absorption, salivary P, excretion of P in urine or a com-
bination of all factors (Challa et al., 1989).

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
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P excreted in faeces represents the most important factor controlling P
homeostasis. Urinary loss of P in ruminants is generally very low but also
plays a role in P homeostasis (Field et al., 1983), mainly when the excretion
of P through saliva is limited. The balance between the endogenous faecal
and urinary routes for P excretion needs detailed investigation. Endogenous
faecal P losses result almost completely from unabsorbed salivary P. Reab-
sorption of P from bone is also part of P homeostasis, and is related to Ca
present in bone, the hormone 1,25 di-hydroxycholecalciferol, which is a
metabolite of vitamin D,, and the parathyroid hormone.

From all the essential minerals studied in animal nutrition, P repre-
sents an important potential risk when it is released to the environment
in excessive amounts (Van Horn et al., 1994; Tamminga, 1996). Therefore,
the precise and efficient handling of the nutrient offered in the diet is
crucial to optimize the performance of the animal and minimize the excre-
tion of P.

The elimination of excess P in faeces occurs mainly due to intake of non-
available P present in food, and great variations related to the requirement
of P, which differ from country to country (Tamminga, 1992). As the metab-
olism of P and its excretion through faeces are regulated, especially by the
ingestion of P (Morse ef al., 1992), the easiest way to reduce its losses is
through the reduction of P in the concentrate part of the diet. The nutri-
tional demands related to P must be re-evaluated (Van Horn et al., 1994),
because some studies have shown that the supply of P in lower levels
than the ones recommended by certain institutions has not caused any
harm to the performance of the animals, but substantially reduced the
excretion of P.

The availability of information and knowledge generated in the wide
range of science has allowed researchers to simulate and develop mathe-
matical models that can be adjusted to the biological phenomena, physical
or chemical, which occur in the natural systems, with results that can be
transferred to the population group. Many researchers apply the mathe-
matical models using results collected from experiments carried out with
32P to study the kinetics of P in ruminants (Grace, 1981; Schneider et al.,
1985; Vitti et al., 2000) and in non-ruminants (Moreira ef al., 2004). The
model proposed by Vitti et al. (2000) separates bones and soft tissues into
two distinct compartments (Fig. 17.1). In this model, the input of P to the
system is accomplished through diet, and the output through faeces and
urine. In this scheme it is assumed that there is no return of P marked from
external sources.

Apart from the studies conducted to understand P metabolism in
ruminants, little is known, for example, about the blood and soft tissue
pools of the body and their rates of P inflow and outflow in ruminants.
Research and development of models of nutrient metabolism is an impor-
tant tool that will help to answer questions on utilization of a nutrient by
the animal.
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Fig. 17.1. Scheme of the model of distribution of phosphorus (P) in the animal
body. (After Vitti et al., 2000.)

Material and Methods
The Model

Kinetics of P was evaluated through the model proposed by Vitti et al. (2000)
to explain P metabolism in growing goats. The model contains four P pools:
(i) gut lumen; (ii) blood; (iii) bone; and (iv) soft tissue. The flow of P between
pools and into and out of the system is shown in Fig. 17.1. Flows in the gut,
bone and soft tissue pools are represented by F, and F,,, F,, and F,,, and F,,
and F,,, respectively (Fig. 17.1).

According to this model, the input of P to the blood pool is through
absorption of fractions from dietary P and endogenous P, starting from the
digestive tract (F,), as well as from the P reabsorbed from the bone and soft
tissues (F,, and F,,). The excretion involves the secretions of the digestive
juice (F,,), P excreted in faeces (F,) and in urine (F,), and P incorporated in

bones and soft tissues (F,, and F,,).

Experimental procedure

Animal and diets

Sixteen Brazilian-bred male sheep, 8 months old, averaging 31.6 kg were
housed in metabolism cages, designed for isotope studies, located in the
Centre of Nuclear Energy in Agriculture (CENA), University of Sdo Paulo,
Brazil. The animals received a diet based on hydrolysed sugarcane bagasse
and supplemented with limestone (L), lucerne hay (LH), citrus pulp (CP)
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Table 17.1. Ingredients of the diet fed to sheep containing different sources of
calcium (Ca).

Ingredients Treatments?

(9/kg DM) L LH cP OSM
Soybean 150 _ 150 140
Maize 400 400 140 395
Bagasse 420 138 394 433
Limestone 13 _ _ -
Lucerne hay - 450 _ B
Citrus pulp - _ 300 B
Oyster shell meal — _ _ 12
Mineral mixture® 5 5 5 .
Urea 7 5 6 7

aL = limestone; LH = lucerne hay; CP = citrus pulp; OSM = oyster shell meal.
bComposition: Ca 0.03%, Mg 1.0%, S 7%, Na 14.5%, Cl 21.86%, Cu 300ppm, Mn 1100ppm,
Zn 4600ppm, Fe 500ppm, | 80ppm, Co 40ppm, and Se 15ppm.

or oyster shell meal (OSM) (Table 17.1) for 21 days. Feed was given twice a
day, at 8:00 and 17:00 h.

Radioactive P (Na,H*?PO,) was bought from Instituto de Pesquisas
Energéticas e Nucleares (IPEN), Sdo Paulo, Brazil. A dose of 7.4 MBq of 3P
was injected into the jugular vein in the morning before feeding the animals,
and blood samples were withdrawn from the jugular at 24 h intervals for
7 days. During this period, P balance measurements were made. Urine was
collected daily in a vessel containing 12 N HCI and the total volume was
measured. Faeces were collected daily and total excretion was weighed.

Samples analyses
Samples of feed and feed refusal were analysed for dry matter (DM), crude
protein (CD), P, Ca, neutral detergent fibre (NDF) and acid detergent fibre
(ADF) following the recommendations of the Association of Official Analyt-
ical Chemists (1980; Table 17.2).

P content was determined by colorimetry (Sarruge and Haag, 1974) and
Ca by spectrometry of atomic absorption (Zagatto et al., 1979). Blood sam-
ples were centrifuged and plasma was separated. After protein precipitation
(1 ml plasma and 9 ml TCA 100 g/1) inorganic P was determined by the
method of Fiske and Subbarow (1925). Urine samples (30 ml) were collected
every day and dissolved in 12 N HCI, dried (55°C) and ashed (500°C). Total
P was determined using vanadate-molybdate reagents (Sarruge and Haag,
1974). Faecal samples were dried at 100°C, ashed at 500°C and the ash was
dissolved in 5 ml of 2 N HCL.

Measurement of radioactivity
Radioactivity was measured in a liquid scintillation counting, and correction
for quench (Horrocks and Peng, 1971) and decay were made by the external
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Table 17.2. Proximal analysis of diets given to sheep fed with different sources of

calcium.
Treatments?

Ingredients (g/kg DM) P Ca ADF NDF CP
Soybean 0.73 0.28 12.19 19.11 51.16
Maize 0.25 0.03 4.55 47.67 8.96
Lucerne hay 0.39 1.15 29.47 40.92 23.08
Bagasse 0.05 0.09 54.35 58.85 1.95
Citrus pulp 0.12 1.55 28.86 23.78 7.46
Oyster shell meal 0.05 41.10 - - -
Limestone 0.01 38.60 - - -
Monoammonium phosphate 2.45 0.45 - - -
Mineral mixture® 0 0.13 - - -

aP = phosphorus; Ca = calcium; ADF = acid detergent fibre; NDF = neutral detergent fibre;
CP = crude protein.

bComposition: Ca 0.03%, Mg 1.0%, S 7%, Na 14.5%, Cl 21.86%, Cu 300ppm, Mn 1100ppm,
Zn 4600ppm, Fe 500ppm, | 80ppm, Co 40ppm, and Se 15ppm.

standard technique (external source channels ratio methods; Nascimento
Filho, 1977). Samples of plasma (1 ml), urine (1 ml) and solution of ashed fae-
ces in HCI (1 ml) were counted in 10 ml of a scintillation solution.

Statistical analyses

Experimental measurements (model inputs and outputs) were analysed as a
completely randomized design. The GLM procedure (SAS, 1991) was used
for comparison of means from each category with sources of variation being
treatments (Ca source).

Results

The results of daily P intake and excretion, P in bone, blood and tissues are
summarized in Table 17.3. The values are the means of the treatments accord-
ing to the sources of Ca. All treatments supplied adequate amounts of P
according to NRC (1985). P intake was 3.21, 4.16, 4.21 and 4.36 g/day for L,
LH, CP and OSM, respectively (P > 0.05). Urinary loss of P presented signifi-
cant differences between treatments. Animals from L excreted 0.32 g/day
whereas animals from treatment LH and CP excreted 0.02 and 0.03 g/day
respectively (P < 0.05). Animals from OSM excreted higher values of P in urine
than animals from LH and CP (P > 0.05). The retention of P was negative for
treatments L, LH and CP (-0.48, —0.95 and —1.00 g/day, respectively) and at
the lower end of positive retention for treatment OSM, at 0.06 g/day (P > 0.05).

Total P excreted in faeces decreased with P retained, and there was a sig-
nificant linear relationship between these flows (P faeces = 3.82 — 1.03 P
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Table 17.3. Phosphorus (P) intake (g/day), in faeces (g/day), urine (g/day), blood
(9), bone (g) and in soft tissue (g). The values shown are mean values for each
treatment.

Treatments?
Item SymbolP L LH CP OSM SEM¢e
Intake Fio 2.82 4.15 4.09 4.02 0.50
Faeces Fo 3.57 5.15 4.65 3.71 1.03
Urine Fos 0.18% 0.02x 0.03v 0.23¥ 0.05
Blood P Q¢ 0.11 0.14 0.11 0.12 0.019
Bone P Q, 123 145 124 116 20.84
Soft tissue P Q, 15.8% 19.9% 16.39 12.1Y 2.09

aL = limestone; LH = lucerne hay; CP = citrus pulp; OSM = oyster shell meal.
bSymbols are according to Fig. 17.1.

¢SEM = standard error of the mean.

dQ = total quantity of P in pool (g).

*YMeans within row and treatment category with different superscripts differ (P < 0.05).

retained; n = 16; R* = 0.59). Total endogenous losses were 1.69, 2.51, 2.34 and
1.46 g/day and represented 50.61, 45.54, 44.22 and 36.86% of total faecal P
excreted for treatments L, LH, CP and OSM, respectively (P > 0.05). Truly
absorbed P was 41.41, 36.48, 32.63 and 40.07% for L, LH, CP and OSM, respec-
tively (P > 0.05). P contents in blood (10.23, 9.82, 8.41 and 9.45 mg/dl) and
bone (123, 145, 124 and 116 g) for L, LH, CP and OSM, respectively, were not
affected by treatments while P content in soft tissue was significantly differ-
ent between treatments LH (15.8 g) and OSM (12.1 g) (P < 0.05) (Table 17.3).
According to the model output (Table 17.4) the P balances between the
digestive tract and blood was negative for L (-0.75 g), LH (-1.00 g) and CP
(-0.55 g), and positive for OSM (0.31 g). P balance in bone was negative for

Table 17.4. Comparison of kinetic outputs for the different sources of calcium (Ca).
The values shown are mean values for each treatment.

Treatments?
Model outputs (g/day) SymbolP L LH CP OSM SEMe
P from blood to gut Fis 212 433 211 212 0.65
P from gut to blood F,, 137 333 156 243 0.74
P from blood to bone Fa, 156 329 274 2.06 0.76
P from blood to soft tissue Fio 069 080 1.31 1.39 0.39
P from bone to blood Fos 282 451 4.09 3.05 0.94
P from soft tissue to blood Fo, 036 061 056 032 0.12

aL = limestone; LH = lucerne hay; CP = citrus pulp; OSM = oyster shell meal.
bSymbols are according to Fig. 17.1.
¢SEM = standard error of the mean.
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all treatments. The amount of P mobilized from blood to bone in relation to
total P absorbed (F,,/F,,) was lower for OSM (1.14, 0.99, 1.79 and 0.85 g/day
for L, LH, CP and OSM, respectively). P mobilized from tissue to blood
related to P absorbed (F,,/F,,) was 0.26, 0.18, 0.36 and 0.13 g/day for L, LH,
CP and OSM, respectively.

Discussion

P intake was lower for animals supplied with limestone, and this could be
related to palatability. Urinary losses of P by ruminants are generally low,
but considerable variation is found between animals (Manston and Vaag,
1970; Field et al., 1984). The physical form of the diet can affect the pathway
of P excretion (Scott et al., 1984). In the present work, treatments that stimu-
late salivary secretion (LH and CP) resulted in higher values of endogenous
faecal P and lower values of urinary P excretion. Scott and Buchan (1985)
compared the effects of feeding either roughage or concentrate diets on sali-
vary secretion and urinary P excretion in sheep, and observed that animals
which ingested roughage secreted more saliva and excreted less P in urine.
Differences in P excretion through urine may also be due to the saturation in
the capacity of salivary glands to clear the P plasma, which was high.

Endogenous faecal P losses represented a mean value of 44% of total P
excreted in faeces. This value is lower than 66% of total faecal P in cattle and
sheep (Coates and Ternouth, 1992; Bortolussi et al., 1996) and could be
related to the low P availability in the different feeds. P true absorption was
considered low for all treatments and this could be due to the form of P pres-
ent in the diet, mainly as organic P (phytate). The negative values for P reten-
tion suggest that animals were not receiving adequate amounts of the
element. Another factor that resulted in a negative retention of P was the low
P absorption. The high P demand of the animals in the experiment, growing
sheep in this case, could also have caused the negative values for P retention.
Similar results are reported by Vitti et al. (2000) with growing goats.

Conclusions

Although all treatments have supplied adequate amounts of P, the low
absorption led to negatives balances and negative retention. The low P avail-
ability could be related to the presence of phytate, which was the main
source of P. We suggest that further study should be carried out to investi-
gate P availability from organic sources.
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Abstract

Minimizing phosphorus (P) wastes is a key factor for environmental sustainability of
freshwater aquaculture operations. A dynamic model was constructed to simulate P
utilization in salmonid fish through digestion, body deposition and excretion into
urine and faeces. Dietary P was classified into pools of bone P, phytate P, organic P,
Ca monobasic/Na/K phosphate and Ca dibasic phosphate. Hydrolysis of P from Ca
monobasic/Na/K phosphate and Ca dibasic phosphate pools was represented by lin-
ear equations, whereas hydrolysis of P from bone P, phytate P and organic P pools was
simulated by Michaelis—Menten equations. The available P pool was the sink for these
hydrolysed portions. Absorption from the available P pool was simulated by passive
and active uptake of P into the blood pool. Indigestible and unabsorbed P was
excreted through faeces. Clearance of blood P was simulated by deposition into bone
and soft tissues, excretion through urine as well as endogenous secretion into faeces.
Bone deposition and soft tissue deposition in relation to blood P concentration were
represented by Michaelis—Menten equations. Urinary excretion was the difference
between glomerular filtration and saturable tubular reabsorption and was regulated
by blood P concentration. The model was made dynamic by incorporating a body
weight (BW) growth function. Response analysis was performed for fish weighing
between 50 and 500 g, and the model responded appropriately to dietary P sources
and levels. Retention of P ranged from 25% to 28% of intake for a prototypical com-
mercial feed containing 1.15% dietary P. The model was also tested for parameter
sensitivity. The most sensitive parameters were those related to body deposition and
urinary excretion. This model can be used to simulate the effects of different dietary
P sources and levels on P digestibility, retention, solid waste output (faecal excretion)
and soluble waste output (urinary excretion). It could be useful for formulating strate-
gies to improve production efficiency and reduce waste output.

Introduction

P is the first limiting factor for algal growth in freshwater and excessive P
stimulates eutrophication. P waste output by fish culture operations is an
issue heavily scrutinized by environmental agencies around the world

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
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and minimizing P waste is considered a key factor for the environmental
sustainability of freshwater aquaculture operations. Nutritional manage-
ment has been shown to be the most effective approach to reduce P waste
output by fish culture operations. Further reduction of P waste output
using this type of approach requires a better understanding of P utilization
in fish.

Practical fish feeds are generally composed of fish meal and other ani-
mal products and a variety of plant ingredients. P is a component of dif-
ferent chemical compounds in these ingredients. In animal by-products, P
exists primarily in bone as hydroxyapatite, which is fairly digestible to fish
(Lall, 1991; Sugiura et al., 2000). In plant ingredients, 60-80% of the total P
is bound in phytate (Ravindran et al., 1995). Since fish do not possess phy-
tase in the digestive tract, digestibility of phytate is very poor (Ogino et al.,
1979; Lall, 1991). Organic P covalently linked to protein, lipid and sugar is
easily hydrolysed and presumably highly digestible. The digestibility of
inorganic phosphate supplements is believed to be affected by their solu-
bility. Monobasic Ca phosphate is, for example, more digestible than diba-
sic Ca phosphate because of its higher solubility (Lall, 1991). Ingredient
selection and quality determine the content and digestibility of P in fin-
ished feeds and this, in turn, affects P utilization, the forms of P waste
released and the potential environmental impact or mitigation measures
required. It is consequently important to take into consideration the rela-
tive contribution and fate of the different forms of dietary P when con-
structing frameworks aimed at better understanding of P utilization in
fish.

Once digested and absorbed, P is deposited in the body to support bio-
logical functions, tissue growth and bone mineralization. Bone is the major
storage site of P, whereas in soft tissues, P’ serves as a component of organic
compounds for synthesis of cell structures and biological functions. Simi-
larly to mammals, urinary phosphate excretion in fish is determined
mostly by plasma phosphate concentration. A threshold exists below
which P excretion is minimal and above which P excretion is proportional
to the increase in plasma phosphate concentration (Bureau and Cho, 1999).
Urinary P excretion and faecal P excretion make up total P waste output.
However, urinary excreted P (soluble P waste) is more available to algae
and can, consequently, have more immediate environmental impact than
faecal excreted P (solid P waste), which can settle or be filtered out (Cho
and Bureau, 2001).

A number of kinetic and dynamic models of P utilization have been devel-
oped for sheep (Grace, 1981; Schneider et al., 1987), pigs (Fernandez, 1995),
goats (Vitti ef al., 2000) and dairy cows (Kebreab et al., 2004), but there has been
no attempt to model P utilization in a mechanistic and dynamic manner for
fish. The objective of this model is, therefore, to dynamically simulate the par-
titioning of dietary P through digestion, body deposition, faecal excretion and
urinary excretion in salmonid fish over growth stages, and to examine the
effect of P chemical forms and their inclusion levels on P utilization and waste
output.
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Model Description

The model diagram is illustrated by Fig. 18.1. The modelling process com-
prises digestion of P (release of Pi, orthophosphates HPO, ~ and H,POj,
from P chemical compound pools and absorption of Pi from available P
pool), retention of blood P into soft tissue and bone, and excretion through
urine and faeces.

Dietary P intake was the driving variable of the model. Amount of feed
intake (g/day) was generated by the feed requirement model based on
bioenergetics of salmonid fish (Cho and Bureau, 1998; Bureau et al., 2002),
which takes account of growth rate and diet composition (digestible energy
(DE), digestible protein (DP)). Growth rate was represented by thermal-unit
growth coefficient (TGC), which was a model input. Initial BW and water
temperature were also model inputs. TGC allows comparison of growth at
different temperatures and is defined as follows (Iwama and Tautz, 1981;
Cho, 1992):

TGC = 100*(BW'"*— IBW"*)/ (T * D)

where BW = final body weight (g), IBW = initial body weight (g), T = water
temperature (°C), and D = number of days. Therefore, BW (g, converted to kg
in the modelling process) was calculated from TGC and initial BW as follows:

BW = (TGC * X(T * D)* 100 + IBW'"’)’

P intake (InP)

InBp InPp
InOp InMp InDp
Bone P Organic P Monobasic P Dibasic P Phytate P
pool (QBp) pool (QOp) pool (QMp) pool (QDp) pool (QPp)
kFe kFe kFe kFe kFe
| 000 pD 0pDi
VBpDi vKOpDi poi ;
; VPpDi
Faeces
KBpDi | kPpDi
Available P pool (QDi)
kDiFe
kDiBlpassive
VDIBl, kDiBlactive kBIDi w Soft tissue
Blood P pool (QBI)
VBIBn kBIBn
VUnBI Bone
kBIUn J KUNBI
Urine
Fig. 18.1. Diagram of dynamic model of P utilization in salmonid fish. Boxes indicate pools

and arrows indicate fluxes.
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Phosphorus chemical compound pools, QBp, QOp, QMp, QDp, QPp (mg)

Dietary P chemical compounds were classified according to their chemical
characteristics into bone P, phytate P, organic P, Ca monobasic/Na/K inor-
ganic P supplement, and Ca dibasic inorganic P supplement. Amount of
daily intakes of these P compounds (mg/day) was the product of feed
intake and dietary concentration of these P chemical compounds, which
were inputs to the P chemical compound pools, QBp, QOp, QMp, QDp and
QPp. Orthophosphate Pi has to be released from these compounds in order
to be rendered available for absorption; therefore, the first step in model-
ling of digestion was to simulate hydrolysis of P compounds in stomach.
There is evidence that gastric acid output limits bone P digestibility. Agas-
tric fish species such as carp are unable to utilize bone P due to lack of gas-
tric acid secretion (Ogino et al., 1979). In stomached fish species, such as
salmonids, digestibility of bone P is dependent on the inclusion level and
decreases significantly as inclusion increases (Sugiura et al., 2000). There-
fore, dissolution of bone P was simulated by a Michaelis—-Menten equa-
tion. Similarly, Michaelis-Menten equations were also used to describe
the hydrolysis of Pi from organic P and phytate P since enzymatic
actions are involved. Maximum releases of Pi from bone P, organic P and
phytate P were VBpDi (mg/kg/day), VOpDi (mg/kg/day) and VPpDi
(mg/kg/day), whereas affinity constants were kBpDi (mg), kOpDi (mg)
and kPpDi (mg), respectively. The release of Pi from Ca monobasic/Na/K
and Ca dibasic inorganic phosphate supplement was assumed to be lin-
early related to dietary supply with fractional rates of kMpDi (/day) and
kDpDi (/day). Derivation of these parameter values is presented in the
section “Auxiliary equations’. The outputs of the chemical compound pools
were the available fractions of these chemical compounds to the available
P pool (QDi). The indigestible fractions were the flow (mg/day) from the
chemical compound pools to faeces based on gastric empty rate, kFe = 0.9
(/day; Kristiansen, 1998).

Available P pool, QDi (mg)

Inputs to available P pool were the outputs from each chemical compound
pool and P endogenous secretion. Absorption of P from QDi to blood was
simulated by active and passive uptakes. Passive and active P uptake mech-
anism was identified in rainbow trout intestine (Avila et al., 2000). The
active uptake of P based on Pi concentration followed a Michaelis—-Menten-
type equation with maximum absorption of VDiBl (mg/day) and affinity of
kDiBlactive (mg/1). Passive diffusion was linearly related to available P
concentration cQDi (mg/1) with rate of kDiBlpassive (I/day). Values of
VDiBl, kDiBlactive and kDiBlpassive were derived from Avila et al. (2000)
and were 34.5 (mg/day), 37.2 (mg/1) and 0.067 (I/day), respectively. The
portion of available P that was not absorbed into the blood pool was
excreted through faeces at gut emptying rate of kDiFe = 2.36 (/day)
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(Storebakken ef al., 1999). Total gut volume was exponentially related to BW
based on the study of Burley and Vigg (1989) and was described as gut vol-
ume (L) = 1/1000 * e85+ 1.2BW)

Blood P pool, QBI (mg)

P absorbed from available P pool was the input to the blood P pool. From the
blood P pool, there were four outputs: endogenous secretion, soft tissue dep-
osition, bone deposition and urinary excretion. Endogenous secretion was
derived from Riche and Brown (1996) and Rodehutscord et al. (2000), and
was set at kBIDi = 3.5 (/day).

Depositions into soft tissues and bone at steady state were modelled at
constant BW, being described by a Michaelis—-Menten-type equation, with
maximum deposition of VBISt (mg/kg/day) into soft tissue and VBIBn
(mg/kg/day) into bone, and affinity constants of kBISt (mg/1) and kBIBn
(mg/1) for soft tissue and bone deposition, respectively. These parameters
were calculated separately with four different BWs at 5 g (Skonberg et al.,
1997), 90 g (Rodehutscord et al., 2000), 125 g (Rodehutscord, 1996) and
210 g (Baeverfjord et al., 1998). When only whole body deposition data were
available, bone weight was assumed to be 10% of BW (Gingerich et al.,
1990), and partitioning between bone and soft tissue deposition was calcu-
lated from whole body deposition. Because there is no evidence in fish
nutrition literature that plasma Pi concentration is affected by BW, the
parameters were further adjusted by assuming similar cQBI across these
four BW values.

Relationship of the deposition parameters across BW was described by
the following equations:

VBISt = 17.866 * BW "™ (R*= 0.95)
kB1St = 0.142 * BW **(R*= 0.97)
VB1Bn = 14.368 * BW "***(R*= 0.98)

kB1Bn = 0.085 * BW "**(R’= 0.98)

P urinary excretion was the difference between two processes regulated by
plasma Pi concentration: linear glomerular filtration with rate kBIUn
(I/kg/day) and tubular reabsorption of the filtrates, which follows
Michaelis—-Menten mechanism with maximum reabsorption capacity VUnBl
(mg/kg/day) and affinity constant kUnBI (mg/1). Fish have been known to
show net tubular Pi secretion (Renfro and Gupta, 1990). However, recent
development in molecular identification has suggested that tubular secre-
tion may be limited to saltwater fish species. The location of active trans-
porters indicates that renal handling of trout is the result of glomerular
filtration and tubular reabsorption, which follows the mechanism rather
similarly to monogastric mammals (Sugiura et al., 2003). The equation
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parameters were calculated based on the work of Bureau and Cho (1999).
Glomerular filtration rate kBIlUn was calculated as 4.2 (1/kg/day), maxi-
mum tubular reabsorption capacity VUnBl as 1250 (mg/kg/day), and affin-
ity constant kUnBl as 225 (mg/1). Plasma volume was assumed to be 3.5% of
the BW (Gingerich et al., 1990).

Auxiliary equations

Body deposition was calculated as the sum of deposition in soft tissue and
bone. Body deposition coefficient was the percentage of dietary P intake
deposited in body. Faecal P output (solid waste output) was the sum of indi-
gestible P from each P chemical compound pool, QBp, QOp, QMp, QDp,
QPp, and unabsorbed P from available P pool (QDi). Urinary excretion coef-
ficient was the percentage of dietary P intake that was excreted through urine
(soluble waste output). Apparent digestibility was the difference between
dietary P and P faecal excretion expressed as a percentage of dietary P. True
digestibility was the percentage of dietary P intake that was absorbed P from
available P pool (QDi).

Apparent digestibility values of different P chemical compounds, esti-
mated from P apparent digestibility of feed ingredients and inorganic phos-
phates to salmonids in the literature (Lall, 1991), were used to calculate the
parameters in P chemical pools, QBp, QOp, QPp, QMp, QDp, after taking
account of active and passive absorption from available P pool QDi into
blood P pool QBI as well as endogenous loss. Digestibility was set constant
across BW modelled (from 50 g to 500 g). The maximum releases of Pi from
bone P, organic P and phytate P (VBpDi, VOpDi and VPpDi) were 77.5
(mg/kg/day), 223 (mg/kg/day) and 9.7 (mg/kg/day), and the affinity con-
stants, kBpDi, kOpDi and kPpDi, were 2.88 (mg), 0.45 (mg) and 0.06 (mg),
respectively. For Ca monobasic/Na/K and Ca dibasic inorganic phosphate
supplement, the fractional rates, kMpDi and kDpDi, were 1.5 (/day) and 1.1
(/day) respectively.

The model was written in Advanced Continuous Simulation Language
(ACSL, MGA software, Concord, MA).

Model evaluation

A prototypical commercial feed for rainbow trout was used to evaluate the
response of the model. The feed had 46% crude protein (CP), 23% crude
fat and 7% ash. Dietary DE was 20 MJ/kg, and the ratio of DP to DE was
22 g/M]J. The dietary total P content was estimated to be 1.15%, including
0.61% of bone P, 0.12% of phytate P and 0.42% of organic P. No inorganic
phosphate supplement was used. Optimal growth condition was assumed.
TGC and temperature were assumed to be 0.2 and 15°C respectively. The
modelled period was 50-500 g BW, a common market size for rainbow
trout.
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To test the model response to the effect of total dietary P and types of
P on P utilization in fish, three sets of diets were theoretically formulated:
(i) dietary bone P content was increased from 0.61% in the prototypical
commercial feed to 1.01% by an increment of 0.1%, while organic P and
phytate P contents were held the same as in the prototypical commercial
feed (diets 1 to 4); (ii) dietary organic P content was increased from 0.42%
in the prototypical feed to 0.82%, while bone P and phytate P contents were
held constant (diets 5 to 8); and (iii) dietary phytate P content was
increased from 0.12% in the prototypical feed to 0.52%, while bone P and
organic P contents were held constant (diets 9 to 12). In these three sets of
diets, the dietary total P contents increased from 1.15% to 1.55% in corre-
spondence to increasing contents of different P types. In addition, a fourth
set of diets (diets 13 to 16) was formulated by holding total P contents con-
stant, while varying the contents of bone P, organic P and phytate P by
0.1% in pairs (Table 18.1).

All parameters were tested for sensitivity by examining model outputs
when varying individual parameters from half to double the values.

Table 18.1. Contents (%) of total P and types of P in a prototypical commercial
feed and four sets of diets used to simulate model response.

Diet Total P Bone P Organic P Phytate P
Prototypical feed 1.15 0.61 0.42 0.12
Set 1
Diet 1 1.25 0.71 0.42 0.12
Diet 2 1.35 0.81 0.42 0.12
Diet 3 1.45 0.91 0.42 0.12
Diet 4 1.55 1.01 0.42 0.12
Set 2
Diet 5 1.25 0.61 0.52 0.12
Diet 6 1.35 0.61 0.62 0.12
Diet 7 1.45 0.61 0.72 0.12
Diet 8 1.55 0.61 0.82 0.12
Set 3
Diet 9 1.25 0.61 0.42 0.22
Diet 10 1.35 0.61 0.42 0.32
Diet 11 1.45 0.61 0.42 0.42
Diet 12 1.55 0.61 0.42 0.52
Set 4
Diet 13 1.15 0.51 0.52 0.12
Diet 14 1.15 0.51 0.42 0.22
Diet 15 1.15 0.71 0.32 0.12
Diet 16 1.15 0.71 0.42 0.02
Diet 17 1.15 0.61 0.52 0.02

Diet 18 1.15 0.61 0.32 0.22
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Results and Discussion

For the prototypical commercial feed, apparent digestibility coefficient
(ADC) of P was approximately 60%, urinary excretion ranged from 29 to
36%, whereas body deposition coefficient was 25-28%. These values are
comparable to reports for typical commercial diets (Heinen et al., 1993;
Ketola and Harland, 1993; Cho and Bureau, 1998). This indicates that the
model responded appropriately over the growth period. The model could
aid in the strategies of reduction of P waste output through feed formulation.
For the commercial feed, the model simulated that about 40% of dietary P
was excreted as solid waste, and soluble P waste exceeded retention in body.
While solid waste can be reduced by selection of highly digestible ingredi-
ents, reduction in soluble waste can be achieved by decreasing digestible P
level in feed. The level resulting in minimal soluble P waste is around 0.4%
digestible P for rainbow trout (Rodehutscord et al., 2000). There was about
0.7% digestible P in this feed according to model simulation, which can be
reduced to the level where growth is maximized, acceptable deposition is
achieved, and soluble waste is minimized through feed formulation (Cho
and Bureau, 2001).

From model simulations of P flows on the four sets of diets, average val-
ues of P retention, urinary excretion and faecal excretion over the growth
period are presented (Table 18.2). Increasing bone P contents in diet Set 1
resulted in a higher proportion of dietary P being excreted through faeces com-
pared to the prototypical commercial feed, whereas P retention and urinary
excretion, as a percentage of dietary P, were reduced. This illustrates the lim-
ited capability of fish to digest bone P. Increasing levels of organic P resulted in
a proportion of faecal excretion similar to that in the prototypical commercial
feed (diet Set 2). However, elevated proportions of dietary P were excreted
through urine and less dietary P was retained in the fish body. This suggests
that organic P is highly digestible, and as more digestible P is included in diets,
P retention coefficient decreases, and more P is excreted as soluble metabolic
waste in urine. Simulations of diet Set 3 indicated that increasing phytate
P contents greatly depressed P digestibility of the diets. Consequently, faecal P
excretion increased, and P body retention and urinary excretion decreased.
This is in agreement with the poor digestibility of phytate P to fish and consis-
tent with the physiology of fish that do not appear to possess phytase within
the gastrointestinal tract (GIT; Ogino et al., 1979; Lall, 1991).

Results from diet Set 4 further illustrate that the proportion of different
types of P has great impact on P utilization even at a given dietary P level.
This suggests that fish utilize different types of P to a varying degree. Accu-
rate estimates of P utilization of the diets can only be achieved based on dif-
ferentiation of P compounds rather than aggregates of total dietary P.
Identical P retention coefficients were simulated across diets 15-18, but uri-
nary and faecal P excretions varied and were negatively correlated. This
illustrates that all six diets were sufficient in digestible P level, although
their digestibility differed. Once requirement for maximum body saturation
(maximum P retention) is met, surplus digestible P is excreted as soluble
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Table 18.2. Model-simulated P utilization of a prototypical commercial feed and
four sets of diets for rainbow trout growing from 50 to 500g.

% dietary P

Diet P retention P urinary excretion P faecal excretion
Prototypical feed 27 33 40
Set 1
Diet 1 25 31 43
Diet 2 23 30 46
Diet 3 22 29 49
Diet 4 20 27 52
Set 2
Diet 5 25 36 39
Diet 6 23 38 39
Diet 7 22 40 38
Diet 8 20 41 38
Set 3
Diet 9 25 30 44
Diet 10 23 28 48
Diet 11 22 26 52
Diet 12 20 24 55
Set 4
Diet 13 27 37 36
Diet 14 27 31 42
Diet 15 27 28 44
Diet 16 27 32 40
Diet 17 27 37 36
Diet 18 27 27 46

P (urinary P) into the environment. Corresponding strategies could be con-
structed through feed formulation to reduce solid waste output or soluble
waste output depending on objectives. The theoretical simulation illustrates
that the model responds well to different levels and types of P compounds.
This dynamic P model could be a useful tool for aquaculture operations to
estimate P digestibility, retention and waste output.

Sensitivity tests suggested that kFe, kBlUn, VUnBl, VBIBn and VBISt
were sensitive parameters. Model outputs were affected by over 15% when
varying these parameters from half to double the values. This suggests that
gastric emptying rate could considerably affect digestibility. Sensitivity of
body deposition and urinary excretion warrants optimization of these
parameters using a large data-set. Estimates of body deposition and urinary
excretion could be confounded by experimental conditions and physiologi-
cal status of the fish. Plasma Pi concentration is important to the estimates of
these parameters; however, measurements of plasma Pi concentration are
variable among studies and affected by sampling protocols. Radioisotopes
and compartment analysis have been used in ruminants and monogastric
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mammals to study and model P metabolism (Grace, 1981; Schneider et al.,
1987; Fernandez, 1995; Vitti et al., 2000). This technique enables profiling of
P distribution in different pools in the body and monitoring of kinetics of P
flows between these pools, and can be applied to fish.

In this model, a simple growth equation was incorporated and growth
was assumed to be independent of nutritional composition of the diet. The
interaction between diet composition and growth performance could
potentially affect the utilization of P, especially P deposition. Furthermore,
P-deficient diets would depress feed intake and growth. Therefore, the P
utilization model should eventually be integrated within a nutrient flow
fish growth model in order to investigate the effect of digestion, metabolism
and utilization of major nutrients on P utilization, and, conversely, the effect
of digestible P supply on growth and utilization of other nutrients.

Future work should include optimization of parameters and validation
of the model using independent experimental data. The effect of different
combinations of P chemical forms on P utilization and waste output should
be further evaluated with a wide range of diets fed to fish under controlled
experimental conditions. The effect of microbial phytase should also be
incorporated in the model.

Conclusions

This model simulates P utilization in salmonid fish through digestion, body
deposition and excretion into urine and faeces. The model responded appro-
priately for a prototypical commercial feed containing 1.15% dietary P. This
model could be a useful tool in diet formulation and nutrient management.
It could aid in selection of highly digestible ingredients and help in formu-
lating diets to just meet, but not exceed, P requirement of fish, and conse-
quently improve production efficiency and reduce waste output.
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Abstract

Phosphorus (P) is involved in most metabolic activities of the body as well as in bone
formation. P and calcium (Ca) are closely related so that a deficiency in one can inter-
fere with proper utilization of the other. In layers, requirement for dietary P is mainly
due to the need to store Ca in bones prior to eggshell formation. Ca requirement for
eggshell formation is high. If at any time during the day Ca requirement exceeds the
amount of Ca absorbed from the gut, layers mobilize Ca, and consequently P, from
medullary bones. P is then excreted in urine, potentially causing environmental pollu-
tion. A model of Ca and P dynamics in the layer was developed to describe and eval-
uate flows of Ca and P during the day.

The model comprises eight state variables representing Ca and P in the crop, stom-
achs (proventriculus and gizzard), plasma and bone. P is defined as P absorbable at the
terminal ileum. Zero pools are assigned to Ca and P in the duodenum. Outflow of Ca
and P from crop and stomachs is assumed to obey mass-action kinetics. A higher frac-
tional Ca absorption rate from the duodenum is assumed during eggshell formation
than at times when there is no such formation. Eggshell formation commences 20 h
before oviposition and follows a sigmoidal pattern. Ca and P in plasma can be used for
egg synthesis, accretion in bone and excretion in urine. Michaelis—Menten forms rep-
resent utilization and production of Ca and P for bone accretion and resorption. Rate
of utilization of plasma Ca and P for accretion depends on the more limiting of the two
minerals. Rate of bone resorption is inhibited by plasma Ca or P level when Ca or P
requirement exceeds supply from the gut, and consequently is related to the lowest
level of the two minerals. Ca and P excreted in urine is the sum of basal maintenance
requirement for Ca and P and amount of Ca or P in plasma that cannot be utilized for
bone accretion because the other mineral is lacking.

In the simulations, a light period of 16 h/day is assumed, and feed intake occurs con-
tinuously and only during the light period. Time of laying varies between 1 and 7 h after
light is switched on. Simulated Ca and P absorption from the gut rises to a plateau until
light is switched off, upon which absorption declines rapidly. However, depending on
time of oviposition, simulated Ca requirement for eggshell formation is highest between

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
Modelling Approaches (eds E. Kebreab et al.)
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14 and 21 h after light is switched on. Because of the simulated imbalance between Ca
absorption from the gut and Ca requirement for eggshell synthesis, Ca and conse-
quently P are mobilized from bone. The model may be used to evaluate feeding strate-
gies aimed at reducing P excretion to the environment in poultry manure.

Introduction

Surplus minerals in poultry manure, including P, present an environmental
pollution problem for intensive poultry operations. Excess P from poultry
manure contributes to build-up of P in the soil and may be washed from fer-
tilized soil into surface waters causing eutrophication (Sharpley, 1999). High
levels of P in surface waters increase the growth of bacteria and algae, reduc-
ing oxygen in the water and thus resulting in death of several aquatic species
(Correll, 1999).

Reduction in P content of feed can mitigate pollution (Kebreab et al., 2005).
Such a reduction requires knowledge of mineral absorption and requirement
for various purposes in the animal. In layers, P is required for replacement of
tissue metabolites such as nucleotides and phospholipids, to maintain skeletal
integrity and for production of the egg. There is a close relationship between P
and Ca in the layer producing eggs. Ca is the major structural element in
eggshell and large amounts of Ca are required to synthesize the shell. The shell
gland is usually active during the dark hours, but Ca stores in the gut may be
low at that time since hens show nocturnal fast (review Scanes et al., 1987), and
therefore the layer relies on other Ca sources, particularly from bone. The
medullary bone is a special, highly mineralized bone and a very mobile source
of Ca. Thus, the medullary bone acts as a temporary reserve, releasing Ca when
needed at times when supply from feed is insufficient (Etches, 1987). Since Ca
is stored almost entirely as calcium phosphate in bone, bone mobilization to
fulfil Ca requirement results in elevated levels of plasma P and excretion of P,
especially during times of shell formation (Hurwitz and Bar, 1965).

Nutritional deficiencies of Ca and P lead to production and health prob-
lems. Low P in diets may increase plasma Ca concentrations and urinary Ca
excretion, and (as with low Ca diets) give rise to osteoporosis (cage layer
fatigue) and mortality (Rao et al., 1992). Modern high-producing hybrid
strains of layers may be considered largely osteoporotic at the end of lay,
while older lines with a lower rate of egg production showed no signs of
osteoporosis (Rennie et al., 1997). Depletion of bone and renal stress caused
by low-P diets could predispose layers to other stressors like pathogens and
high temperature (Rao et al., 1992).

Nutritional requirements of the hen for P are uncertain and reviews of
P requirement vary from 2.0 to 3.5 g available P per kg diet during peak lay
(see Boorman and Gunaratne, 2001). Uncertainty regarding P requirement is
related to, amongst others, the close relationship between P and Ca dynam-
ics in layers and the wide range in oviposition times, and hence in P and Ca
requirements within the day in a flock of layers. Several models have been
developed to describe quantitatively mineral flows in hens. Etches (1987)
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predicted on an hourly basis intestinal Ca content, Ca retention, Ca deposi-
tion in eggshell and flows of Ca into and out of bone reserves, but did not
consider P in the model. Van Krieken (1996) and Tolboom and Kwakkel
(1998) modelled Ca and P dynamics in layers partly based on the Etches
(1987) model, also on an hourly basis, in which most transactions were lin-
ear. However, in describing nutrient dynamics based on the behaviour of the
system and its underlying components (mechanistic models), differential
equations are often used and the mathematically standard way of represent-
ing such models is the rate:state formalism (Thornley and France, 2005). The
objective of this paper is the development of a dynamic, mechanistic model
of Ca and P dynamics in layers applying the rate:state formalism using non-
linear kinetics, in order to evaluate various dietary and management strate-
gies for reducing P excretion.

Model Description
General structure

The scheme is given in Fig. 19.1. The model consists of eight state variables
representing Ca and P pools in the crop (c), stomachs (proventriculus and
gizzard) (s), plasma (p) and bone (b). P is defined as absorbable P at the ter-
minal ileum. Zero pools are assigned to Ca and P in the duodenum (d), assum-
ing that duodenal retention time for Ca and P is small. Also, there is little
variation in ingesta content of the small intestine during the day or night,
whereas large diurnal changes, especially in crop and gizzard contents, are
observed (Scanes et al., 1987). Pool sizes are expressed in mg and time in days.
State variables (quantities) are denoted by Q. and concentration (C) is calcu-
lated as pool size divided by liveweight (LW, W; kg). Differential equations

Clafeed |:’feed
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Fig. 19.1. Diagrammatic representation of the calcium (Ca) and phosphorus (P)
model. Boxes enclosed by solid lines denote state variables; boxes enclosed by
dashed lines depict zero pools; arrows depict flows.
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(dQ,/dt) describe the rate of change of state variable Q, with time. Rate of uti-
lization of i in the J to k transaction is denoted by U, , and rate of production
of i in the j to k transaction by P, ;. The variable ¢’ (h) is used for diurnal time
(time during the day, 0 <t' < 24)

Calcium and phosphorus in the crop

There is one input to each of the two crop pools from the feed:
Peac,catcac= 1 f Ceat
B Pe,ppc= | f Cot

where [ is feed intake (g/day) and C,; and Cy, are the concentration (mg/g)
of Ca and P, respectively, in the feed (Table 19.1). A layer is assumed to lay
aneggatL =1, 2, .., or 7 h after light is switched on; alternatively, on rest
days, the layer will not produce an egg. Hens have been found to consume
considerably less food on days when either an ovulation or oviposition is
missed (review Scanes et al., 1987). Assuming 95 eggs are laid every 100 days
(Table 19.1) and the day before the rest day (assumed to occur when L =7 h)
occurs five times every 100 days, the driving variable I, was set to 101% of
averaged intake when L =1, 2, ..., 6 h but only 90% of averaged intake on the
rest day and the day before rest day (Etches, 1987). Feed intake is assumed
continuous during the photoperiod. The photoperiod is set at 16 h/day, light
is switched on at t" = 0 h.

One output of Ca and one of P from the crop are represented, i.e. to the
stomachs (proventriculus and gizzard). Fractional outflow rates are applied
for Ca (k, /day) and P (k,_,; /day) and based on data reported by Van

CacCas; PcPs”

der Klis et al. (1990; Table 19.1):
uCac, CacCas™— kCacCas QCac
uPc, PcPs™ chPsQPC

Rates of change of pool size in the crop are:

dQcac/dt = Peac, catcac™ Ucac, Caccas

dQPc /dt = PPC, PfPc— uPc, PcPs

Calcium and phosphorus in the stomachs

There is one input to each stomach pool from the crop:

PCas CacCas— UCac CacCas

P Ps, PcPs™ UPC, PcPs



196

J. Dijkstra et al.

Table 19.1. Model parameter values and layer reference values

Egg and feed Layer reference values
Feed 110 g/day
Ceut 40 mg Ca/g feed

2.8 mg P/g feed

LivePINeight (LW) 1.7 kg
Eggs/100 days 95 eggs
Egg weight 5949
Egg yolk 0.31 g yolk/g egg
P in yolk 5.70 mg P/g yolk
Ca in yolk 1.40 mg Ca/g yolk
Egg white 0.59 g white/g egg
P in white 0.14 mg P/g white
Ca in white 0.11 mg Ca/g white
Eggshell 0.10 g shell/g egg
P in shell 1.30 mg P/g shell
Ca in shell 372.88 mg Ca/g shell
Caand P Model parameter values
Keaccas 10.6/day
Koeps 10.6/day
Keoscad 21.6/day
Kogpq 21.6/day
I(Cadcap 0.7 if eggshell is being formed
0.4 if no eggshell is being formed
Keapp 1.0
Reapcam 55 mg Ca’kg LW/day
Reppm 14 mg P/kg LW/day
foap 2.2 mg Ca/mg P
Veapcan 4500 mg Ca/kg LW/day
Meapcan 5 mg Ca/kg LW
Meep 5 mg P/kg LW
Veavcap 4500 mg Ca/kg LW/day
Jeabcap 5 mg Ca/kg LW
Jovpp 5 mg P/kg LW

Outflows to the duodenum are:

uCas, CasCad ™~ kCasCad QCas
Ups, pspa= kpspa Qps

where k. ., (/day) and k,,, (/day) are fractional rates of outflow of Ca and
P, respectively, to the duodenum (from Van der Klis et al., 1990; Table 19.1).
Rates of change of pool size in the stomachs are:

dQCas/dt = PCas, CacCas ™ uCas, CasCad
dQps/dt =B Ps, Peps— Ups, Popd
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Calcium and phosphorus in the duodenum

Ca and P in the duodenum are represented as zero pools, where input equals
output without quantification of pool size, based on the small residence time
of duodenal digesta. Inflow to the duodenum (mg/day) equals outflow
from the stomachs:

PCad, CasCad ™~ uCas, CasCad

B Pd, PsPd~ UI’s, PsPd

The upper part of the small intestine is the most active in absorbing Ca and
P (Hurwitz and Bar, 1965). Absorption from the duodenum into blood
plasma (mg/day) is represented as:

uCad, CadCap: kCadCap P Cad, CasCad

Upg, PdPp— deI’pP Pd, PsPd
where ke, yc,,, and ky,p, are fractional absorptions of Ca and P, respectively,
from the duodenum. Ca retention on shell-forming days is higher than on
days when no shell formation occurs (Clunies et al., 1992), presumably
because during times of high Ca demand, 1,25-dihydroxycholecalciferol lev-
els are increased, stimulating Ca absorption from gut into blood. Parameter
Kcadcap 1S taken as 0.7 during eggshell formation, when Ca requirement is
high, and 0.4 when there is no eggshell formation (Hurwitz and Bar, 1969).
Non-absorbed Ca is excreted in faeces. As P is defined in the model as

absorbable P at the terminal ileum, k, dpp is set at 1.

Calcium and phosphorus in the plasma

There are two inputs each to the Ca and P pools, absorption from the duo-

denum (PCaP’Ca dcap and PPP,P de) and mobilization from bone (PCap,CabCap and

Ca
Py op,) (all mg/day):
PCap, CadCap: uCad, CadCap
PPp, PdPp— Upg, PdPp
PCap, CabCap = uCab, CabCap
B Pp, PbPp~— Ups, PbPp

Three outputs each from the plasma Ca and P pools are represented, i.e. uti-
lization for egg synthesis, deposition in bone and excretion in urine.

Ca and P for egg synthesis (U, c,pcoe a0 Up, pop; Mg/ day) is the sum
of utilization for yolk, white (albumen) and shell formation:

uCap, CapCae = uCap, CapCayolk+ uCap, CapCawhite+ uCap, CapCashell

uPp, PpPe: uPp, PpPyolk+ uPp, Pprhite+ uPp, PpPshell
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The shell is assumed to be formed in the 20 h prior to oviposition (Etches,
1987) and to follow a logistic pattern (Thornley and France, 2005, ch. 5):

y=a/[1+e """ 9]-d

where y (g/g) is fraction of shell formed, x (h) is time from start of shell for-
mation, and parameters a, b, ¢ and d have values of 1.11, 0.307692, 8.5 and
0.0757, respectively (Fig. 19.2a). The parameters of the curve were estimated
by Van Krieken (1996) based on data collected from literature and reported
by Etches (1987). Differentiating gives the fractional rate of eggshell forma-
tion (Fig. 19.2b):

dy/dx=abe "¢ 9/[1+e "¢ IF

As oviposition occurs at x = 20, i.e. when t’ = L, instantaneous fractional rate
of eggshell formation, k, (/day), is expressed in the model as:

ke=0,L<t'<L+4
:abe—b(x—c)/[l +e—b(x—c)]2

There are two exceptions to this calculation of k. First, when L = 7 h, it is
assumed that there is no ovulation on that day and, consequently, the next
day will be a rest day; hence k; is 0/day when t" > 7 h. Secondly, on a rest
day, there is no oviposition but the layer is preparing for an egg at L=1h on
the next day. Hence, on a rest day, k, is 0/day if " < 5 h. The above equation
for k; applies at all other times.

Egg white formation is taken to occur at the same time and rate as shell
formation. Yolk formation is a continuous process (Moran, 1987). Utilization
of Ca and P for yolk formation (llCaplCapCayolk and UPP’P Pyc)lk) is calculated as
requirement per unit of egg component formed multlpfied by the fraction of
that component in the egg and by egg weight, and multiplied by the frac-
tional rate of laying in a 100-day period (all from Table 19.1). For egg white
(uCap,CapCawhite and UPp,Pprhite) and shell (UCap,CapCashell and uPp,PpPshell) forma-
tion, utilization is calculated as requirement per unit of egg component
formed multiplied by the fraction of that component in the egg and by egg
weight, and multiplied by k..

Depositions of Ca and P in bone are represented as saturable processes:

uCap, CapCab; Ca™ VCapCab W/ (1 + MCapCab/ CCap)

Upp, pppb; p= Veapcab W/ [ fea: p(1 + Mpppy/ Cpp)]

uCap, CapCab; P~ uPp, PpPb; P fCa: P

uPp, PpPb; Ca™ uCap, CapCab; Ca /fCa: P

where U, . . and U, . c.p are utilization of plasma Ca for bone
- CapCapCabiCa =" “Cap CapCab; :
synthesis based on availability of plasma Ca and plasma P, respectively, and
Up, poppp @ad U o o -, are utilization of plasma P for bone synthesis based
p.PpPb; p,PpPb;Ca

on availability of plasma P and plasma Ca, respectively (all in mg/day).
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Fig. 19.2. Time course of eggshell formation (after Van Krieken, 1996):
(a) cumulative eggshell formation; (b) fractional rate of eggshell formation.

V cancan [Mg/ (kg LW)/day] is maximal rate of Ca deposition in bone, M, ..,
andp MPpr [mg/(kg LW)] are affinity constants, CCap and C, [mg/(kg L€V)]
concentrations of Ca and P in plasma, and f_,, ratio of Cpa to P in bone,
assumed fixed (Table 19.1). The maximal rate of Ca deposition was assumed
to be equal to that of Ca mobilization from bone. Actual deposition of Ca

U mg/day) and P (U, mg/day) are therefore the minima:

ap,CapCab; Pp,I’pr"

uCap, CapCab: MIN (uCap, CapCab; Ca~ UCap, CapCab; P)
uPp, PpPb™ MIN (ul’p, PpPb; P~ uPp, PpPb; ca)
Utilization of Ca and P for maintenance (mg/day) is:
uCap, CapCam — RCapCam w

UPp, Pme: RPmeW
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where R¢, ., and RPme [both mg/ (kg LW)/day] are Ca and P maintenance
requirements per unit LW (Table 19.1). The Ca and P maintenance require-
ments are based on recommendations of WPSA (1984) and CVB (1994).

Ca and P excreted in urine is the sum of: (i) basal requirements for Ca
and P (maintenance requirements); (ii) amount of Ca or P in plasma that can-
not be used for bone synthesis because the other mineral (P and Ca, respec-
tively) is lacking; and (iii) amount of Ca or P released from bone because P

or Ca is required for egg synthesis, respectively:

uCap, CapCau = uCap, CapCam +MAX (Or UCap, CapCab; Ca ™ UCap, CapCab; P) +

MAX (0/ uCab, CabCap; P uCab, CabCap; Ca)
Upp, pppu= Upp, pppm+ MAX(0, Upyp, pppy; p~ Upp, pppb; ca) T
MAX (0/ ul’b, PbPp;Ca™ ul’b, PbPp; P )

where Uy, cpcopp AN Ucyp copcap,ca are mobilization of bone Ca based on P
and Ca needs, respectively, and Uy, pyp, , and Uy, pp, p are mobilization of
bone P based on Ca and P needs, respectively (all in mg/day). In these equa-
tions, it is assumed that any mineral not used for bone synthesis because
availability of the other mineral is not enough to support that synthesis is
excreted in urine. Equally, any mineral that has been mobilized because of
necessary mobilization of the other mineral is excreted in urine. Thus, it is
assumed that temporary storage of one of the minerals that is in excess does
not occur.

Rates of change of pool size in the plasma are:
dQCap /dt= PCap, CadCap+ PCap, CabCap ™ uCap, CapCae ™ uCap, CapCab ™ uCap, CapCau

dQpp,/dt = Ppy, parp+ Pop, popp= Upp, pppe= Upp, pppo— Upp, Pppu

Calcium and phosphorus in the bone

Inputs to the Ca and P pools in bone are from plasma:
5 Cab, CapCab™ uCap, CapCab
Dpy, PpPb~ uPp, PpPb
Outputs from bone are to plasma:
uCab, CabCap =MAX (uCab, CabCap; P~ uCab, CabCap; Ca)
Upy, PbPp~ MAX (Upy, PbPp; Ca” Up, PbPp; p)

where Uc,, copcape AN Uy, capcapca (M@/day) are rates of Ca mobilization

from bone synthe31s based on availability of P or Ca in plasma, respectively.

Similarly, Up, pyp,c, and Up, pyp,p (Mg/day) are corresponding rates of P
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mobilization. Mobilization of Ca and P from bone is assumed to be inhibited
by plasma availability of these minerals (Boorman and Gunaratne, 2001):

Ucab, cabcap; ca= Veabcap W/ (1 + Ceap/Jcabcap)
Upp, popp; = Veabcap W/ [fca: p (1 + Cpp/ Jpbrpp)]
Ucap, CabCap; P~ Up, PbPp; P fea:p
Up, PbPp; Ca™ Ucap, CabCap; Ca / f Ca:P

where Vi, .., [mg/(kg LW)/day] is maximal rate of bone Ca mobilization
and ]CabCap and ]Ppr [mg/ (kg LW)] are inhibition constants (Table 19.1). Max-
imum rate of bone Ca mobilization was set so as to sustain maximum rates
of Ca utilization for egg synthesis when other Ca sources were not available.

Rates of change of pool size in bone are:
dQCab /dt= PCab, CapCab ™ UCab, CabCap

dQpy,/dt = Dy, PpPb— Upy, PbPp

Model summary

The model was programmed in the dynamic simulation language SMART
(©Wageningen University, Computer Science Group). Euler’s method of
integration, with a step size of 0.6 min, was used and the model was run for
5 days. Usually, within 3 days, quasi-steady state is achieved, and the results
are taken for the last day of simulation (day 5).

Results and Discussion

Diurnal changes in Ca and P for a layer laying an egg when L = 1 h are pre-
sented in Fig. 19.3. An overview of hourly and daily P dynamics in such a
layer is presented in Table 19.2.

From the moment light is switched on (at 0 h), feed intake commences
and, consequently, Ca and P absorption increase. After 16 h, light is
switched off and feed intake ceases. Therefore, Ca and P absorption decline,
because the amounts of Ca and P present in crop and stomach quickly
decrease and no new Ca or P enters the crop. The present simulations
assume continuous intake. However, depending on the light scheme used,
ad libitum feed intake may vary during the day. In a continuous lighting
scheme, feed intake was reduced in the 2h period before oviposition,
whereas after oviposition feed intake was increased (Savory, 1978). Other
authors observed a somewhat higher feed intake in the second half of the
light period. Keshavarz (1998), for example, observed in a 16 h light scheme
that hens consumed 40% of daily feed intake during the first 8 h after light
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Fig. 19.3. Simulated diurnal dynamics of (a) calcium (Ca) and (b) phosphorus (P)
in a layer at oviposition 1 h after light is switched on. The arrow denotes time of
oviposition. Ca absorption is absorption from the duodenum, Ca requirement is
requirement for maintenance and egg production (shell, yolk and white), and Ca
deposition is bone synthesis (positive values) or bone mobilization (negative
values).

was switched on, and 60% during the 8-h period before light was switched
off. Considerable increases in feed intake in the second half of the
photophase are also reported in the review of Scanes et al. (1987). Such pat-
terns of feed intake can easily be incorporated in the model since feed intake
is an independent driving variable. If the feed intake is higher during the
second phase of the photoperiod, the simulated rate of Ca absorption from
the gut will show a more gradual increase towards a maximum value
around the start of the dark period, and a slower decrease in Ca absorption
in the dark period than the absorption patterns shown in Fig. 19.3a. Obvi-
ously, when hens are fed several meals a day, the feed intake will also
depend on the amount of feed offered per meal.
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Table 19.2. Simulated phosphorus (P) flows in successive 1 h periods of the day following
switching on of light at time zero for a layer producing an egg 1 h after light is switched on.

P flow (mg/h)

Hour Absorbed Into egg Maintenance Not utilized Into bone Into urine
1 3.18 4.13 0.99 0 -2.33 0.99
2 7.16 4.13 0.99 0 1.56 0.99
3 10.81 4.13 0.99 0 5.25 0.99
4 13.59 413 0.99 0 8.12 0.99
5 15.56 4.13 0.99 0 10.18 0.99
6 16.90 4.48 0.99 0 11.26 0.99
7 17.78 4.58 0.99 0 12.11 0.99
8 18.37 4.69 0.99 0 12.63 0.99
9 18.75 4.81 0.99 0 12.91 0.99
10 19.00 4.98 0.99 0 13.05 0.99
11 19.15 5.05 0.99 1.74 11.37 2.73
12 19.26 5.14 0.99 8.63 4.49 9.63
13 19.32 5.19 0.99 12.46 0.68 13.45
14 19.37 5.19 0.99 12.51 0.66 13.51
15 19.39 5.14 0.99 8.79 4.45 9.78
16 19.41 5.05 0.99 1.96 11.39 2.95
17 16.96 4.98 0.99 1.01 10.58 2.00
18 12.73 4.81 0.99 6.19 1.33 7.18
19 8.92 4.69 0.99 10.00 —6.33 10.99
20 6.04 4.58 0.99 11.35 -10.59 12.35
21 4.00 4.48 0.99 10.88 -12.16 11.88
22 2.63 4.40 0.99 9.41 -12.05 10.40
23 1.71 4.33 0.99 7.54 -11.08 8.53
24 1.11 4.28 0.99 5.65 -9.88 6.64
Total (mg/day) 311.1 111.6 23.8 107.9 67.8 131.7

Fractional rates of passage of Ca and P from the crop and stomachs are
assumed not to vary within the day. Data on diurnal changes in transit times
are scarce. Scanes et al. (1987) observed a gradual decrease in crop and giz-
zard contents during the dark period. However, crop and gizzard remained
virtually empty during the first half of the photophase, when feed intake
had already commenced. Such a pattern suggests much smaller retention
times (higher fractional passage rates) in the first half of the photoperiod
than at other times of the day. Fractional rate of passage from the stomachs
(kcascaq) Will be greatly affected by source and particle size of Ca, with larger
particles having a lower rate of solubilization and presumably a lower rate
of passage from the stomachs, and limestone showing higher rates of solu-
bilization than oyster shell (Rao and Roland, 1989). In the model, assuming
a lower fractional rate of passage of Ca from the stomachs will result in a less
rapid approach to maximum Ca absorption, and slower rate of decline of Ca
absorption during the dark period.
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From the moment of egg laying (hour 1), Ca requirement is small until
hour 5, when formation of a new eggshell starts. P requirement is more or
less equal during the day, since the majority of P is required for synthesis of
egg yolk, assumed to be a continuous process. In hour 1, P requirement is
higher than P absorption, and therefore P and Ca mobilization from bone
occurs. In this hour, all mobilized P is utilized for maintenance and egg pro-
duction, and P excretion in urine is merely related to maintenance. In con-
trast, mobilized Ca cannot be utilized or stored and is therefore excreted in
urine.

After shell formation starts, Ca requirement increases and decreases in a
pattern related to that of shell formation. Simulated Ca requirement is high-
est some 11-17 h after previous oviposition, which is qualitatively in line
with the most rapid rates of shell secretion occurring during 12-18 h post
oviposition observed by Clunies and Leeson (1995). The simulated Ca
absorption is sufficient to meet Ca requirement until hour 18. P absorption is
sufficient to meet requirement until hour 20. However, the surplus of P
absorbed cannot always be utilized for bone synthesis, since Ca may be lack-
ing to support this synthesis. That is the case during approximately hours
11-18. Hence, a part of absorbed P is not utilized in these hours, and excreted
in urine. From hour 18 until the end of the dark period, Ca has to be mobi-
lized to support requirement, and consequently P is mobilized as well.
A large part of this mobilized P is not required for maintenance or egg syn-
thesis and is thus excreted in urine. Note that there are two reasons why P is
unutilized and excreted in the urine. During hours 11-18, P uptake in feed is
too high relative to Ca availability to support high bone synthesis rates. Dur-
ing hour 18-24, P that is not utilized largely originates from bone mobiliza-
tion because of Ca requirement. The simulated large amounts of P excreted
during the process of shell formation are qualitatively in line with data of
Hurwitz and Bar (1965).

The calculations indicate that only 44% of dietary available P is utilized
for maintenance or deposited in the egg, and 22% is deposited in bone.
Therefore, approximately one-third of available P intake (i.e. 107.9 out of
311.1 mg/day) is not utilized because of instantaneous deficits of Ca. Total
net P deposition in bone is 67.8 mg/day. This would indicate that dietary
absorbable P can be reduced by 22%. However, evaluation of feeding strate-
gies requires simulations at all possible hours of oviposition and assump-
tions on the frequency distribution of those hours within a flock of layers,
described later.

When oviposition occurs later after light is switched on, relatively more of
the shell-forming process occurs during the night. Hence, Ca requirement
occurs especially at hours when Ca supply from gut is small. This is illustrated
in Fig. 19.4 for oviposition at L = 5 h. From hour 16 onwards, simulated Ca
requirement is much higher than Ca absorption due to high shell synthesis
rate and declining rate of Ca absorption, giving rise to bone mobilization. Con-
sequently, large amounts of P are mobilized as well and excreted in urine. Dur-
ing hours 2-15, bone synthesis is limited because P is limiting and Ca surplus
will be excreted. The amount of P not utilized (328.2 mg/day) is even higher
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than the amount of available P from the feed (311.1 mg/day; see Table 19.3).
Over a whole day, there is net P mobilization of bone (152.5 mg/day). In this
case, dietary absorbable P cannot be reduced because of bone depletion that
has already occurred.

Ca and P dynamics of a hen for oviposition at hour 7 and for a rest day
are shown in Figs 19.5 and 19.6, respectively. On both days, feed intake is
assumed to be 10% lower than average feed intake of a complete mixed diet.
Etches (1987) presented an overview of data and concluded that when hens
are presented with free-choice Ca, they consume some 70% of normal Ca
intake on the day before a rest day but 95% on the rest day itself. This intake
pattern reflects smaller Ca requirement on the day preceeding the rest day,
since no shell needs to be formed, whereas the Ca requirement on the rest
day itself is high in order to synthesize the shell of the egg to be laid on the
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Fig. 19.4. Simulated diurnal dynamics of (a) calcium (Ca) and (b) phosphorus (P) in
a layer at oviposition 5 h after light is switched on. The arrow denotes time of
oviposition. Ca absorption is absorption from the duodenum, Ca requirement is
requirement for maintenance and egg production (shell, yolk and white), and Ca
deposition is bone synthesis (positive values) or bone mobilization (negative values).
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Table 19.3. Simulated daily phosphorus (P) flows (mg/day) in layers at various laying times
(LT) after light is switched on, and averaged P flow in a 100 day period.

Days/100 Into Mainte- Not Into Into
LT (h) days Absorbed egg nance utilized  bone urine
1 15 311.1 111.6 23.8 107.9 67.8 131.7
2 16 311.1 111.6 23.8 167.3 8.4 191.1
3 20 311.1 111.6 23.8 224.2 -48.5 248.0
4 17 311.1 111.6 23.8 2781 -102.4 301.9
5 12 311.1 111.6 23.8 328.2 -152.5 352.0
6 10 311.1 111.6 23.8 3741 -198.4 397.9
7 5 277.2 101.4 23.8 62.9 89.1 86.7
Rest day 5 277.2 111.3 23.8 123.5 18.6 147.3
Weighted
average 307.7 111.1 23.8 221.2 —48.3 245.0

next day. As before, such a Ca intake pattern can easily be incorporated into
the model if desired. Even though feed intake is lower on the day when
oviposition occurs at L = 7 h, the hen is in positive Ca and P balance during
most of the day (Fig. 19.5). From hour 3 onwards until hour 20, bone accre-
tion occurs and P is predicted to limit the rate of bone accretion. Therefore,
P losses due to imbalance of Ca and P are small, and bone synthesis (P dep-
osition in bone of 89.1 mg/day) helps to provide a store of Ca and P for the
next clutch. On a rest day, there is no oviposition but Ca demands are high
to form the shell for the next day. Given the lower Ca intake level on a rest
day, there is bone mobilization during peak shell synthesis rates as well as
during most of the dark hours (Fig. 19.6). The amount of P not utilized is
therefore higher than on a day with oviposition at hour 1 (123.5 and 107.9
mg/day respectively).

To calculate total Ca and P flows during a longer period, assumptions
about the frequency distribution of hours of oviposition within a flock of
layers have to be made. Based on observations on frequency of laying times
reported by Van Krieken (1996) and a high laying fraction of 95 eggs/100
days, average P flows in a layer are presented in Table 19.3. Such a fre-
quency distribution of laying times may depend on the strain of laying
hens, and calculations can easily be adapted to analyse different frequency
distributions. Over a period of 100 days, the simulations indicate that on
average 221.2 mg/day of P is not utilized because of Ca shortage and is
excreted with urine. Also, P mobilization from bone is on average 48.3
mg/day, which corresponds to mobilization of Ca of 106.3 mg/day. Given
such a level of bone mobilization, osteoporosis problems may occur. This
negative Ca balance is more pronounced than the Ca balances reported by
Clunies et al. (1992) of —107, —22 and 163 mg/day for dietary Ca levels of 25,
35 or 45 mg/kg feed, respectively. However, the hens in their study had a
lower laying fraction (~ 90 eggs/100 days), therefore demanding less Ca
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Fig. 19.5. Simulated diurnal dynamics of (a) calcium (Ca) and (b) phosphorus (P)

in a layer at oviposition 7 h after light is switched on. The arrow denotes time of
oviposition. Ca absorption is absorption from the duodenum, Ca requirement is
requirement for maintenance and egg production (shell, yolk and white), and Ca
deposition is bone synthesis (positive values) or bone mobilization (negative values).

and giving more opportunity for bone deposition. Also, available P level
in their diet was 4.5 mg/g whereas in the present simulations a level of
2.8 mg/g was adopted. A higher supply of P will increase bone deposition
rate at those hours when P, and not Ca, is limiting.

There are several options to reduce this level of bone depletion. Since
there are hours during the day when Ca is in short supply and hence P can-
not be utilized properly, supplying more Ca with the diet or ensuring a pat-
tern of Ca absorption that better matches average instantaneous Ca
requirement will reduce this mobilization and reduce P excretion to the envi-
ronment. Equally, an increase in P supply may help to resynthesize bone at
times when Ca supply is sufficient (normally during non-shell-forming
hours), but this option will increase P excretion in urine as well. Increases in
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Fig. 19.6. Simulated diurnal dynamics of (a) calcium (Ca) and (b) phosphorus (P)
in a layer on a rest day (no oviposition). Ca absorption is absorption from the
duodenum, Ca requirement is requirement for maintenance and egg production
(shell, yolk and white), and Ca deposition is bone synthesis (positive values) or
bone mobilization (negative values).

dietary P and Ca levels may affect apparent digestion of these nutrients. Ele-
vated dietary Ca levels increase pH in the gut and as a result P absorption is
decreased. High plasma P levels decrease Ca absorption from gut (e.g.
Keshavarz and Austic, 1990). The present model has available P as a driving
variable and absorption of Ca is either 40% or 70%. Therefore, if such inter-
actions between dietary Ca and P levels are expected to occur, these values
should be changed. The model developed here is a promising tool in evalu-
ating such alternative feeding strategies for effects on bone depletion or syn-
thesis and P excretion in urine.
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Conclusions

An inadequate supply of Ca or P may lead to excessive withdrawal of cal-
cium phosphate from the medullary bones and make these bones weak.
Recommendations on dietary P levels vary widely. The model developed
is a tool to quantify Ca and P dynamics within a 24 h period based on
understanding of the processes involved and to evaluate Ca and P dynam-
ics for a wide range of oviposition times. This will help to evaluate feeding
strategies aimed at reducing P excretion to the environment in poultry
manure.
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Abstract

A model of magnesium dynamics in sheep has been adapted and improved as part of a
programme to develop a tool that will assist dairy farmers to assess the risk of animals
in a milking herd suffering from hypomagnesaemic tetany. The terms in the model for
hindgut absorption have been altered to better represent the process of magnesium
absorption and secretion in this region of the gastrointestinal tract, a term representing
lactation has been introduced and the equation for urinary magnesium flux has been
altered so that it no longer saturates at high plasma magnesium concentrations. Because
the concentration of magnesium in cerebrospinal fluid (CSF) is strongly related to the
onset of tetany, we have introduced a CSF compartment. We have also made allowance
for diurnal feeding patterns. The improved model, scaled to represent dairy cattle, gives
good agreement with a published experiment in which plasma and CSF magnesium
concentrations were measured in animals on a magnesium-deficient diet.

To obtain an estimate of the risk of tetany, we included diurnal feeding patterns and
information about animal variation in the model parameters and carried out Monte Carlo
simulations. If at any time during a simulation run the value of the magnesium concentra-
tion in CSF were less than 0.6 mmol/l, the simulation was assumed to represent an animal
at risk. With sufficient simulations we obtained an estimate of the risk of tetany for a herd
as a whole. A sensitivity measure was used to determine which parameters significantly
affected magnesium concentration in CSF and hence the importance of knowing their dis-
tributions. To make the risk estimate more specific to the herd under investigation, we cal-
ibrated the model using herd samples of milk and estimated urine magnesium flux. As the
latter is a model output, a fitting procedure was required to use this information to improve
the estimates of the sensitive model parameters. Although we have initially used a very sim-
plistic fitting procedure, the calibrated model gave very reasonable estimates of risk.

Introduction

Hypomagnesaemic tetany is a significant problem for dairy farmers both
economically and as an animal welfare issue, and for that reason has been
the subject of extensive study during a lengthy period (Field et al., 1958;

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
Modelling Approaches (eds E. Kebreab et al.) 211
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Martens and Schweigel, 2000; McCoy ef al., 2001). To aid our understanding
of the factors that determine magnesium status in dairy cattle, we have
adapted and improved a model of magnesium dynamics in sheep (Robson
et al., 1997). Although this model represents a single animal and was origi-
nally developed to create a platform for the experimental testing of various
hypotheses, our intention is to explore the use of the model at the herd level
to provide information to a farmer about the risk that animals in the herd
will suffer from hypomagnesaemic tetany.

The concept of risk is based on variation. The variation in magnesium
dynamics exhibited by a herd of dairy cows will be due to the genetic varia-
tion that exists within the herd variation, in the environment that each ani-
mal experiences and other more systematic variation due to factors such as
diurnal feeding patterns. In addition to these is the unexplained variation
due to measurement error and inadequacies in the model. It is important to
minimize the latter so that, as much as possible, the risk estimate reflects the
herd and its environment rather than lack of knowledge.

In this study, we first review the modifications that have been made to
the model of Robson ef al. (1997). We then describe our approach to using the
model to estimate the risk that hypomagnesaemic tetany will occur in a
dairy herd and finally present some preliminary results from our attempts to
estimate the risk.

Model Modifications

A schematic diagram of the model adapted from Robson et al. (1997) is
shown in Fig. 20.1. All model symbols used in this chapter are described in
Table 20.1. The current version of the model has been implemented in the
Python language. The differential equations are structured in the same way
as in the original ACSL™ implementation (Robson ef al., 1997) and solved
using a Euler method with an integration time step of 0.01 h.

In addition to the scaling required to convert the model from sheep to
dairy cattle, the revised model includes:

modifications to the equations representing urinary magnesium flux;
modifications to the equations representing hindgut absorption;

a term representing lactation;

equations representing saliva flow into the rumen and the slow break-
down of dietary matter to incorporate effects of diurnal variation;

e a compartment representing magnesium in CSF.

The following sections briefly describe these modifications.

Urinary magnesium flux

The original model represented the relationship between plasma magne-
sium concentration (C;,)) and the rate of magnesium flow between the loop

of Henle and urine (U}, mmol/day) using the equation:
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Fig. 20.1. Schematic diagram of the model of magnesium dynamics in dairy cows. The
variables Ui’j represent the flux of magnesium from compartment i to compartment j. The
variables Q, represent the quantity of magnesium in compartment i and are the state
variables of the model. A description of all model symbols is given in Table 20.1.

K C
Upy,= ——FL (20.1)

Vi~ Cpi
where v,;,,, and k;;,,, are constants. Equation (20.1) represents an active trans-
port process where U, increases rapidly with C, as C,, approaches v,
from below. This provides an important mechanism for the regulation of
plasma magnesium. However, Robson and Vlieg (2000) reported that there is
evidence for both passive (Shareghi and Agus, 1982) and active (di Stefano
et al., 1993) transport processes involved in the absorption of magnesium by
the kidney. They added a linear term to the inverted form of equation (20.1)

to give:
Viu:U,
Cpy= — U 4 dyyy U (20.2)
Urnurt Kenur
where d;y,;, is a constant with units of d /1. Equation (20.2) is a more realistic

representation that fits the experimental data well, as shown in Fig. 20.2. The
linear term d, Uy, in equation (20.2) causes a sloping asymptote
Vit Yo U, for Cpy as Uy, increases, instead of the constant asymptotic
value vy, implied by equation (20.1). Following Robson and Vlieg (2000),
the inverted form of equation (20.2), using the positive solution of the quad-
ratic, has been incorporated into the model.
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Table 20.1. Description of model symbols referred to in this chapter.

Parameter

symbol Description

Cose Cerebrospinal fluid (CSF) magnesium concentration (mmol/l)

Co Dietary magnesium concentration (g/kg dry matter (DM))

Ciglg Concentration of magnesium in the liquid phase in the hindgut (mmol/l)

Ciru Rumen potassium concentration (mmol/l)

C. Milk magnesium concentration (mmol/l)

G, Plasma magnesium concentration (mmol/l)

duyur Constant (day/l)

Kiping Constant (mmol/day)

Kaoping Constant (I/day)

ngPI Hindgut absorption constant (I/day)

Kiwur Constant (mmol/day)

K., Constant (mmol/l)

Kimiq Constant (/day)

Qs Amount of magnesium in cerebrospinal fluid (CSF; mmol)

Qyq Total amount of magnesium in hindgut liquid and solid phases (mmol)

Qy Amount of magnesium in plasma (mmol)

Qg Total amount of digested magnesium in rumen solid and liquid phases (mmol)

Qi Amount of magnesium in undigested form in the rumen (mmol)

NagCsPi Cerebrospinal fluid (CSF) turnover rate (/day)

Usepi Rate of flow of magnesium from cerebrospinal fluid (CSF) to plasma
(mmol/day)

Uy Rate of intake of dietary magnesium (mmol/day)

Uy Rate of intake of dietary magnesium in soluble form (mmol/day)

Ups Rate of intake of dietary magnesium in solid form (mmol/day)

Ungri Rate of flow of magnesium from hindgut to plasma (mmol/day)

Uiglq Rate of flow of magnesium in the liquid phase from hindgut to faeces
(mmol/day)

Uiigsp Rate of flow of magnesium in the solid phase from hindgut to faeces
(mmol/day)

Uy Rate of flow of magnesium from the loop of Henle to plasma (mmol/day)

Unur Rate of flow of magnesium from the loop of Henle to urine (mmol/day)

ULqPI Rate of flow of magnesium from rumen liquid phase to plasma (mmol/day)

Upies Rate of flow of magnesium from plasma to cerebrospinal fluid (CSF;
mmol/day)

UPIHg Rate of flow of magnesium from plasma to hindgut (mmol/day)

Upiy Rate of flow of magnesium from plasma to the loop of Henle (mmol/day)

Upia Rate of flow of magnesium from plasma to milk (mmol/day)

UPILq Rate of flow of magnesium from plasma to rumen liquid phase (mmol/day)

Upisa Rate of flow of magnesium from plasma to rumen as saliva (mmol/day)

Ubmiq Rate of release of magnesium from ingested solid matter in the rumen
(mmol/day)

Ujmee Rate at which magnesium in undegraded solid matter passes out of the
rumen (mmol/day)

7% Volume of cerebrospinal fluid (CSF; I)

78 Daily milk production (I/day)

Vig Rumen liquid volume (l)

v Constant (mmol/l)

HIUr
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Hindgut absorption

Robson et al. (1997) used a single "hindgut’ compartment to model magne-
sium secretion and absorption fluxes beyond the rumen. This accounted for
the absorption of magnesium in the distal ileum and colon. A secretory flux
at this site, Uy, was set at 3mg/kgBW/day, equivalent to experimental
data for the net endogenous magnesium loss (ARC, 1980). The absorption
from the hindgut was represented as:

quP1: ngPl(CHqu_ Cp) (20.3)

mmol/day where Cy,,  is the concentration of magnesium in the liquid
phase in the hindgut and k; ;, is a constant.

The current model uses a revised hindgut compartment, which is con-
sidered to be partitioned into two segments:

1. The proximal small intestine. The apparent secretory flux at this site is
represented by Uy, mmol/day.

2. The distal small intestine and colon. This corresponds to the model vari-
able Qy,,, which represents the amount of magnesium in the hindgut and
is the site from where the absorption flux Uy, is considered to occur.

Plasma Mg concentration (mg Mg/100 ml)

1 a=2.18
y = a/(1+d/x)+cx d=8.87*1072
c=9.56*10"3
0 T T T ]
0 2 4 6 8

Daily urinary Mg output (g/day)

Fig. 20.2. A model of the form given by equation (20.2) fitted to measurements of
plasma magnesium concentration (mg Mg/100 ml) versus daily urinary magnesium
excretion (g/day). The measurements were taken from dairy cattle on 24

September 1998 at Lincoln University. (Reproduced from Robson and Vleig, 2000.)
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The review by Laporté et al. (2001) showed that secretion of magnesium
into the small intestine is substantial but that approximately 75% is subse-
quently reabsorbed. In addition, the analysis by Bell et al. (2001) and the
review of Schweigel and Martens (2000) suggest that secretion of magne-
sium into the intestinal tract is dependent on plasma magnesium concentra-
tion. Accordingly, the model was modified to represent the secretion of
magnesium into the small intestine as:

Upirg= (Kipirg+ KopirgCrr) (20.4)

where klPng and kag are constants. Equation (20.3) was retained to
describe absorption from the large intestine although the parameters were
adjusted to better represent the available experimental information. When
the model was being scaled from sheep to cattle, further adjustment of the
parameters was necessary to account for differences in the species that were
noted to be in the same ratio as the differences in hindgut water content
(Hecker and Grovum, 1975).

With these modifications, the model predicts hindgut secretion and
absorption that better agree with published data such as in Grace (1983) and
Rogers and van't Klooster (1969).

Lactation

The magnesium flux in milk is given by:
Upia= CraVia (20.5)

mmol/day where C,  is the concentration of magnesium in milk and V| is
the daily milk production in 1/day. Although the concentration of magne-
sium in milk has been shown to vary significantly between animals in the
herd, there appears to be no significant relationship between plasma mag-
nesium concentration and milk magnesium concentration (Thielen et al.,
2001). C,, and V| are therefore treated as model parameters that will vary
both between animals and during the dairy season, but estimates of their
values are readily obtained.

Magnesium in cerebrospinal fluid

Pauli and Allsop (1974) and Allsop and Pauli (1975) clearly demonstrated
that the onset of hypomagnesaemic tetany is strongly related to the concen-
tration of magnesium in the CSE. Accordingly, a compartment representing
CSF was introduced into the model (Robson et al., 2004) as:

dQcs
% = Upics— Ucepi (20.6)
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where Q. is the amount of magnesium in the CSF, U}, (mmol/day) is the
rate of transfer of magnesium from plasma to the CSF, and U, (mmol/day)
is the rate of clearance of magnesium back to plasma.

The CSF is assumed to be a fixed volume V_ turned over at the rate of
'vigespt (= 7.2/ day; Cserr, 1971). The rate of clearance of magnesium from
the CSF U, is the product of the rate of clearance of fluid (1/day) and the
concentration of magnesium in that secreted fluid which is equivalent to

r

sP1

MngPlQCS'

The uptake of magnesium from plasma by the CSF exhibits the hall-
marks of a saturable process (Cserr, 1971; Meyer and Scholz, 1972) and was
modelled (Robson ef al., 2004) using the Michaelis—-Menten expression:

Upie,= s 20)
Ko
1+—=
Cri
where v, and k  are Michaelis-Menten constants (Martens, 1983).

Diurnal variation

One of the sources of variation that might affect the risk of tetany is diurnal
feeding pattern. With the CSF turning over approximately every 7 h (Cserr,
1971), variation in magnesium concentration due to diurnal feeding patterns
is potentially significant. Diurnal variation of magnesium concentration in
the rumen is determined by water content and total magnesium. These are
influenced by the following factors:

1. Ingestion and release of magnesium contained in the feed.

2. Involuntary water inflow into the rumen from feed.

3. Inflow of saliva which dilutes existing rumen magnesium but also con-
tributes some magnesium to the rumen liquid phase pool.

Magnesium contained in the feed

Of the dietary magnesium entering the rumen, 60-80% is highly soluble
(Grace and Davies, 1975) and very rapidly released into the rumen liquor.
The remaining fraction is more closely bound to solid feed particles and
release into the rumen liquid phase pool requires the action of digestive
processes (Emanuele et al., 1991). We have modelled this degradation
process by adding a compartment to the model according to:

dQUm
dt

where Q is the amount of magnesium in the undegraded solid matter
in the rumen, Uy, is the rate of ingestion of solid matter magnesium, Uy, .
(= kUququ) is the rate of Ijelease of magnesium from ingestec-i solid matter
and U, .. is the rate at which undegraded solid matter containing magne-

sium passes out of the rumen.

= uDs_ UUqu_ uUmFe (208)
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Overall

Rumen liquid volume

To allow for diurnal feeding, the modified model incorporates a state vari-

able, V| , for rumen liquid volume. Changes in V, are modelled by the
- q

equation:

Vig

= dietary water intake + saliva inflow — water clearance (20.9)

Dietary water intake

A significant supply of water to the rumen is from involuntary water intake
ingested with feed (Warner and Stacy, 1968). The quantity ingested can be
calculated from the dry matter (DM) content from feed analysis data and
estimates of feed DM intake (DMI).

Saliva inflow

The volume of saliva flowing into the rumen (~ 120 1/day) is significant
when compared with the rumen liquid volume (60-80 1) and daily water
intake from feed (100 1). The rate of saliva flow into the rumen is variable,
comprising a low basal rate between feeding periods with substantially
increased flow during feeding (Bailey and Balch, 1961).

Water clearance

Water clearance occurs via rumen outflow and absorption across the rumen
wall. These flows have been combined into a single fractional clearance rate
using information from Warner and Stacy (1968).

Magnesium in saliva

Since the contribution from saliva to rumen liquid volume is significant, it
is important to account for the magnesium content in saliva to enable cor-
rect calculation of rumen magnesium concentration. Magnesium concen-
tration in saliva varies considerably and is inversely related to saliva
production rate (Bailey and Balch, 1961; Grace et al., 1985). Both saliva pro-
duction and saliva magnesium concentration are currently implemented as
user-defined parameters, which are set according to the feeding scenario
being simulated.

model performance

As an indication of the overall performance of the modified model scaled for
dairy cattle, the experiment of Allsop and Pauli (1985) was simulated. In this
experiment plasma and CSF magnesium concentrations were measured in
cows on a magnesium-deficient diet. As all the model parameters had been
estimated from independent sources, Fig. 20.3 shows that the model is capa-
ble of satisfactorily simulating this experimental situation. It is interesting to
note that although the model predicts diurnal variation in rumen magne-
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Fig. 20.3. Simulation of the experiment reported by Allsop and Pauli (1985) where
animals were fed a magnesium-deficient diet. Measurements of cerebrospinal fluid
(CSF) (O) and plasma magnesium concentrations (o) were as reported by Allsop
and Pauli (1985). The lines indicate simulated CSF (solid line) and plasma
magnesium concentrations (dashed line). The model parameters were for a 400 kg
dairy cow with 11 I/day milk production. Dietary magnesium was as per Allsop and
Pauli (1985).

sium concentration in accordance with experimental evidence (Dalley, 1994;
Ferlay and Doreau, 1995), the effect on CSF magnesium concentrations, and
therefore tetany risk, is minor.

Estimating the Risk of Hypomagnesaemic Tetany

A model such as that discussed in the previous section is often developed
using experimental findings and observations reported in a range of
publications involving more than one species. Validation is carried out on
individual sections of the model and hopefully by assessing its overall per-
formance against independent experiments such as that shown in Fig. 20.3.
Developed in this way, the model can therefore represent the behaviour of
only an “average’ animal. This is valuable in a research model designed to
summarize the current state of knowledge and to assist in the design of
new experiments (Robson et al., 1997). However, we are interested in
adapting the model as a tool that will assist farmers in assessing the extent
to which animals in their dairy herds are at risk for hypomagnesaemic
tetany.
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Approach

Assuming that the structure of the model is correct, it should be possible to
simulate any animal provided the values of all the parameters pertaining
to that animal in its current environment are known. It is clearly not possible
to obtain detailed knowledge of all the model parameters for a particular
animal, but it is possible to estimate the statistical distribution for each model
parameter using the information sources that were used to develop that
model. We can use this information to carry out Monte Carlo simulations
where we run the model repeatedly using different sets of parameter values
for each run, selected randomly from their distributions.

By specifying a criterion which determines that an animal will fall vic-
tim to a particular disease, we obtain an assessment of the risk, R,, that an
animal will suffer from the disease using:

_Na
N

where N is the total number of simulation runs and N, is the number of runs
where the disease criterion was exceeded.

The estimate of risk obtained from this procedure would be for the
species as a whole and would contribute little to the assessment of risk for a
particular herd. To provide useful information, the parameter distributions
used for the Monte Carlo simulations should reflect those for the particular
herd under study as closely as possible. This calibration process requires
data from measurements that are readily carried out on at least a sample of
the animals in the herd. Some measurements, such as milk magnesium con-
centration, daily milk production and dietary magnesium concentration, can
be used in the model directly as they are model parameters. Others, such as
urinary magnesium flux, are model outputs and require a fitting process if
they are to be used for calibration purposes. This is not a simple problem as
we are trying to improve information about the distributions of model
parameters using this calibration process.

Some model parameters affect the risk of disease more than others. It is
therefore sensible to carry out a sensitivity analysis to determine those that
have the most influence on risk. Those that have little influence need not be
varied in subsequent simulations whereas those that have significant influ-
ence should receive most attention during the calibration process.

With the model parameter distributions determined as accurately as
possible, the Monte Carlo simulations can be run to estimate the risk of dis-
ease for the herd. At this stage, the farmer might want to explore a number
of ‘what if" risk scenarios. An example would be to assess the risk if
inclement weather caused the animals to miss a period of feeding.

In summary the approach is as follows:

Ry (20.10)

e Determine the criterion that will be used to say whether a particular sim-
ulation run resulted in tetany (T) or not.

o Estimate the distributions of all model parameter values from information
available in the literature.
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e Carry out a sensitivity analysis to determine the parameters that need not
be varied during subsequent Monte Carlo simulations and the parameters
whose distributions, if possible, should be updated using data from the
herd under study.

e Determine the measurements that can be readily obtained from the herd
under study.

e Where the measurements relate directly to model parameters, assign the
measured distributions to the relevant parameters.

e Where the measurements relate to model outputs, carry out a fitting
process to update the estimates of the distributions of the sensitive model
parameters.

e Use the calibrated model to estimate the risk of disease including any
‘what if” scenarios that are relevant.

The following sections describe our initial attempts to apply these steps
using the model of magnesium dynamics in dairy cattle described earlier.

Risk criterion

Allsop and Pauli (1975) and Meyer and Scholz (1972) have shown that tetany
occurs when the concentration of magnesium in the CSF, C;, falls below 0.6
mmol/l. Accordingly, a simulated animal was considered to have tetany if

Cegr=< 0.6mmol/1 (20.11)

at any time during a 10-day simulation.

Sensitivity analysis

The sensitivity of the ith parameter was determined by carrying out a large
number of Monte Carlo simulations and classifying each as having resulted
in tetany (T) or not according to equation (20.11). For each parameter the
mean X; and standard deviation &r of the values for which tetany occurred
were calculated and compared with the mean X' and standard deviation &'
for all values for that parameter used in the Monte Carlo simulations. The
comparison was done using a T-test. Parameters not showing a significant
difference (P < 0.05) between the two categories after 1000 simulations were
considered not to be sensitive and were not varied in subsequent analysis.
The sensitive parameters determined from this exercise are listed in
Table 20.2. (Note: this is not an exhaustive list.)

Herd measurements
Measurement of daily bulk milk production for a dairy herd is standard, pro-

viding a mean estimate for the herd. Milk production measurements for indi-
vidual animals are available as part of a herd test conducted on two to five
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Table 20.2. Sensitive parameters determined from sensitivity analysis.

Parameter symbol Description

C

Di

Dietary magnesium concentration (g/kg dry matter (DM))
HoPI Hindgut absorption constant (I/day)

C. Milk magnesium concentration (mmol/l)

%

L Milk volume (I/day)

occasions during the season. By assuming that an individual animal’s contri-
bution to the total production on any particular day is in proportion to its
contribution at the last herd test, estimates of the distribution of milk pro-
duction for the herd can be readily obtained. The herd test also provides an
opportunity to obtain milk magnesium concentration measurements for indi-
vidual animals. Milk production and milk magnesium concentration are
model parameters, so these distributions can be applied directly to the model.
The repeatability of milk production measurements between successive herd
tests gives the opportunity to separate the animal and random effects.

Under some circumstances it would be feasible to obtain measurements
of pasture magnesium and potassium and use their distributions directly in
the model, although in the test of the procedure reported below it was
assumed that these measurements were not available.

Urinary magnesium flux, U, can be estimated for individual ani-
mals using kits readily available to farmers (Merck Magnesium Test,
E. Merck, Darmstadt, Germany). Uy, is a model output, so a fitting
process is needed to use this information to improve estimates of the dis-
tributions of model parameters. As Fig. 20.4 shows, any set of distributions
for the parameters {P;,where 1 <i< N} will produce a distribution for
Uy, as a result of the Monte Carlo simulations. The problem then is to
adjust the distribution of each parameter P, until the simulated and meas-
ured distributions for U, match.

In the first instance, we have taken the following simple approach to this
fitting problem:

1. Rank the parameters that we wish to fit (in this case the first three param-
eters in Table 20.2) in the order in which they are likely to be most strongly
related to Uy ;.. The ranking was done by inspection of the model equa-
tions. This resulted in a ranked set of parameters {P;, where 1 <i < 3}.

2. With the mean of each P, initially at its standard value and the standard
deviations (sps)of P, set to zero, iteratively adjust the mean of each param-
eter in turn to give the best fit between the means of the measured and
simulated U, values. The iterative adjustments were constrained to
prevent parameter means going outside predetermined physiologically
reasonable ranges.
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Fig. 20.4. The relationship between the distributions of model parameters P, and

the distribution of U, urinary magnesium flux.

3. Using the mean parameter values resulting from step 2, iteratively adjust
the sD of each parameter in turn until the best fit between the measured

and simulated sps for Uy, is obtained. The iterative adjustments were
constrained to prevent the sbs from being greater than 30% of their
respective mean values.

4. Refine the mean values of the parameter distributions previously deter-
mined, as the mean value of the simulated U, ,, may well be affected by

the variability in the parameters.

HIUr

With this simple approach to refining the parameter distributions, no real
meaning can be assigned to the resultant parameter estimates because of the
ranking of parameters carried out in step 1. Moreover, any covariation that
might exist between model parameters is prevented from having an effect
because the parameters were adjusted one at a time and in sequence. How-
ever, our objective was to calibrate the model to the measured U, data
only so that we could calculate the risk of tetany in the herd. To assess
whether our approach to finding the parameter distributions impacts the
risk calculation, we changed the rank of the three parameters in step 1 and
repeated the process.

A Test of the Procedure

To obtain an initial assessment of the approach outlined above, we have
applied it to a fictitious herd. The details are given in Table 20.3.

The sensitivity analysis showed that milk volume and milk magnesium
concentration are significant in determining the risk of suffering from
tetany. In using the model to simulate experimental scenarios, it was neces-
sary to match dietary magnesium, milk production and milk magnesium
concentration within a single experiment, rather than using representative
values across a range of experiments. Accordingly, for this test, the herd
parameters were set at their normal values with dietary magnesium intake,
milk production and milk magnesium concentration being representative of
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McCoy et al. (2001). The urine magnesium flux values used were consistent
with plasma magnesium concentration at the low end of the normal range
(0.8 mmol/l) and the urinary excretion function adapted from Robson and
Vlieg (2000).

Model calibration

The distributions of daily milk production and milk magnesium concentra-
tion were directly assigned to the relevant model parameters. The results of
fitting the distributions of the three model parameters to the distribution of
urine magnesium flux are given in Table 20.4.

Risk calculation

Having calibrated the model as described above, it was possible to carry out
the Monte Carlo simulations and use equation (20.10) to estimate the risk that
animals in this fictitious dairy herd would suffer from tetany. Figure 20.5
shows the result for various levels of dietary magnesium concentration rela-
tive to the value resulting from the calibration (Table 20.4). Figure 20.5 also
shows that the parameter distributions obtained from the two different rank-
ings (Table 20.4) gave similar risk.

Table 20.3. Herd parameter distributions for the fictitious herd used for an initial
assessment of this approach to estimating risk. Standard deviations (sps) are given
in parentheses.

Distribution of milk production Normal with mean 18.5 I/day (2 I/day)
Distribution of urine magnesium flux Normal with mean 1.0 g/day (0.5 g/day)
Milk magnesium concentration Normal with mean 85 mg/I (6 mg/l)

Table 20.4. Means and standard deviations (sps) of the (normal) distributions for
model parameters fitted to the distribution of urine magnesium flux. The results for
two different rankings (A and B) of the parameters are shown.

Fitted Fitted
distributions distributions

Parameter Rank A (1, o) Rank B (1, o)
Dietary magnesium,

C,, (g/kg dry matter (DM)) 1 1.97,0.16 3 2.0,0.25
Hindgut absorption

constant, k,q, (I/day) 2 1.8, 0.1 2 1.55, 0.0
Rumen potassium,

Cyr, (mmol/l) 3 15.0, 5.0 1 20.0, 0.0
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Fig. 20.5. The risk of tetany calculated using the calibrated model. The risk is
shown for various values of mean dietary magnesium intake expressed as a
percentage reduction applied to the value given in Table 20.4. Symbols
represent parameter distributions obtained from rank A fitting (x; see Table 20.4)
and parameter distributions obtained using rank B fitting (OJ).

Discussion and Conclusions

The original model of Robson et al. (1997) has been improved by making
modifications to the urinary secretion of magnesium and the hindgut secre-
tion and absorption of magnesium. Magnesium secretion through lactation
has been included and provision has been made for diurnal feeding patterns
with consequential variation in saliva flows and allowance for slow break-
down of solid matter containing magnesium in the rumen. Diurnal feeding
patterns have been incorporated only to make it possible to simulate events
such as missing a day’s feeding. Under normal circumstances, we believe
that it would be adequate to assume constant dietary intake rates. We have
also introduced a compartment representing magnesium in the CSF, as the
onset of tetany seems to be highly correlated with the magnesium concen-
tration there.

With these improvements, the model appears to scale to dairy cows
well and is able to satisfactorily simulate the experiments of Allsop and
Pauli (1985) and McCoy et al. (2001). Nevertheless, the model requires fur-
ther validation testing. In particular, further experimental work in relation
to hindgut absorption and secretion would allow that aspect of the model
to be tested and improved. Robson et al. (2004) reviewed information in
the literature regarding the importance to magnesium homeostasis of mag-
nesium resorption from bone. They concluded that the mobilization of
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magnesium from bone is small compared to endogenous faecal loss, and
because it seems to be inhibited when plasma magnesium concentration
falls, there is no evidence to suggest that it should be included in the
model.

Although the initial motivation for developing this model was as a
research tool, subsequent modifications have allowed the model to be used
as a predictive tool with Monte Carlo simulation in the assessment of the risk
that animals in a dairy herd will suffer from hypomagnesaemic tetany.
Results reported here seem to confirm the suitability of the model to be used
for risk assessment. A major practical difficulty is the fitting process required
to improve our estimates of the distributions of other model parameters such
as the hindgut absorption constant using herd measurements of urinary
magnesium flux. The initial approach to this fitting problem described here
is very simplistic and current work is aimed at developing a more robust and
efficient algorithm.

Nevertheless, the risk estimates shown in Fig. 20.5 are not unreasonable.
To determine their reliability and usefulness requires further evaluation that
would need to consider analysis of a number of field trials and case studies.
Successful evaluation would increase the confidence of farmers in using this
approach.
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Abstract

A simulation model that predicts the performance of a population of growing pigs
when raised under given dietary, physical and social environmental conditions has
been constructed. The aim was to investigate through the model the impact of
between-animal variation on the response of a population to environmental stressors.
Variation was generated in initial state, growth potential and ability to cope when
exposed to social ‘stressors’ (AB). Variation in initial state is described by initial body
weight (BW ), from which the chemical composition of the pig is calculated. Variation
in potential is described by creating variation in the genetic growth descriptors. Varia-
tion in response to AB exists between genotypes, where it has been suggested that
leaner, more modern genotype pigs tend to be less able to cope. It is expected that
within a population or group the social environment (i.e. group composition and social
hierarchy) also affects an individual’s ability to cope. Consequently, it was assumed in
the model that there is a negative correlation between BW, and AB, i.e. bigger pigs are
better able to cope when socially stressed. Model predictions showed that whether or
not the mean population response is the same as the ‘average’ individual response can
be influenced by the way a given social stressor constrains performance. If all pigs are
affected at the same stressor intensity, e.g. all pigs in a group are either mixed or not,
then the predicted average individual and mean population responses will be the same.
If, however, the intensity of stressor at which performance becomes limiting is able to
differ between individuals, such as space allowance (SPA) or temperature, then differ-
ences between the individual and mean population responses will be predicted. Varia-
tion in the growth response of a population was determined to a greater extent by
variation in AB and BW than by variation in growth potential alone, when pigs were
housed in simulated conditions likely to be encountered in commercial environments.
Consequently, decreasing variation in BW will lead to a more homogeneous popula-
tion at slaughter, which may affect the economical efficiency of an enterprise, and
improving pigs’ ability to cope may be a better way of improving pig performance than
selecting for increased potential per se.

©CAB International 2006. Nutrient Digestion and Utilization in Farm Animals:
Modelling Approaches (eds E. Kebreab et al.) 229
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Introduction

The performance of pigs reared commercially is often considerably below
that seen under good experimental conditions (Campbell and Taverner,
1985). At least some of this decrease in performance can be attributed to fac-
tors in the physical, social and infectious environments. These factors are
here termed environmental stressors. Quantifying the effects of environ-
mental stressors and the aim of accurately predicting pig growth under a
wide range of environmental conditions has led to the development and use
of simulation models. These models may allow the identification and subse-
quent removal of those constraints that prevent pigs achieving their poten-
tial under farm conditions and substantially increase the profitability of
commercial pig enterprises.

Models intended to simulate animal performance typically represent a
single animal (e.g. Black et al., 1986; Green and Whittemore, 2003; Wellock
2003a,b). The assumption necessarily made is that the mean response of the
population, which is an average of all individuals, will be the same as that
of the deterministically simulated response of the ‘average’ individual.
However, this will be the case only if all animals in the population have an
equal growth potential, all are at the same stage of growth and perhaps
importantly all react in the same way to encountered stressors. Therefore, in
order to attempt to predict adequately the response of a population in a
given environment it is necessary to take account of between-animal varia-
tion (Fisher et al., 1973). The stochastic pig growth models of Ferguson et al.
(1997), Knap (2000) and Pomar et al. (2003) deal with variation in growth
potential and are a good starting point. However, any variation that may
exist between individuals in initial state and ability to cope when exposed to
social stressors has largely been ignored.

The objective of this work was to construct a model that would be able
to explore and, at least in principle, predict the impact of between-animal
variation on the performance of a population of growing pigs when raised
under given dietary, physical and social environmental conditions.

Model description

A simplified schematic representation of the model is shown in Fig. 21.1.

Individual pig growth and feed intake

The individual pig is described by four genetic characteristics. Three of these
are used to predict its potential for growth: protein weight at maturity (P_;
kg), the ratio of lipid to protein at maturity (L_/P_; kg/kg) and a growth rate
parameter (B; /day) (see Wellock et al., 2003b). The fourth parameter describes
the ability to cope when exposed to social stressors (AB). The initial state of
the pig is described by BW (kg), from which the chemical composition of the
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Fig. 21.1. A simplified schematic representation of the model described in this study:
ADG = average daily gain; ADFI = average daily feed intake; HP = heat production;
HL = and heat loss. The subscripts represent p = potential; s = stressed; d = desired;

stressors

Phy.S|ca| —
environmental » HL
stressors

and a = actual. The five boxes to the left of the diagram represent the model inputs and Fl,

and ADG, are the main outputs. The dotted box represents parameters where between-

animal variation is introduced.

pig is calculated assuming the pig has its ideal composition set by its geno-
type. The potential rate of protein retention is determined by pig genotype
and current protein weight only. Its value is used to determine the potential
gains of the other chemical components. Potential average daily gain (ADG,;
kg/day) is the sum of the potential gains of the four chemical components;
5% of the gain is assumed to be gut fill.

It is assumed that all pigs attempt to consume an amount of feed that
will satisfy their energy and protein requirements for ADG_ maintenance
and any compensatory lipid gain. The amount of feed that allows this to be
achieved, termed the desired feed intake, is calculated from the composition
of the given feed. Any costs of thermoregulation are calculated separately
(see Wellock et al., 2003b), and any increase in requirements from exposure
to pathogens is ignored. The only feed resources considered are energy and
protein; any of the essential amino acids may be limiting at first. Actual feed
intake and the consequent actual gains in chemical component weights are
predicted taking into account the capacity of the animal to consume feed
bulk, its ability to maintain thermoneutrality and any consequences of the
social environment.

Physical environmental stressors

The physical environment is described by the ambient temperature, air
velocity, floor type and relative humidity, which set the maximum (HL

max”
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MJ/day) and minimum (HL_. ; MJ/day) heat losses in the given environ-
ment. A comparison with the pig’s calculated heat production (HP; MJ/day)
determines whether the pig is hot (HP > HL ), cold (HP < HL ;) or ther-
moneutral (HL_, <HP <HL__ ). A constraint on intake will operate in hot
environments due to an inability to lose the heat produced by maintenance
and growth to the surrounding environment. In cold environments, there is
an extra thermal demand placed upon the pig. If conditions are thermoneu-
tral, no further action is taken.

Social stressors

While stressors in the physical environment, such as ambient temperature,
humidity, air velocity and floor type, have been previously comprehensively
modelled (e.g. Black et al., 1986; Wellock et al., 2003b), social stressors, includ-
ing mixing, SPA, group size and feeder SPA, have been largely ignored. This
is mainly due to a lack of quantitative data on which to build models and a
lack of understanding of how such stressors affect performance.

The social environment is described by group size (N), pen area (A; m?),
feeder SPA (FSA; feeder spaces/pig) and the occurrence or not of mixing.
The SPA (m?/BW?%) is calculated from N, A and BW (kg). All of these fac-
tors may act as social stressors and it is assumed in the model that they
decrease performance by lowering the capacity of the animal to attain its
potential for whole body growth following Chapple (1993). The exception is
FSA that directly constrains intake when limiting. The descriptor AB adjusts
both the intensity of the stressor at which the pig becomes stressed and the
extent to which each stressor reduces performance at a given stressor inten-
sity (Wellock et al., 2003a). It is assumed in the model that these two factors
are perfectly correlated; pigs that show signs of stress at a lower stressor
intensity are also stressed to a greater degree at any given stressor intensity.
Increasing the value of AB represents a decreasing ability to cope when
stressed. The model was calibrated so that a unit change in AB produced
deviations of approximately 1% from the mean performance and a value of
ten represents the average pig type (Wellock et al., 2003a).

From individual pigs to populations

Growth potential

The potential growth of individuals within a population can be described by
generating variation around the population means of each of the genetic
parameters, P_, L /P _and B (Ferguson et al., 1997). Because there is likely
to be a negative correlation between B and P_ (Knap, 2000) among animals
of the same population, the scaled rate parameter, B*=Bx P >¥, described
by Emmans and Fisher (1986) is used as an alternative to B. The values of B,
P_and L_/P_ are assumed to be uncorrelated and normally distributed
(Pomar et al., 2003).
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Initial state

Individual variation in BW is generated from the assigned genotype mean
(UBW; kg) and standard deviation (6BW; kg) using the simulated genetic
parameters of the individual to correlate BW, with potential growth. By this
means, individuals in the group with the greatest potential will tend to have
the highest BW  as would be expected from non-limiting growth. The initial
weight of pig i (BW; kg) is calculated as:

BW, = uBW,+a{b[1 — (uB*/ B,*)|x [0BW,(uB*/ 0B*)] +
b[1 - (4L, /P, /L,/P.)Ix [0BW(4UL, /P, /0L, /P,)]+ (21.1)
b,[1 - (UP,/P,.)]x [0BW,(uP,/0P,)]} £ residual

The parameters B*, P_.and L _/P, . are the genetic parameter values for pig i.
The parameters uB*, uP_ and uL, /P _ are the mean values and oB*, oP _ and
oL /P, _ are the standard deviations (sDs) of B*, P and L _/P_, respectively.
The parameter 4 is a general scaling factor; it is set at 0.6 to generate expected
values. The parameters b, b, and b, determine the degree of correlation
between each of BW . and B, L _/P_,and P_, respectively. All three parame-
ters were set at unity. The value of residual, is drawn at random from a nor-
mal distribution with a mean value chosen to account for the expected
variation in BW,. It adds a non-genetic component to BW,. The initial chem-
ical composition of each pig is calculated from BW; assuming it has its ideal
genetic composition at the start of the trial period. In this way, at the same
BW,, genetically fatter pigs (higher values for L_/P ) will have a lower initial
protein weight and a higher initial lipid weight than genetically thinner pigs.

Ability to cope

It has been shown in a number of studies that pigs classified as dominant
tend to outperform their subordinates. This has been demonstrated when
pigs are grouped (McBride et al., 1964; Hansen et al., 1982) or mixed (Hess-
ing et al., 1994; D’Eath, 2002), or when FSA is limiting (Giroux et al., 2000).
There is also evidence that social dominance is positively correlated to BW
in pigs (Erhard and Mendl, 1997; Drickamer et al., 1999; D’Eath, 2002). Taken
together these results suggest that the larger pigs within a group tend to be
dominant and better able to cope when conditions are suboptimal, i.e. when
pigs are exposed to stressors. Consequently, it is assumed in the model that
there is a negative correlation between BW, and AB. Individual values for
AB (AB)) are generated around the assigned genotype mean (4AB) and sD
(0AB) of AB, whilst being negatively correlated to BW;:

AB,= UAB + b4{[(1 — BWyi /4 BWy)| X [GAB(LBW, /0 BW, )]} + residual,
(21.2)

The parameter b, determines the degree of correlation between BW, and AB
and is set equal to one. The residual, is drawn at random taking account of
oAB. Within a population, AB is not directly correlated to leanness. How-
ever, leaner animals will tend to have higher AB values due to the positive



234

1.J. Wellock et al.

correlation between L /P, and BW, (equation (21.1)) and the negative cor-
relation between BW and AB (equation (21.2)). Between populations, it is
expected that modern, ‘leaner’ genotypes will have higher values of AB than
traditional, ‘fatter” genotypes (Grandin, 1994; Schinckel et al., 2003).

Generating individual pigs

For each simulated pig within a population, values for B*, P_.and L_/P .
are drawn at random from uncorrelated normal distributions. Values for
BW,, and AB, are then generated from their respective means and sps (model
inputs) whilst taking into account the generated genetic parameter values of
the individual (equations (21.1) and (21.2)). The values that characterize each
animal are drawn before each simulation run and are maintained for multi-
ple simulation runs.

Model Simulations: Consequences for Optimizing Production
Systems and Genetic Selection Strategies

The model was used to simulate some relevant experimental conditions with
environmental stressors as the experimental factors. In all simulations, 500
animals were drawn at random with estimated means and coefficients of
variation (CV, shown in parentheses) for the genetic parameters B’, P_ and
L_/P_ of0.0408 (0.03),32.0 (0.07) and 1.2 (0.15), respectively as characterized
by Knap (2000). These values were kept constant throughout all model sim-
ulations. A group size of 20 was used, except where the effect of N was inves-
tigated. Using 500 pigs is thus equivalent to simulating 25 replicates of 20
pigs. Pigs were fed a standard grower diet throughout.

Firstly, the mean response of the population was compared with that of
the average individual (i.e. zero variation) when exposed to environmental
stressors at increasing intensities. Secondly, the effect of within-population
variation in AB and BW, on pig performance to a given slaughter weight
(BW;; kg) or over a given time period (f; days) was investigated. Results of
the simulations are discussed below with particular emphasis on the conse-
quences for optimizing production systems and genetic selection strategies.

Comparison of the average pig response with the mean population response

Ferguson et al. (1997) stated that ‘there is a marked difference in the response
of the average individual in the population and the mean population’.
Pomar ef al. (2003) demonstrated clear differences between the average indi-
vidual and the mean population response for the rate of protein retention in
response to increasing dietary protein intake. However, from the model
simulations presented here it is clear that differences between the average
pig and mean population responses should not always be expected. It will
depend partly upon the stressors to which the pigs are exposed. Where all
individuals become adversely affected at the same stressor intensity, e.g.



Modelling Effects of Environmental Stressors 235

being housed in a group as opposed to individually or being mixed or not,
no differences between the average individual and mean population
response are predicted (Fig. 21.2a). This is because all individuals are either
affected or not, although this may be to varying extents. If, however, the
intensity at which the stressor becomes limiting is able to differ between
individuals, e.g. critical SPA (SPA_,; m?/BW?®%) and upper critical tempera-
ture, differences between the average individual and mean population
response are expected (Fig. 21.2b).

The linear-plateau response of the average individual to decreasing SPA
is a direct outcome of the assumption used in the model (see Wellock et al.,
2003a). The curvilinear-plateau response of the population, however, can be
explained by individual differences in SPA ., generated from between-
animal variation in BW and AB. The plateau is predicted to occur when SPA
> SPA_,, for all pigs in the population and the curvilinear transition phase
occurs when only a proportion of the population is constrained, i.e. SPA <
SPA _,, for only some individuals. As the intensity of the stressor increases,
the proportion of the population that is constrained also increases until all
individuals are affected. At a fixed SPA the proportion of pigs will increase
with increasing population variance and this will result in a greater degree
of curvature. This was demonstrated by Pomar et al. (2003) for average daily
rate of protein retention in response to increasing protein intake. The mean
population and individual responses to decreasing SPA are predicted to dif-
fer over only a small range of pen area. However, this quantitative finding
may underestimate the position in commercial enterprises and could have
important financial consequences when space is at a premium.

The type of stressor also influences the amount of variation around the
mean population response to increasing stressor intensity. If the critical limit
does not vary between individuals, an increase in variation is expected as
the intensity of the stressor increases. This is a direct result of individual dif-
ferences in the ability to cope with the stressor. Conversely, a decrease in
variation is expected if the critical limit is able to vary between individuals.
This is because some individuals will be limited at a lower stressor intensity
than others, and consequently a narrower range of variation is expected as
the intensity of the stressor increases. The experiment of Turner et al. (2000)
with growing pigs supports this. They reported an increase in the variation
of ADG with increasing N and a decrease in ADG variation with decreasing
SPA.

Variation in initial state and ability to cope

Variation in initial state

Variation in BW (uBW, = 60 kg) increased both the variation in time taken
to reach a given BW, (100 kg) and the variation in BW, achieved over a given
time period (50 days) when pigs were housed in conditions typical of a fin-
isher system. This was as expected. Results from the set time simulations are
given in Table 21.1. In these simulations, pigs were mixed at 75 kg and kept
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Fig. 21.2. Predicted effect of environmental stressors on the average daily gain
(ADG) response of the average individual and mean population: (a) increasing
group size on the ADG of pigs from 20 (+ 2 kg) to 60 kg; (b) decreasing space
allowance (SPA) on the ADG of 60 kg (= 6 kg) pigs over simulation period of 1 day.
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Table 21.1. Effect of variation in initial body weight (6BW,,; kg) and ability to cope
(oAB) on the mean population response and variation (standard deviation (sD)
within parentheses) on the final BW (BW,; kg), P, backfat depth (P,; mm) and
carcass weight (CW; kg) achieved after a simulation period of 50 days. Mean BW,
and mean AB were set at 60 kg and 10 respectively. Mixing occurred at 75 kg and
pigs were given a space allowance (SPA) of 0.7 m?/pig throughout.

oBW, (kg)*  oAB? BW, (kg) P, (mm) CWe (kg)
0.00 0.00 100.2 (2.85) 14.7 (1.12) 76.9 (2.50)°
2.17 0.00 100.0 (4.23) 14.7 (1.42) 76.8 (3.75)
4.07 0.00 100.0 (5.56) 14.7 (1.69) 76.8 (4.93)
6.33 0.00 98.9 (7.57) 14.5 (1.95) 75.9 (6.66)
8.33 0.00 99.9 (9.31) 14.6 (2.27) 76.0 (8.20)
10.57 0.00 99.0 (11.02) 14.7 (2.39) 76.1 (9.67)
12.32 0.00 97.8 (12.77) 14.5 (2.66) 75.0 (11.08)
0.00 0.46 100.2 (2.92) 14.7 (1.20) 77.0 (2.57)
0.00 1.04 100.1 (3.15) 14.7 (1.18) 76.9 (2.76)
0.00 1.51 100.2 (3.38) 14.7 (1.19) 77.0 (2.96)
0.00 1.85 100.1 (3.57) 14.7 (1.19) 76.9 (3.13)
0.00 2.45 100.3 (4.13) 14.7 (1.34) 77.0 (3.65)
5.79 1.40 99.9 (8.48) 14.7 (2.14) 76.7 (7.73)
12.18 2.42 98.8 (14.80) 14.6 (3.01) 75.9 (12.90)

aSimulated values.
bResult of variation in growth potential only.
°CW = {[66 + (0.09 x BWy) + (0.12 x Pz)] x (BWs/1 00)} (from Whittemore, 1998).

in an area of 0.7 m?/pig, which in the model becomes limiting at approxi-
mately 75 kg, coinciding with the occurrence of mixing. If there is no varia-
tion in BW, (6BW, = 0), all pigs need to gain the same amount of weight in
order to achieve a given BW,, and any differences in the time taken to reach
BW;, are due to individual differences in growth potential only. However, as
oBW, is increased, the BW gain needed to achieve BW, varies due to simu-
lated differences in BW. Similarly, over a specified time, individuals with
greater BW are generally able to achieve a greater BW, than counterparts
with lower BW,.

Many commercial pig enterprises employ all-in-all-out systems, with all
pigs from a given pen (or building) taken to slaughter at the same time. The
level of payment is usually dependent upon carcasses being within desired
ranges of weight and fatness, as determined by a contract with the buyer.
Therefore, as one of the main factors in determining the uniformity of a
group at slaughter is the uniformity at the start of the growing period, cBW
is one of the major factors in determining enterprise profitability. This can be
highlighted using the data from Table 21.1. Model predictions show that as
oBW, increases from 0 to 6 kg, a variation in BW, of 10%, the population
mean P, backfat depth (P,; mm) and carcass weight (CW; kg) remain
unchanged. Variation in the two parameters, however, increases by 4.72 kg
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and 0.83 mm respectively. For example, if the target CW and P, range at
slaughter were 65-85 kg and < 17 mm respectively, whereas only 11 individ-
uals (2.2%) fell outside the desired range when 6BW = 0, 91 (18.2%) do so
when 6BW, = 6 kg (see Fig. 21.3).

Variation in ability to cope

Variation in AB was generated as a first step towards accounting for behav-
ioural differences between individuals of a population and quantifying the
resulting effects on population performance. It was predicted that variation
in the growth response of a population was increased when variation in AB
was included in addition to variation in growth potential, when pigs were
exposed to social stressors (see Table 21.1).

There is literature suggesting that the ability to cope is negatively cor-
related with rapid growth rate and lean content. For example, Schinckel
et al. (2003) noted that ‘pigs from populations with above average percent
carcass lean have a greater percentage reduction in live weight and carcass
lean growth than pigs of average percent carcass lean” when exposed to

150 - 1005 —
| 90 | -
80 |
70 -
§1 00 — § 60 -
g S 50
g 8 40—
L 50 L 30
20
10 -
0| : ; 0 :
T T T T T T T T T T T T T T T T
50 60 70 80 9 100 10 11 12 13 14 15 16 17 18 19 20

(a) Carcass weight (kg) (b) P, backfat depth (mm)
150 100
90 -
80
100 = 107
2 2 60
3 S 50
8 8 40
& 50— T g
20 |
10

0% T T T T T e e NN R B e e
50 60 70 80 9 100 10 11 12 13 14 15 16 17 18 19 20
(c) Carcass weight (kg) (d) P, backfat depth (mm)

Fig. 21.3. The effect of variation in initial body weight (6BW) of the proportion of the
population (N = 500) within the target slaughter range for carcass weight (CW; Fig. 21.3a,c)
and P, backfat depth (Fig. 21.3¢c,d) when oBW,, = 0 kg (Fig. 21.3a,b) and 6 kg (Fig. 21.3c,d)
respectively. The dashed lines represent the target ranges.
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stressors. If AB and lean growth rate are adversely correlated, there may be
negative implications regarding the welfare of pigs selected for lean
growth, as selection for improved lean growth rate would then indirectly
lead to selection for poorer ability to cope in the population (Rauw ef al.,
1998). Since AB depends in part upon the structure of the group, group
selection, whereby selection is based upon performance of the group
opposed to the individual, may be necessary in order to improve the ability
of animals to cope when exposed to social stressors. The experiment of Muir
and Craig (1998) demonstrated that selection for desirable associate effects
within a group may be a means to select animals that are better adapted to
their rearing environment.

Currently there are no means of assigning estimates to the parameter AB
and its variation. However, assuming that there is a measurable phenotypic
difference between types of pigs and individuals within a population, it is
thought that genetic characterization is possible. This is supported by Kanis
et al. (2004), who described a conceptual framework for breeding for
improved welfare in pigs and its use in practice. Comparing the variation in
performance observed in experimental data with the variation predicted by
the model will also allow an initial estimate of the variation in AB to be
made. Such an inverted modelling technique was the method used by Fer-
guson ef al. (1997) when predicting the variation in B', L_/P_ and P_ from
the variability in ADG, average daily feed intake (ADFI) and external esti-
mates of the heritabilities of these traits.

It is also important to know if any correlations exist between AB and any
of the other genetic parameters, particularly leanness described by L_/P_.If
these exist, it will affect the nature and description of the variation of the cor-
related parameters and would need to be accounted for in the model by
incorporating the covariation between the identified parameters and AB.
This of course relies on the simplistic assumption that individuals react in
the same way to all types of social stressors (i.e. an individual that copes well
with one stressor will cope equally well with all stressors). If this is incorrect,
the introduction of further parameters, in addition to AB, will be required for
a sufficient descriptor of ability to cope when exposed to differing social
stressors.

Quantifying the variation in AB may improve the rate of breeding for
improved ability to cope, as the amount of variation determines the degree
of selection pressure able to be applied. If a parameter such as AB were
included into a selection index, individual pigs with both the greatest
growth potential and best ability to cope could be selected for benefits to
both welfare and production. Indeed, if increased growth rate and ability to
cope are antagonistic as suggested by Schinckel ef al. (2003), amongst others,
then trying to increase pig performance achieved under excellent conditions,
i.e. improving potential alone, may not prove to be the best selection strat-
egy. Any improvement in pigs’ response to stressors would allow a greater
proportion of their potential to be attained under stressful conditions and
may be a better way of improving pig performance and enterprise prof-
itability than increasing potential per se.
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Conclusions

Proper allowance for population variation is important when models are
used to predict nutrient requirements, optimize pig production systems and
devise animal-breeding strategies, as there may be differences between the
response of the individual and the mean population due to between-animal
variation. The variation in the growth response of a population was deter-
mined to a greater extent by variation in initial state and ability to cope than
by variation in growth potential when pigs were simulated in conditions
likely to be encountered in commercial environments. This is an important
practical consideration in commercial pig production, especially for all-
in—-all-out systems, as the heterogeneity of a group at slaughter will largely
determine enterprise profitability. Consequently, decreasing the variation in
initial state and improving pigs’ ability to cope may be a better way of
improving pig performance and enterprise profitability than selecting only
for increased growth potential.
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Abstract

During the 1980s numerous papers had underlined that a mechanistic model would be
more appropriate than an empirical one to understand and simulate animal responses to
diets. The major criticism against empirical models was the strong limitation of their pos-
sibilities of application beyond the range of data used for the statistical treatment.

The trend in the last three decades has been an increase in the numbers of publica-
tions and data per publication. This evolution stressed the necessity to largely increase
the process of extraction/integration of data into knowledge. Two aspects were neces-
sary for each topic: the building of databases from the literature and thereafter the
interpretation, through statistical meta-analysis, of these databases.

Meta-analysis of databases is faced with several difficulties. An important point is
that there are missing values and it does not constitute a classic experimental design.
Otherwise it is a necessary process to conduct a careful interpretation, associating
closely both graphical studies and statistical treatments. The major challenge of this
last aspect is to split the variations among and within the experiments.

Meta-analysis can be conducted on two levels between mechanistic and empirical
models: (i) to provide valuable underlying parameters to build mechanistic models;
and (ii) to use global and aggregated empirical models to perform the external evalu-
ation of a mechanistic model. There are other ways to connect the two approaches.
Meta-analysis of databases can be usefully applied to comparatively evaluate mecha-
nistic models. Such a process was recently performed to compare three mechanistic
models of rumen (Offner and Sauvant, 2004).

It appeared that mechanistic modelling and meta-analysis do not basically compete;
they present, on the contrary, strong possibilities of synergy. Therefore, they will likely
be more and more closely associated in a common process of data mining in the near
future.

Introduction

A major change in the context of animal nutrition during the last decade was
a new paradigm that consisted of replacing the classic concept of ‘covering

©CAB Inte