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Preface 

As in all areas of environmental science, the science of hydrology is rapidly evolving 
in the last decade of the twentieth century. Until the 1970s hydrology was a domi- 
nated by engineers, both civil and agricultural. They needed to h o w ,  for example, 
how much runoff would be produced from a given storm, or how much water a given 
type of crop needed so that facilities could be designed. Society was on the move; 
cities were being built, the desert was being forced to bloom, and forests were being 
replaced by other land uses. In one way or another all of these development activities 
had hydrologic impacts. Engineers learned a great deal about hydrology, though 
much of the knowledge was empirical rather than theoretically based. While a more 
theoretical foundation is being built, most applications of hydrology today are still 
for solving day-to-day problems. Hydrology is no longer the sole domain of engi- 
neers; it has evolved into a truly interdisciplinary science. According to a report by 
the National Academy of Science (NAS 199 I), understanding the hydrologic system 
is central to understanding other physical environmental systems, from climate to 
lithospheric processes. 

Human transformation of the Earth continues toady at an ever increasing rate, and 
there is a growing concern over human alterations of natural systems, particularly the 
hydrological cycle. One of the most important challenges is understanding better 
how human activities alter the natural environment so we may design socio- 
economic systems to work more sensitively with natural systems. For example, un- 
derstanding how a levee changes both the hydrologic and hydraulic processes of the 
river, as well as the society situated along its banks, is far more difficult than simply 
choosing a design flow and building the levee. 

I wrote this book to satisfy my need for a text relevant to an introductory hydrol- 
ogy course with a focus on natural resource management. The book covers the basic 
components and processes of the hydrologic system, and some of the more common 
methods used to study them. The intended audience is students interested in natural 
resources and the environment. Environmental geography students in particular 
comprise a significant percentage of the urban and land use planners working for 
government agencies. In these positions they encounter water and land resource 
management problems. This book provides a foundation for understanding the hy- 
drologic components of these problems. If this book happens to inspire a deeper 
more abiding interest in the subject that would be nice too. 

Hydrology is a quantitative interdisciplinary science and my book is mathemati- 
cally rigorous, but I have tried to provide a balance between quantitative material and 
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descriptive text. The types of mathematics used are primarily algebra and some sta- 
tistics. Equations of calculus are used occasionally because calculus describes the 
true process; however, students are not required to ‘do’ any calculus. In practice, hy- 
drologic processes are routinely approximated using algebra rather than calculus. 
This is why I introduce certain topics with calculus, but then explain how the prob- 
lems are actually solved using algebra. 

The book is organized into two sections. The first section (Chapters 1-3) covers 
properties of systems and systems analysis, characteristics and analysis of environ- 
mental data, and probability and statistics. These are fundamental concepts and tools 
applicable beyond the study of hydrology. The second section (Chapters 4- 12) covers 
hydrology. Chapters in this sections are organized around major components and 
processes of the hydrologic system, i.e., the atmospheric subsystem, evapotranspira- 
tion, infiltration and soil moisture, groundwater, the water balance, surface runoff, 
streamflow and floods, and droughts and water supply. The topic of the last chapter 
(Chapter 13) is computer modeling. The two major subtopics in this chapter are de- 
terministic simulation models and Geographical Information Systems (GIS). 

In addition to the applied water-management focus, a feature of the text is the re- 
peated use of core concepts. One such concept is the continuity principle - the con- 
servation of mass, energy and momentum. This is perhaps the single-most useful 
principle in hydrology. Physical quantities can neither be created nor destroyed; they 
must go somewhere. Many of the analytical techniques used in hydrology are 
founded on this principle, whether the topic is evaporation or strearnflow. Again and 
again throughout the text the continuity principle is invoked to develop both the ap- 
proach to understanding the topic, and the equations used for the analysis. Another 
concept that is repeated throughout the book is the calculus-to-algebra simplification 
mentioned previously. 

The book contains step-by-step spreadsheet (EXCEL@) exercises. Students first 
do the problem by hand, and then repeat the exercise using the spreadsheet program. 
I find that by the third exercise many students are comfortable enough to do their as- 
signments using a spreadsheet rather than pencil and paper. I have also included 
copies of hard-to-find graph papers, BASIC hydrology program listings, and a World 
Wide Web (WWW) exercise where students follow a step-by-step procedure to use 
the WWW to retrieve hydrological data for a homework problem. 

Finally, I am compelled to say a word about the units used in hydrology. Govern- 
ment agencies in the United States still measure and record hydrologic and meteoro- 
logic data in customary English units. Most countries around the world use metric 
units. Given the book’s resource management focus I feel it is appropriate to still in- 
clude the units that are used day in and day out by water managers across the coun- 
try. Consequently, you will see both metric and English units. Chapter 2 discusses 
units in detail and Appendix A includes factors for converting between different unit 
systems. The problem with units will be with us into the foreseeable future. In clos- 
ing I thank all of my teachers, because it is to them that any credit should go. I alone 
take responsibility for the errors. 

S .A. Thompson 
Conestoga, 1998 



CHAPTER 1 

The hydrologic system 

Hydrology is the science of water. It is the study of the occurrence, character and 
movement of water within and between the physical and biological components of 
the environment. The term water resources is used to refer to the management and 
use of water primarily for the benefit of people. Water management involves pro- 
viding for human uses such as water supply, waste disposal, transportation, recrea- 
tion, flood control and power generation. Successful management of water resources 
requires a solid understanding of hydrology. The role of water in the environment is 
more important than just satisfying human needs. Water is the single most important 
element of the environment. The availability of water largely determines the spatial 
pattern of the Earth's terrestrial biomes (forests, grasslands and deserts); it covers 
71% of the Earth's surface providing habitat for fresh and saltwater ecosystems; wa- 
ter is a major controlling element of the earth's climate, and it is water that is largely 
responsible for sculpting the Earth's surface into the infinitely complex associations 
of erosional and depositional landforms. Water makes life on Earth possible, and, to 
a large extent, water makes the Earth itself. 

Approximately 96.5% of all the water on Earth is stored in the oceans, 1.69% is 
stored underground and about 1.74% is frozen and stored in ice caps and glaciers 
(Table 1.1). In just three locations we find 99.93% of the water. Only a minute frac- 
tion of the Earth's total water supply comprises all of the water found in rivers, lakes, 
the soil, and the atmosphere. Water is continuously cycling from the ocean, to the 
atmosphere, to the land surface, and back again to the ocean in what we call the 
hydrologic cycle (Fig. 1.1). The processes that accomplish this never-ending cycle 
are evapotranspiration, the combination of evaporation from water and wet surfaces 
and transpiration from vegetation, which sends water vapor into the atmosphere, 
precipitation which brings water back to the surface in liquid and solid forms, and 
runoflfrom land to the rivers and streams that ultimately return it to the oceans. 

In addition to the amounts of water in storage, Table 1.1 gives approximate resi- 
dence times for water in the various locations. Residence times are calculated by di- 
viding the estimated quantity in storage (L3) by the estimated flow rate of water 
( L 3 T ' )  through that storage location. (Chapter 2 discusses physical dimensions such 
as length (L)  and time (2") in more detail.) For example, dividing the volume of water 
in the oceans (1.338 x log km3) by the average annual evaporation rate from the 
ocean surface (5.05 x 10' km3 yr-') gives an average residence time of approxi- 
mately 2,650 years. Extreme variation exists in residence times for water in the 
ocean, ranging from a few seconds to thousands of years. The residence time for the 
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2 Hydrology for water management 

Table 1.1. Storage locations and residence times for water on Earth. 

Location Volume Percent of total water Residence time 
( 1 O3 km3) ("/.I (Years) 

Ocean 
Ice caps and glaciers 
Croundwater: - Fresh 

- Saline 
Lakes: - Fresh 

- Saline 
Soil 
Atmosphere 
Rivers 

1,338,000 
24,064 
10,530 
12,870 

91 
85.4 
16.5 
12.9 
2.12 

96.5 
1.74 
0.76 
0.93 
0.007 
0.006 
0.00 1 
0.001 
0.0002 

2650 
100-200,000 
1 - 10,000 
1 - 10,000 
100 
100 
0.25 (2-3 months) 
0.022 (8 days) 
0.05 (20 days) 

Sources: Volumes of water come from World Water Balance and Water Resources of the Earth, Gi- 
drometeoizdat, Leningrad (in Russian), translated into English by UNESCO 1978, R. Nace (ed.), 
Paris. Estimates of residence times come from Gardner 1977. 

Figure 1.1. A simplified dia- 
gram of the global hydrologic 
cycle. 

Figure 1.2. The basin-scale 
hydrologic system (cycle) 
showing water storages and 
processes. 
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ocean is most useful for comparative purposes. For some storage locations, like gla- 
ciers and groundwater, a single residence time fails to capture the range that is possi- 
ble. Recent ice cores from Greenland have yielded dates on basal ice of 200,000 yrs 
BP. By comparison it may take only decades for ice to flow through a mountain gla- 
cier. The very short residence times for water stored in streams, the soil and the at- 
mosphere explain why these locations never ‘run out’ of water even though they 
contain such comparatively small quantities. 

Moving down in spatial scale from the global to the level of the individual drain- 
age basin brings additional storages and processes into view (Fig. 1.2). A drainage 
basin is an area of land that drains water to a common outlet. Because of this physi- 
cal continuity the drainage basin scale is extremely useful in many hydrologic inves- 
tigations. In the United States drainage basins are also called watersheds. The topo- 
graphic line separating adjacent drainage basins is the drainage divide. At this scale 
we see that precipitation may be intercepted by vegetation. Intercepted water may 
evaporate back into the atmosphere, or it may drip or flow down plant stems to the 
surface. Water reaching the surface may flow across the surface as overlandflow to- 
ward stream channels, it may infiltrate the soil, or it may be retained as depression 
storage within surface irregularities. Infiltrated water may move vertically downward 
eventually reaching the water table, which represents the top of the groundwater 
zone. Underground water may move horizontally in the unsaturated zone as inter- 
flow. Groundwater flow in the saturated (groundwater) zone may eventually re- 
emerge as baseflow in streams. Groundwater flow may or may not coincide surface 
water drainage. Of course at every opportunity water will return to the atmosphere 
through the process of evapotranspiration. 

1.1 SYSTEM CONCEPTS 

A system is a set of interrelated objects or components. The two key aspects of this 
simple definition are the components and the processes that relate them. A group of 
components with no interaction does not constitute a system. It is only because of 
mutual interdependence and feedback between components that we can say a system 
exists. The term systems analysis is widely used but it often means different things to 
different people depending on their particular scientific discipline. Were the term 
systems analysis means a way of looking at the world. It is a way of structuring real- 
ity so that we may understand how Components of the environment affect, and are af- 
fected by, other components. In essence we are creating a simpler model of the com- 
plex real-world environment. When using a systems approach the challenge is to 
formulate a (model) system that is simple enough to understand, yet comprehensive 
enough to adequately capture the relevant interactions and processes observed in the 
real world. 

A physical environmental system describes the flow and storage of the physical 
quantities of mass, energy and momentum. The hydrologic cycle is an excellent ex- 
ample of a physical environmental system. In terms of mass the Components of the 
system are the locations where water (and chemicals) may be stored, such as the 
ocean, the atmosphere, lakes, the soil and stream channels. Some of the more famil- 
iar processes are the ones that involve either the change of state of water, or that 
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transfer water from one storage location to another. Condensation, for example, is the 
process whereby water vapor changes state to become liquid. Precipitation is the pro- 
cess, actually a set of subprocesses as we will see in Chapter 4, that transfers water 
from the atmosphere to the Earth’s surface. There are many other processes at work 
that are less obvious because they operate at temporal or spatial scales that make 
them difficult for humans to observe. This book focuses mainly on the flows and 
storages of mass and energy. While important for theoretical developments and ad- 
vanced analyses, the flux of momentum is rarely discussed, since it is less central to 
solving practical hydrologic problems related to water management. 

Human activities directly and indirectly alter the natural hydrologic system. Dams 
create storage reservoirs altering the river’s flow regime and evaporation. Aqueducts 
and diversion channels move water between drainage basins. The transformation of 
natural land surfaces into streets and parking lots radically changes the partitioning 
of precipitation between the pathways of infiltration and surface runoff. And of 
course many human activities change the chemical composition of water. 

Most environmental systems, including the hydrologic system, can be reduced to 
groups of nested and interconnected subsystems. Some examples of the subsystems 
in the hydrologic system are the soil subsystem, the groundwater subsystem, and the 
atmospheric subsystem. Whether the components and processes are designated as a 
system or a subsystem depends entirely upon the needs of the analyst, for it is the 
analyst who determines the system’s boundary (Hugget 1980). Everything inside the 
boundary is considered part of the system; everything outside the boundary is not. 
Figure 1.3 is a simple one-component soil system. The soil system receives inputs of 
water by infiltration and interflow. Water may be stored temporarily in the soil, but it 
is ultimately transformed by the system into outputs. 

One way to classify systems is on the basis of whether mass and energy cross the 
system’s boundary (Bennett & Chorley 1978). An open system is one in which both 
mass and energy are all able to cross the boundary. The soil subsystem in Figure 1.3 
is an example of an open system, as are virtually all hydrologic subsystems. A closed 
system allows energy across the boundary, but not mass. For most purposes planet 
Earth may be considered a closed system. 
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1.1.1 Steady state systems 

The term dynamic equilibrium or steady state describes a certain condition of a sys- 
tem. Dynamic equilibrium is when a system, technically the ‘state’ of the system, 
does not change with time. In other words, a dynamic-equilibrium system is time- 
invariant, and inputs ( I )  to the system equal outputs (Q) from the system (Singh 
1988). An important result of this condition is that the amount of the physical quan- 
tity in storage (5‘) remains constant. In most hydrologic systems, dynamic equilib- 
rium usually obtains only when inputs and outputs are measured over sufficiently 
long periods of time so that short-term variations balance out. A simple way to visu- 
alize dynamic equilibrium is to imagine a lake with a stream flowing in and a stream 
flowing out. If you photograph this stream-lake system one day, and then photograph 
it say a week later, it might look the same in the two pictures (equilibrium), but tre- 
mendous quantities of mass and energy have passed through the system (dynamic) 
during that period. Dynamic equilibrium is easiest to understand, and is often useful 
as a first approximation of the operation of a complex system. In hydrologic analy- 
ses, time-invariance is called a steady condition, while a system that changes with 
time is non-steady. We’ll consider both time and space domains as a characteristic of 
hydrologic models in the next section. 

The previous discussion of system inputs, outputs and storage introduced perhaps 
the single-most important principle in hydrology: the conservation of mass, energy 
and momentum. If we express input and output as functions of time, I(t) and Q(t), re- 
spectively, a continuity equation describes the principle of conservation: 

dS 
dt 
- I ( t )  - Q(t) 

Equation (1.1) says the rate of change of storage with time dS/dt equals the rate of in- 
flow I(t) minus the rate of outflow Q(t). For a system in dynamic equilibrium I(t) = 
Q(t) and there is no change in storage (dS/dt = 0). Equation (1.1) is a diferential 
equation. A differential equation gives the instantaneous rate of change of storage 
with time. (In Eq. 1.1, inflow and outflow are also instantaneous values and could 
have been written as dZ/dt and dQ/dt). Figure 1.4 demonstrates these concepts. Fig- 
ure 1.4a shows inflow and outflow graphs for a hypothetical reservoir, while Fig- 
ure 1.4b shows the graphs of water storage and the change in storage in the reservoir. 
We are using a reservoir for our example, but we could just as easily use an entire 
drainage basin, the soil subsystem, or any hydrologic subsystem. In Figure 1.4a in- 
flow and outflow are equal at time to so there is no change in storage (dS/dt = 0). 
After this time inflow exceeds outlfow, which causes the amount of water in storage 
S to increase (Fig. 1.4b). Since inflow exceeds outflow the change in storage is posi- 
tive (dS/dt > 0). The change in storage reaches a maximum at t, when inflow exceeds 
outflow by the greatest amount. At time t2 inflow and outflow are again equal. At this 
time storage S reaches its maximum value and the change in storage is again zero. 
After t2 outflow exceeds inflow, the change in storage becomes negative (dS/dt < 0), 
and storage in the reservoir decreases. Table 1.2 summarizes these relationships be- 
tween inflow, outflow, storage and the change in storage. 

Another important concept shown in Figure 1.4b is the relationship between the 
incremental change in storage dS and the rate of change in storage dS/dt. The incre- 
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Figure 1.4. a) The input and output curves to a reservoir and the increase and decrease in storage. 
b) The total storage curve S and the rate of change in storage dS/dt. 

Table 1.2. Relationship between inflow, outlfow, storage and change in storage for the reservoir 
example shown in Figure 1.4. 

Time Inflow outflow Storage Change in storage 
t I Q S dS/dt 

t0 I = Q  I = Q  0 0 

t2 I = Q  Maximum Maximum 0 

to < t < t2 I >  Q Q < I  Increasing Positive 
f l  Maximum Q < I  Increasing Maximum 

t >  t2 I < Q  Q > I  Decreasing Negative 

mental addition to storage dS in the time increment dt equals the area under the dS/dt 
curve. This is one of the fundamental theorems of calculus. The procedure of finding 
the area under the dS/dt curve is called integration. The total storage S at time t is 
equal to the sum of all the incremental storage elements up to that time plus any ini- 
tial storage. The inverse of integration is difSerentiation. While not shown explicitly 
on Figure 1.4, differentiating the storage curve gives dS/dt. 

The continuity principle and the relationship between the rate-of-change of a 
quantity (differentiation) and the amount of the quantity (integration) are fundamen- 



tal to hydrologic analyses. Equation (1.1) gives the rate-of-change in storage for time 
measured as a c o n t i ~ ~ o ~ s  variable, which, of course, it is. In Chapter 2, Equation 
(1.1) is modified for use with time measured in discrete intervals (At). Discrete ap- 
proximation of differential equations is a necessary simplifications for many analy- 
ses. The assumption is that a continuous, nonlinear process behaves linearly over suf- 
ficiently small intervals of time or space. Continuity equations are fundamental to 
hydrologic models that have a physical basis (Kirkby et al. 1987), and it is to the 
topic of modeling that we now turn. 

1.2 MODELING HYDROLOGIC SYSTEMS 

Problems in hydrology are concerned either with issues of water quantity, water 
quality or both (Singh 1988). Typical of water quantity problems are estimating the 
water yield from a drainage basin, analyzing the movement of a flood wave in a 
channel, determining evaporation, or calculating seepage losses from a reservoir. 
Water quality problems include the migration of pollutants in groundwater or deter- 
mining the behavior of chemical constituents in a stream, In either case hydrologic 
problems exhibit characteristics in both time and space. In the previous section the 
terms steady and non-steady defined a system with respect to variation in time. 
Similarly, the terms u n ~ o r ~  and nun-un~orm define the behavior of hydrologic sys- 
tems in space. A hydrologic system is uniform when there is no change in system 
variables over space, and non-uniform when there is spatial variation. For example, 
in developing the theory of grou~dwater flow to a pumped well, the simplest case is 
the situation of steady, uniform flow. In this idealized system, the well could pump 
water indefinitely and there would be no lowering of the water table with time or 
with distance from the well. The well-aquifer system would be in dynamic equilib- 
rium, with the recharge (input) equal to the discharge (output) from the well, and the 
amount of water in storage in the aquifer would remain constant. Table 1.3 shows a 
spuce-t~m~ domu~n matrix for classifying hydrologic systems. 

Models can be categorized as physical models or abstract mathematical models 
(Chow et al. 1988). Physical models are either scaled-down versions of a system con- 
structed of similar materials, e.g., sand and water, or they are analog models. Analog 
models use different materials to simulate the hydrologic system. The US Army 
Corps of Engineers (COE) operates complete scale models of hydrologic systems in- 
cluding the Mississi~pi River and the Chesapeake Bay. The Bureau of Reclamation 
has built scale models of irrigation projects. A scale model is used when the behavior 
of the real system is so complex that its operation cannot be adequately represented 
with abstract models. Scale models also have the advantage of looking like the sys- 
tem they represent. As an example of an analog model, wire mesh networks were once 

Table I .3. Space-time matrix for hydrologic systems. 

Constant VariabIe 
-- - ~~~ ~ 

Space Uniform Nonuniform 
Time Steady Nonsteady 
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used to simulate groundwater flow; the resistance to flow of electricity through the 
wire grid being an analog for the resistance to flow of water through an aquifer. 

Today the use of abstract mathematical models dominates hydrologic modeling. A 
simple equation y = f ( x )  is an abstract model that transforms inputs (x) into outputs 
('y). But it is the coupling of mathematical equations with computers to create com- 
puter models, that has truly revolutionized systems analysis. It is a logical progres- 
sion from the description of real-world phenomena in systems terms to the develop- 
ment of mathematical/computer model representations, because the system approach 
provides the structure for model development (Fig. 1.2). The potential of systems 
analysis for studying complex problems was recognized as early as the 1940s, and 
became fashionable in the 1960s. Then, however, the tools were not available to im- 
plement the approach. The computer revolution in hardware and software during the 
1980s has made the earlier promises of systems analysis a reality in the 1990s. The 
widespread availability of computer models and hardware platforms, ranging from 
powerful desktop machines to massively parallel supercomputers, has made systems 
analysis operational. With computer simulation models we can undertake experi- 
ments on drainage basins inside the computer. A common experiment is to change 
land use within the model and observe the resultant changes in water, sediment and 
chemical transport. Chapter 13 discusses the topic of computer modeling and shows 
the application of some hydrologic models to water quantity and quality problems. 

SUMMARY 

This chapter introduced the concept of a system, with the hydrologic cycle being a 
premiere example of a physical environmental system. Even though a hydrologic 
system is best defined and understood in terms of the relationships between compo- 
nents, many hydrologic analyses are undertaken on individual components of the 
system. This approach reflects the history of scientific inquiry in general, and the 
history of hydrology in particular, i.e. before computer simulation allowed for the 
integrated study of complex systems. Even today isolated analyses still make sense 
from a practical point of view. Many problems in applied hydrology can be solved 
without considering each and every element of the hydrologic cycle. Just because a 
systems approach is now feasible doesn't mean that it's needed in every instance. 

PROBLEM 

1.1 The figure below is a portion of a USGS Philipsburg, PA 15-minute quadrangle map. Sixmile 
Run in the center of the map is tributary to Moshannon Creek running across the top of the 
map. In this exercise you draw the drainage basin for Sixmile Run. First, outline the stream 
channel network using a blue pencil and then draw the drainage basin boundary using a red 
pencil. 
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Problem 1.1 



CHAPTER 2 

irnensions, data an 

This chapter presents many topics that are fundamental to the analysis of hydrologic 
data. While some students may have good preparation in this area, my experience ar- 
gues that many have not had sufficient exposure to these concepts and techniques. 
This chapter discusses a variety of characteristics of environmental data, of which 
hydrologic data are but one example. Topics covered in this chapter include dimen- 
sions of physical phenomena, data precision, discrete versus continuous data, data 
type and quality, and lastly data transformation and graphing. 

2.1 DIMENSIONS 

To say that physical phenomena exist is to say they have magnitude and dimension. 
Magnitude refers to the size of the observed phenomena. Clearly 10 is greater in 
magnitude than is 5,  but the question is, 10 what? The 'what' part is the dimension(s) 
of the phenomena measured by a system of units. The fundamental dimensions in 
physical science are length (L), mass (M), time (7') and temperature (0). Using these 
fundamental dimensions, other dimensions are derived such as volume ( L  x L x L = 
L3) and velocity (LT ' ) .  Dimensions can be expressed in any system of units. Time 
can be measure in seconds, minutes, hours, etc., while length can be measured in the 
conventional English units of inches, feet or miles, or with the SI (Syst2me Interna- 
tional) unit, the meter, or any of its multiples. SI units are used in most nations 
throughout the world and the United States is conspicuous in its continued use of 
customary English units - even the English no longer use English units. However, 
the fact remains that hydrologic data in the United States are frequently reported in 
English units, and conversion between units is a necessity in hydrologic analyses. 
Table 2.1 lists fundamental dimensions and three different systems of units. Appen- 
dix A contains information for converting between different unit systems. 

In hydrologic analyses we encounter equations that are, as well as some that are 
not, dimensionally homogeneous. An equation is dimensionally homogeneous when 
the dimensions are the same on each side of the equal sign. The following equation 
for calculating stream discharge is dimensionally homogeneous: 

Q=VA (2. la) 

where Q is discharge (L3T') ,  v is average velocity ( L T ' )  and A is the cross- 

10 
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Table 2.1. Dimensions and unit systems. 

Fundamental dimensions Systkme International Centimeter-gram-second English 
~ 

Mass Kilogram (kg) Gram (g) Slug 

Temperature Kelvin (K) Deg. (C) Deg. (F) 

Length Meter (m) Centimeter (cm) Foot (ft) 
Time Second (s) Second (s) Second (s) 

sectional area of the channel (L2). Dimensional analysis shows Equation (2.la) to be 
dimensionally homogeneous: 

L3T-’ = LT-’ L2 (2.1 b) 

By contrast, a widely used equation for calculating average stream velocity is 
Manning’s equation, and it is dimensionally inhomogeneous: 

n 

In Equation (2.2), is the average water velocity (LT’),  R is the hydraulic radius 
(L),  a measure of stream depth defined in Chapter 10, So is stream channel slope 
(LL-’ = l), n is Manning’s roughness coefficient (l), and U depends upon the system 
of units used (Dingman 1984). If v is in feet per second and R in feet, then U = 1.49. 
For v in meters per second and R in meters, U = 1.0. The equation is inhomogeneous 
because the dimensions of the left side are not the same as the dimensions of the 
right. Physically-based equations that include all relevant physical factors are neces- 
sarily dimensionally homogeneous; though it is possible for an equation to be in- 
complete and still be dimensionally homogeneous. While comprehensiveness is the 
theoretical ideal, it can pose problems. Including all relevant physical factors in an 
equation may be difficult, or it may make the equation too cumbersome for practical 
use. Though empirical equations may not completely describe the physical relation- 
ships, they may be sufficiently accurate for everyday application, though realize they 
will likely be dimensionally inhomogeneous. 

2.2 DATA PRECISION 

Data precision refers to how accurately we know a measured value. Relative preci- 
sion indicates the number of significant figures in the measurement. The number of 
significant figures ‘...is equal to the number of digits beginning with the left most 
nonzero digit and extending to the right to include all digits warranted by the meas- 
urement precision (Dingman 1984)’. Another way to express precision is to say that 
we know some number ‘to the nearest x.’ This is called absolute precision. Precipita- 
tion and evaporation data in the United States are measured to the nearest hundredth 
of an inch, and a precipitation measurement of, say, 2.03 inches has three significant 
figures. The absolute precision of streamflow data reported by the US Geological 
Survey decreases with increasing discharge and is never more precise than 0.01 
ft3 s - ~  (cfs). Technological advancements have created the potential for misleading 
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displays of precision. Hand-held calculators can display numbers to as many as nine 
decimal places; however, we rarely know the displayed value to that many signifi- 
cant figures. This is spurious precision and results simply from the display capability 
of the device. In some types of analyses, as when working with logarithms of data, 
keeping four places to the right of the decimal should be considered the minimum 
level of precision. There are explicit rules for determining data precision following 
various arithmetic operations. For addition and subtraction absolute precision gov- 
erns the result. Relative precision controls the results for multiplication and division. 
The result of a mathematical operation can only be as precise as the least precise 
number used in the calculation. 

Conversion between different systems of units is a good example of the need to 
monitor data precision. Suppose the distance between two points is 103.5 ft. The ab- 
solute precision of this measurement is to the nearest 0.1 ft, and in terms of relative 
precision there are four significant figures. If we convert this distance into centi- 
meters using the conversion factor of ‘30.48 cm ft-’,’ we get (103.5 ft x 30.48 
crn ft-’) = 3154.68 cm. The original measurement was precise to the nearest 0.1 ft, 
whereas the converted distance now appears to a precision of 0.01 cm. Since we 
multiplied the two numbers, relative precision governs the result. The final answer 
cannot exceed the least-relatively-precise number in the multiplication. We should 
therefore round the converted distance to four significant figures, or 3155 cm. Ding- 
man (1984) recommends that unless greater precision is warranted, assume no more 
than three significant figures for hydrologic measurement and analysis. 

2.3 CONTINUOUS AND DISCRETE DATA 

Data type can refer to various characteristics of environmental data. One characteris- 
tic introduced in Chapter 1 was of the data being either continuous or discrete. An- 
other data characteristic is the level of measurement. First we explore the continuous 
versus discrete issue in more detail. The issue of continuous versus discrete data was 
raised with reference to the time variable in Equation (1.1). Continuous means there 
are an infinite number of data values. Discrete means there are a finite number of 
data values. Time is a continuous variable because time flows seamlessly from one 
moment to the next. An analog clock with a sweeping second hand shows time 
changing continuously. Length is also a continuous variable because a given length 
can be subdivided into an infinite number of smaller intervals. However, the number 
of trees on your college campus, or the number of rainy days in a year are discrete 
phenomena. Continuous time displayed on a digital clock has been ‘discretized’ into 
discrete intervals. 

For practical purposes, continuous data are often made discrete through either the 
measurement process, or to simplify an analysis. Methods of measurement create two 
types of discretized hydrologic data: sample data and pulse data (Chow et al. 1988). 
A continuous process sampled at discrete points in time creates a sample data series. 
Sample data represent the instantaneous value of the variable measured at that mo- 
ment. In Figure 2.la we have a record of continuous data as a function of time. These 
data could be streamflow, air temperature, water level in a reservoir or any continu- 
ous process. In Figure 2,lb, sampling at discrete intervals produces a set of sample 



Dimensions, data and graphs 13 

data. The magnitude of the sample data point equals is the value of the continuous 
process at that instant. The dimensions of sample data are the same as the dimensions 
of the original continuous data. Pulse data are created by accumulating the continu- 
ous data over some time interval. The total accumulated value over the interval is the 
pulse data value. Accumulating the continuous process from time tl to t2 in Figure 
2.lc represents the pulse data value for that time period. Precipitation data are pulse 
data and are recorded as the accumulated depth of water over an interval of time. The 
dimensions of pulse data are different from the original continuous data. Precipita- 
tion pulse data have the dimension length (L),  whereas the original continuous data 
were (LT ' ) .  Precipitation data may be converted back to their original dimension by 
dividing the pulse value by the time period. The result is the average precipitation 
intensity over the time interval. 

The reason for distinguishing between continuous and discrete data is that differ- 
ent mathematics are used for each type. We analyze continuous variables using dif- 
ferential and integral equations of calculus. Discrete data are analyzed using ordinary 
difference equations of algebra. Equation (1.1) was given as the basic continuity 
equation in differential form. However, since hydrologic data are measured at dis- 
crete times, Equation (1.1) must be reformulated. We can develop the discrete 
equivalent of Equation (1.1) by first dividing time into finite intervals of length At = 
(t2 - t,), where subscripts 1 and 2 mark the beginning and end of each interval. Let I,, 
12, a,, Q2, and S,, S2 represent sample data inflows, outflows and storages at times t ,  
and t2, respectively. The average inflow over the interval At is ( I ,  + 12)/2, and the av- 
erage outflow is (Q,  + Q2)/2. Multiplying the average inflow and outflow by the time 
interval At gives the volume (L3) of inflow and outflow over the interval: 

('1 At Inflow volume = 
2 

(2.7a) 

Figure 2.1. The conversion of 
continuous data (a) into sample 
data (b) and pulse data (c). 
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and 

( Q 1 +  122) At Outflow volume = 
2 

(2.7b) 

The volumetric change in water storage over the interval is: 

The change in storage (AS) is either positive or negative depending upon the relative 
magnitudes of the inflow and outflow. The average rate of change in storage for the 
interval is found by dividing both sides of Equation (2.8) by At: 

(2.9) 

Equation (2.9) is the discrete-time approximation of Equation (1.1). Equation (1.1) 
gives the true instantaneous change in storage, but it is impractical, if not impossible, 
to use. On the other hand, Equation (2.9) is easy to use even though it is only an ap- 
proximation of the true (continuous) process. Notice that as the time interval At be- 
comes smaller and smaller, Equation (2.9) will come closer and closer to Equation 
(1.1). Using the concept of the limit from calculus, as At becomes smaller and 
smaller (written At -+ 0), it is called dt,  and Equation (2.9) actually becomes Equa- 
tion (1. l). 

Observe that Equation (2.9) gives the change in storage from one time period to 
the next. To find the quantity in storage at the end of the interval S2, we must know 
the initial quantity in storage at the beginning of the time interval S,. The quantity in 
storage at the end of the interval is then calculated as: 

S2 = S ,  +AS (2.10) 

Example 2.1 
This example re-examines the data graphed in Figure 1.4 using discrete time. Table 2.2 gives the 
hypothetical data used to create the inflow-outflow reservoir example in Chapter 1. Time is dis- 
cretized to an interval of At = 2 hours, and average inflows, outflows and change in storage have 
been calculated. 

For example, the average rate of change in storage (Eq. 2.9) for the interval t = 4 to t = 6 is: 

AS/At = (450 + 845)/ 2 - (142 + 250)/ 2 

ASlAt = 648 - 196 

AS/At = 452 ft3 s-l 

The incremental increase in storage over this interval is: 

AS = (452 ft3 s-')(7200 S) = 3,250,800 ft3 

If we assume no water in the reservoir at t = 0, then the total storage at the end of time interval 
t = 6 is S = 4,726,800 ft3. Total storage is the sum of the individual storage increments from t = 0 
to t = 6 plus the initial storage which is zero. 

As long as inflow exceeds outflow storage increases (Fig. 2.2a). Maximum storage occurs 
during the 2-hour interval ending at hour 14. Because of averaging over discrete intervals the 
exact instant of maximum storage cannot be identified. 
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As in the continuous variable case (Fig. 1.4b), the discrete change in storage AS in Figure 2.2b 
is equal to the area under the rate curve ASlAt for the period At. Figure 2.2b shows that storage 
increases when ASlAt > 0. Maximum storage is reached when ASlAt = 0, and storage decreases 
when ASlAt < 0. This is directly analogous to the continuous case of dS/dt in Figure 1.4b. 

2.4 LEVEL OF MEASUREMENT 

A second characteristic of data type is the level of measurement. Hydrologic data are 
almost always either intewal-level or ratio-level. Interval-level data have constant 
increments between successive values, but the measurement scale does not have a 
true zero value. Air temperature measured on the Celsius scale is interval-level data. 
An air temperature of 21°C is exactly one degree higher than 2OoC, which is exactly 
one degree higher than 19°C. But a temperature of 20°C does not mean the air is 
twice as hot as air at a temperature of 10°C. The reason is that 0°C is not a true zero; 
it does not represent the condition of zero energy stored in a substance. 0°C is not a 

Figure 2.2. a) Reservoir inflow and outflow using discrete time, and b) Storage and change in stor- 
age. Values are given in Table 2.2. 
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Table 2.2. Example of input, output and change in storage using the discrete time continuity equa- 
tion. 

Time Inflow Average inflow Outflow Average outflow Change in storage Storage 
It (11 + I2Y2 Qt (Qi + Q2Y2 Mt st 

(h) (cfs) (cfs) (cfs) (cfs) (cfs) (ft3> 
0 100 100 
2 155 128 
4 450 303 
6 845 648 
8 1310 1078 

10 1185 1248 
12 980 1083 
14 800 890 
16 660 730 
18 545 603 
20 455 500 
22 375 415 
24 310 343 
26 255 283 
28 215 235 
30 180 198 

100 
104 
142 
250 
465 
705 
825 
850 
810 
735 
650 
570 
495 
430 
370 
315 

- 
102 
123 
196 
358 
585 
765 
838 
830 
773 
693 
610 
533 
463 
400 
343 

- 
183600 

1292400 
3250800 
5 184000 
4770000 
2286000 
378000 

-720000 
-1 224000 
- 1386000 
-1 404000 
-1368000 
- 1 296000 
-1 188000 
-1044000 

- 
183600 

1476000 
4726800 
99 10800 

14680800 
16966800 
17344800 
16624800 
15400800 
140 14800 
12610800 
1 1242800 
9946800 
8758800 
77 14800 

physically-based zero, but rather an arbitrary zero. Ratio-level data have a true, 
physically-based zero value. Solar radiation is ratio-level data because zero radiation 
means no energy flux. Therefore, it is true that an energy flux of 500 W m-2 is twice 
as much radiation as 250 W mF2. Temperature measured on the Kelvin scale (K) is 
ratio level because 0°K is absolute zero, and means a substance is totally devoid of 
thermal energy. In Chapter 3, statistics like the mean and standard deviation will be 
discussed. These statistics should be calculated only for interval- or ratio-level data. 
Statistics for interval- or ratio-level data are called parametric statistics. 

2.5 HYDROLOGIC DATA SERIES 

Hydrologic data can be selectively sampled to create different data series (Fig. 2.3). 
The complete duration series includes every observation from a hydrologic record. 
In Figure 2.3 there are 17 years of record with two observations on the variable X in 
each year. The complete duration series includes all 34 observations. The partial du- 
ration series is a subset of the complete duration series. For the partial duration se- 
ries only observations greater than some arbitrary threshold are selected for analysis. 
In Figure 2.3b seven observations do not exceed the threshold so the partial duration 
series includes the remaining 27 observations. Note that the time sequence is irrele- 
vant and some years might not be represented because they did not have any obser- 
vations above the threshold. The extreme value series is a third category of hydro- 
logic data series. There are different types of extreme value series, but the most 
widely used is the annual maximum series. This series is constructed by selecting the 
single largest observation from each year of record. For n years of record the annual 
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Figure 2.3. The complete duration series (a) is composed of every observation in the sample. The 
partial duration series (b) is every value above some threshold. The annual maximum series (c) in- 
cludes only the single largest value from each year. 

maximum series will contain n observations. In Figure 2 . 3 ~  the annual maximum se- 
ries has 17 observations. 

The complete duration series is used to develop flow-duration curves for rivers. 
Flow-duration curves show discharge versus the percentage of time the river is above 
(below) that discharge level. These curves are useful in water supply planning, hy- 
droelectric power generation studies and pollution damage analysis. Partial duration 
series and annual maximum (minimum) series are used in frequency analysis. Fre- 
quency analysis is the procedure whereby a probability of exceedence is assigned to 
an event of a certain magnitude. In practice, the annual maximum series is used for 
the analysis and the results are converted into partial duration series using conversion 
factors (see Appendix B). The partial duration series gives better probability esti- 
mates for high-frequency events. For exceedence probabilities less than 10%, the two 
series are essentially identical. Frequency analysis is discussed in Chapter 3, and the 
technique is demonstrated in Chapter 4 using precipitation data, and in Chapter 9 for 
floods. 

2.6 GRAPHS AND GRAPHING 

Computer-based graphing software is now widely available and most computer 
spreadsheet programs have excellent graphing capability. Computer programs have 
removed much of the tedium of pencil and paper graphing and have vastly improved 
the speed and efficiency of graphical exploration and data presentation. Graphs are 
simple but powerful methods for representing data because they are visual. An ' X  Y' 
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graph shows the relationship between two variables, and an ‘X, Y, 2’ graph shows the 
relationship between three variables. The two variable case is called bivariate; more 
than two variables is called multivariate. The three variable relationship graphs as a 
surface, whereas the bivariate relationship graphs as a line. Relationships among 
more than three variables are possible but cannot be represented in graphical form. 
The following discussion is limited to the bivariate case. 

If there is a causal relationship between two different variables, then a change in 
the independent variable X causes a change in the dependent variable Y. The strength 
of the relationship between two or more variables is called correlation. The correla- 
tion coefficient ranges from +1 to -1, where +1 means a perfect direct relationship, 
and -1 means a perfect inverse relationship. A value of 0 means no correlation - the 
observations are independent. Figure 2.4 is a graph of average annual precipitation 
and temperature versus elevation along a transect through the Front Range of the 
Rocky Mountains in Colorado. The transect runs from the City of Longmont on the 
Piedmont to the tundra environment of Niwot Ridge high in the mountains. The two 
left-most points on the graph are precipitation and temperature for Longmont. The 
two right-most points are precipitation and temperature for the Niwot Ridge station. 
It is apparent that temperature and precipitation are causally related to elevation. Pre- 
cipitation is directly related to elevation whereas temperature is inversely related. 
Another way of saying this is that precipitation is ‘positively correlated’ with eleva- 
tion, and temperature is ‘negatively correlated’ with elevation. We could actually 
calculate the correlation coefficients, but with so few observations we could not have 
much confidence in the result. In Figure 2.4 which do you think is the independent 
variable and which are dependent? The causal structure in this example is fairly ob- 
vious: changing elevation causes the change in precipitation and temperature. Causal 
structure between variables may not always be so obvious, and with multivariate re- 
lationships discerning causality can be quite difficult. Both axes on Figure 2.4 are 
scaled arithmetically. This means the magnitude of the intervals between successive 
tick marks on the axes is constant. This is the standard type of graph with which stu- 
dents are undoubtedly familiar. Arithmetic scaling for a graph is appropriate when all 

Figure 2.4. The spatial variation in annual average precipitation and temperature along a transect 
from the City of Longmont, Colorado on the plains to Niwot Ridge in the Rocky Mountains 
(source: University of Colorado, Geography Department). 
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data are within one or two orders-of-magnitude. However, it is common in hydrology 
to encounter data that span many orders-of-magnitude. Pollutant concentrations in a 
stream may vary from parts per billion (ppb) to parts per thousand. (This is a range 
of six orders-of-magnitude ( 1 0-9 to 1 O-3). Standard arithmetically-scaled graph paper 
is inadequate for graphing data that span many orders-of-magnitude because it is dif- 
ficult to accommodate the full range of the data. There are two ways to deal with this 
problem: either transform the axes of the graph paper or transform the data them- 
selves. Whenever data range through more than two orders-of-magnitude, it is easier 
to plot and work with the data if they are logarithmically transformed. The easiest 
way to make such a transformation is to plot the data on log paper. Log paper is ei- 
ther semilog (arithmetic-log), which means one axis is a standard arithmetic axis and 
the other is a logarithmic axis, or log-log (double log) where both axes are logarith- 
mic. Axes on log paper typically range from one to four cycles (orders-of-magni- 
tude) (See Figs 2.5 and 2.6). Take the data in Table 2.3 as an example. The data 
range over three orders-of-magnitude - ‘tens,’ ‘hundreds,’ and ‘thousands.’ If you 
plot these data on arithmetically-scaled paper, it’s difficult to plot and see the very 
small and very large values, and the data plot as an extreme curve (Fig. 2.7). How- 

Table 2.3. Example data for demonstrating logarithmic transformation. 

X Y In X In Y 

10 3000 2.3026 8.0064 
30 1000 3.4012 6.9078 

100 300 4.6052 5.7038 
300 100 5.7038 4.6052 

1000 30 6.9078 3.4012 
3000 10 8.0064 2.3026 

Figure 2.5 Semi-log (arith- 
metic-logari thmic) graph 
paper. 
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Figure 2.6. Logarithmic- 
logarithmic graph paper. 
This is an example four 
cycle log-log paper. 

Figure 2.7. Exponential data 
from Table 2.3 plotted on arith- 
metic graph paper. It is difficult 
to see the data because of the 
range in magnitude between 
the largest and smallest values. 

Figure 2.8. Data from Table 2.3 
plotted on log-log graph paper 
makes it much easier to see the 
data. 
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ever, when plotted on log-log paper (use double log because both the X and Y data 
are exponential) the data are linearly transformed and much easier to see and work 
with (Fig. 2.8). 

The second way to transform data is to take the logarithm of each datum (Table 
2.3) and plot the log-transformed values on arithmetically-scaled paper. Logarithms 
of base 10 and base e (natural logs) are commonly used. (Accepted notation is to use 
the term ‘log’ to refer to logarithms of base 10 and ‘In’ to refer to logarithms of base 
e.) Regardless of the method of transformation used the same goal is accomplished; 
however, using log paper may somewhat easier. Most spreadsheet programs and 
graphing software have built-in functions that allow either approach. 

SUMMARY 

This chapter has presented some basic issues concerning environmental data. Envi- 
ronmental data have both magnitude and dimension: magnitude refers to ‘how 
much?’ while dimension indicates ‘of what?’. Dimensions may be expressed by any 
unit system. While the system of conventional English units is widely used in the 
United States for hydrologic data, students should be equally familiar with SZ units. 
Because of the variety of units in use, it is often necessary to convert between differ- 
ent systems. In some areas of hydrology like soil moisture measurement, the lack of 
consensus on units and terminology can be both frustration and confusing. 

The topic of continuous versus discrete data is of more than theoretical interest. 
Most hydrologic processes and variables are continuous in time andor space, and, 
therefore, are truly described by differential and integral equations of calculus. For 
reasons of practicality, most of our data gathering and analytical procedures trans- 
form continuous data into discrete approximations. While discretation is often neces- 
sary for the analysis, the results are correspondingly less accurate. Graphing is 
widely used in hydrologic analyses for data exploration, representation, and interpo- 
lation. Graphing software and multifunction spreadsheet programs provide fast and 
efficient means for examining data. 

An extremely important topic in hydrology is that of probability and statistics. 
This is such an important topic that it could not be treated adequately as a subsection 
within this chapter, and is the subject of Chapter 3. We shall see that there are con- 
tinuous and discrete probability distributions for use with continuous and discrete 
data. 

PROBLEMS 

2.1 Over a long time a lake is in dynamic equilibrium with respect to water inflow and outlfow. 
Long-term annual average hydrologic values for the lake are given below. 
a) Find the average stream outflow from the lake in cfs. 
b) Find the average residence time of water in the lake. 

Lake surface area = 59 acres. 
Volume of water stored in the lake = 886 acre-feet. 
Streamflow input = 3.00 cfs. 
Precipitation onto the lake = 33 in yr-’. 
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2.2 

2.3 
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Evaporation from the lake = 27 in yr-’. 
Given below are the average monthly water balance variables for a drainage basin. Create a 
table and graph similar to text Table 2.2 and text Figure 2.2b and answer the following ques- 
tions. 
a) Which two months have the most rapid change (increase or decrease) in storage? Why? 
b) Which months have almost no change in storage. Even though storage barely changed, 

what were magnitudes of the inputs and outputs. 

Month S treamflow Precipitation Evaporation End of month soil storage 
(mm) (mm) (mm) (mm) (mm> 

Jan 
Feb 
Mar 
APr 
May 

Aug 
SeP 
Oct 
Nov 
Dec 

Total 

Jun 
Jul 

39 
57 
98 
94 
52 
26 
13 
7 
3 
2 

25 
78 

494 

71 
61 
99 

134 
96 
99 
83 

103 
79 

100 
109 
131 

1165 

- 250 
- 

16 
43 
86 

123 
132 
121 
84 
48 
18 
- 

67 1 

Given below are two sets of data. The X values are storm duration (hours) and the Y values are 
rainfall depth (mm) for ‘ 10-year’ recurrence interval storms. 

Transform the X and Y data by plotting on log-log paper. 
Transform the X and Y data by taking the natural logs of the data and plotting on arithmetic 
paper. 

X (hours) Y (mm) 

0.5 49 
1 .o 56 
6.0 85 

24.1 114 

What would be the rainfall depth for a 10-year storm of 3.5 hours duration? 
Log paper Answer ...... 
Arithmetic paper Answer ...... 
What is the average rainfall intensity (mm h i ’ )  for a 10-year storm of 3.5 hours duration? 
Log paper Answer ...... 
Arithmetic paper Answer ...... 

EXCEL EXERCISE 1 

In this exercise use EXCEL to transform and plot the rainfall depth and duration data from the pre- 
vious problem. ‘LB’ refers to the left button on the mouse. 

Titles, column headings, data entry and formulas 
1. Go to cell A1 and type ‘Graphics Exercise’. (Do not include the quote marks.) Now you will 
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change the format of the text. Click (LB) on Format on the upper menu bar. This opens a drop 
down menu with more choices. Click (LB) Cells. This opens a final box with font choices. 
Click MS Sans Serif / Bold / 12. 

You could also change fonts by selecting the cell and clicking the RB. This produces a 
‘short cut’ menu to commonly used commands. 

2. Go to cell G1 and type your name. 
3. Go to A3 and enter the data from homework problem 2.3. Enter the hour values in A3:A6 and 

the precipitation values in B3:B6. 
4. Go back to cell A2 and insert a row above it. Select cell A2 and click RB. Choose Insert / En- 

tire Row / OK. 
5. Make sure you are in cell A3 and type ‘Hours.’ Move to cell B3 and type ‘PPT.’ Let’s reformat 

the text. Select A3:B3 and then click (LB) the Centertext button on the toolbar; it looks like a 
series of horizontally-stacked long and short lines centered on a page. Go back to cell A1 and 
select cells A1:El. Now click the Center Across Columns button on the toolbar. This button 
will center your title over the selected columns. 

6. Select (move to) cell A23. You are now going to calculate the natural logarithm of the data in 
the range A4:B7. EXCEL has a built-in function for natural logs. In cell A23 type ‘=LN(A4)’ 
(without quotes) and press Enter. Cell A23 should now display the natural log of 0.5 which is - 
0.693. Rather than enter the formula in every cell separately, you can copy the formula to the 
other cells. With A23 selected press the RB on the mouse and choose Copy from the menu. 
Move to cell B23 and press Enter. You will now copy cells A23323 to the range A24:B26 us- 
ing the click and drag. First copy A23:B23 then move to A24 and click and drag to B26. Re- 
lease the LB and press Enter. EXCEL has an even faster way of entering a formula into a range 
of cells but we won’t do it here. 

Graphing data 
1. You are now going to graph the two sets of data. Select the range A3:B7. Choose the Chart- 

Wizard tool (a wand leaning over a chart) from the toolbar. The selected data are now marqueed 
and at the bottom of the screen in the status bar it says ‘drag in document.’ Move the cursor 
(which is now a crosshair) to the lower right corner of C2. Click LB and drag to the lower right 
corner of 117. As you drag you will see a window open; this is where your chart will be drawn. 
As you can see, you can make it any size you want, but the range C2:117 should be sufficient. 
Release the LB. 

2. Now you see a dialogue box stating Chartwizard Step 1 of 5. Choose Next. Step 2 of 5 gives 
you choices for the chart; choose ‘XY (Scatter)’ and Next. Step 3 of 5 show you types of scatter 
charts; choose number 2 and Next. Step 4 of 5 shows you what your chart will look like and 
allows you to make corrections. If all looks well choose Next. 

Finally, Step 5 asks for the title of the chart and the name for the axes. Click on the space for 
the title and you will see a blinking vertical bar. When you enter text into these spaces do not 
press Enter at the end of the line. Use the mouse to move to the next text box and click. Only 
press Enter after you have entered your final axis title. Title your chart ‘Original Data’ and call 
the X axis ‘Hours’ and the Y axis ‘PPT’; choose Finish or press Enter. 

3. Now your ‘embedded’ chart will be plotted on your worksheet. If you change the data in the 
worksheet the changes will automatically be reflected on the graph. You can move the chart or 
change its size by selecting it. A chart is selected if little black boxes can be seen along the 
margin. Select the chart by placing the cursor anywhere on the chart and click the LB. To move 
the chart, first select it and then click and drag the chart. To change its size, first select it, place 
the cursor on one of the little black squares, and then click and drag the square. 

4. Make a second chart for your logarithm data in the space to the right of the log data in the same 
manner as above. Call this chart ‘Log Values,’ the X axes ‘Log Hours,’ and the Y axis ‘Log 
PPT.’ 
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Printing and saving your worksheet 
1. 

2. 

When you have finished creating two charts to go with the two data tables, you may print your 
graph. To print the graph choose File from the top menu (upper left). Next choose Print Pre- 
view. This will allow you to see your entire worksheet before you print it. Select Print if you 
are satisfied with your worksheet. 
Save your worksheet to your diskette. First, make sure you have a formatted 3.5 inch diskette in 
drive A. Ask for assistance if you do not know which drive is A and which direction to insert 
your disk. Choose File and Save from the menu. Enter a name for your worksheet like 
‘EXER-1.XLS’ (without quotes) and then click on the Drive button and choose Drive A. 
Choose OK to save your file. 



CHAPTER 3 

Statistics, probability and probability distributions 

This is not an exhaustive discussion of probability and statistics, and students should 
consult a text on statistics for detailed treatment on topics introduced here. This 
chapter covers some basic concepts and techniques, and, while some examples are 
given, applications of certain techniques are deferred until Chapters 4 and 11. Statis- 
tics and probability come up frequently in analyzing hydrologic data, and they are 
useful in two ways: 

1. Description. Statistics summarize and describe temporal and spatial data. Sta- 
tistics such as the mean and standard deviation are commonly used to summarize a 
sample of data. Histograms are used to visually summarize the distribution of a set of 
data. Since the occurrence and magnitude of hydrologic phenomena are largely ran- 
dom, they are described probabilistically. 

2. Inference. Statistics are used to infer characteristics about a larger population 
based on a random sample from that population. Hypothesis testing is an example of 
inferential statistics. 

3.1 DESCRIBING DATA 

Let us call a random hydrologic variable X .  Each individual measurement on a vari- 
able is an observation, and xl, x2, and x3 represent three separate observations on the 
variable. The variable X might be monthly precipitation or daily evaporation. Since X 
is a variable, by definition it takes on different values at different times andor loca- 
tions. The condition of randomness means that we cannot know with certainty what 
those values will be; we can only specify the probability that the variable will fall 
within a certain magnitude range. Probability distributions assign probabilities to 
random variables. 

When a random variable is (self) independent the occurrence of the variable at one 
point in time (place) does not influence the occurrence or magnitude of the variable 
at any other time (place). When the occurrence of the variable influences its occur- 
rence elsewhere or at some other point time it is (self) dependent. Correlation de- 
scribes the strength of the relationship between variables. When describing the cor- 
relation between the same variable at different points in time, the term is serial 
correlation. For spatially-dependent data the term autocorrelation is often preferred. 

A time sequence of observations of a variable make up a time series. Serial corre- 
lation decreases as the length of time between individual observations increases. Sta- 
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tistical analyses on time-series data where serial correlation is important are stochas- 
tic analyses. Serial correlation and time dependence is discussed further in Chapter 4. 
The concepts and techniques discussed in this chapter assume the data are random 
and independent. 

To make the notation for a sequence of data more compact, call the variable xi and 
let the index variable i assume the appropriate sequential value. The summation op- 
erator C is frequently used in statistical formulae. A compact formula to add up three 
observations of the xi variable is: 

3 
xi = (XI+X2 + x 3 )  

i=l 

A formula to add up n observations is: 
n 

E x i  = (x1+x2 +...+ xn-,+xn) 
i=l 

(3.2) 

Just as the capital Greek letter sigma (E) is the summation operator, the capital letter 
pi (n) denotes the multiplication operator. 

3.2 MEASURES OF CENTRAL TENDENCY 

Central tendency refers to ‘where’ in a sample the data are most concentrated. There 
are several different measures of central tendency, though some are used more fre- 
quently than others. The arithmetic mean, the median, the mode, the geometric mean 
and the harmonic mean are all encountered in hydrology. The arithmetic mean, also 
called the average, is the most widely used: 

i x i  
(3.3) i=l 

n 

where n is the number of observations in the sample, and X is the mean of the 
sample. When describing the mean of apopulation, the symbol p is used. The popu- 
lation consists of all the possible observations of a variable; the sample is a randomly 
selected subset of the larger population. In hydrology we will always be working 
with a small sample from a much larger hydroclimatological population. Most in- 
strumental records of streamflow in the United States are less than 100 years. The 
same is true of most climatological records. When one considers that the present hy- 
droclimatological regime may have existed for thousands of years, our instrumental 
records are pitifully short. Statisticians distinguish between statistics, which are val- 
ues calculated from a sample of data, and parameters, which are values calculated 
from the entire population. Following this notation X is a statistic, whereas p is a pa- 
rameter. 

The median is the observation located in the middle of a set of data. If a sample of 
n observations is ranked from the largest to the smallest, and if n is odd, the median 



Statistics, probability and probability distributions 27 

is the middle observation, with half the observations above and half below. The 
median is also called the 50th percentile. If n is even, the median is the average of the 
two most centrally-located observations. 

The mode is the value of the variable, or interval for classified data (explained 
below), that contains the most observations. In a sample of data there are more ob- 
servations of the modal value than any other. The last two measures, the geometric 
mean and the harmonic mean, are less frequently used. The geometric mean is the 
nth root of the product of n observations: 

The geometric mean is useful when working with highly skewed data. The harmonic 
mean is calculated as: 

i=l 

An example of the use of the harmonic mean arises in the study of aquifer properties 
in Chapter 8. 

Measures of central tendency all indicate, albeit in different ways, the middle of a 
set of data, but they do not indicate how the data distribute around this central loca- 
tion. Statistics (parameters) discussed in Section 3.3 provide information on the 
spread or dispersion of the data about the central location. 

3.3 MEASURES OF DISPERSION 

Dispersion refers to how data are distributed around their central location. One way 
to measure the spread of the data is the range. The range is the simply the difference 
between the largest and smallest observation in the sample. The range provides lim- 
ited information about the distribution because it uses only two of the n observations. 
A more powerful measure of dispersion is the variance. As with the mean, the sym- 
bol differs for the population (02) and the sample (s2). The formula for the sample 
variance is: 

n 

The denominator in Equation (3.6) is n-1 rather than n to correct for a downward 
bias introduced by using the mean in the calculation. The formula says first subtract 
the sample mean (X) from each observation (xi) .  This difference measures how far 
the observation is from the center of the distribution. Next, square the difference to 
eliminate negative values; sum the squared values, and then divide the total by n-1. 
The result is the average squared distance (deviation) from the mean. The problem 
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with the variance is that it is in ‘squared’ units. To get back to the original units of 
the data, take the square root. The square root of the variance is the standard devia- 
tion (s), and has the formula: 

Example 3.1 below explains the calculation of the various measures of central ten- 
dency and dispersion. While Equation (3.6) may be used, a more efficient formula 
for the variance is: 

These two statistics, the mean and standard deviation, describe the location and dis- 
persion in a sample of data. The coeficient of variation CV = o/p is a dimensionless 
measure of variability and is useful in comparing different samples or types of data. 
Again, because we work with samples and not populations, the coefficient of varia- 
tion is estimated as CV = s/ X. 

Another important characteristic of hydrologic data is skewness. Skewness de- 
scribes the degree of symmetry in the data about the mean. Many hydrologic data 
exhibit positive skewness; they are bounded by zero on the left (since it is impossible 
to have a negative value for hydrologic quantities), but occasionally very large- 
magnitude (positive axes direction) events occur. Figure 3.1 shows distributions with 
different types of skewness. Annual maximum series data are positively skewed. 
Streamflow, for example, can never be less than zero, but very large flood discharges 
occasionally occur. The sample-based estimate of the coefficient of skewness C, is: 

i ( X i  - x ) 3  

Sample skewness calculated by Equation (3.9) is considered unreliable for n 5 50, 
and it is recommended that the value be adjusted. Hazen (cited in Kottegoda 1980) 
suggested a correction factor of (1 + 8.5/n). The adjusted skewness (Ci ) is deter- 
mined as: 

(3.10) 

Figures 3. la-c are examples of three different probability distributions. Figure 3. l b  
shows a distribution with no skewness, or more accurately, the skewness is equal to 
zero. Data with negligible skewness are normally distributed. Figure 3.lb is an ex- 
ample of a normal distribution, while Figures 3.la and 3.lc are other probability dis- 
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Figure 3.1. Three distributions show- 
ing positive, negative and zero skew- 
ness. 

tributions. The tern normal is used to describe symmetrical, bell-shaped distribu- 
tions, and does not mean that the other distributions are somehow abnormal, though 
they certainly are non-normal. One way to eliminate skewness is to logarithmically 
transform the data as done in Section 2.6. The reason for normalizing data is so that 
we can use normal-distribution statistical techniques. We will see in Chapter 11 that 
certain methods of flood frequency analysis use logarithmically-transformed data. 

Example 3. I 
In this example the data in Table 3.1 are used to demonstrate the calculation of different meas- 
ures of central tendency and dispersion. Values are rounded to three significant figures. 

a) The arithmetic mean is: 

X= (2 + 3 + 4 +  3 + 5  + 3 + 4 +  8) / 8 =4.0  

b) To find the median, rearrange the data in ascending order and find the middle value, 2, 3, 3, 
3 ,4 ,  4, 5 ,  8. Since n is even, the median is determined as (3 + 4) / 2 = 3.5, with half of the 
data below and half above. 

c) The mode is 3. There are more ‘3s’ than any other value. 
d) The geometric mean is: 

G = v 2  * 3 -  4 -  3 . 5 . 3 . 4 - 8  = 3.69 

e) The harmonic mean is: 

H =  8 / (1/2 + 1/3 + 1/4 + 1/3 + 1/5 + 1/3 + 1/4 + l/8) = 3.44 

The calculated values are all close to 3.5. The mean is higher because the data are positively 
skewed and observation eight, x8 = 8, ‘drags’ the mean up to 4. 

The range, variance and standard deviation are calculated a s  follows. The range is 
(8 - 2) = 6. In order to use Equation (3.6), find the sum of the squared deviations as follows: 

i ( ~ ~ - 5 )  ( X i - 5 ) 2  i ( ~ ~ - 5 )  ( X i - 5 ) 2  

1 ( 2 - 4 ) = - 2  4 5 ( 5 - 4 ) =  1 1 
2 ( 3 - 4 ) ~ - 1  1 6 (3-4)=-1  1 
3 ( 4 - 4 ) =  0 0 0 ( 4 - 4 ) =  0 0 
4 ( 3 - 4 ) ~ - 1  1 8 ( 8 - 4 ) =  4 16 

C 24 

The variance and standard deviation are calculated using Equation (3.6) as: 

s2 = 2417 = 3.43 

s = J3.43 = 1.85 
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Again, the extreme influence of observation x8 is apparent in the calculation of both the range 
and the standard deviation. 

Using Equation (3.8), the variance is: 

s2 = [ 152 - (32)2 / 81 / 7 = 24/7 = 3.43 

A histogram is a convenient way to organize and display data. A histogram shows 
data classified into groups. It is up to the analyst to decide how many classes to use 
and the class boundaries. There is no rule for determining the number of class inter- 
vals, but there are some guides available. Two equations for estimating the number 
of class intervals are: 

m=& 

or 

m = 5 (log n) 

where m is the number of cl ss interv Is rounded to the n rest 

(3.1 la) 

(3.1 lb) 

rhole number. 
Equation (3.11a) is used by the EXCEL spreadsheet program and determines the 
number of intervals as the square root of the number of observations. Equation 
(3.11b) is from Panofsky & Brier (1968) and uses a logarithmic approach. The 
boundaries between intervals should be chosen such that each observation falls 
unambiguously into one and only one class. 

Table 3.2 gives 38 observations of annual precipitation for Philadelphia, Pennsyl- 
vania from 1950 to 1987. Figure 3.2a is a histogram of the Philadelphia data display- 
ing the number of observations by class interval. Histograms are useful for qualita- 

Table 3.1. Hypothetical data. 

x1=2 x’j = 5 

x3 = 4 x7 = 4 
x4 = 3 xg = 8 

x2 = 3 x6 = 3 

Table 3.2. Annual total precipitation (inches) for Philadelphia, PA, 1950-1987 

Year Precip. Year Precip. Year Precip. Year Precip. 

1950 40.47 
42.06 
45.84 
48.13 
34.04 

1955 33.03 
45.90 
32.20 
47.87 
38.37 

1960 41.15 
41.05 
42.63 
34.95 
29.88 

1965 29.34 
40.00 
44.82 
35.45 
43.36 

1970 39.14 
47.79 
49.63 
46.06 
37.78 

1975 52.13 
33.27 
49.42 
45.95 
52.79 

1980 38.80 
37.38 
40.43 
54.4 1 
43.66 

1985 35.20 
40.42 
33.40 

~ 

Mean X = 41.28. Standard deviation s = 6.49. 
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Figure 3.2. Histogram, relative frequen- 
cy function and cumulative frequency 
function for the Philadephia precipita- 
tion data. 

tively examining the distribution of a sample of data. Dividing the number of obser- 
vations (nJ in each class interval (i), by the total number of observations in the sam- 
ple (n) we obtain the sample relative frequency functionf,(x): 

(3.12) 

Figure 3.2b is the relative frequency histogram for the Philadelphia data. The relative 
frequency histogram provides sample estimates of the probability that an observa- 
tion of annual precipitation will fall within a given interval. For example, based on 
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the sample, the probability of getting between 37 and 42 inches in any given year is 
0.29 (29%). These sample-based estimates of probability only approximate the true 
population-based probabilities. The sum of the sample relative frequencies up 
through any particular interval yields the cumulative frequency function F,(x): 

(3.13) 

The cumulative frequency function estimates the probability that an observation is 
less than some value of X .  Figure 3 . 2 ~  is the F,(x) for the Philadelphia data. Notice 
that the sum of all of the relative frequencies equals 1. An axiom of probability 
theory states that probability ranges from 0 (impossible) to 1 (absolute certainty). 

For classified data, each observation falling within a given class interval is as- 
signed the same relative frequency. A technique called frequency analysis is intro- 
duced in Chapter 4. With frequency analysis each observation is assigned a unique 
probability. Section 3.4 shows that the relative frequency function and the cumula- 
tive frequency function for classified sample data are discrete approximations of 
continuous probability functions for populations. 

3.4 PROBABILITY FUNCTIONS 

The relative frequency and cumulative frequency functions provide probability esti- 
mates for classified sample data. The relative frequency function f,(x) is a discrete 
sample approximation of a continuous probability function for the entire population 
called a probability density finction f i x )  (PDF). There are some important differ- 
ences between the PDF and the relative frequency function. Whereas the relative fre- 
quency function gives probability estimates for intervals of the variable X, the PDF 
shows the probability ‘concentration’ or ‘density’ for intervals of X along the ab- 
scissa (Chow et al. 1988). The relative frequency function gives probability and 
ranges between (O,l), but the probability density function ranges from ( 0 , ~ ) .  A third 
difference is that the relative frequency function is dimensionless, whereas the prob- 
ability density function has dimensions of (X)-’. The sample cumulative frequency 
function F,(x) has a continuous counterpart for the population called the cumulative 
distribution function F(x) (CDF). Both functions give probabilities; therefore, both 
range from (O,l), and both are dimensionless. 

The PDF and the CDF can be derived from their discrete sample counterparts by 
using the concept of the limit introduced in Chapter 2 (Fig. 3.3). If the interval for X 
on the relative frequency histogram approaches zero (Ax + 0), while n becomes in- 
finitely large (n  + =), thenf,(x) + f ( x ) ,  and F,(x) + F(x) .  Mathematically this is 
expressed as: 

(3.14) 
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Figure 3.3. This figure shows the 
transformation of the (a) sample 
functionsf,(x) and F,q(x) into their 
(b) continuous counterparts f (x) 

Ax X and F(x). 

F ( x )  = lim F,(x) 
n+= 
A X + O  

(3.15) 

Just as Equation (3.13) shows the relationship between the discrete sample functions 
F,(x) and S,(x), the continuous functions F(x) and f ( x )  are mathematical inverses of 
each other. F(x) is the integral off(x): 

andf(x) is the derivative of F(x): 

dF(x) f W  = ~ 

dx 

(3.16) 

(3.17) 

The letter U in Equation (3.16) is a dummy variable needed for the integration. Equa- 
tion (3.16) is an integral equation and Equation (3.17) is a differential equation. Note 
the similarity between Equations (3.13) and (3.16). Though in its present form Equa- 
tion (3.13) is not a direct analog of Equation (3.16), the integral operation on a con- 
tinuous variable (Eq. 3.16) can be thought of as being similar to the summation op- 
eration on a discrete variable (Eq. 3.13). Integral and differential equations come up 
again in Chapter 7 when we describe the infiltration of water into the soil. 

We shall see later that there are a half dozen or so probability distributions widely 
employed in hydrology. Probability distributions are ‘fit’ to a sample of data. Section 
3.5 discusses some probability concepts and shows how to use the normal distribu- 
tion to assign probability to annual precipitation data. Later we discuss fitting a sam- 
ple of data to a theoretical probability distribution. 
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3.5 PROBABILITY AND THE NORMAL CURVE 

This section demonstrates how to use the normal distribution to estimate probability, 
though the techniques apply to any probability distribution. The key concept in using 
a probability distribution to estimate probability is to equate the area under the 
probability density &function curve with the quantitative estimate of Probability. We 
know that probability ranges from 0 to 1. A probability of 0.5 means that there is a 
‘50% chance’ of an event either occurring or not occurring. Let the letter p represent 
the probability of an event occurring, and the letter q the probability of the event not 
occurring. By the Law of Total Probability, (p + q)  = 1, and it follows that q = 
(p - I )  andp = (q - 1). 

A more compact way of saying ‘what is the probability of the variable X being 
less than some value x?’ is to write P(X < x). Likewise the probability that X is 
greater than some value can be written P(X > x). Finally, the probability of X falling 
between the values x1 and x2 is written P(xl  < X < xz>. It can be shown that for a con- 
tinuous distribution P(X 2 x) = P(X > x), and P(X < x) = P(X < x). 

The normal distribution is a symmetrical theoretical distribution for use with con- 
tinuous variables. Because the distribution asymptotically approaches -- and +m, 

probability density is greatest near the mean and diminishes in the ‘tails’ of the dis- 
tribution. As a result, more area under the PDF curve is found close to the mean. 
Since probability is equal to the area under the PDF curve, the probability of getting 
a value near the mean is greater than the probability of getting values far from the 
mean. 

The total area under the normal probability density function from --oo to +m is 
equal to 1 (100%). Figures 3.4a and 3.4b show the percentage of area under the nor- 
mal curve between values of the standard deviation. Figure 3.4a shows that half the 
area under the PDF curve (50%) is less than the mean and half is above the mean. 
This should be obvious since the mean is the center of the distribution, and a normal 
distribution is symmetrical about the mean. Figure 3.4b shows that 0.6826 (68.26%) 
of the area under the curve lies within one standard deviation of the mean. The nor- 
mal distribution is appropriate for assigning probabilities to data that are (at least ap- 
proximately) normally distributed. Hydrologic and climatologic variables measured 

A 50% 50% 

~ -28 -1s o +IS +2s b Figure 3.4. Area under the normal distribution PDF curve. 
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on an annual basis, such as total annual precipitation, average annnual temperatu~e, 
annual evaporation and annual streamflow volume are usually approximately normal 
in their distribution. This is true because the central limit theorem in statistics says 
variables that are the sum of many independent random events assume a normal dis- 
tribution regardless of the underlying distribution of the individual events. Hydro- 
~limatol~gical variables for other time periods, e.g., monthly, weekly or daily, can 
also be fitted to a normal distribution as long as the sample is chosen correctly. For 
example, suppose you wanted to estimate precipita~ion ~r~babi l i t ies  for the month of 
March and you had 50-years of monthly precipitation data (n  = 600). The correct 
sample would be just the March observations (12 = 50) (see Fig. 3.5). The primary 
disadvantage of the normal distribution for hydrology is that it is bounded on the left 
by --oo and not 0. 

What is the probability that an observation on a normally-distributed variable will 
be less than the mean? Recalling the key concept the answer is equal to the area un- 
der the PDF curve less than the mean, or 0.50 (50%). What is the probabil~ty that the 
variable will have a value between -1 and +I standard deviations of the mean? Again 
the answer is the area under the PDF curve between these two values, or 0.6826 
(68.26%). Probability is equal to the area under the PDF curve between the two lim- 
iting values. This is the solution of Equation (3.16)- In other words, probability can 
be obtained directly from the CDF. 

The PDF curve is scaled to the mean and standard deviation of the particular sam- 
ple of data. This raises the question of how to generalize the technique of assigning 
probability to any sample of no~al ly-d is t~buted  data. Such a generalization is ac- 
complished through a transformation variously called normalization, standardiza- 
tion, or the z transform. Standardized z scores are calculated as: 

(3.18) 

The z transform standardizes the scale of any normal distribution so that it has a 
mean of 0 and a standard deviation of 1. The cumulative dist~bution function F(z) 
for the transformed z variable is: 

Figure 3.5. Selection of 50 monthly pre- 
cipitation values from a time series of 50 
years, 
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(3.19) 

Equation (3.19) is the z-transformed equivalent of Equation (3.16). Table 3.3 gives 
the area under the stand~dized  no^^ PDF curve from --bo to z. In other words, Ta- 
ble 3.3 is the solution of Equation (3.19) for discrete values of z. Because the normal 
distribution is symmetrical, only the area for z 2 0.00 is given in Table 3.3. The area 
for z 5 0.00 can be found as one minus the area for z 2 0.00. The following example 
uses the Philadelphia precipitation data to show the calculation of z scores and the 
use of Table 3.3 to solve Equation (3.19) and estimate probability. 

Table 3.3. Cumulative pr~babil~ty of the standard normal d ~ s t ~ b u ~ i o ~ .  
~~ 

Z 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 

0.00 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
1 .oo 
1.10 
1 .20 
1.30 
1.40 
1.50 
1.60 
1.70 
1.80 
1.90 
2.00 
2.10 
2.20 
2.30 
2.40 
2.50 
2.60 
2.70 
2.80 
2.90 
3.00 
3.10 
3.20 
3.30 
3.40 

0.5000 
0.5398 
0.5793 
0.6 179 
0.6554 
0,69 15 
0.7257 
0.7580 
0.788 1 
0.8159 
0,8413 
0.8643 
0.8849 
0.9032 
0.9192 
0.9332 
0.9452 
0.9554 
0.9641 
0.97 13 
0.9772 
0.9821 
0.986 1 
0.9893 
0.99 18 
0.9938 
0.9953 
0.9965 
0.9974 
0.9981 
0.9987 
0.9990 
0.9993 
0.9995 
0,9997 

0.5040 
0.5438 
0.5832 
0.6217 
0.6591 
0.6950 
0.729 1 
0.76 1 1 
0.79 10 
0.8186 
0.8438 
0.8665 
0.8869 
0.9049 
0.9207 
0.9345 
0.9463 
0.9564 
0.9649 
0.9719 
0.9778 
0.9826 
0.9864 
0.9896 
0.9920 
0.9940 
0.9955 
0.9966 
0.9975 
0.9982 
0.9987 
0.999 1 
0.9993 
0.9995 
0,9997 

0.5080 
0.5478 
0.587 1 
0.6255 
0.6628 
0.6985 
0.7324 
0.7642 
0.7939 
0.8212 
0.8461 
0.8686 
0.8888 
0.9066 
0.9222 
0.9357 
0.9474 
0.9573 
0.9656 
0.9726 
0.9783 
0.9830 
0.9868 
0.9898 
0.9922 
0.9941 
0.9956 
0.9967 
0.9976 
0.9982 
0.9987 
0.999 1 
0.9994 
0.9995 
0.9997 

0.5 120 
0.55 17 
0.5910 
0.6293 
0.6664 
0.70 19 
0.7357 
0.7673 
0.7967 
0.8238 
0.8485 
0.8708 
0.8907 
0.9082 
0.9236 
0.9370 
0.9484 
0.9582 
0.9664 
0.9732 
0.9788 
0.9834 
0.987 1 
0.990 1 
0.9925 
0.9943 
0.9957 
0.9968 
0.9977 
0.9983 
0.9988 
0.999 1 
0.9994 
0.9996 
0.9997 

0.5160 
0.5557 
0.5948 
0.633 1 
0.6700 
0.7054 
0.7389 
0.7704 
0.7995 
0.8264 
0.8508 
0.8729 
0.8925 
0.9099 
0.925 1 
0.9382 
0.9495 
0.959 1 
0.967 1 
0.9738 
0.9793 
0.9838 
0.9875 
0.9904 
0.9927 
0.9945 
0.9959 
0.9969 
0.9977 
0.9984 
0.9988 
0.9992 
0.9994 
0.9996 
0.9997 

0.5199 0.5239 
0.5596 0.5636 
0.5987 0.6026 
0.6368 0.6406 
0.6736 0.6772 
0.7088 0.7123 
0.7422 0.7454 
0.7734 0.7764 
0.8023 0.8051 
0.8289 0.8315 
0.8531 0.8554 
0.8749 0.8770 
0.8944 0.8962 
0.9115 0.9131 
0.9265 0.9279 
0.9394 0.9406 
0.9505 0.95 15 
0.9599 0.9608 
0.9678 0.9686 
0.9744 0.9750 
0.9798 0.9803 
0.9842 0.9846 
0.9878 0.988 1 
0.9906 0.9909 
0.9929 0.993 1 
0.9946 0.9948 
0.9960 0.9961 
0.9970 0.997 1 
0.9978 0.9979 
0.9984 0.9985 
0.9989 0.9989 
0.9992 0.9992 
0.9994 0.9994 
0.9996 0.9996 
0.9997 0.9997 

0.5279 
0.5675 
0.6064 
0.6443 
0.6808 
0.7 157 
0.7486 
0.7794 
0.8078 
0.8340 
0.8577 
0.8790 
0.8980 
0.9 147 
0.9292 
0.94 18 
0.9525 
0.9616 
0.9693 
0.9756 
0.9808 
0.9850 
0.9884 
0.991 1 
0.9932 
0.9949 
0.9962 
0.9972 
0.9979 
0.9985 
0.9989 
0.9992 
0.9995 
0.9996 
0.9997 

0.53 19 
0.57 14 
0.6103 
0.6480 
0.6844 
0.7 190 
0.75 17 
0.7823 
0.8106 
0.8365 
0.8599 
0.8810 
0.8997 
0.9162 
0.9306 
0.9429 
0.9535 
0.9625 
0.9699 
0.976 1 
0.98 12 
0.9854 
0.9887 
0.99 13 
0.9934 
0.995 1 
0.9963 
0.9973 
0.9980 
0.9986 
0.9990 
0.9993 
0.9995 
0.9996 
0.9997 

0.5359 
0.5753 
0.6141 
0.6517 
0.6879 
0.7224 
0.7549 
0.7852 
0.8133 
0.8389 
0.862 1 
0.8830 
0.9015 
0.9 177 
0.9319 
0.9441 
0.9545 
0.9633 
0.9706 
0.9767 
0.98 17 
0.9857 
0.9890 
0.99 16 
0.9936 
0.9952 
0.9964 
0.9974 
0.998 1 
0.9986 
0.9990 
0.9993 
0.9995 
0.9997 
0.9998 
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Example 3.2 
The mean and standard deviation for the Philadelphia data are 41.28 and 6.49 inches, respec- 
tively. Assume the data are approximately normally distributed and determine the following four 
probabilities: 
1. The probability of getting less than 45 inches of precipitation in any given year, P(X < 45.00). 
2. The probability of getting between 43 and 45 inches of precipitation in any given year, 

3. The probability of getting less than 35 inches of precipitation in any given year, P(X < 35.00). 
4. The probability of getting exactly 35 inches of precipitation in any given year, P(X = 35.00). 

P(43.00 < X < 45.00). 

Solutions: 
1. Find P(X < 45.00)? The z score for 45.00 inches is z = (45.00 - 41.28) / 6.49 = 0.57 so 

P(X < 45.00) = P(Z < 0.57). From Table 3.3 the area from z = - to z = 0.57 is 0.7157. Based 
on our sample there is an 71.57% chance of getting less than 45 inches in any given year. And 
conversely, from Law of Total Probability, the probability of getting mure than 45 inches is 

2. Find P(43 < X < 45)? The equivalent z-transformed expression is P(43 < X < 45) = 
P(0.27 < 2 < 0.57). The area from z = - to z = 0.27 is 0.6064, and from z = - to z = 0.57 is 
0.7157. The net area is (0.7157 - 0.6064) = 0.109. The probability of getting between 43 and 
45 inches is approximately 10.9%. 

As demonstrated in these two examples, the answer is found by subtracting the CDF (Eq. 
3.19) evaluated at the two limiting z scores: 

(1 .O - 0.7 157) = 0.2843. 

P ( q  < z < z*) = F(Z2) - F(Z1) 

Repeating the first example: 

P(- < Z < 0.57) = F(0.57) - F(-) 

P(- < Z < 0.57) = 0.7157 - 0 = 0.7157 

For the second example: 

P(0.27 < Z < 0.57) = F(0.57) - F(0.27) 

P(0.27 < Z < 0.57) = 0.7157 - 0.6064 = 0.109 

3. Find P(X < 35.00)? The z value is z = -0.97. Since this value is less than zero: 

P(4.97) = 1 - 0.8340 = 0.1660 

P(- < 2 < -0.97 ) = F(-0.97) - F(-) = 0.1660 

4. Find P(X = 35.00)? Following the procedure as before, P(X = 35) = P(Z = -0.97). The answer 
is: 

P(Z = -0.97) = F(4.97) - F(4.97) 

P(Z = -0.97) = 0.1660 - 0.1660 = 0 

For a continuous distribution the probability of getting exactly some value is zero. 

The probabilities in Example 3.2 are the theoretical probabilities for a continuous 
normal distribution fit to the Philadelphia data using the sample mean and standard 
deviation. In Chapter 4 we will see that probabilities based on sample data differ 
from the theoretical values. As the size of the sample increases, the difference be- 
tween the theoretical probability estimates and the sample estimates should decrease. 
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3.6 ~ R ~ B A B I L I T ~  D1STRIBUTI~~S  

There are a half dozen or so probability distributions commonly used in hydrology. 
Six continuous distributions that are widely applied are the normal, lognormal, 
gamma, Pearson Type 111, log-Pearson Type 111, and Extreme Value Type I. The 
PDFs for these distributions are given in Table 3.4. The choice of which distribution 
to use in a particular situation depends upon the type of problem, the characteristics 
of the data and the researcher’s preference. Of the six distributions, five are (or can 
be made) positively skewed; only the normal distribution is symmetrical. The posi- 
tively skewed distributions find their widest application in precipitation and flood 
frequency analysis where the objective is to determine the probability of different 
rainfall or discharge events. In the United States, it has been recommended that fed- 
eral agencies use the log-Pearson Type I11 distribution for the analysis of flood dis- 
charges (US Water Resources Council 1981). On the other hand, the Extreme Value I 
(EVI) distribution is often preferred for assigning probabilities to extreme precipita- 
tion events. In the United Kingdom it is just the opposite, the EVI is often the distri- 
bution of choice for the analysis of flood data. Two discrete distrib~tions that have 
important hydrologic applications are the binomial distribution and the exponential 
dis~but ion.  The objective in discrete analyses i s  usually to detemrine the probability 
of a sequence of discrete events. The exponential distribution can be use to estimate 
the probability of different time intervals between a sequence of independent events. 
For example, it is used to estimate the probability that the interval of time between 
storms will be greater than t hours. The binomial distribution is used in the assess- 
ment of risk and is demonstrated in Chapter 4. 

3.7 FITTING PROBABILITY DISTRIBUTIONS 

A theoretical probability distribution must be fit to a sample of data. There are three 
ways to fit a theoretical distribution to a sample. The most fundamental method is to 
estimate the parameters of the distribution using the sample statistics. Two methods 
for doing this are the method of moments and the method of maximum likelihood. The 
method of moments is generally easier but the resulting parameter estimates are less 
accurate, especially for small samples. The moments for the normal distribution are 
the mean p and variance o2 (see Table 3.4). The m ~ i m u m  likelihood parameter es- 
timation is a more accurate, but a more complex method. In practice simplicity often 
triumphs over accuracy and the method of moments is more often used. With the pa- 
rameters in hand probability is estimated using the either PDF or CDF. The PDF was 
used in Example 3.2. In Chapter 4 the technique is demonstrated using the CDF for 
both the normal and gamma distributions. 

The second way to fit a distribution is by frequency factors (Chow 1951). Fre- 
quency factors ( K )  depend upon the parameters of a distribution, and so this is a 
variation of the parameter-based approach. Frequency factors take the general form: 

(x - z) K=- 
S 

(3.20) 
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Table 3.4. Probability distributions for fitting hydrological data. (Source: Chow et al. 1988, used by 
per~ssion).  

Distribution Equations for parameters 

Normal 

PDF (methods of moments) 

where y = log x 

Exponential. 
f(x) = he-h” 

Gamrna 

where r = gamrna function 

Pearson Type 111 

Log-Pearson Type 111 

where y = log x 

Extreme Value Type 1 

p = x, cf= sx 

py =Y,cfy  = s y  

h = (1 f x> 

X X 

1 x - U  K f(x> = - exp [ - a - exp (- ~)~ cx == - 7  U = X - 0.5772~~ 
a n: 
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Rearranging Equation (3.20) gives: 

x = x +  Ks (3.21) 

Equation (3.21) calculates a value for the variable X as a function of the sample 
mean, standard deviation and a frequency factor. The form of Equations (3.20) and 
(3.18) are identical, which means that the frequency factors for the normal distribu- 
tion are the z scores. Frequency factors are used to fit the lognormal, the Pearson 
Type 111, log-Pearson Type I11 and the Extreme Value distributions to flood dis- 
charges in Chapter 1 1. 

A third way to fit a sample of data to a theoretical distribution is graphically - by 
plotting the data on special graph paper scaled to that particular distribution. The 
normal, lognormal and Extreme Value distributions have dedicated graph paper. A 
theoretical distribution plots as a straight line on its special graph paper. The fit is ac- 
complished by assigning a ‘plotting position’ estimate of frequency to each observa- 
tion and plotting the observation versus frequency. If the data follow that particular 
distribution, they plot as a straight line. As with the logarithmic transformation 
(Chapter 2) where plotting on log paper was easier than taking logarithms of the 
data, plotting on graph paper is easier than calculating the parameters of the distribu- 
tion. The plotting position approach should accompany the parameter-based methods 
so the sample distribution can be directly compared against the assumed theoretical 
distribution. Visual comparison shows how well the data follow the presumed theo- 
retical distribution, and is especially important for the identification of ‘outliers.’ 
Outliers are observations that have sample frequencies significantly different from 
their corresponding theoretical probability value. 

3.8 TESTING GOODNESS-0F-FIT 

Classifying data as a histogram qualitatively shows the distribution of the data. 
Similarly, plotting a sample against a theoretical distribution qualitatively shows how 
well the sample follows the theoretical distribution. Neither method objectively as- 
sesses how well the sample fits the theoretical distribution. There are two common 
goodness-of-fit tests for checking how well a sample of data fit a distribution. One is 
the X 2  (Chi square) test, the other is the Kolmogorov-Smirnov (K-S) test. The K-S 
test is the simpler of the two and is described here. 

The first step is to formulate the null hypothesis (Hb). The null hypothesis states: 
‘There is not a significant difference between the sample distribution F,(x) and the 
theoretical distribution F(x).’ Next, a significance level a is chosen for the test. A 
significance level of a = 0.05 means that the test is expected to be wrong 5% of the 
time and right 95% of the time, 

For each of the n observations in the sample, subtract the sample frequency esti- 
mate from the corresponding theoretical probability estimate. The objective is to find 
the single largest difference D,,, between the two distributions regardless of the 
sign: 

(3.22) 
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Table 3.5. Critical D values for the Kolmogorov-Smirnov goodness-of-fit test. For use when X 
and s are estimated from a sample (H.W. Lilliefors 1967). 

Sample size a= 
(n> 0.15 0.10 0.05 0.01 

4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
25 
30 
over 30 

0.319 
0.299 
0.277 
0.258 
0.244 
0.233 
0.224 
0.217 
0.2 12 
0.202 
0.194 
0.187 
0.182 
0.177 
0.173 
0.169 
0.166 
0.153 
0.136 
0.768/& 

0.352 
0.3 15 
0.294 
0.276 
0.261 
0.249 
0.239 
0.230 
0.223 
0.214 
0.207 
0.2Q1 
0.195 
0.189 
0.184 
0.179 
0.174 
0.165 
0.144 
0.805/& 

0.381 
0.337 
0.3 19 
0.300 
0.285 
0.271 
0.258 
0.249 
0.242 
0.234 
0.227 
0.220 
0.213 
0.206 
0.200 
0.195 
0.190 
0.180 
0.161 
0.886/& 

0.4 17 
0.405 
0.364 
0.348 
0.33 1 
0.31 1 
0.294 
0.284 
0.275 
0.268 
0.261 
0.257 
0.250 
0.245 
0.239 
0.235 
0.23 1 
0.203 
0.187 
1.03 l/& 

This maximum difference D,, is then compared to a ‘critical difference’ value D,, 
found in Table 3.5. The critical difference value depends upon the sample size n and 
significance level a. If the maximum difference is less than the critical value, 
D,, < D,,,, then accept the null hypothesis that there is not a significant difference 
between the two distributions. If D,, > Dn,, then reject the null hypothesis. Rejec- 
tion of Ho means that, with 95% certainty, the sample does not come from that theo- 
retical distribution. The test is not very powerful. Acceptance of H, means only that 
the sample could come from that distribution; it does not mean that it does. The K-S 
test is demonstrated with precipitation data in Chapter 4. 

3.9 TIME VARIATIONS IN DATA 

The last topic in this chapter touches on the question of the constancy of the statisti- 
cal properties of a hydrologic process over time. Two terms are used in the hydro- 
logic literature to describe constancy over time - stationary and homogeneous. While 
there are subtle differences between the terms (see Chow 1964), many authors appear 
to use the two interchangeably. We will use the term stationary here and reserve the 
term homogeneity for a discussion in Chapter 4. 

Chow (1964, p. 8-9) defines stationary as follows: ‘The random variable X(t) has a 
certain probability distribution. If this distribution remains constant throughout the 
process, the process and time series are said to be stationary. Otherwise, they are 
nonstationary.’ 
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In other words, if the probability distribution describing X remains constant over 
time, the probability of a specific event is the same at different points in time. This 
necessarily means that the parameters of the distribution are also constant through 
time. Say we have a time series such as the Philadelphia precipitation data. If you 
calculate a mean and standard deviation for different subperiods within the time se- 
ries, the statistics (parameters) would be the same for each subperiod if the data are 
stationary. There would likely be small differences due to sampling variability, but 
they would not be significantly different in a statistical sense. If the statistics (pa- 
rameters) are significantly different for different time periods, the data are nonsta- 
tionary. Figure 3.6 shows the difference between stationary and nonstationary data. 
Only Figure 3.6a is a stationary time series. The data vary randomly over time but 
the mean and variation remain constant over time. In Figure 3.6b the data are non- 
stationary since they display a trend over time. Trends in hydrologic data might be 
caused by a change in climate or by human activities such as urbanization. Figure 
3 . 6 ~  displays a ‘step function’ where the data change abruptly from one regime to 
another, and the probability distribution in the earlier period is different from that in 
the later period. Step functions might result from catastrophic geophysical events 
such as landslides and volcanic eruptions. Clear cutting of a forest might be a cause 
of either a trend or a step function response in streamflow depending upon how rap- 
idly the forest was cleared. Periodicity due to annual cycles is another cause of non- 
stationarity (Fig. 3.6d). We encountered this in Section 3.5 on probability and the 
normal curve when discussing how to correctly choose a sample of monthly precipi- 
tation data. 

Anthropogenically-induced climate change poses a potentially serious problem in 
this regard. By changing climate, existing hydroclimatological records become nonsta- 
tionary. If that happens we will have difficulty using existing historical records to as- 
sess the likelihood of future events, because the future will not resemble the past. This 
could have serious consequences for society in terms of planning for future hydrologic 
events. 

Figure 3.6 Temporal variations in time series data. The series in: a)Random and stationary, and 
b-d) All nonstationary. 
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SUMMARY 

The topics covered in this chapter play a very important role in hydrology because 
they represent basic techniques, skills and concepts that are used again and again in 
analyzing hydrologic phenomena. Demonstrations of many techniques has been de- 
ferred until Chapters 4, l l  and 12. This decision was based on a pedagogical view 
that it is better to demonstrate a technique later in a relevant context, than discuss it 
in abstract terrns now. When you encounter the techniques in latter chapters, come 
back to this chapter to review. 

There are many important topics that were not covered here but will be introduced 
in Chapters 4, 11 and 12. Chapter 4 on atmospheric water vapor and precipitation 
begins our examination of the hydrologic system. The hydrologic cycle really starts 
with evaporation and transpiration, because solar energy drives the cycle. If the sun 
were turned off, the cycle would stop. However, from a systems point of view, it is 
convenient to begin the analysis with inputs, and precipitation is a major input to the 
drainage basin system. 

PROBLEMS 

3.1 Given below are annual total precipitation values (inches) for Raleigh, North Carolina from 
1955 to 1984. 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 

40.88 
39.89 
46.26 
45.57 
48.95 
48.00 
41.1 1 
48.27 
36.9 1 
42.91 

1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 

34.42 
39.60 
39.58 
35.60 
41.52 
36.01 
45.64 
5 1.74 
46.44 
40.74 

1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 

46.83 
33.71 
37.10 
42.97 
45.37 
35.64 
36.38 
44.35 
47.23 
46.27 

a) Calculate the median for the sample. 
b) Calculate the arithmetic mean and standard deviation for the sample. Show your work. 
c) Create a histogram, a relative frequency function and a cumulative frequency function. 
d) What can you say about the apparent distribution of the data? Do they appear to be nor- 

mally distributed? 
3.2 Using the Raleigh precipitation data and statistics, answer the €allowing questions. 

a) What rainfall values are located +1 and -1 standard deviation from the sample mean? 
b) Assuming a normal distribution, statistical theory predicts that approximately 68% of the 

observations should be within 1 standard deviation of the mean. What is your observed per- 
centage? 

c) What are the ‘2 scores’ for the following years? 
1969 ...... 1972 ...... 1976 ...... 

d) Use 2 scores and estimate probabilities for the following values. (Show your work.) 
1. Greater than 35.50 inches? 
2. Between 35.50 and 45.50 inches? 
3. Greater than 48.00 inches? 
4. Between 30.30 and 40.80 inches? 



CHAPTER 4 

The atmospheric subsystem 

The amount of water stored in the atmosphere is 0.001% of the total water on Earth. 
The residence time of atmospheric water vapor is quite short, on the order of 8-10 
days (Table 1.1). This makes the atmosphere one of the smallest but most active 
storage locations for water. Figure 4.1 is a diagram of the atmospheric subsystem 
over a drainage basin. The atmospheric subsystem is idealized as a control volume 
with dimensions x, y, and z. The arrows represent fluxes of vapor in and out of the 
control volume. Since most of the water vapor is found in the troposphere, the 
volume in Figure 4.1 is assumed to extend through the troposphere with negligible 
vapor flux across the tropopause. 

As with any physical system a continuity equation (Eq. 1.1) describes the status of 
water vapor in the control volume. The continuity equation states that the change in 
the vapor content of the volume equals the inputs of vapor as evapotranspiration 
from the surface and horizontal advection into the volume, minus the outputs of va- 
por by advection, precipitation and condensation to the surface. Benton & Estoque 
(1954) applied this type of mass balancing to the entire North American continent to 
determine the net flux of vapor across the coastlines and from the surface. Satellite 
observations show water vapor is highly variable in both time and space, with ‘at- 
mospheric rivers’ of vapor advecting around the Earth. In this chapter we briefly ex- 
amine atmospheric water vapor and the different measures of humidity. Following 
this is a discussion of precipitation processes, measurement and analysis. 

4.1 ATMOSPHERIC WATER VAPOR 

Water vapor enters the atmosphere from the surface by changing from the liquid state 
(evapotranspiration) or the solid state (sublimation). The states, processes, and en- 
ergy requirements are given in Table 4.1. Changing state requires energy to break the 
bonds of attraction between water molecules. This energy is called latent heat and 
only changes the state of water; it does not change the amount of energy stored in the 
water; therefore, it does not change the water’s internal temperature. This same 
quantity of energy is released back into the environment as sensible heat when these 
bonds reform during sublimation, condensation and fusion. Vaporization from liquid 
to gas requires a tremendous amount of latent-heat energy, approximately 590 calo- 
ries per gram of water evaporated. The latent heat of vaporization depends upon the 
temperature of the water and is approximated by the empirical formula: 

44 
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X 

Evapotranspiration 

Precipitation and 
condensation 

Figure 4.1. The atmosphere 
subsystem over a drainage ba- 
sin idealized as a control vol- 
ume with inputs, outputs and 
storage. 

Table 4.1. Approximate latent heats associated with state changes of water. 

State change Latent heat of Approximate quantity (cal g-I) 

Ice to water Fusion 
Water to ice Fusion 

79 

Water to vapor Vaporization 590 
Vapor to water Condensation 

Ice to vapor Sublimation 669 
Vapor to ice Sublimation 

L, = 597.3 - 0.564T (4.1) 

where L, is the latent heat of vaporization in calories per gram, and T is temperature 
in "C (Linsley et al. 1982). On average, most of the solar energy absorbed at the 
Earth's surface returns to the atmosphere in the form of latent heat. The movement of 
vapor in the atmosphere thus has important implications for the storage and transfer 
of energy as well. Latent heat is the primary energy source for thunderstorms and 
hurricanes. 

The atmosphere is a mechanical mixture of gases and each gas exerts a partial 
pressure independent of every other gas. The sum of the partial pressures of the indi- 
vidual gases equals the total pressure p of the atmosphere. The unit used by meteor- 
ologists for measuring atmospheric pressure is the millibar (mb), but pascals (Pa) are 
the preferred SZ unit (1 mb equals 100 Pa). Standard sea level pressure is 1013.25 mb 
(101.3 kPa). The vapor pressure e is the partial pressure due to water vapor. The vapor 
pressure is given by the ideal gas law as: 

e = p, R, T 

where p, is the density of water vapor in g m-3, R, is the gas constant for water vapor, 
and T is absolute temperature in OK. The gas constant for water vapor is R, = 
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Figure 4.2. Saturation vapor pressure 
over water versus air temperature. 

R,/0,622, where R,, the gas constant for dry air, equals 2.87 x 103 cm2 s - ~  IS-' for 
vapor pressure in millibars. The saturation vapor pressure e, is the vapor pressure of 
a parcel of air when it is holding all the water vapor it can hold at a given tempera- 
ture. When this condition obtains the parcel is saturated. The capacity of the air to 
hold vapor is a function of its temperature. The temperature at which a mass of air 
becomes saturated is the dew point temperature. Figure 4.2 is a graph of saturation 
vapor pressure versus air temperature over water. The figure shows that the vapor- 
holding capacity of the air increases at an increasing rate with temperature. The 
vapor pressure over ice is less than the vapor pressure over water at the same tem- 
perature. The difference in vapor pressure over ice and water is thought to be impor- 
tant in the growth of cloud droplets. Since the molecular weight of water is only 
0.622 times the molecular weight of dry air at the same temperature and pressure, 
moist air is less dense than dry air. This means moist air rises over dry air at the same 
temperature. The following fomula from Bosen ( 1960) approximates the saturation 
vapor pressure over water when air temperature is between -50 and 55°C: 

e, = 33.8639 [(0.00738T + 0.8072)'- 0.000019~8T + 48/+ 0.0013161 (4.3) 

where e, is in millibars and T is in "C. Equation (4.2) can be differentiated to get the 
rate of change in saturation vapor pressure with temperature (A): 

(4.4) A=;i~=(0.00815T+0.8912)~ de, 

4.1.1 Humidity 

There are different ways to measure humidity, and each has advantages and disad- 
vantages depending upon the situation. Three different measures of humidity are 
specific humidity, mixing ratio, and relative humidity. The specific humidity (qh) is 
the mass of water vapor per unit mass of moist air. Specific humidity is defined using 
the densities of water vapor (p,) and moist air (p,) as: 
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The typical units for specific humidity are grams per kilogram. While Equation (4.5) 
defines specific humidity, it is often approximated as: 

where q h  is in grams per kilogram and e and p are in millibars. The mixing ratio (w,) 
is the mass of water vapor per unit mass of dry air: 

P V  w, = - 
Pd 

As with specific humidity, mixing ratio is approximated as: 

w, = 622 (&) 

(4.7) 

Unlike the previous measures relative humidity (f) does not indicate the actual 
amount of water in the air. Relative humidity is the percentage ratio of the vapor 
content of the air to the vapor content of the air at saturation. Relative humidity can 
be calculated by any of the previous measures of humidity: 

e q h  wr 
es qhs Wrs 

f =: - 100 = - 100 = - 100 (4.9) 

where the additional subscript s in the denominators indicates the condition of satu- 
ration. 

Example 4.1 
Assume a climatological station has an air pressure of 1010 mb, an air temperature ( rp- )  of 22°C 
and a dew point temperature (Td) of 15°C. Find the relative humidity, the specific humidity and 
the mixing ratio? Using Equation (4.3), the saturation vapor pressure at 22°C is 26.43 mb, and 
the saturation vapor pressure at 15°C is 17.06 mb. The relative humidity is: 

f= (17.06/26.43)100 = 64.5% 

The specific humidity is approximated by Equation (4.6) as: 

qh =: (17.06 / 1010) 622 = 10.51 g kg-' 

From Equation (4.8) the mixing ratio is: 

w, =: [17.06 / (1010 - 17.06)] 622 =: 10.68 g kg-' 

The precipitable water is the total amount of water vapor in a layer of air. Even 
though there is no natural mechanism to precipitate all the vapor from a column of 
air, the concept is useful in estimating the probable maximum precipitation (PMP) 
for rainfall-runoff studies. While the precipitable water provides an upper limit for 
precipitation, the amount of precipitation from a given storm depends upon the effi- 
ciency of the entire precipitation-generation process. 
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4.2 PRECIPITATION PROCESSES 

Water vapor in the atmosphere is the source for precipitation, but how does the vapor 
become measurable precipitation at the Earth’s surface? Four factors are required to 
generate measurable precipitation. First, there must be a continuous influx of mois- 
ture into the control volume. A continuous influx of vapor is required to support the 
continuous formation of precipitation. At any given time the vapor in the control 
volume amounts to only a few centimeters depth of water. Only a fraction of this va- 
por may fall as precipitation because some vapor simply advects directly through the 
volume. A typical thunderstorm of 10 km2 may scavenge and concentrate atmos- 
pheric vapor from a surrounding area 1000 km2 in size (Miller 1977). 

The second requirement is a mechanism to lift the air mass. When air rises it cools 
by adiabatic expansion. Conversely, descending air warms by adiabatic compres- 
sion. The adiabatic process is discussed in more detail below. As Figure 4.2 shows, 
cool air can hold less water vapor than warm air. If the rising air mass is cooled to its 
dew point temperature, it becomes saturated and vapor changes state to liquid and/or 
solid forms. There are 4 major lifting mechanisms to cool a parcel of air: 

1. Convective lifting occurs when solar energy absorbed by the ground heats the 
overlying air. The warmer air expands, becomes less dense than the surrounding 
cooler air, and rises in a convective stream. This type of lifting produces convective 
thunderstorms year round in the equatorial regions. During the summer in the mid- 
latitudes convection generates air mass thunderstorms and is important in the crea- 
tion of ‘ mesoscale convective complexes’. 

2. Orographic lifting occurs when air is forced up and over a topographic barrier 
such as a mountain or a plateau. In regions with persistent winds orographic lifting 
and cooling produces wetter climate conditions on the windward side of the barrier, 
while the leeward side may be a rainshadow desert. 

3. Frontal lifting occurs along frontal boundaries between air masses with differ- 
ent temperature and moisture characteristics (Fig. 4.3). Cold, dry air is denser than 
warm, moist air. When air masses collide along a frontal boundary, the warmer, 
moister air masses are lifted over cooler, drier ones. The boundary between air 
masses is called a front. A cold front is when cold air moves into a region of warm 
air, and a warm front is when cold air exists a region which is then occupied by 
warm air. In either case the warmer air is lifted and cooled. 

4. A final lifting mechanism is convergence. When air streams converge the ex- 
cess of mass in the zone of convergence forces air rise. Convergence plays an im- 

Figure 4.3. Cross-sectional view of a 
cold front and a warm front. 
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portant - some say dominant - role in each of the previous lifting mechanisms (Gil- 
man 1964). 

The third requirement for precipitation formation is condensation or freezing nu- 
clei. These nuclei are small hygroscopic particles 10-3 to 10 pm in diameter and they 
come from a variety of natural and anthropocentric sources. Nuclei may be small 
dust particles blown up from the surface, sulfur and nitrogen compounds from com- 
bustion, or salt particles from evaporated sea spray. When a parcel of air reaches its 
dew point temperature, vapor changes state only when sufficient and suitable nu- 
cleation sites are available. 

The fourth and final requirement for measurable precipitation is cloud droplet 
growth. Cloud droplets have extremely small diameters, generally less than 700 pm. 
In order for measurable precipitation to occur, droplets must grow large enough to 
overcome any ascensional air currents that can keep the small droplets aloft, and they 
must be large enough so that they do not evaporate before reaching the ground. The 
latter phenomena is called verga. Raindrops are nomally between 0.1 and 4 mm in 
diameter, with 7 mm the upper limit of droplet size. Drops larger than 7 rnm lack suf- 
ficient internal cohesion to remain whole and are torn apart by shearing winds as 
they fall through the air. 

Cloud droplets grow by vapor diffusion and by the collision and coalescence of 
droplets. Because the vapor pressure over ice is lower than the vapor pressure over 
water at the same temperature, if a cloud contains both water droplets and ice crys- 
tals, vapor diffuses from the water droplets (higher pressure) to the ice crystal sur- 
faces (lower pressure), causing growth of the ice crystals. This is the essence of the 
Bergeron-Findeisen Process of cloud droplet growth (Henderson-Sellers & Robinson 
1991). Vapor diffusion from water to ice is thought to be an important mechanism 
for cloud droplet growth in midlatitude clouds where both ice and water droplets co- 
exist. Collision and coalescence of smaller drops creating larger drops occurs in mid- 
latitude clouds; however, coalescence is thought to be the primary mechanism for 
cloud droplet growth in warm tropical clouds that are composed primarily of water. 

4.3 WEATHER MODIFICATION 

Cloud seeding to generate precipitation is one type of weather modification. Other 
types of modification include fog dispersal, hail suppression and frost prevention. In 
economic terms, fog dispersal around airports is one of the most cost-effective types 
of weather modification. Cloud seeding experiments to generate precipitation have 
been undertaken in a number of countries around the world including the former 
USSR, Australia, Zimbabwe and Israel. In the United States both private and public 
agencies have tried cloud seeding. The largest experimental programs in the United 
States have been carried out in the West by the US Bureau of Reclamation. The pri- 
marily objective being to increase the water supply for urban and agricultural users. 
The results of these experiments are mixed because they often lacked sufficient and 
satisfactory control. In all fairness we should recognized that it is extremely difficult 
to ‘experiment’ on the atmosphere because so many variables are beyond our control. 
Some of the factors that appear to influence the efficacy of cloud seeding include 



50 Hydrology for water management 

cloud temperature and height, cloud type, and the number and location of artificial 
nuclei introduced into the cloud. 

The challenge for cloud seeding is to prove that precipitation actually increased 
above the level which might have occurred naturally. Under ideal conditions the evi- 
dence suggests an increase of 10 to 15% is possible. Along with the potential bene- 
fits of increased water supply are some potential ecological and economic costs. 
Costs include the detrimental effects on wildlife from a deeper and longer-lasting 
snowpack, the fate of the chemicals, i.e. silver iodide, that comprise the artificial nu- 
clei, the increased cost of snow removal and the potential for greater avalanche haz- 
ard. The issue also has great potential for sparking interstate conflict. If the state of 
Colorado seeds clouds over the Rocky Mountains is it stealing water that might oth- 
erwise have become precipitation over Kansas? The Bureau of Reclamation an- 
nounced in 1994 that it will no longer sponsor weather modification research. The 
feeling is that weather modification research is not in keeping with the Bureau’s 
emerging focus on water management in the 1990s. 

4.4 ADIABATIC PROCESSES 

Air temperature normally decreases with altitude. The rate of air temperature change 
through the troposphere is the environmental lapse rate (ELR), and averages 
6.4C0/1000 m change in altitude. Figure 4.4 shows the ELR under normal conditions 
and under the condition of a surface inversion, where temperature increases with al- 
titude from the surface. When a distinct parcel of air rises (subsides) through the sur- 
rounding atmosphere, its temperature decreases (increases) adiabatically. Adiabatic 
temperature change is due to the expansion (compression) of the parcel by the sur- 
rounding air, and does not change the heat energy content of the parcel. When a par- 
cel rises it expands, expansion is work, and the energy for that work comes from 
within the parcel causing its temperature to decrease. When the parcel descends 
through the atmosphere, it moves into a region of higher air pressure and is com- 
pressed by the surrounding air. Compression is work done on the parcel, adding en- 
ergy to it, thereby increasing its temperature. 

If a parcel is not at its dew point temperature and it is lifted, it expands and cools 
at the dry adiabatic lapse rate (DALR). The DALR is 9.81C0/1000 m. A subsiding 
parcel always compresses and warms at the DALR. The DALR is numerically equal 
to the acceleration of gravity given in SZ units because it is derived from the hydro- 

Normal 
environmental t lapse rate (ELR) 

Figure 4.4. Environmental lapse rate curves under 
normal conditions and under the condition of a sur- 

Temperature face inversion. 
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static pressure law for the atmosphere. The hydrostatic pressure law equates the 
change-in-pressure-with-altitude to the force of gravity times the mass of the air. If a 
rising parcel is at its dew point temperature, it is, by definition, saturated and when 
lifted cools at a saturated adiabatic lapse rate (SALR). The SALR is not a constant; 
the rate depends upon the amount of water vapor in the air. The SALR is usually 
between 4 and 6C0/1000 m. All parcels actually cool at the DALR, but when the par- 
cel is saturated, adiabatic cooling releases latent heat of condensation. The net effect 
is that the parcel cools less than the DALR, i.e. it cools at a SALR. 

Figure 4.5 shows an adiabatic lapse rate diagram for a parcel lifted and then re- 
turned to the same elevation. The unsaturated parcel starts at altitude z1 with a tem- 
perature T,. Being unsaturated the parcel initially cools at the DALR. The parcel 
eventually reaches its dew point temperature Td and becomes saturated. The altitude 
where saturation occurs is called the lifting condensation level (LCL). Beyond the 
LCL, the parcel cools at the SALR reaching a temperature of T2 at altitude z2. If the 
parcel then descends back to its original altitude (zl), it warms at the DALR and its 
temperature rises to T3. The increase in temperature (T3 > T1)  at altitude z1 is equal to 
the latent heat of condensation transformed into sensible heat between the LCL and 
22. 

The relative magnitude of the ELR compared to the DALR and SALR is impor- 
tant in determining atmospheric stability. If the ELR is less than the SALR (Fig. 
4.6a), the atmosphere is stable. A parcel forced to rise under stable conditions be- 
comes colder and denser than the surrounding air and will try to return to its initial 
position if the lifting mechanism ceases. If the ELR is greater than the DALR, the air 
is unstable (Fig. 4.6b). In an unstable atmosphere, as the parcel rises it becomes pro- 

Figure 4.5. Adiabatic diagram showing the tem- 
perature of a parcel cooling at the DALR up to 
the lifting condensation level (LCL). The parcel 
cools at the SALR up to elevation z2 and de- 
scends again at the DALR. 

Figure 4.6. The conditions of stability, 
instability and conditional instability 
are defined by the relative magnitudes 
of the ELR, DALR and SALR. 
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gressively warmer than the surrounding air, making the parcel rise even more rap- 
idly. Instability is an excellent example of positive feedback in the atmospheric sys- 
tem, and can lead temporarily to the explosive growth of thunderstorms. A stable at- 
mosphere is not conducive to lifting and precipitation, while an unstable atmosphere 
is likely to produce significant lifting and precipitation. An inversion layer (Fig. 4.4) 
tends to promote stability, since warmer air overlies colder, denser air and lifting is 
suppressed at the surface. Figure 4 . 6 ~  shows conditional instability where the parcel 
may be stable below some level and unstable beyond. When the ELR equals the 
DALR the atmosphere has neutral stability. 

4.5 PRECIPITATION MEASUWMENT 

Point measurements of precipitation are made with nonrecording and recording rain 
gages. Precipitation can be measured over an area with radar. Nonrecording precipi- 
tation gages are open containers that catch and accumulate the total precipitation. 
While any open receptacle is a potential gage, only gages of similar design and expo- 
sure provide data that are directly comparable. The standard US Weather Bureau 
nonrecording gage is a cylinder 8 inches in diameter (Fig. 4.7a). A removable funnel- 
shaped orifice channels water into an inner cylinder 1/10 the diameter of the outer 
cylinder. This 1 0-fold reduction in diameter creates a 1 0-fold magnification in pre- 
cipitation depth within the inner cylinder. A measuring stick, incremented in tenths 
of an inch, is inserted into the inner cylinder allowing measurement to the near- 
est Vioo of an inch. If snow is expected, the funnel and inner cylinder are removed. The 
snow is subsequently melted and measured as before. 

In the United States, approximately 8000 volunteer stations and 278 governmental 
stations collect and report daily precipitation data. These data are used for determin- 
ing climatological statistics such as normal annual precipitation. The normal annual 
precipitation is a running 30-year average value. Through the decade of the 1990s, 
normal annual precipitation is calculated using the period 1961 to 1990. In the year 
2001, a new normal will be calculated by dropping the decade of the 1960s and add- 
ing the decade of the 1990s. The term normal is misleading since it implies that this 
is the value that should be observed. But climate is naturally variable, and variation 
is quite normal. Figure 4.8 is a map showing mean annual precipitation for the 
United States. The map displays two important patterns. One is the greater spatial vari- 

Figure 4.7. Simplified sketches of: 
a) Standard non-recording precipitation 
gage, and b) Tipping-bucket recording 
gage. 
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Figure 4.8. Mean annual precipitation in the United States (source: Linsley et al. 1982, used by 
permission). 

ability in precipitation in the West as compared to the East. The greater variability in 
the West is largely the result of the more rugged topography. The second pattern is the 
larger precipitation values in East versus the West. The 20-inch isohyet, usually 10- 
cated near the 98th meridian, is conventionally taken to separate the humid East from 
the semi-arid and arid West. The National Weather Service ( N W S ) ,  a subdivision of 
the National Oceanographic and Atmospheric Administration (NOAA), collects and 
publishes these data. Climatological data are also available on diskette and CD-ROM 
through both public and private vendors. Appendix C lists some public sources of cli- 
matological data. 

Recording precipitation gages record the time distribution of rainfall through a 
storm. Recording-gage data are used primarily for rainfall-runoff studies. Recording 
gages use either a tipping bucket mechanism, a float mechanism, or some type of 
weighing mechanism to record the accumulated rainfall through time. A tipping 
bucket gage is shown in Figure 4.7b. The rain enters the gage and is directed into a 
small bucket that holds 0.01 inch of water. When the bucket fills, it over tips bring- 
ing the second bucket under the funnel. Each tip generates an electrical pulse which 
is recorded to give a record of the rainfall rate in discrete increments of 0.01 inch. 
Float gages and weighing gages measure accumulated precipitation by continuously 
recording the change in the height of the float, or the accumulated weight of water, 
on a strip chart recorder. Figure 4.9 is hyetograph made from a recording gage 
showing the distribution of a rain at 5-minute intervals through a storm. Figure 4.10 
shows the same data accumulated through the storm. The overall pattern is ‘S- 
shaped’ indicating low rainfall intensity ( L T ’ )  at the beginning of the storm, inten- 
sity increasing to a peak around the time 22:10, and then decreasing as the storm 
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Figure 4.9. Hyetograph of precipita- 
tion at 5-minute intervals for Swan 
Run, Pennsylvania. 

Figure 4.10. Hyetograph of accumulated 
precipitation for the same gage and 
storm as in Figure 4.9. 

passes. The peak average intensity for the 5-minute interval ending at 22:lO hours 
was (0.16 inJ0.0833 hrs) = 1.92 in hr-'. This S-shaped pattern is typical and results 
from two interrelated processes. One is the evolutionary development of the storm it- 
self. As a storm develops, matures and dissolves, the precipitation intensity varies 
accordingly. The other process at work is the fact that storms are in motion relative 
to the stationary gage. The precipitation intensity measured at a stationary point on 
the ground will vary as the center of the storm (which is typically the most intense 
region) approaches and passes the gage. This will be true even for a storm of con- 
stant intensity through time. Since there are far fewer recording gages than nonre- 
cording gages, the Soil Conservation Service (SCS 1986) has developed four gener- 
alized precipitation intensity curves for a 24-hour-duration storm (Fig. 4.1 1). The 
four curves cover different regions of the United States (Fig. 4.12). 

Example 4.2 
Assume for a location near Atlanta, Georgia a total daily (24-hour) rainfall of 3.5 inches. Gener- 
ate the rainfall intensity for the 30-minute period from time interval 8 to 9. The Type I1 SCS 
curve is appropriate for this region. The intensity of precipitation for any interval in the 24-hour 
period is found by multiplying 3.5 inches by the appropriate 30-minute increment from Table 4.2 
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and dividing by the interval duration. For the interval from 8 to 9 the fractional value is 
(0.0555 - 0.0483) = 0.0072. The incremental precipitation for the 30-minute interval is 
(3.5 inches x 0.0072) = 0.025 inches. The average intensity for the interval is (0.025/0.5) = 
0.05 in hr-'. 

The SCS curves distribute a 24-hour rainfall into 30-minute intervals of varying 
intensity. These curves are helpful for planning purposes when recording gage data 
are unavailable, but generating precipitation intensity from these curves should be 
considered a very approximate technique. 

Figure 4.1 1. Four SCS standardized 
-o , 2  1 5  1 8  *, 2 ,  rainfall intensity curves for a 24-hour 

storm (source: SCS 1986). T i m o .  h o u r s  

' E l  I 
u t i o n  

T y p e  I A  
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Figure 4.12. Regions in the United States where the four standardized SCS curves are applicable 
(source: SCS 1986). 
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Table 4.2. Cumulative 30-minute fractional increments for the SCS Type I1 curve (source: SCS 
1986). 

Interval Fraction Interval Fraction Interval Fraction Interval Fraction 
0 0.0000 13 0.0887 26 0.7724 39 0.9446 
1 0.0053 14 0.0984 27 0.7989 40 0.95 19 
2 0.0108 15 0.1089 28 0.8197 41 0.9588 
3 0.0164 16 0.1203 29 0.8380 42 0.9653 
4 0.0223 17 0.1328 30 0.8538 43 0.97 17 
5 0.0284 18 0.1467 31 0.8676 44 0.9777 

32 0.8801 45 0.9836 6 0.0347 19 0.1625 
7 0.0414 20 0.1808 33 0.8914 46 0.9892 
8 0.0483 21 0.2042 34 0.9019 47 0.9947 
9 0.0555 22 0.235 1 35 0.91 15 48 1 .oooo 

10 0.0632 23 0.2833 36 0.9206 
11 0.07 12 24 0.6632 37 0.9291 
12 0.0797 25 0.735 1 38 0.937 1 

In mountainous regions much of the annual precipitation comes as snow in the 
winter. Snow can measured with a yardstick, a snowboard or snow pillows. Using a 
yardstick snow depth is measured at three locations and the recorded depth is taken 
as the average of the three measurements. A snow board is a level board at the same 
temperature as the surrounding air. At hourly intervals through the storm, accumu- 
lated snow depth on the board is recorded and the board is then wiped clean. This 
procedure minimizes the potential under-recording of snowfall due to compression of 
the underlying snow. In remote areas of heavy snowfall it is impractical to use stan- 
dard precipitation gages, and snowfall must be measured in other ways. Throughout 
the western United States the SCS operates the SNOTEL system. There are currently 
around 500 SNOTEL sites in eleven western states. The system combines automated 
ground sensors with a satellite relay system to automatically record snowfall. Snow 
pillows on the ground are compressed by the weight of the overlying snow. The in- 
formation is sent via satellite link to a data recording center. 

As an approximation, fresh snow has a density of about 0.10 g ~ m - ~ ,  or about 10 
cm (inches) of snow represents 1 cm (inches) of liquid water. Compression of the 
underlying snow causes the density to increase with depth through the snowpack. 
The snowpack also becomes denser with age through the process of melting and re- 
freezing. Estimates of snow water content are crucial for runoff and water supply 
forecasting. Based on estimates of snowpack water content the Bureau of Reclama- 
tion and hundreds of irrigation districts and cities throughout the West plan for the 
allocation of scarce water supplies. The Corps of Engineers, regional, state and local 
water management agencies also plan the operation of flood control facilities to 
safely store and pass the water downstream when it melts in the spring. 

4.5.1 Errors in precipitation measurement 

Precipitation gage records contain many sources of error. Errors can be considered 
random or systematic. The most frequent source of random errors is misreading the 
gage. By their nature random errors are compensating so that average values are un- 
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affected. Systematic errors on the other hand are cumulative and produce a biased re- 
cord. Sources of systematic errors include the effects of wind, ignoring trace 
amounts, evaporation from the gage, water adhering to the sides of the gage, and 
poor gage exposure. All of these errors systematically reduce the recorded catch, 
yielding measurements that are consistently too low. Of all the sources of error those 
caused by wind are the largest. The effect of wind is to systematically reduce the 
catch in the gage. The influence is greatest on small rain droplets and snow, since 
these are more easily accelerated than large droplets. In an effort to minimize the ef- 
fect of wind researchers have developed different types of gage shields. In a recent 
study, Groisman & Legates (1994) estimate that the United States actually receives 
about 9% more precipitation than is officially recorded because of systematic errors. 

4.6 ESTABLISHING A PRECIPITATION GAGE 

For many studies the data published by the N W S  may be sufficient. But for specific 
projects or small-scale applications it may be necessary to establish a new gage or 
network of gages. For example, in Albuquerque, New Mexico the N W S  and the Al- 
buquerque Metropolitan Arroyo Flood Control Authority (AMAFCA) operate a net- 
work of approximately 40 backyard rain gages in the metropolitan area. During the 
summer monsoon season volunteers monitor and report rainfall events that might 
cause local flooding on arroyos. 

When selecting a site for a precipitation gage a location near the ground and pro- 
tected from the wind is ideal. Gages should be close to the ground because wind 
speed increases with height in a nonlinear fashion. Under neutral atmospheric condi- 
tions, the wind profile can be described as a logarithmic velocity profile: 

(4.10) 

where U, is wind speed at height z ,  k is the von Kannan constant (k  =: 0.4), U* is the 
friction velocity, and zo is the roughness length of the surface. The roughness length 
is the height above the surface where the wind speed is assumed to go to zero and 
depends upon the roughness of the surface (Table 4.3). If measured values are not 

Table 4.3. Roughness lengths (zo) for different surfaces. 

Large City 
Trees 
Corn 
Wheat 
Grass 
Grass 
Water 
Dry lake bed 
Mud flats 

198 
1000- 1508 20 
220 74-84 
60 22-23 
10-50 2-5 

2 10 0.1-2.0 
0.01-0.06 
0.003 
0.001 
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Figure 4.13. Recommended positioning of a precipi- 
tation gage. 

available the roughness length can be approximated as 1/10 the height of the vegeta- 
tion. The rapid increase in wind speed with height means gages should not be in- 
stalled more than a few feet above the ground. Protecting the gage behind trees or 
buildings lowers wind velocities, but the barriers should not be so close as to cause 
turbulent eddies that may influence the catch of the gage. A guideline is that the dis- 
tance from the gage to the barrier be approximately twice the height of the barrier. 
This translates into an angle of approximately 27" from the gage to the top of the bar- 
rier (Fig. 4.13). 

4.7 MISSING PECIPITATION DATA 

Sometimes you'll find that data for a given event at a given station are missing. 
Three techniques are described below for estimating missing data. In the following 
discussion station X is the station for which the data are missing data. The first tech- 
nique is simply to assign station X a value equal to the arithmetic average (Eq. 3.3) 
of the values at the three surrounding stations. This method is acceptable if the nor- 
mal annual precipitation at each surrounding station is within 10% of the normal an- 
nual precipitation at station X .  

A second method is the normal ratio method. With this method the observed pre- 
cipitation at each surrounding station is weighted by the ratio of the normal annual 
precipitation at station X to 
mated value at X is the sum 
method is: 

the normal annual precipitation at that station. The esti- 
of the weighted values. The formula for the normal ratio 

(4.11) 

where P, is the estimated precipitation at station X ,  and N, and Ni are normal annual 
precipitation at station X and at the ith surrounding station. Typically, three stations 
(n = 3) are deemed sufficient. 

A third method for estimating data is the inverse distance squared method. This 
technique is called the quadrant method when four surrounding stations are used (US 
National Weather Service 1972). With this method, the inverse of the squared dis- 
tance between station X and a neighboring station is used as the weighting factor. 
The closer a station is to station X ,  the greater the weight assigned to that station's 
precipitation. The formula for this method is: 
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(4.12) 

i = l  

where di is the distance from station X to station i. It is reasonable to expect the in- 
verse distance squared method to be less reliable in mountainous areas where large 
variations in precipitation occur over relatively short distances. 

Example 4.3 
To illustrate the three techniques for calculating missing data, assume there are four stations as 
shown in Figure 4.14. Table 4.4 lists the various data required for the different techniques. 

Since the normal annual precipitation at each surrounding station is within 10% of station X 
the arithmetic average is acceptable. The estimated value at station X by this method is: 

P,= (200 + 150 + 170) / 3 = 173 mm 

For comparative purposes, the normal ratio method gives: 

P, = [( 1180/1090)200 + (1 180/1205)150 + (1 180/1117)170] / 3 = 181 mm 

The answer for the inverse distance method is: 

P, = (200/30.25 + 150/49 + 170/144) / 0.0604 = 180 mm 

There are many other methods available for estimating missing data. Isohyetal in- 
terpolation is another alternative. The analyst draws isohyets using observed pre- 
cipitation at the nearby stations, and interpolates a value to station X from the iso- 
hyetal pattern. This method is time-consuming because it requires constructing the 
isohyetal map. 

Figure 4.14. Location of stations in a hypothetical 
drainage basin for calculating missing data. 

Table 4.4. Data for calculating missing precipitation values. 

Station Observed precipitation Normal annual precipitation Distance from X 
(mm> (mm) ( W  

_____ ~~~ 

A 200.0 
B 150.0 
C 170.0 
X 

1090.0 
1205.0 
11 17.0 
1 180.0 

5.5 
7.0 

12.0 
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4.8 AVERAGING PRECIPITATION OVER AN AREA 

Precipitation gage data are point measurements of precipitation. Many hydrologic 
analyses require that point precipitation measurements be converted into an area1 av- 
erage. Rainfall-runoff simulation models often require basin or subbasin average 
precipitation as an input (see Chapter 13). The three most common techniques for 
spatial averaging are the arithmetic average, Thiessen polygons and the isohyetal 
method. As with the methods for missing data, each spatial averaging technique de- 
termines the average precipitation as the sum of weighted precipitation values. The 
techniques differ mainly in how they determine the weights assigned to the precipi- 
tation values. 

The arithmetic average calculates the average value using Equation (3.3). We can 
rewrite Equation (3.3) in terms of individual weighting factors as: 

1 1 [A n n 
P =  - (p , )+ - (p,). ... + - (PJ]  (4.13) 

where lln is the weighting factor, and Pi is the precipitation at station i. The weight- 
ing factors are identical for each station. The arithmetic average is acceptable in rela- 
tively flat areas where rainfall does not vary drastically with distance. 

The Thiessen method weights each observed precipitation value by the propor- 
tional size of the Thiessen polygon drawn around the station and contained within the 
basin. Polygons are constructed by first drawing lines connecting each station. Next, 
the perpendicular bisectors of these connecting lines are drawn. The perpendicular 
bisectors are then joined to form the polygons boundaries. The area of the polygons 
are found with a planimeter or by digitizing the map. A drawback of this method is 
that a new polygon network must be drawn when a station is added or deleted from 
the network. While the method assigns weights based on the location of the station in 
the basin and the relative density of the station network, it cannot account for the ef- 
fects of elevation on precipitation. The ability to account for elevation is why the 
isohyetal method can, at least potentially, produce the most accurate results. 

The isohyetal method involves drawing isohyets using observed precipitation data 
and any other information available to aid in the interpolation of precipitation values 
between stations. An important additional piece of information is elevation data, 
since elevation and precipitation are causally related (Fig. 2.4). The area between the 
isohyets is used to weight a representative precipitation value for the area enclosed 
by the isohyets. The method is similar to the Thiessen method in using areas as 
weights, but differs in that the isohyetal method does not weight the observed values, 
but rather a representative value chosen by the analyst. Example 4.4 demonstrates the 
application of the three techniques. 

Example 4.4 
This example demonstrates the three techniques for spatial averaging precipitation data. Figure 
4.15 shows five meteorological stations A through E, four of which are in the drainage basin. 
The observed precipitation values are as follows: 
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Station Precipitation (mm) 
A 22 
B 35 
C 57 
D 42 
E 77 

The arithmetic average uses only the four stations within the basin (A, B, C, D) to calculate the 
basin average precipitation. 

P = (22 + 35 + 57 +42) / 4  = 39 mm 

The Thiessen method uses all five stations and weights the observed value at each station by the 
area of the polygon as a percentage of the total basin area (Table 4.5). The polygons are created 
by first connecting the stations (dashed lines) and then drawing the perpendicular bisectors of 
those lines (solid). 

The isohyetal method (Table 4.6) requires more judgement than the other two by requiring the 
analyst to interpolate the isohyets, and assign representative values of precipitation to the area 
between isohyets. 

Singh ( 1989) lists fifteen different methods for area1 averaging precipitation data, 
including the three discussed here. Comparative evaluation of the different methods 
shows that as the precipitation measurement period increases, from daily through an- 
nual precipitation, the differences between techniques decreases (Singh & Chowd- 
hury 1986). According to one investigator, ‘The simpler methods were practically as 
good as somewhat more complex ones.’ (Singh 1989, p. 104). 

Figure 4.15. a) Four stations used for the arithmetic average, b) Construction of the Thiessen poly- 
gons, and c) Isohyets for the isohyetal method. 
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Table 4.5. Spatial averaging of precipitation using the Thiessen method. 

(1) (2) (3) (4) (5) 
Station Observed ppt. Polygon area within basin Fraction of total area Weighted ppt. 

(mm) (km2) (mm) 
A 22 
B 35 
C 57 
D 42 
E 77 

18.0 
16.0 
22.0 
27.0 
7.0 

90.0 

0.200 
0.177 
0.244 
0.300 
0.077 

4 
6 

14 
13 
6 

c 1.000 c 43 

Table 4.6. Spatial averaging of precipitation using the isohyetal method. 

(1) (2) (3) (4) (5) 

(mm) (b2> total area (mm> (m) 
Isohyet Area enclosed Fraction of Average ppt. Weighted ppt. 

2: 75 3 .O 0.033 78 
5 1-75 24.0 0.266 64 
25-50 43.0 0.477 38 
< 25 20.0 0.222 13 

c 90.0 c 1.000 

3 
17 
18 
3 

41 

4.9 CHECKING TEMPORAL CONSISTENCY OF A PRECIPITATION RECORD 

Precipitation records at a particular station may change over time relative to neigh- 
boring stations if the gage is moved, if the exposure changes, or if observational 
methods change. It is recommended a gage be given a new name if it is moved more 
than 8 krn (5 mi) horizontally or 30 m (100 ft) vertically. When analyzing inconsis- 
tencies in the record of an individual station due to gage changes, the term homoge- 
neity is generally used rather than the term stationarity (see Chapter 3). A station rec- 
ord with no inconsistencies is homogeneous in time, whereas a record with inconsis- 
tencies is heterogeneous. A heterogeneous record can be adjusted to re-establish ho- 
mogeneity because the change occurred only at that station. Adjustment would be 
impossible if the change affected all the gages in a region, as would happen with 
changing climate. 

A graphical technique known as double-mass analysis can be used to adjust a het- 
erogeneous record. The procedure can be applied to annual, seasonal or monthly 
data. The accumulated precipitation at the gage in question (station X) is plotted 
against the mean of the accumulated precipitation at a group of surrounding stations. 
If the change at station X was due to natural causes, e.g. climate variation, then all 
stations in the region would be similarly affected, and the plotted relationship would 
remain the same. If the change occurred only at station X ,  a deviation in the relation- 
ship would occur and would be identified by a change in the slope of the line. Figure 
4.16 shows a double-mass analysis for a hypothetical station. Realize the points will 
always deviate around the line by chance, and a change in slope should be accepted 
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Figure 4.16. Curves for a double- 
mass analysis. Solid line repre- 
sents the original relationship, the 
dashed line represents the adjusted 
relationship. 

as real only if verified through other independent evidence, or if it persists for a long 
period of time. The record at station X can be made homogeneous by adjusting the 
values after the change so that they conform to the old slope, or by adjusting the 
older precipitation data to conform to the new slope. In either case the formula is 
(Singh 1989): 

ba Pa =- PO 
b0 

(4.14) 

where Pa is the adjusted precipitation value, PO is the observed value, ba is the slope 
of the line to which the records are adjusted, and b, is the slope of the graph at which 
time PO was observed. Heterogeneity can also be detected through statistical tests. 

4.10 FREQUENCY ANALYSIS OF PRECIPITATION 

When a time-random process shows significant serial correlation it is a stochastic 
process. Serial correlation describes the degree to which events sequenced in time are 
dependent upon previous events, resulting in non-pure-randomness. Another term to 
describe time dependence is persistence. As discussed at the beginning of Chapter 3, 
the strength of the dependence is a function of the length of time separating the indi- 
vidual events. Daily rainfall values can show strong serial correlation, though the 
strength may also depend upon the season. For example, if it rained one day there 
might be a high probability of rain the next day because the synoptic-scale rainfall 
generating processes may still exist in the region one day later. As the period of time 
increases, serial correlation decreases. Whether or not it rained last Tuesday has no 
significant influence on rainfall occurring many months later. Persistence tends to be 
stronger in streamflow data than precipitation data. 

Annual total precipitation values are often assumed to be independent for fre- 
quency analysis, but the assumption may not be completely valid. There is abundant 
evidence of persistence in hydrometeorological phenomena over inter-annual time 
scales. Droughts and wet years are excellent examples of multiyear persistence. The 
old adage ‘wet years follow wet years and dry years follow dry years’ is folk evi- 
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dence of hydrometeorological persistence. For reasons not completely understood, 
the atmosphere may set up in a flow pattern that produces low or high rainfall condi- 
tions, and the pattern can persist for months to years. The El Nifio/Southern Oscilla- 
tion (ENSO) phenomena is now recognized as a major mechanism forcing persistent 
variations in atmospheric circulation patterns from the tropics to the midlatitudes. 
Exactly how an ENSO event causes floods or droughts months later and thousands of 
kilometers downstream is not completely understood. The effect of persistence in the 
data is to increases the variability of the data, reducing the accuracy of statistical es- 
timates derived from frequency analyses (Chow 1964). The correct application of 
frequency analysis requires the data be random, independent and stationary. In prac- 
tice these conditions are met with varying degrees of fidelity. The problem is that we 
must work with very short historical records, and we cannot afford to discard any 
data even if it means violating the prerequisite assumptions. 

The data for frequency analysis are either annual maximum (minimum) series, 
partial duration series, or a series composed of a sum of values such as total annual 
precipitation. The return period or recurrence interval T is the reciprocal of the 
exceedence probability: 

1 T = -  
P 

(4.15) 

where T is the return period in years and p the exceedence probability. An event with 
an exceedence probability of 0.01 (1%) has an average return period of 100 years. 
Said another way, the 100-year event, whether a storm, flood, or whatever, has an 
average probability of occurrence of 1% each and every year. The perception that if 
the 100-year event occurred this year and therefore will not occur for another 100 
years is wrong. There is a slight difference in the meaning of return period and ex- 
ceedence probability between the annual maximum series and the partial duration se- 
ries. If the partial duration series is used for the analysis, the interpretation of the T- 
year return period means an event of that magnitude will occur once every T years, 
on the average. If the annual maximum series is used, the interpretation is that the 
event will occur once every T years on average as an annual maximum (Dunne & 
Leopold 1978). The distinction is subtle but real. Frequency analysis assigns 
exceedence probabilities to individual hydrologic observations using the sample 
cumulative distribution function ( F J .  In the following discussion the terms 
exceedence probability and frequency are used interchangeably. The following 
procedure creates the sample CDF for a frequency analysis. 

1. Collect the appropriate data. 
2. Rank the n observations from largest to smallest to generate sample estimates of 

exceedence probabilities. Ranking the data from smallest to largest generates non- 
exceedence probabilities. 

3. Assign a rank number m to each observation. Assign a rank of m = 1 to the first 
ranked observation and m = n to the last ranked observation. 

4. Assign a sample-based frequency Fs to each observation using a plotting position 
formula. A common plotting position formula is Weibull’s formula , Fs = m / (n + 1). 

5. Graph the observation magnitude versus the frequency (exceedence probability). 
The sample CDF created here differs from the sample CDF for classified data in 
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Chapter 3. For classified data the same probability is assigned to every observation 
in a class. Here the data are not classified so each observation is assigned its own 
probability. If you think of classification as ranking the data by groups, the two 
methods are similar. 

Observations are assigned exceedence probability estimates based solely on the 
sample size, rank position and the plotting position formula. This type of frequency 
analysis is ‘distribution free’; it does not assume a priori that the data follow any 
particular probability distribution. A more sophisticated analysis combines this ap- 
proach with a parameter-based fit of the data to a theoretical distribution as recom- 
mended in Chapter 3. An example of frequency analysis is demonstrated in Example 
4.5. 

Example 4.5 
This example is a frequency analysis of the annual precipitation data for Philadelphia, PA (Table 
3.2). The steps in the analysis outlined above are shown in Table 4.7. The observations are 
ranked from largest to smallest (column 2) and assigned a rank (m). Column 4 are the sample ex- 
ceedence probabilities calculated by the Weibull formula. 

Figure 4.17 is a plot of the sample exceedence probabilities along with the theoretical normal 
CDF for the Philadelphia data. The data are plotted on arithmetic normal probability paper. The 
theoretical normal CDF plots as a straight line on this paper. Once you have the CDF, it’s easy to 
answer probability-related questions. For example, find P(X 2 45.0)? Assuming the sample fol- 
lows the normal distribution, the answer is around 28%, or an average return period of 3.6 years. 

4.10. I The gamma distribution 

Total annual precipitation tends to follow a normal distribution, particularly in humid 
climates. In arid and semiarid climates the proximity of zero (as the left boundary) 
produces a positively-skewed distribution. This raises the question of whether there 
might be a more robust theoretical distribution capable of handling both normal and 

Figure 4.17. Plot of the sample CDF and the theoretical normal CDF for the Philadelphia annual 
precipitation data. 



66 Hydrology for water management 

Table 4.7. Frequency analysis of Philadelphia, PA annual precipitation data. 

Year Ranked precipitation Rank Sample frequency 
(inches) (m) F, = [m / (n + l)] 

1983 
1979 
1975 
1972 
1977 
1953 
1958 
1971 
1973 
1978 
1956 
1952 
1967 
1984 
1969 
1962 
1951 
1960 
1961 
1950 
1982 
1986 
1966 
1970 
1980 
1959 
1981 
1974 
1968 
1985 
1963 
1954 
1987 
1976 
1955 
1957 
1964 
1965 

54.4 1 
52.79 
52.13 
49.63 
49.42 
48.13 
47.87 
47.79 
46.06 
45.95 
45.90 
45.84 
44.82 
43.66 
43.36 
42.63 
42.06 
41.15 
41.05 
40.47 
40.43 
40.42 
40.00 
39.14 
38.80 
38.37 
37.83 
37.78 
35.45 
35.20 
34.95 
34.04 
33.40 
33.27 
33.03 
32.20 
29.88 
29.34 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 

0.026 
0.05 1 
0.077 
0.103 
0.128 
0.154 
0.179 
0.205 
0.23 1 
0.256 
0.282 
0.308 
0.333 
0.359 
0.385 
0.4 10 
0.436 
0.462 
0.487 
0.513 
0.538 
0.564 
0.590 
0.615 
0.641 
0.667 
0.692 
0.7 18 
0.744 
0.769 
0.795 
0.821 
0.846 
0.872 
0.897 
0.923 
0.949 
0.974 

positively-skewed data? One such distribution is the two-parameter gamma distribu- 
tion (Table 3.4). The National Weather Service uses the gamma distribution to esti- 
mate annual precipitation probabilities. It is bounded by zero on the left and is un- 
bounded on the right. The gamma distribution is defined by two parameters: a shape 
parameter (A) and a scale parameter (p). The gamma PDF can vary from being 
J-shaped, to bell-shaped, to positively-skewed depending upon the values of the pa- 
rameters. This makes the gamma more versatile than the normal distribution for mod- 
eling data. As with the normal distribution, the gamma can be evaluated by the use of 
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tables. The EXCEL program has a wide variety of theoretical PDF and CDF distribu- 
tions available as built-in functions including the normal and gamma. This is an ex- 
tremely easy way to evaluate a distribution. 

As demonstrated in Example 4.5, the sample CDF and the theoretical CDF do not 
necessarily give the same probability estimate for the same magnitude event. Re- 
member the sample CDF is only an estimate of the theoretical distribution. In Figure 
4.17 the sample function deviates around the theoretical curve. The maximum devia- 
tion between the sample CDF and the theoretical CDF is the basis of the bil-S good- 
ness-of-fit test. Recall that the K-S test compares the absolute value of the maximum 
difference between the sample distribution and a theoretical distribution against some 
critical difference value (students should review the description of the K-S test in 
Chapter 3.) The logic of the test is that the farther a sample value is from its corre- 
sponding theoretical value, the less likely the sample comes from that particular theo- 
retical distribution. If the absolute value of the maximum of these differences is less 
than a critical difference value, then the null hypothesis is accepted, and the sample 
data are judged not significantly different from the theoretical distribution. Example 
4.6 demonstrates the K-S test. 

Example 4.6 
In this example we will test the goodness-of-fit of the Philadelphia precipitation data to both the 
normal and the gamma distributions. The test was performed in EXCEL using the program’s 
normal and gamma CDF functions. The null hypothesis Ho is that there is not a significant dif- 
ference between the observed sample distribution and the theoretical distribution. Rejection of 
the null hypothesis means the data come from some distribution other than the one being tested. 
A significance level of a = 0.05 will be used. 

The parameters of the normal distribution are the sample-estimated mean X and standard de- 
viation s. For the gamma distribution, moment-based estimators for the shape and scale parame- 
ters are found using the equations from Table 3.4: 

- --L 
X h = - - 0.98, p 2 = 40.45 
2 -  

S 

Table 4.8 gives the sample CDF, and the CDF for each of the two theoretical distributions. The 
D columns are the differences between the sample and the respective theoretical distributions. 

The maximum difference between the sample distribution and the gamma distribution occurs 
at rank item 12 (1952) with a value of D,,, = 0.075. The maximum difference between the sam- 
ple and the normal distribution occurs for rank item 29 (1968) with a value of D,,, = 0.071. 
From Table 3.5 the critical difference value for the test with a = 0.05 and n = 38 is 0.14. Since 
D,,, is less than the critical value for both theoretical distributions, the null hypothesis is ac- 
cepted in both cases. In other words, the sample data could come from either distribution. Note 
that the test does not say the data actually come from either distribution, only that they could. 

Whether the data fit one distribution better than the other is a separate question. If you calcu- 
late the average difference between the sample and the theoretical distributions by summing the 
values in the D column and dividing by n, the average difference between the normal and the 
sample is 0.023, while it is 0.024 for the gamma and the sample. Overall, the normal distribution 
fits the data slightly better. 
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Table 4.8. Kolmogorov-Smirnov goodness-of-fit test for the Philadelphia, PA annual precipitation. 

Year Rank PPT Sample Normal Gamma 
frequency Distribution D Distribution D 

1983 
1979 
1975 
1972 
1977 
1953 
1958 
1971 
1973 
1978 
1956 
1952 
1967 
1984 
1969 
1962 
195 1 
1960 
1961 
1950 
1982 
1986 
1966 
1970 
1980 
1959 
1981 
1974 
1968 
1985 
1963 
1954 
1987 
1976 
1955 
1957 
1964 
1965 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 

54.41 
52.79 
52.13 
49.63 
49.42 
48.13 
47.87 
47.79 
46.06 
45.95 
45.90 
45.84 
44.82 
43.66 
43.36 
42.63 
42.06 
41.15 
41.05 
40.47 
40.43 
40.42 
40.00 
39.14 
38.80 
38.37 
37.83 
37.78 
35.45 
35.20 
34.95 
34.04 
33.40 
33.27 
33.03 
32.20 
29.88 
29.34 

0.026 
0.05 1 
0.077 
0.103 
0.128 
0.154 
0.179 
0.205 
0.23 1 
0.256 
0.282 
0.308 
0.333 
0.359 
0.385 
0.410 
0.436 
0.462 
0.487 
0.5 13 
0.538 
0.564 
0.590 
0.615 
0.641 
0.667 
0.692 
0.7 18 
0.744 
0.769 
0.795 
0.821 
0.846 
0.872 
0.897 
0.923 
0.949 
0.974 

0.022 
0.038 
0.048 
0.099 
0.105 
0.146 
0.155 
0.158 
0.23 1 
0.236 
0.238 
0.241 
0.293 
0.357 
0.374 
0.4 17 
0.452 
0.508 
0.5 14 
0.549 
0.552 
0.552 
0.578 
0.629 
0.648 
0.672 
0.7 12 
0.705 
0.815 
0.825 
0.835 
0.867 
0.887 
0.891 
0.898 
0.919 
0.960 
0.967 

0.004 
0.0 13 
0.029 
0.003 
0.023 
0.008 
0.024 
0.047 
0.000 
0.020 
0.044 
0.066 
0.041 
0.002 
0.0 10 
0.007 
0.016 
0.046 
0.027 
0.036 
0.0 13 
0.0 12 
0.0 12 
0.013 
0.007 
0.006 
0.020 
0.013 
0.07 1 
0.056 
0.040 
0.047 
0.04 1 
0.0 19 
0.000 
0.004 
0.01 1 
0.008 

0.029 
0.046 
0.056 
0.104 
0.109 
0.146 
0.155 
0.157 
0.223 
0.228 
0.230 
0.233 
0.280 
0.340 
0.357 
0.398 
0.432 
0.487 
0.493 
0.529 
0.53 1 
0.532 
0.558 
0.61 1 
0.63 1 
0.657 
0.700 
0.692 
0.813 
0.824 
0.835 
0.871 
0.893 
0.898 
0.905 
0.928 
0.97 1 
0.977 

0.004 
0.005 
0.021 
0.00 1 
0.019 
0.008 
0.025 
0.048 
0.008 
0.028 
0.052 
0.075 
0.053 
0.0 19 
0.028 
0.0 12 
0.004 
0.025 
0.006 
0.016 
0.007 
0.032 
0.032 
0.005 
0.0 10 
0.009 
0.008 
0.026 
0.069 
0.055 
0.040 
0.05 1 
0.047 
0.026 
0.008 
0.005 
0.022 
0.003 

4.1 1 INTENSITY-DURATION-FREQUENCY (IDF) 

Hydrologic planning often requires combining the concepts of probability with 
measurements of precipitation intensity and duration. Average precipitation intensity 
is the recorded precipitation depth (pulse data) divided by the duration of the collec- 
tion period. Precipitation intensity is an important determinant of surface runoff. If 
the rate of precipitation reaching the surface exceeds the rate that water can infiltrate 
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into the soil, then surface runoff occurs. Excessive surface runoff moving rapidly 
into stream channels causes downstream flooding. High intensity rainfall also dis- 
lodges soil particles and washes nutrients and chemicals from the land surface. When 
these materials enter the waterways they become pollutants detrimental to humans 
and aquatic ecosystems. Additionally, sediment clogs river channels and shortens the 
useful life of reservoirs by reducing storage capacity. 

Intensity-frequency analysis assigns a probability of occurrence to storms of dif- 
ferent depths and durations. The US Weather Bureau published a series of studies 
during the 1950s defining intensity-frequency characteristics for precipitation in the 
eastern United States. Hershfield (1961) synthesized the results from these studies 
into one rainfall frequency atlas that included values for the western United States 
between 90 and 105"W longitude. The values for the western United States were not 
very good because topographic influences were only general considered. Technical 
Paper No. 40 (Hershfield 1961) is still considered the standard source for intensity- 
frequency data east of the Rocky Mountains, though recent studies have updated the 
information for selected areas (see Sheaffer et al. 1982). Figure 4.18 shows the IDF 
curves for Boston, MA and Figure 4.20 shows IDF isopluvial maps for the United 
States. Reliable maps and techniques for IDF calculations for the western United 
States became available in 1973 with the publication of the Precipitation-Frequency 
Atlas for the Western United States, NOAA Atlas No. 2 (NOAA 1973). 

The IDF curves and maps were constructed by piecing together data from differ- 
ent storms. The durations, therefore, are not total storm durations, but rather dura- 
tions for subintervals within a storm. Also, the curves are average intensities and do 
not represent actual time histories of storms (Bedient & Huber 1992). Graphical in- 
terpolation can determine IDF values for durations and return periods other than 
those given in Figures 4.18 and 4.19. The technique of graphical interpolation is 
demonstrated in Example 4.7. 

Figure 4.18. Precipitation-intensity-duration graph for Boston, MA. Durations are for 5, 10, 30, 60 
minutes and 6, 12 and 24 hours. Return periods are 2, 5, 10, 25, 50 and 100 years (source: Hers- 
field 1961). 
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Figure 4.19. Precipitation 
depth (inches) for storms of 
varying recurrence interval 
and duration (redrawn from 
Hershfield 1961). 
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Example 4.7 
Find the precipitation intensity for a 10-year, 4-hour duration event near Tulsa, OK. From either 
the IDF maps or graphs find the 10-year 30-minute, 1-hour and 6-hour precipitation depths or 
in tensities. 

0.5 hour 1 hour 6-hours 

Precipitation (in) 2.19 2.72 4.30 
Intensity (in hr-’) 4.38 2.72 0.72 

Plot either intensity or depth and interpolate the 4-hour event as shown on Figure 4.20. From 
Figure 4.20, the interpolated precipitation intensity is 0.95 inches per hour, for a total depth of 
3.80 inches. 

Storms do not have uniform intensity over time (Fig. 4.10) or space. Rainfall in- 
tensity is greatest near the storm’s center and decreases towards the edges. One way 
to incorporate the spatial variation in intensity is with Figure 4.2 1, which gives aver- 
age depth-area relationships as a percentage of point values for areas up to 400 mi2. 
For example, if a point observation for a 10-year return period, 6-hour duration event 
along the southern boundary between Colorado and Kansas is 3 inches (see Fig. 
4.19), then the area1 average depth for a 200 mi2 area is approximately 85% of the 
point values, or 0.85 (3.00 inches) = 2.55 inches. 

Figure 4.20. Graphical interpolation 
of the 10-year, 4-hour precipitation 
event for Tulsa, Oklahoma. 

Figure 4.2 1. Relation of point rain- 
fall to average rainfall over an area 
for various durations (source: US 
Weather Bureau 1958). 
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4.12 RISK 

The final topic of this chapter is risk. The term risk used in hydrology means the 
probability of an event occurring within a specified period of time. For example, 
what is the risk of having a 100-year precipitation event as an annual maximum in 
the next 5 years? Recall from the discussion of frequency analysis that an event with 
an average return period of 100 years has an average probability of exceedence of 
p = 0.01, or 1%, each and every year as an annual maximum. From the Law of Total 
Probability, if p is the probability that an event will occur (exceedence), then the 
probability that it will not occur is (1 - p ) .  The probability that the event will not oc- 
cur for two years is: 

(4.16) 

Equation (4.16) is an example of the multiplication rule for independent events, i.e. 
when the occurrence of the event at one time has no influence on the occurrence at 
some other time. Equation (4.16) expresses the conditional probability of nonoccur- 
rence of the event this year and nonoccurrence the year after. Therefore, the prob- 
ability that an event will not occur in the next n years is: 

(1 -P> (1 -p>  = (1 -P>2 

(1 -P)" (4.17) 

Equation (4.1'7) says apply the multiplication rule as many times (n) as is necessary. 
If Equation (4.17) gives the probability of an event not occurring in the next n years, 
what is the probability that the event will occur in the next n years? By the Law of 
Total Probability, it equals one minus the probability of the event not occurring in 
the next n years, or: 

(4.18) 

Equation (4.18) is used for estimating the risk J that at Least one occurrence of an 
event, having an average probability of occurrence in any given year of p ,  will occur 
in the next n years. The formula above is from the binomial distribution, a discrete 
theoretical distribution useful in describing the occurrence of discrete events (Chap- 
ter 3). A forrnal derivation of Equation (4.18) comes from Linsley et al. (1982): 

J =  1 - (1 -p>" 

n! n-k k 
J ,  = k ! ( n  - k ) !  ( 1 - P )  P (4.19) 

Equation (4.19) gives the risk J that an event with an average probability of occur- 
rence p will be exceeded exactly k times during an n-year period. The ! sign means 
factorial. For example, 3! = 3 x 2 x 1, and O! = 1. The probability of one or more ex- 
ceedences in n years is found by setting k = 0 and noting that the probability of ex- 
ceedence is one minus the probability of nonexceedence, or: 

(4.20) 

Figure 4.22 shows risk J as a function of different exceedence probabilities and time 
intervals. 
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Figure 4.22. Risk as a function of the average recurrence interval (7) and time periods (n). 

Example 4.8 
Find the risk of experiencing the 20-year event in the next 3 years? 

p = 1/T = 0.05 

n = 3  

J = 1 - (1 - 0.05)3 

J = 1 - 0.857 

J = 0.143 = 14.3% 

There is slightly greater than 14% chance that the 20-year event will occur during the 3-year pe- 
riod. Is this risk acceptable? That is a question for decision makers to answer. The estimate of 
risk assumes you know p exactly. 

If you calculate the probability of the 100-year event occurring in a 100-year period, it equals 
63%. In other words, the chance that the return period of the 100-year event will be less than the 
‘average’ value of 100 years is 63%. 

SUMMARY 

Precipitation is a major input to the land phase of the hydrologic system. It is one of 
the most basic of natural resources for human and ecological systems by replenishing 
the storage of water in the soil, streams, lakes and groundwater. But a resource at one 
level of availability may become a natural hazard at a different level. High intensity 
precipitation may lead to surface runoff and flooding, while a lack of precipitation 
results in drought. Under some range of expected or ‘normal’ conditions precipita- 
tion is a resource; when that range is exceeded the results may be disastrous. 
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As with all hydrologic phenomena, the occurrence and distribution of precipita- 
tion can only be described in probabilistic terms, hence the importance of under- 
standing concepts of statistics and probability. The techniques of measurement and 
analysis described in this chapter are only the most basic. More advanced topics can 
be explored in advanced hydrology texts and hydrologic research journals. 

Another important input to the hydrologic system is energy. Solar energy drives 
the hydrologic system by transforming precipitation into water vapor. While water va- 
por was covered in this chapter as a prerequisite to the formation of clouds, in Chap- 
ters 5 and 6 we turn our attention to how water moves from the surface to the atmos- 
phere by evaporation and evapotranspiration. 

PROBLEMS 

4.1 

4.2 

4.3 

Calculate the specific humidity, mixing ratio and relative humidity for the following situation. 
Assume standard sea level pressure. 
Air temperature = 82.5"F 
Dew point temperature = 58.7"F 
Relative humidity = ...... 
Specific humidity = ...... 
Mixing ratio = ...... 
The precipitation gage at station X was inoperative for part of a month during which a storm 
occurred. The respective storm totals at three surrounding stations, A, B, and C, their normal 
annual precipitation values, and their distance from station X are given below. Estimate the 
storm precipitation for station X two different ways. 

Station Normal annual ppt Storm total Distance from station X 
(mm) (mm) (W 

A 1008 
B 842 
C 1080 
X 880 

115 4 
90 2 

120 5 

Answer ......, using the ...... method. 
Answer ......, using the ...... method. 
Using the map below, determine the area1 average precipitation using the arithmetic, Thiessen, 
and isohyetal methods. Make copies of the basin map so you can show the Thiessen and iso- 
hyetal methods separately. For the isohyetal analysis use a one-inch isohyetal interval. Note: 
To calculate area you need a planimeter. 

Map scale 1 :40,000 

Observed precipitation 
Station A 1.00 inches 
Station B 3.00 inches 
Station C 4.50 inches 

Arithmetic Thiessen Isohyetal 
Average precipitation (inches) ...... ...... ...... 
Acre-feet equivalent ...... ...... ...... 
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Scale 1 :40,000 
elevation in feet 

4.4 In this problem you will do a frequency analysis of total annual precipitation data. 
a) Rank the Raleigh precipitation data and determine the sample cumulative probability dis- 

tribution Fs. If you rank from smallest to largest you create non-exceedence probability es- 
timates (4);  if you rank from largest to smallest you create exceedence probability estimates 
(p). Use the Weibull plotting position formula to assign sample frequencies. 

b) Plot your data on normal probability paper as shown in Figure 4.17. Draw the line repre- 
senting the theoretical normal distribution through the data points. Clearly mark the +1 and 
-1 standard deviation limits and the mean on your graph. 

c) Assuming the data fit a normal distribution, use the line to estimate the following annual 
probabilities: 
1. P(X> 35.50) inches? 
2. P(X < 35.50) inches? 
3. P(X > 45.00) inches? 
4. P(36.00 < X < 42.80) inches? 
You can see that, if the data fit an assumed distribution, once you have the CDF, it is much 
easier to estimate probabilities than using 2 scores. 

d) Use the Kolmogorov-Smirnov test to test whether the data could come from the normal 
distribution. 

Test the sample data for goodness-of-fit using the K-S test and a significance level of 
0.05. 

What can you say about the distribution based on the K-S test? (You should 
include the level of significance (a) and the null hypothesis in your answer.) 

D-= ...... Dn, 0.05 = ...... 

EXCEL EXERCISE 2 

In this exercise you duplicate the precipitation homework exercise on calculating statistics and cre- 
ating a histogram. 
1. As with your first EXCEL exercise, enter a title, your name and the course number at the top of 

your worksheet. Give this worksheet the title ‘Precipitation Statistics.’ Format these cells the 
same as in EXCEL Exercise 1. 

2. Before you go any further save your worksheet to your diskette; however, don’t save it as a 
worksheet file but as a template file. Saving it as a template means you can use it over and over 
as a template for future exercises and you won’t have to do the formatting in step 1 above. 

3. Starting in cell A4 and ending in cell A33 enter the 30 years 1955 to 1984. Rather than entering 
one year moving down one row and entering the next year use the following approach. Move to 
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cell A5 and type ‘ = A4+1 ‘ (without quotes). Now select A5, press the RB, choose Copy, move 
to cell A6 and copy to the range A6A33. To copy to A6:A33 click and drag. You should have 
the sequence 1955 to 1984 in column A. Change these formula-based dates into real numbers 
by selecting the dates and using Copy I Paste Special I Values. 

EXCEL has an even faster way to do this operation. Type 1955 in A4 and 1956 in A5. Now 
select A4:A5. Place the cursor on that little dot in the lower-right-hand corner of the box out- 
lining the selected cells. The cursor turns into a cross. Click the LB and drag down to cell A33. 

4. In column B enter the annual precipitation data for each year. 
5. You are now going to rank the data to find the median. Select the full range of the data 

(A4:B33). It is important that you select from column B to column A so that the active cell is in 
column B. Click on Data on the top menu. From the pull down menu choose Sort. Alterna- 
tively, from the utility toolbar click the ‘sort in ascending order’ button. This button has the 
letter A over the letter Z with an arrow pointing down. After you click the button you may be 
asked to choose a ‘sort key.’ The sort key is the column with the active cell. You are using pre- 
cipitation as the sort key (column B) and your active cell should already be in that column. If 
you are not asked to choose a sort key then the data are ranked immediately. Notice that by 
having column A selected along with column B, the values in column A (years) are sorted along 
with the precipitation values. Had you not selected column A also, the years would have re- 
mained in place. Sorting in ascending order generates the probability of nonexceedence. 

6. Now calculate the mean and standard deviation. Move to cell A36 and type Mean and in cell 
A37 type SD. Select cell B36 and click on Insert I Function on the upper menu. From the dia- 
log box select Statistical function. Click on the function AVERAGE then Next. You now 
move to Step 2 to edit the formula you chose. Edit number 1 so that it says B4:B33 and click 
Finish when you are done. Paste the standard deviation function into cell A37 the same way by 
choosing the function STDEV. 

7. The last step is to plot the histogram for data. For this step you must have the Analysis Toolpak 
Add-in installed. You can’t go directly into the Chartwizard program. First you have to classify 
the data into intervals by frequency. 

Click on Tools from the menu and then Data Analysis. From the dialog box choose HIS- 
TOGRAM and then OK. Next will appear another dialog box which asks for the Input Range, 
the Bin Range, and the Output Range. 

The Input Range is the data you want to analyze - B4:B33. 

The Bin Range is the ‘bins’ or intervals you want to use to classify the data. You have to create 
this range and the bin values. In the range C8:C15 type the numbers 33, 36, 39, 42,45,48,51, 
54. So your Bin Range is C8:ClS and the class intervals used to group the data are the numbers 
in that range. (Note: the Bin Range numbers must always be in ascending order.) 

The Output Range tells EXCEL where to print the results. All you need do is designate the 
cell in the upper left corner of this range. Use the cell E5. 

Click on the box that says Pareto and the box that says Cumulative. This should remove the 
check which means you do not want these options. You do want the chart option so leave the 
check in that box. Press Enter or click on the OK button to generate the histogram. 

The chart is created not as an embedded chart but as a separate chart file in earlier versions 
of EXCEL. To see your chart in this case click the minimize button in the upper right corner of 
your worksheet; not the upper right corner of the screen. The button has an arrow pointing 
down. To restore your worksheet click on the maximize button. 

EXCEL EXERCISE 3 

In this exercise you duplicate your precipitation frequency analysis. The exercise is designed to 
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create nonexceedence probabilities, but you can easily change the steps to generate exceedence 
probabilities. 
1. You want to replicate the first two columns of EXCEL Exercise 2. There are different ways to 

do this. You could copy all of the information from the ‘Precipitation Statistics’ worksheet (Ex- 
ercise 2) to another empty worksheet on the screen. Probably the easiest way, however, is just 
to save Exercise 2 with a new filename. From File on the top menu select Open. From the dia- 
log box select drive A and then click on your second exercise filename. Now again from the 
menu File / Save As.. and save the worksheet under a new filename (e.g. EXER-3.XLS). This 
duplicates a copy of Exercise 2 on your diskette with the new filename. From the menu File / 
Close Exercise 2, and File / Open your new Exercise 3 worksheet. 

2. Delete all of the cells used for the histogram. This leaves years in column A and ranked pre- 
cipitation data in column 2. Place the active cell anywhere in column B and press the RB on the 
mouse. Choose Insert from the drop down menu and from the dialog box select Entire Col- 
umn with the LB. This will move the precipitation data to column C and insert a new blank 
column B. In cell B3 type ‘Rank’ (without quotes) and fill this cell with rank values. Place a 
number 1 in cell B4, number 2 in cell B5 etc. Do this by copying the same way you created the 
sequence of years in Exercise 2. 

3. Now enter the headings for the rest of the columns. In cell D3 type ‘Frequency,’ in Cell E3 type 
‘Normal,’ and in cell F3 type D. Column D cells will hold the frequency formula m/(n+ I); 
cells in column E will hold the normal probability estimates for the precipitation data using a 
built-in EXCEL function; and column F will give the results (difference values) for the Kol- 
mogorov-Smirnov goodness-of-fit test. 

In cell D4 type the formula ‘=(B4/31)’ (without quotes). Now copy this formula to the range 
D5:D33. The values are the frequency formula estimates for the probability that annual pre- 
cipitation is less than or equal to the value in the corresponding cell in column C. 

Move to cell E4. From the top menu select Insert / Function. From the dialog box select 
Statistical / NORMDIST / Next. This pastes the normal distribution function into cell E4 and 
places you (cursor) in the function wizard. The normal distribution function calculates either the 
PDF or the CDF. You need to supply three things to calculate a probability estimate: the X 
value (from column B) for which the probability is being estimated, and the mean and standard 
deviation. You should have the mean and standard deviation already in cells C36 and C37, re- 
spectively. The syntax for the function is this: 

=NORMDIST( X,MEAN,STANDARD-DEV,CUMULATIVE) 
Edit the function wizard using cell C4 for X, $C$36 for the mean, $C$37 for the standard de- 
viation, and TRUE for cumulative. 

The TRUE statement gives you the CDF, a FALSE would give you the PDF. Now copy cell 
E4 to the range E5:E33. Column E now contains the normal distribution estimates for the prob- 
ability that annual precipitation is less than or equal to the value in the corresponding cell in 
column C. Look at your normal distribution CDF values. Do they look correct? Do they look 
like the sample frequency estimates? The EXCEL function NORMDIST gives the nonex- 
ceedence probability, not the exceedence probability. How would you fix it so you have ex- 
ceedence probability in column E? 

4, Now you will perform the K-S test by subtracting the values in column E from the values in 
column D. Move to cell F4 and enter the formula =ABS(E4-D4). ABS means take the absolute 
value of the difference between the numbers in the two cells because we are not interested in 
the sign just the magnitude of their difference. Now copy cell F4 to the range F5:F33. In col- 
umn F you now have the ‘D’ values for the K-S test. Scan down column F and find the largest 
D value and see if it exceeds the appropriate critical D value from Table 3.5. If not, then the 
data are not significantly different from a normal distribution. If it does exceed the critical 
value, the data are significantly different from the normal distribution and we need to try an- 
other distribution. 
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5. You can graph your data if you want to but it is not required. EXCEL does not have a built in 
normal distribution graph, so the data plot as a curve. 

6. When you are finished print your worksheet and save it to your disk. But before you do, are 
there some things you could do to make your worksheet look better? How about removing the 
gridlines around the cells. Try changing the format of the cells so that data in the same column, 
e.g. precipitation, all have the same number of decimal places. 



CHAPTER 5 

The hydrologic cycle starts when solar energy changes water from the liquid or solid 
state to the gaseous state. Evaporation is the change from liquid to gas. Sublimation 
occurs when ice becomes vapor directly without passing through the liquid state. The 
latent heats required for the state changes were given in Table 4.1, and Equation (4.1) 
showed the latent heat of vaporization is inversely related to water temperature. The 
Earth’s surface is 71% water; consequently, most of the solar energy reaching the 
Earth’s surface evaporates water and returns to the atmosphere as latent heat (Fig. 
5.1). Winds carry water vapor thousands of feet vertically and thousands of miles 
horizontally from its source. The Pacific Ocean and the Gulf of Mexico are the major 
sources of vapor for N ~ r t h  America. On average, 70% of the precipitation over the 
United States returns to the atmosphere in vapor form. When this vapor condenses or 
sublimates, the latent heat is transformed again into sensible heat. These fluxes of 
mass (water) and energy (latent heat) are major components of the Earth’s climate 
system. 

From a water management perspective evaporation is tremendously important. 
Evaporation is a major water ‘loss’ from reservoirs, especially in arid and semi-arid 
climates like those of the western United States. The single largest ‘use’ of water in 
the entire state of New Mexico is evaporation from Elephant Butte Reservoir on the 
Rio Grande. Evaporation from reservoirs in the Colorado River Basin amounts to 
millions of acre-feet annually. Water resource development in the Colorado Basin 
long ago reached the level where any additional storage of water in reservoirs results 
in a net reduction in water availability because of increased evaporation. This chapter 
first identifies the meteorological factors that control evaporation, and then discusses 
several methods for measuring and estimating evaporation. 

5.1 THE EVAPORATION PROCESS 

Assume we have a shallow lake. Solar radiation is absorbed by the lake and winds 
blow across the surface. Evaporation from shallow lakes follows meteorological 
conditions more closely than evaporation rates from deep lakes because of energy 
storage in deep lakes. Individual water molecules are attracted to each other because 
of the molecule’s unique structure. The water molecule, with two hydrogen atoms 
covalently bonded to one atom of oxygen, is polarized - it is positively charged on 
one end and negatively charged on the other. The positive ends (hydrogen atoms) are 
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Figure 5.1. Global av- 
erage input and output 
of radiant energy. Val- 
ues are percent of the 
solar constant 
(Henderson-Sellers & 
Robinson 1986). 

attracted to the negative ends (oxygen atoms) forming hydrogen bonds. These hy- 
drogen bonds provide the force holding the molecules together as a coherent liquid 
mass which we know as water. For water to evaporate, the molecule must acquire 
sufficient kinetic energy to overcome the attractive forces of the hydrogen bonds. 
There are thee  sources of energy available to a water molecule: solar radiation, sen- 
sible heat energy in the overlying air, and heat energy stored in the lake. Of the three, 
solar radiation is the most important in providing the energy for evaporation. Utiliz- 
ing energy stored in the water or in the overlying air results in a net cooling of the 
water or the air. The meteorological variables responsible for controlling the rate of 
evaporation are solar energy, the vapor pressure deficit between the water surface 
and the overlying air, and the wind speed. Each of these factors is discussed below; 
however, because of its dominance, solar energy receives considerably more atten- 
tion than the other two. 

5.1.1 Solar energy 

Evaporation requires energy to break the hydrogen bonds between water molecules, 
and solar radiation is the primary source. Solar energy is a form of electromagnetic 
radiation (EMR). EMR is classified by wavelength (h) along the EMR spectrum 
(Fig. 5.2). The ultraviolet spectral region is that portion of the spectrum with wave- 
lengths slightly shorter than 0.40 pm. Radiation with wavelengths between 1 and 100 
pm is infrared. Between these two regions is the visible spectrum (0.40 to 0.70 pm). 
Incoming solar energy Q, is called insolation. It is composed of relatively short 
wavelength energy, with approximately 9% being ultraviolet, 41 % visible light, and 
50% infrared energy of wavelengths less than 5 pm. Most of the ultraviolet radiation 
is absorbed in the stratospheric ozone layer and never reaches the surface. Solar ra- 
diation absorbed at the Earth’s surface is transformed and reradiated back to the at- 
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Figure 5.2. A portion of the 
electromagnetic spectrum. 
Spectral regions are classi- 
fied by wavelength (A). 

mosphere as relatively long wavelength infrared radiation between the wavelengths 3 
and 80 pm. Much of this outgoing infrared energy is absorbed by water vapor and 
carbon dioxide in the lower troposphere, and heats the atmosphere close to the 
Earth's surface (Fig. 5.1). This is the so-called greenhouse effect and it keeps the en- 
vironment near the surface warm enough to support life. In the discussion that fol- 
lows we use energy-balance equations to analyze energy input, output and storage. 
Radiant energy is measured as pulse data, e.g. as the total (accumulated) energy per 
unit area per day. 

The energy for evaporation is part of the net allwave radiation Q, at the surface. 
Net allwave radiation is the difference between the incoming solar radiation Q,, the 
amount of Qs reflected by the surface Q,, and the net longwave energy Qlw: 

where Q, is equal to: 

and Q, is equal to the difference between the incoming longwave radiation Qa, the 
reflected longwave radiation Qar, and the emitted outgoing longwave radiation Qb: 

Net longwave radiation is discussed below. Rearranging Equation (5.2) shows 
albedo (a) is the ratio of the solar radiation reflected by a surface to the amount of 
solar energy incident upon the surface (a = QJQ,) .  The higher the albedo, the more 
energy reflected back to space, and the lower the available net energy. Table 5.1 
gives albedos for some natural surfaces and vegetation types. Water is somewhat 
unique in that its albedo depends on the angle of incidence of the radiation. For high 
sun angles the albedo is usually between 0.05 and 0.10, but when sun angles are low 
albedo increases due to specular reflection off the water surface. This is apparent to 
anyone watching the sun set over a body of water. Alternatively, Equation (5.1) may 
be written: 
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Equations (5.1)-(5.4) all describe energy flux. Flux describes the flow of a quantity 
per unit area per unit time. Energy flux is the flow of energy per unit area per unit 
time. Units for radiant energy flux are calories per square centimeter per day 
(cal cm-2 d-I) or watts per square meter (W m-2). (One watt is equal to one joule per 
second, and one calorie is equal to 4.186 joules.) The solar constant I ,  is the flux of 
insolation measured at the outer edge of the Earth's atmosphere, perpendicular to the 
Sun's rays, at the mean distance between the Earth and the Sun. The current esti- 
mated value for the solar constant is 1.97 cal cm-2 min-' (1372 W m-2). The term 
solar constant is misleading as the flux varies by as much as 0.5% around this value. 
Averaged over the entire Earth, only about 50% of the solar constant reaches the 
Earth's surface. The remainder is scattered, absorbed or reflected by the atmosphere 
and the surface (Fig. 5.1). Table 5.2 gives average values for I ,  in cal cm-2 d-' for 
various latitudes. The values in Table 5.2 are based on an earlier (lower) estimate of 

Table 5.1. Albedo and emmissivity for natural surface materials (source: Henderson-Sellers & 
Robinson 1986, used by permission). 

Material Albedo Emissivity 

Tropical forest 
Woodland 
Farmlandgrassland 
Semi desert 
Dry sandy desert 
Water (0-60')" 
Water (60-90')" 
Snow covered ice 
Sea ice 

0.13 
0.14 
0.20 
0.25 
0.37 

~0.08 
CO. 10 
0.80 
0.90 

0.99 
0.98 
0.95 
0.92 
0.89 
0.96 
0.96 
0.92 
0.90 

"Zenith angle. 

Table 5.2. Average values for the solar constant I ,  (cal C I T T ~  d-l) (source: Dunne & Leopold 1978). 

Latitude Jan Feb Mar Apr 
90'N - 
80 - 
70 - 
60 75 
50 200 
40 355 
30 500 
20 640 
10 755 
0 855 

10 930 
20 985 
30 1015 
40 1020 
50's 1000 

465 

65 255 540 
205 400 655 
350 540 750 
490 650 820 
620 750 870 
725 820 895 
820 870 895 
885 895 870 
930 885 810 
940 855 740 
930 800 640 
895 715 525 
835 620 400 

- -  
- 105 460 

May 
880 
860 
800 
860 
910 
880 
945 
930 
885 
820 
730 
630 
505 
375 
240 

Jun Jul Aug Sep Oct Nov Dec 

1070 
1050 
1000 
975 
985 
985 
975 
930 
870 
790 
685 
570 
445 
305 
175 

930 
970 
870 
925 
950 
960 
955 
930 
870 
795 
705 
595 
465 
335 
200 

660 155 - 

625 235 10 
670 400 140 
750 500 275 
820 620 430 
870 740 550 
900 795 670 
900 850 760 
885 880 830 
840 880 885 
770 845 900 
680 790 900 
575 725 870 
450 630 810 
315 505 735 

- 

5 
110 
155 
395 
540 
660 
770 
860 
920 
965 
985 
960 
950 

- 
55 

175 
325 
465 
610 
730 
840 
930 
990 

1030 
1045 
1040 
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the solar constant and should be increased by 2% (Frohlich 1977), but only if such 
precision is warranted. 

Obtaining data on Q, and QlW can be difficult. There are relatively few stations in 
the United States that measure and report radiation data on a regular basis, and they 
typically record only incoming radiation. Data for outgoing longwave radiation is 
virtually nonexistent. To overcome this paucity of data various empirical equations 
have been developed to estimate both incoming and outgoing radiation. 

5.1.2 Estimating solar radiation 

Regression relationships have been developed between measured Q, and available 
meteorological variables such as the fraction of cloud cover and the observed dura- 
tion of sunshine. Qbservations of cloud cover and sunshine are routinely made at 
most weather stations, and are readily available in published climatological reports. 
Black’s equation (quoted in Chang 1968) calculates mean daily solar radiation for a 
given month as: 

(5.5) Qs = I ,  (0.803 - 0.340C - 0.458C2) 

In Equation (5.5) Q, is mean daily solar radiation for the month in the units of I,, I, is 
the mean daily solar constant for the month (Table 5.2), and C is the mean monthly 
cloudiness as a decimal fraction. Equation (5.5) says that on a cloudless day (C = 0)  
Q, is 80.3% of the solar constant. The nearly 20% loss of incoming energy is due to 
the combination of back-scattering and direct absorption of the solar beam by atmos- 
pheric gases and particulate matter. 

For stations that record the observed duration of sunshine, an equation originally 
proposed by Angstrom (1924) (quoted in Chang 1968) is: 

where a and b are empirically-determined constants (see Table 5.3), n is the observed 
duration of sunshine (hours) for the month, and N is the maximum possible duration 
of sunshine (hours) at that latitude (Table 5.4). Regression equations like Equa- 
tions(5.5) and (5.6) summarize the results of many individual observations (Fig. 5.3). 
While they are easy to use for predicting the Q, from a single variable, the user must 
recognize their limited accuracy. List (1966) provides a more detailed method for es- 
timating Q,. The method calculates direct and diffuse (forward-scattered) radiation 
separately (see Bedient & Huber 1992). 

Longwave infrared radiation is emitted and absorbed by all matter. The basic law 
governing the emittance of longwave radiation from a body is Stefan’s Law, also 
called the Stefan-Boltzman Law: 

Table 5.3. Empirical coefficients for Equation (5.6). 

Location a b Source 
- 

World 0.23 0.48 Black et al. (1954) 
Virginia (USA) 0.22 0.54 Penman (1 948) 
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Table 5.4. Maximum possible duration of sunshine (hours) (source: Dunne & Leopold 1978, used 
by permission). 

Lat Jan 
50"N 
40 
30 
20 
10 
0 

10 
20 
30 
40 
50"s 

265 
303 
324 
34 1 
360 
375 
388 
410 
430 
466 
490 

Feb 
280 
300 
3 14 
324 
327 
340 
350 
360 
370 
380 
403 

Mar 
366 
370 
370 
370 
370 
375 
378 
378 
380 
385 
387 

APr 
415 
400 
388 
378 
370 
363 
355 
350 
342 
334 
320 

Mav Jun Jul 
480 490 
445 450 
425 420 
407 400 
390 380 
375 363 
363 346 
346 328 
330 306 
310 280 
276 242 

495 
455 
430 
410 
390 
375 
360 
340 
328 
302 
266 

Aug 
450 
425 
410 
400 
385 
375 
364 
344 
345 
330 
315 

Sep Oct Nov Dec 
380 330 274 252 
375 345 300 290 
370 353 320 316 
366 360 335 338 
366 366 352 356 
363 375 363 375 
360 380 378 396 
360 388 393 414 
360 404 410 435 
360 415 432 463 
356 427 465 508 

-9 r 

. . .  

.2 t Figure 5.3. Relationship between 
monthly solar radiation- and the 
percentage of possible sunshine 
for 32 stations (after Black et al. 

"/N 1954, used by permission). 

Example 5.1 
Calculate Q, and Qrs over a lake on August 8 at 40"N. Do the problem first with clear skies and 
then assume 40% cloud cover. 

For clear skies, obtain 1, from Table 5.2 and C = 0: 

Q, = 1J0.803 - 0.340C - 0.458C2) 

Q, = 870(0.803) 

Q, = 698.6 cal cm-2 d-' 

(Eq. 5.5) 

Assuming 0.07 for water albedo, the reflected energy is: 

Q, = 698.6(0.07) = 48.9 cal cm-2 d-' (Eq. 5.2) 

For the condition of 40% cloud cover: 

Q, = 1J0.803 - 0.340C - 0.458 C2) 



88 Hydrology for water management 

Q, = 870 E0.803 - 0.340(0.40) - 0.458(0.16)] 

Q, = 5 16.5 cal cmm2 d-' 

And reflected energy is: 

Q,., = 516.5(0.07) = 36.2 cal cm-2 d-I 

This example uses the same conditions as an example in Bedient & Huber (1992, p. 653). Using 
List's (1966) method they calculate direct and diffuse radiation separately. Their value for clear 
skies is Q, = 728 cal cm-2 d-I, which is agreeably close to the value here. For the 40% cloud 
cover condition, they calculate 652 cal cm-2 d-l, which is significantly different from the value 
calculated here. 

Qb = &oT4 (5.7) 

where Qb is the total emitted longwave radiation cal cmP2 d-', T is the absolute tem- 
perature of the body (OK), o is the Stefan-Boltzman constant (1.17 x 10-7 cal cm-* 
OK4 d-'), and E is the emissivity of the material. 

Stefan's Law states that the total radiation emitted by a body is directly propor- 
tional to the fourth power of its absolute temperature. This means small changes in 
temperature produce large changes in the total emitted radiation. A blackbody is a 
theoretical material that is both a perfect absorber and emitter of radiation; however, 
true blackbodies do not exist. (The term does not refer to the color of the substance.) 
Emissivity E (0 < E < 1) is the ratio of the emittance of a material to the emittance of 
a blackbody at the same temperature. The emissivity of a blackbody is E = 1.0. Emis- 
sivities of some natural materials are given in Table 5.1. The emissivity of the at- 
mosphere depends upon the amount of water vapor in the air. An equation by Brunt 
(Hatfield et al. 1983) approximates atmospheric emissivity E, as: 

E, = c + d & -  

where the vapor pressure of the air e, is measured in mb and c and d are empirical 
constants. Hatfield et al. (1983) found Brunt's values of c = 0.51 and d = 0.066 to 
work well. Other values for c and d were complied by Anderson (1954) and given in 
Dunne & Leopold (1978) (see Table 5.5). 

Net longwave radiation Qlw was defined in Equation (5.1). Brunt developed em- 
pirical equations to estimate net longwave radiation. The first (quoted in Ander- 
son1954) combines Equations (5.7) and (5.8) with a factor that incorporates cloud 
cover: 

Table 5.5. Empirical values for constants in the Brunt equation (source: Dunne & Leopold 1978, 
Hatfield et al. 1983). 

Location C d 
~~ 

Sweden 0.43 0.082 
Washington, D.C. 0.44 0.061 
California 0.50 0.032 
England 0.53 0.065 
World (Hatfield et al. 1983) 0.5 1 0.066 
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where Ts is the temperature of the surface (OK), T2 is air temperature at the 2-meter 
level (OK), e2 is the vapor pressure at the 2-meter level (mb), and a is a constant de- 
pendent upon cloud type and equals 0.25, 0.60, and 0.90 for high, medium and low 
clouds, respectively. 

A second equation (quoted Chang 1968) is simpler in that it uses only a single 
temperature measurement at the 2-meter level: 

Qlw = 07'; (0.56 - 0 . 0 8 6 )  (1 - ac) (5.10) 

If data on cloud type are not available, the factor (1 - aC) may be replaced by either 
(0.10 + 0 . 9 0  or (0.10 + 0.90 nRv) (Chang 1968). Equations (5.9) and (5.10) are both 
fairly crude approximations of net longwave radiation and may only be within 15 to 
20% of the actual value over long periods of time (Chang 1968). For example, both 
equations ignore the emissivity of the water surface and reflected longwave energy 
(&). The longwave albedo for water and snow is (1 - E). 

Example 5.2 
Calculate the net allwave radiation Q, for the following conditions. 
- Date: August 8 
- Latitude: 40"N 
- Cloudiness: 40% 
- Air temperature at 2 m: 30°C 
- Relative humidity: 60% 
-Water surface temperature: 20°C. 

From Example 5.1 : 

Qs = 5 16.5 cal cm-2 d-I 

Q, = 5 16.5(0.07) = 36.2 cal cm-2 d-I 

We use Equation (5.9) with c = 0.51 and d = 0.066. Since there is no information on cloud type, use 
(0.10 + 0.90. Equation (4.3) gives es = 42.4 mb, and from Equation (4.9), e, = 0.6(42.4) = 25.4 
mb. Using these variables, Qlw is calculated as: 

Q, = CJ [2934 - (0.5 1 + 0 . 0 6 6 f i ) 3 0 3 4 ]  [O. 10 + 0.90(0.40)] 

Qlw = 14.4 cal cm-2 d-' 

And net allwave radiation is: 

Q,= Q s -  Qrs- Qlw 

Q, = 516.5 - 36.2 - 14.4 = 465.9 cal cm-2 d-* 

This example uses the same data as an example in Bedient & Huber (1992, p. 660). In addition to 
calculating direct and diffuse incoming solar radiation, they determine net longwave radiation by 
calculating Q,, Q,,. and Qb separately rather than using Equations (5.9) or (5.10). Bedient and 
Huber calculate: 

Qlw = 30 cal cmF2 d-l 

and 

Q, = 576 cal cm-2 d-' 
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Since evaporation is measured and recorded as a depth of water, just like precipi- 
tation, we convert net allwave energy into an equivalent depth of water (LT ' ) .  This 
is done by dividing energy flux by the latent heat of vaporization and water density: 

Qn 

PLV 
E, =- (5.1 1) 

where E is the net energy-based evaporation (cm d-l), Q, is net allwave energy flux 
(cal cm-' S'>, p is the density of water (g ~ m - ~ ) ,  and L, is the latent heat of vapori- 
zation (cal g-"). 

Example 5.3 
A lake has a surface temperature of 10°C, a mass density of 1 g ~ r n - ~ ,  and a net allwave energy 
flux to the surface of Q, = 465.9 cal cm-2 d-l (from Example 5.2). How much water evaporates 
from the lake per day assuming all the solar radiation is used for evaporation and no other 
sources of energy are involved? 

The latent heat of vaporization L, is: 

L, = 597.3 - 0.564( 10) = 591.6 cal g-' 

Equation (5.1 1) gives energy-based evaporation E, as: 

(Eq. 4.1) 

(465.9 cal cm-2 d-' ) 
(591.6 cal g-' ) (1 g cmW3) 

E,  = 

E, = 0.79 cm d-' 

Dimensional analysis shows Equation (5.11) to be dimensionally homogeneous. 

5.1.3 Vapor pressure deficit 

Atmospheric vapor pressure is directly proportional to the mass of vapor in the air. 
Figure 4.2 shows the atmosphere's capacity to hold vapor is a function of its tem- 
perature. Water molecules escaping from the water surface into the overlying air 
produce a vapor pressure proportional to the rate they leave the surface, and the rate 
is a function of the water's temperature. At the same time the molecules are leaving 
the surface, vapor in the air re-enters the lake by condensation. Evaporation is thus a 
net mass transfer process; if more molecules leave the water than re-enter, we say 
evaporation is occurring. If molecules re-enter at the same rate they are leaving, then 
no (net) evaporation occurs. The difference between the vapor pressure of the atmos- 
phere (e,) and the vapor pressure of the water surface (e,) is the vapor pressure defi- 
cit (e, - ea). Evaporation is directly proportional to the vapor pressure deficit - the 
greater the deficit the greater the rate of evaporation. 
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5.1.4 Wind speed 

The third meteorological variable controlling the rate and amount of evaporation is 
wind speed. Imagine a layer of air over a lake on a calm day. With continued evapo- 
ration the air near the surface becomes more humid causing the vapor pressure deficit 
to decrease. Eventually, dynamic equilibrium is achieved when the air becomes satu- 
rated and water molecules leave and re-enter the water surface at the same rate. Wind 
is important in promoting evaporation by moving the saturated air away from the 
surface and replacing it with drier air. The importance of wind is obvious to anyone 
who has used an electric hair drier. 

5.2 METHODS FOR ESTIMATING EVAPORATION 

Evaporation is not measured directly though new technologies are emerging that al- 
low the direct measurement of vapor flux from the surface. For now we rely primar- 
ily on three approaches to estimate evaporation - evaporation pans, continuity equa- 
tions, and empirical formulae. 

5.2.1 Evaporation pans 

In the United States, the US Weather Bureau Class A evaporation pan is the most 
widely used. The pan is 4 ft in diameter and 10 inches deep, and is exposed on a 
wooden platform so that air may freely circulate beneath the pan (Fig. 5.4). Other 
pan exposures are possible, e.g. sunk in the ground or floating in a lake, but the 

Figure 5.4. A Class A evaporation 
pan exposed on a platform allowing 
air to pass beneath the pan. Next to 
the pan is an anemometer to measure 
wind speed. In the background are a 
recording rain gage (inside the large 
white conical container), and a pyra- 
nometer (mounted on the fence post) 
to measure hemispherical direct and 
diffuse solar radiation. 
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platform exposure is the easiest and most trouble free. One method of operation is to 
fill the pan to a depth of 8 inches and then refill the pan when the water level falls to 
7 inches. Measurements are made in a small stilling well located inside the pan. 
There are other evaporation pans in use in the United States and throughout the 
world, and each pan has its own characteristic evaporative response. This means that 
under similar conditions, different pans can evaporate different amounts of water. 

When exposed on a platform the Class A pan tends to evaporate more water than a 
nearby shallow lake. The reason is that energy is conducted through the walls and the 
bottom of the pan. The smaller volume of water in the pan becomes warmer than the 
lake, and the warmer water results in increased pan evaporation. A pan coefficient is 
used to correct for this upward bias in pan evaporation. Evaporation from a lake can 
be estimated from the pan as: 

E. = cEp (5.12) 

where E. is lake evaporation, c is the pan coefficient, and Ep is the measured pan 
evaporation. The pan coefficient varies by season and location. A widely used value 
for the annual pan coefficient is 0.70. Figure 5.5 was adapted from Farnsworth et al. 
(1982) and shows isolines for the annual Class A pan coefficient. The coefficient 
ranges from 0.64 in the hot, dry interior valleys of the Southwest, to greater than 0.80 
around the Great Lakes. Figure 5.6 is a map of shallow-lake evaporation in the 
United States. 

Lake evaporation exceeds 100 inches per year in the deserts of southeastern Cali- 

Figure 5.5. Generalized isolines for the annual Class A pan coefficient (adapted from Farnsworth et 
al. 1982). 
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Figure 5.6. Annual average shallow lake evaporation in the United States for the period 1949-1955 
(source: Kohler et al. 1959). 

Figure 5.7. Variation 
in normalized pan 
evaporation in the 
United States for the 
period 1946- 199 1. 
Normalized values 
are values relative to 
the mean value for 
the period 1955- 
1964. 

fornia. The pattern is highly variable in the mountain states, but evaporation changes 
fairly regularly from west to east across the Great Plains. In the eastern United 
States, evaporation decreases with latitude, with the highest values along the lower 
Mississippi River and the lowest values following the spine of the Appalachian 
Mountains into the Northeast. In a study of pan evaporation data for the period 1945 
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to 1991, the author found pan evaporation in the United States exhibited long-term 
variation (Fig. 5.7). Pan evaporation reached a maximum during the severe drought 
of the 1950s, and then decreased for 30 years. Pan evaporation began to increase 
again in the decade of the 1980s. 

5.2.2 Continuity equations 

5.2.2.1 Water balance 
Recall that a continuity equation relates inputs, outputs and the amount of the quan- 
tity in storage (Eq. 1.1). Lake evaporation can be estimated using either a continuity 
equation in water (mass balance) or a continuity equation in energy (energy balance). 
A mass balance equation written for a lake over a given period of time is: 

(P + I, + Zg) = (E, + U,  + US) + (S2 - S1) (5.13) 

The terms on the left-hand side represent all of the inputs to the lake - precipitation 
(P), surface inflows (I,) and groundwater inflows (ZJ. The first set of terms on the 
right-hand side represent all of the outflow components - evaporation (E,), surface 
outflows (U,) and subsurface outflows (OS).  The term (S2 - S,) is the change in stor- 
age. Equation (5.13) can be rearranged and solved for E, by measuring all of the in- 
puts, outputs and storage terms. Evaporation is calculated as the residual quantity 
needed to balance the equation. Equation (5.13) is good in theory but limited in its 
real-world applicability. The problem is that all measurement errors on the individual 
components end up in the final estimate of evaporation. Also, some components like 
subsurface inflows and outflows are difficult to measure. In the United States the 
most comprehensive set of experiments utilizing this approach were undertaken in 
the late 1940s and early 1950s at Lake Hefner in Oklahoma. The results of the ex- 
periments indicated that the water balance approach was within 5% of actual evapo- 
ration one-third of the time, and within 10% two-thirds of the time (Harbeck et al. 
1951). While not particularly outstanding, these results are likely to be better than 
expected for most lakes. Lake Hefner was selected from over 100 lakes based on the 
feasibility of measuring the various water balance components. 

5.2.2.2 Energy balance 
Since evaporation is an energy conversion process, it can be estimated using an en- 
ergy balance equation. In this case, inputs, outputs and storage of energy are meas- 
ured, and the energy used for evaporation is the residual energy quantity needed to 
balance the equation. The energy balance equation is: 

(5.14) 

In Equation (5.14): Q, is the energy used for evaporation, Qn is the net allwave ra- 
diation, Qh is sensible heat transferred by conduction and convection to the atmos- 
phere, Q, is the change in energy storage within the lake, Q, is the net energy ad- 
vected into the lake with inflows and outflows of water, and Qve is the energy that is 
advected out of the lake along with the evaporated water. 

All values in Equation (5.14) are in units of energy flux, e.g. cal cm-2 d-I, and are 
converted into a depth of water using Equation (5.1 1). A water balance is necessary 
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with this method also in order to obtain estimates of Qe and Q,. The two terms Qh 
and Qve cannot be measured directly, and must be reformulated in terms of measur- 
able quantities. Like the water balance, the energy balance is good in theory by im- 
practical for everyday use. It suffers the same limitations as the water balance 
method in that all measurement errors end up in the estimated value of evaporation, 
and measurement of some components may be even more uncertain than with the 
water balance. 

5.2.3 Evaporation equations 

Evaporation equations use combinations of the three meteorological factors - solar 
energy, vapor pressure deficit and wind speed. Two basic approaches are discussed 
here - the mass transfer/aerodynamic approach, which uses vapor pressure deficit 
and wind speed, and the so-called 'combination method' which combines solar en- 
ergy with the mass transfer/aerodynamic method. 

5.2.3.1 Mass transfer/aerodynamic approach 
The mass transfer/aerodynamic approach uses the vapor pressure deficit and wind 
speed as the two variables for determining evaporation. The method is based on theo- 
ries of turbulent flux of mass (water vapor) and momentum (wind) from the water 
surface to the overlying air. Both turbulent fluxes can be described using diffusion- 
type equations of the general form: 

flux of quantity x dx 
= P K z  unit horizontal area 

(5.15) 

where p is the density of the material x (MLP3), K is a diffusivity constant, and dx/dz 
is the gradient in the quantity x with altitude z. 

Following the discussion of Chow et al. (1988), a diffusion equation for water va- 
por can be written: 

where rn, is the flux of water mass (vapor) per unit horizontal area (ML-21"'), p, is 
the density of moist air (MLW3), Kw is the eddy diffusivity for vapor (L2T ' ) ,  dqh/dz is 
the gradient of specific humidity qh with altitude z (L-I). 

Equation (5.16) says that water vapor diffuses into the overlying air at a rate di- 
rectly proportional to the gradient in the concentration of water vapor. This is pre- 
cisely the concept of the vapor pressure deficit discussed earlier. The gradient in spe- 
cific humidity with altitude is a continuous function. Over short distances it may be 
approximated as a linear function, dq,/dz =: Aq,/& =: (qh2 - qh1)/(z2 - zl). The sub- 
scripts represent two altitudes where location 2 is higher than location 1. Equation 
(5.16) has a minus sign because the concentration of water vapor decreases with in- 
creasing altitude. 

In a similar manner the upward flux of momentum is given by an equation where 
momentum flux is proportional to the gradient in wind velocity: 
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(5.17) 

where z is the upward momentum flux per unit horizontal area (ML- 'T2) ,  Km is the 
momentum diffusivity (L2T ' ) ,  duldz is the wind velocity gradient (T1). 

Again, the true continuous wind velocity profile can be approximated as a linear 
ratio of the difference between wind speed measured at two altitudes, duldz =: Aul& 
=: (u2 - u1)/(z2 - zl). Dividing Equation (5.16) by Equation (5.17), substituting in the 
logarithmic velocity profile for wind (Eq. 4. lO), and rearranging yields: 

(5.18) 

where k = 0.40 is the von Karman constant from the logarithmic wind velocity pro- 
file law (Eq. 4.10). Equation (5.18) is the Thornthwaite-Holzman equation for vapor 
transport (Thornthwaite & Holzman 1939). The equation says evaporation can be es- 
timated by measuring specific humidity and wind speed at two heights (zl and z2). 
While this equation is suitable for scientific research, it is not practical for general 
application. The equation can be simplified by substituting the roughness length (zo) 
for zl, assuming KJK,,, =: 1.0, qh = 622 (e/p), and that the saturation vapor pressure of 
the air (e,) at the ambient air temperature approximates the vapor pressure of the 
water surface (eJ .  Equation (5.19) (Chow et al. 1988) is a simplified version of 
Equation (5.18): 

(5.19) 

Mass flux per unit area (m,) is converted into evaporation (LT') by dividing both 
sides of Equation (5.19) by the density of water (pJ. This gives the basic form of the 
mass transfer/aerodynamic evaporation equation: 

(5.20) E, = bu2 (e, - ea) 

where 

0.622k p, 
b= 2 

PP, [&2 1 Z0)l 

(5.21) 

The constant b has the dimensions of (pressure-') or (M-'LT2>, with time in seconds. 
The particular form and value of b varies from location to location. The Lake Hefner 
studies produced a number of empirical equations of the form of Equation (5.20). 
One such equation with b = 0.122 is: 

(5.22) Ea = 0.1 22u4 (e, - e2) 

where evaporation is in millimeters per day, wind speed is in meters per second, and 
vapor pressure is in mb. Wind speed is measured at the 4-meter level, and both vapor 
pressure and wind speed are measured over the lake (Linsley et al. 1982). A more 
generalized version of the mass transfer/aerodynamic equation is: 



E, = (a  + bu) (e, - e,) 
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(5.23) 

Example 5.4 
Find the value of b and calculate evaporation for the following conditions: 
- Height 1 (zo) = 0.03 cm 
- Height 2 (z2)  = 2 m 
- Von Karman constant k = 0.40 
- Water temperature = 25OC, thus pw = 997 kg mP3 
- Air temperature = 25OC, thus pa = 1.19 kg mP3 
- Atmospheric pressure @) = 1013 mb 
-Wind speed (U) = 1.8 m s-l 
- Relative humidity = 40% 

First, calculate b as: 

0.622( 0.4) 1.1 9 

997( 10 13) [ ln( 2 / 0.0003)] 
b= (Eq. 5.21) 

b= 1 .512~  10-’ 

To facilitate direct comparison with Equation (5.22), convert b from the current units of meters and 
seconds to units of millimeters and days: 

1000 mm 86400s 
b = 1.512 x lO-’ x -------X- 

l m  I d  
b = 0.131 

Assuming the saturation vapor pressure of the air at 25°C closely approximates the saturation vapor 
pressure of the water surface at the same temperature (e, = e,), then: 

e, = 31.66 (Eq. 4.3) 

e, = 0.4(31.66) = 12.66 (Eq. 4.9) 

and 

E, = 0.131(1.8)(19.00) (Eq. 5.20) 

E, = 4.5 mm d-’ 

5.2.3.2 Combination approach 
Combination equations combine net energy (Eq. 5.11) and the mass transfedaero- 
dynamic approach (Eq. 5.23) into a single equation. The most popular combina- 
tion equation is Penman’s equation (1948). Penman was trying to predict evapo- 
transpiration using a small sunken pan. Starting with Equation (5.14), Q,= 
Qn - Qh - Qe + Q, - Q,,, the last three terms (Qe, Q,, Q,,) were either equal to zero 
or were small enough to be ignored for a sunken pan. The remaining energy terms 
are restated as: 

Q, = Q, + Qh (5.24) 

In other words, net allwave radiation either goes to evaporate water (latent heat), or it 
goes to heat the overlying air (sensible heat). Equation (5.24) ignores energy used to 
heat the soil. This omission is acceptable over a period of a day, since the energy that 
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goes into the soil during the daytime hours is radiated back to the atmosphere at 
night. Converting the terms in Equation (5.24) into equivalent depths of water yields: 

(5.25) En = E, + K 

By rearranging Equation (5.25), adding the mass transfedaerodynamic component 
(E,), and 'fixing up' the K term, the Penman equation may be written: 

A 
E, =- a + ~ ~ ~ + & ~ ~  (5.26) 

where E. is lake evaporation in cm d-', En is net allwave radiation expressed in units 
of cm d-' (Eq. 5.11), E, is mass transfer/aerodynamic evaporation in cm d-' (Eq. 
5-23), A is the slope of the e, versus temperature curve (Eq. 4.4), and y is the 
psychometric constant (assumed to be 0.66 mb"C-'). 

Dunne & Leopold (1978) give one form of the mass transfer/aerodynamic compo- 
nent as: 

E, = (0.013 + 0 . 0 0 0 1 6 ~ ~ )  (e, - e,) (5.27) 

where E, is evaporation in cm d-I, u2 is wind speed in kilometers per day at the 
2-meter level, e, and e, are in mb (where again e, approximates e,). 

The coefficients in Equation (5.27) are generic, and local calibration is recom- 
mended for improved accuracy. The Penman equation consists of two parts: the en- 
ergy term and the mass transfer/aerodynamic term. The relative importance of each 
term depends upon the values of the dimensionless weighting factors A / (A + y) and 
y / ( A  + y). The sum of these two weighting factors is 1 .O. As air temperature rises, 
the increase in A (see Fig. 4.2) increases the relative importance of the energy term 
(E,) by more rapidly increasing the weighting factor A / ( A  + y). 

Example 5.5 
Calculate evaporation using the Penman equation for the following conditions: 
- Net allwave radiation = 465.9 cal cm-2 d-' 
- Air temperature = 25°C 
- Relative humidity = 40% 
- Wind speed (U) = 110 km d-' 

The weighting factors are: 

A = (0.00815T+ 0.8912)7 

A = 1.88 

A /  ( A + $  = 1.88 / (1.88 + 0.66) =0.74 

y /  (A + y) = 0.66 / (1.88 + 0.66) = 0.26 

(Note 0.74 + 0.26 = 1.0) 

(Eq. 4.4) 

From Example 5.3, the equivalent depth of evaporation from net allwave radiation is: 

E,= 0.79 cm d-' 

The mass transfer/aerodynamic contribution is: 

E, = (0.013 + 0.00016~~) (e, - e,) 

E, = [0.013 + 0.00016(110)] (18.99) 

(Eq. 5.27) 
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E,, = 0.58 cm d-' 

And, finally, from the Penman equation: 

A Y E =----En +-E,  
A + y  A + y  

E, = 0.74(0.79) + 0.26(0.58) 

E, = 0.73 cm d-I 

Dunne & Leopold (1978) give an alternate form of the Penman equation that combines the two 
weighting factors into a single factor, thus offering a slight computational advantage: 

The Penman method is one of the most accurate of the meteorologically-based 
formulas. The equation is largely based on physical principles, and, according to 
Chang (1968), should not be regarded as an empirical formula. It is, however, data 
intensive and few areas have all the necessary input data. Priestley & Taylor (1972) 
found that the second terrn Ea (y / (A + y) is approximately 30% of the first term (in 
Example 5.5 the second term is 26% of the first). Taking 30% as the average value 
they developed the Priestley-Taylor equation: 

A 
Eo=a--- A+y (5.29) 

where a = 1.3. Using the Priestley-Taylor equation with the data from Example 5.5, 
E. = 1.3(0.74)(0.79) = 0.75 cm d-'. The Priestley-Taylor equation is more applicable 
to humid environments than arid environments. 

The coaxial relationship in Figure 5.8 was developed by correlating pan evapora- 
tion data and the Penman equation. To use the figure first determine the aerodynamic 
component Ea by using the small figure in the upper left corner of the diagram. Enter 
the small figure with mean daily temperature and proceed to the right until you reach 
the curve for the mean daily dew point temperature. Turn down at the dew point 
curve and go until you intersect the appropriate wind movement curve. Turn right 
and exit the figure with a value for Ea. Now enter the main diagram on the right side 
with mean daily air temperature, and proceed in the same manner. 

SUMMARY 

Evaporation drives the hydrologic cycle. In this chapter we examined the meteoro- 
logical variables that control evaporation from shallow lakes. Evaporation is not 
measured directly as is precipitation, but we rely instead on evaporation pans and 
meterologically-based equations to estimate evaporation. The two basic approaches 
of the meteorologically-based equations are the mass transfer/aerodynamic approach 
and the combination approach, which combines an energy term with a mass transfer 
term. The Penman equation is the best known of the combination equations and is 
one of the most accurate methods of estimating evaporation. In Chapter 6 we look at 
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Figure 5.8. Coaxial relationship for solving the Penman equation (source: Kohler et al. 1955). 

evapotranspiration. We will see the Penman equation again as one of the methods 
used to estimate evapotranspiration. 

PROBLEMS 

5.1 Given below are mean values for the Little Rock, Arkansas station located at 34’44”. 

Month Cloud cover Possible Air Relative 
(decimal sunshine temperature humidity 
fraction) (%) (OF) (%) 

Jan. 0.65 46 
Feb. 0.60 54 
Mar. 0.62 57 
Apr. 0.61 62 
May 0.60 68 
Jun. 0.54 73 

39.9 
44.0 
52.2 
62.4 
70.5 
78.5 

70 
67 
65 
67 
71 
70 
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Month Cloud cover Possible Air Relative 
(decimal sunshine temperature humidity 
fraction) (%) (OF) 

Jul. 0.55 71 

Sep. 0.52 68 
Oct. 0.45 69 
Nov. 0.55 56 
Dec. 0.62 48 

Aug. 0.50 73 
82.1 
81.0 
74.3 
63.1 
51.2 
43.2 

72 
71 
74 
71 
71 
71 

Calculate Q ,  Q,,, Q, over water for January and June. Do the calculations using both Equa- 
tion (5.5) and (5.6). 
(For your information, the mean measured value for Q, for the month January is 198 cal 
d-l, and for June Q, = 568 cal cm-2 d-') 

5.2 Use the data below and calculate average daily evaporation for June at Little Rock, Arkansas 
by the Penman method. Calculate evaporation first with Q, estimated from Equation (5.5) and 
then with Q, estimated from Equation (5.6). 
(For your information, the average daily pan evaporation at Hope, Arkansas is 0.22 in d-l) 

June data: 
Q, using Equation (5.5) = 346 cal cm-2 d-' 
Q, using Equation (5.6) = 462 cal cm-2 d-' 

2-meter wind speed = 7.4 mph 
monthly temperature 78.5"F 
humidity = 70% 

What does the Priestly-Taylor equation give for this same problem? 

Mean daily air temperature 25°C 
Mean daily dew point temperature 13°C 
Mean daily wind speed 100 km d-l 
Mean daily solar radiation 470 langleys d -' 

5.4 At a consumption rate of 150 gallons per person per day, how large a population could be sup- 
plied from the net annual loss (evaporation - precipitation) from a 150,000 acre reservoir 10- 
cated in the Four Corners area of the United States. 

5.3 Use the following data and determine daily lake evaporation from text Figure 5-8. 



CHAPTER 6 

str anspiration 

Evaporation from wet leaves and soil, water ponded on the surface, and transpiration 
from vegetation are combined as the single process of evapotranspiration. Evapo- 
transpiration is a major component of the water balance of a drainage basin. Transpi- 
ration is the process whereby soil water, absorbed through plant roots, flows up 
through the vascular channels (xylem cells), and escapes to the atmosphere through 
stomata on the leaf surface. Irrigation planning and management historically has 
been concerned with estimating and meeting the evapotranspiration requirements 
(consumptive use) of different crops. In this chapter we discuss the factors that con- 
trol evapotranspiration, some of the methods used for its estimation, and modeling 
evapotranspiration under conditions of limited soil moisture. 

6.1 THE EVAPOTRANSPIRATION PROCESS 

As with evaporation, evapotranspiration is strongly related to climatic conditions. 
Transpiration increases primarily with increasing net allwave energy and secondarily 
with air temperature when soil moisture is not limiting and the vegetation completely 
covers the ground. As discussed below, when these conditions exist it is sometimes 
assumed that evapotranspiration proceeds at a rate indistinguishable from the rate of 
evaporation from a free-water surface. However, there are factors that change the 
rate of evapotranspiration relative to the rate of evaporation. These factors fall into 2 
groups: 

1. Soil-related factors, and 
2. Vegetation-related factors. 
Soil factors include soil moisture content and soil texture. Vegetation factors are 

related to the type and age of the vegetation. 

6.1.1 Soil factors 

To understand how soil factors affect evapotranspiration we can distinguish the con- 
cepts of potential evapotranspiration and actual evapotranspiration. The concept of 
potential evapotranspiration Etp was first proposed by the geographer C.W. Thornth- 
waite (1948). He defined potential evapotranspiration as the rate of evapotranspira- 
tion from a spatially-extensive vegetated surface having uniform physiological and 
structural characteristics, given the condition of unlimited soil moisture. Defined in 

102 



Evapotranspiration 103 

this way potential evapotranspiration minimizes the role of the vegetation and is es- 
sentially an energy-based concept. Potential evapotranspiration has often been con- 
sidered identical to evaporation from a free-water surface. However, as the soil dries 
plants must exert a greater suctional force through their roots in order to extract soil 
moisture. The generally accepted upper limit for the suctional force exerted by plants 
is a pressure of around 15 bars (1 bar equals 1000 mb). The logical conclusion is that 
evapo transpiration decreases as the soil dries, and the actual evapotranspiration rate 
Et falls below the potential rate Etp. While this is generally true, the process is com- 
plex, and exactly how evapotranspiration changes as a function of soil moisture is 
still subject to debate. One view is that evapotranspiration and soil moisture are line- 
arly related with evapotranspiration decreasing (increasing) in direct proportion to 
decreasing (increasing) soil moisture (Fig. 6.1). In Figure 6.1 AW represents the 
available water in the soil. The AWC is the available water capacity of the soil - the 
maximum amount of water the soil can hold. These are discussed in more detail later 
in the chapter. An alternate view is that evapotranspiration continues at or near the 
potential rate as the soil dries, and it is not until soil moisture approaches the perma- 
nent wilting point (also explained later) that actual evapotranspiration begins to fall 
below the potential rate. These two views most likely define boundaries within 
which Er falls depending upon the type of soil and vegetation involved. 

Soil texture influences Et through its affect on the strength of the attractive force 
between soil particles and soil water. The strength of attraction depends upon the size 
of the soil pores and the curvature of the soil-water interface (Skaggs 1980). For a 
given soil moisture content, fine-texture (clay) soils with small pores hold water with 
a stronger ‘tensional force’ than coarse-texture (sand) soils with larger pores. Plants 
in clayey soils must work harder to extract water. To the extent that soil moisture is a 
controlling factor, Et drops below Erp sooner for plants rooted in clayey soils than for 
plants rooted in sandy soils (Fig. 6.2). 

In a recent study using data from the First ISLSCP Field Experiment (FIFI), Chen 
& Brutsaert (1994) examined soil moisture and vegetative cover as controls on latent 
heat flux. (ISLSCP stands for the International Satellite Land Surface Climatology 
Program.) They found that the relative strength of vegetation versus soil moisture in 

0.0 0.2 0.4 0.6 0.8 1.0 
AWIAWC 

Figure 6.1. Curves showing the possible 
changes in evapotranspiration as a func- 
tion of soil moisture (after Dunne & 
Leopold 1978). 
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1.0- 

0.8 - 

0.0 - Sand 

EIIE,, 

0.4- 

0.2- Figure 6.2. Possible relationship between 
evapotranspiration and soil texture. 

0.0 I I I I Evapotranspiration decreases more 
0.0 0.2 0.4 0.6 0.8 1.0 quickly with finer texture soils (after 

AWIAWC Dunne & Leopold 1978). 

controlling latent heat flux depended upon soil moisture content and its distribution. 
When average soil moisture was high, defined as greater than 27%, evaporation was 
uniform over the region regardless of the uniformity of vegetation. For intermediate 
soil moisture conditions, between 20 and 27%, vegetation and soil moisture alter- 
nated as the primary control: vegetation played the dominant role if moisture was 
uniformly distributed, and soil moisture exerted the dominant control when it was 
not. For moisture conditions of less than 20%, soil moisture was usually nonuniform 
and was the primary factor controlling latent heat flux. 

6. I .2 Vegetative factors 

Plant-related factors that influence Et include the density and depth of the root sys- 
tem, differential stomatal resistance, plant age, height and color. Plant root density is 
typically greatest near the surface with perhaps 40% of the total root system found in 
the upper 25% of the root zone. Plants with dense root systems extract moisture more 
efficiently since water does not have to travel as far to reach the roots. Because the 
upper soil zone is depleted of water sooner than lower zones, shallow-rooted plants 
may experience water stress and a reduction in E, sooner than deep-rooted plants. 

Water molecules exiting the moist cell walls inside the leaf do not exit directly to 
the atmosphere; rather, they enter intercellular spaces within the leaf. It is from 
within these intercellular spaces that vapor diffuses to the atmosphere. This addi- 
tional step whereby water molecules move from the plant cells to the intercellular 
spaces is called stomatal resistance (rJ .  Stomata1 resistance differs with the type of 
plant as well as with soil moisture levels. The movement of vapor from the intercel- 
lular spaces to the atmosphere is called aerodynamic resistance ( rJ ,  and is governed 
mainly by wind speed and turbulence. Plants are able to control transpiration to some 
extent by opening and closing stomata. During periods of extreme transpiration de- 
mand, andor when soil moisture becomes low, leaf dehydration reduces turgor pres- 
sure, and stomatal apertures close in an effort to limit transpiration. Plant color also 
plays a role - dark plants absorb more energy resulting in higher leaf temperatures 
and increased transpiration. 

Plant-related factors differ between different types of plants, and they can change 
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over time for the same plant. This is especially true of annual crops that change leaf 
area, height, root density, albedo, and respiration rate throughout the growing season. 
Accounting for intraseasonal changes in crop plants is done with the use of crop co- 
efficients. The use of crop coefficients is explained in the section on estimating 
evapotranspiration. 

One other factor that can greatly affect Er is the advection of warm air into the 
vegetation. This is important in arid and semi-arid environments where a relatively 
small area of well-watered vegetation is surrounded by hot, dry desert conditions. 
Examples would be natural riparian communities and irrigated fields in dry climates. 
Large quantities of sensible heat are advected from the hot, upwind desert into the 
vegetation. This additional sensible heat can drive Et values above Erp levels 
determined solely by net allwave energy. This is the ‘oasis’ effect. 

6.2 METHODS FOR ESTIMATION EVAPOTRANSPIRATION 

Methods for determining evapotranspiration include a water balance, lysimeters and 
meteorologically-based equations. Evapotranspiration equations range from the com- 
pletely empirical to more physically-based approaches. 

6.2. 1 Water balance 

As with evaporation, a continuity equation in water can be written for a specific vol- 
ume over a specified period of time. For evaporation the volume was a shallow lake. 
By measuring inflows, outflows and storage, evaporation was determined as the re- 
sidual quantity needed to balance the continuity equation. Evapotranspiration can be 
determined using the same approach. In this case the volume might be a drainage ba- 
sin or an agricultural field. For a drainage basin, precipitation, streamflow and 
groundwater flows would be measured. Groundwater flows in or out of the basin be- 
neath the surface divide must to be estimated, along with the amount of water stored 
in the soil, lakes and as groundwater. The major problem with this approach again is 
that all measurement errors accumulate in the final estimate of Et. Over a sufficiently 
long period of time, the change in storage terms balance to zero, and for basins 
where cross-divide flows of groundwater are unimportant, reasonably accurate esti- 
mates of annual evapotranspiration can be obtained by subtracting annual streamflow 
volumes from annual precipitation. 

6.2.2 Lysimeters 

Lysimeters are soil-filled tanks buried flush with the ground. They should be planted 
to the same type of vegetation as that found in the surrounding area. Lysimeters op- 
erate on the continuity principle but they provide considerably more control over the 
measurement of inputs, outputs and storage. The two basic types are the nonweigh- 
ing and weighing lysimeter. The nonweighing lysimeter evaluates evapotranspiration 
as the difference between inputs (precipitation and irrigation) and output (drainage 
water). This device does not measure soil moisture and should only be used in situa- 
tions where the change in soil moisture storage is negligible. The weighing lysimeter 
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Precipitation and Evapotransplratlon 
irrigation 

Drainage water 

Figure 6.3. A simplified diagram of a 
weighing lysimeter for measuring evapo- 
transpiration. 

uses either some type of scale or manometers to weigh the soil, allowing the deter- 
mination of the change in soil moisture storage from the change in the weight of the 
device (Fig. 6.3). The weighing lysimeter thus allows evaluation of all the water bal- 
ance components. Lysimeters can be operated to give estimates of either Elp or Et, 
depending upon whether they are irrigated. If the lysimeter is irrigated so that soil 
moisture is always sufficient, it yields estimates of E . If it is not irrigated, then soil 
moisture follows the natural wetting and drying regime and the lysimeter evaluates P 

Er 

6.2.3 Potential evapotranspiration equations 

Numerous equations have been developed to estimate potential evapotranspiration. 
These equations use combinations of meteorologic variables in addition to plant in- 
formation to estimate Elp. The following 5 methods, roughly listed in order of in- 
creasing complexity, are discussed here: 

1. Thornthwaite, 
2. Blaney-Criddle, 
3. Modified Jensen-Haise, 
4. Penman, and 
5. Penman-Monteith. 
The Thornthwaite and the Blaney-Criddle methods are the simplest and use air 

temperature as the primary independent variable for determining Elp. The Modified 
Jensen-Haise method is more sophisticated; in addition to air temperature, it uses 
solar energy and an approximate measure of vapor pressure deficit. The most com- 
prehensive methods are based on the Penman equation. However, as we have already 
seen, the more sophisticated the method the more data required. The user must weigh 
the benefits of increased accuracy against the costs of gathering the requisite data. 
For the best results, these equations, with the exception of the Thornthwaite method, 
should be calibrated for local conditions. 

6.2.3.1 The Thornthwaite method 
The Thornthwaite method uses average monthly air temperature as the primary vari- 
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able for estimating potential evapotranspiration. This is the basis for its widespread 
appeal as well as its major criticism. Because average monthly temperature data are 
widely available, the method is easily applied to many areas. But using air tempera- 
ture alone to estimate evapotranspiration has a tradeoff in accuracy. One of the as- 
sumptions of the method is that Q, is partitioned in constant proportion between sen- 
sible heat and latent heat (Eq. 5.24). Another criticism of the method is that it 
assumes no Etp for temperatures at or below O"C, which is not true. Finally, there is 
no adjustment made for different plant types. The Thornthwaite equation gives 
monthly Etp estimates, though these monthly values are sometimes subdivided into 
crude estimates of weekly or daily Etp. Thornthwaite's empirical equation is: 

E&= 1.6(?] 

where E& = unadjusted potential evapotranspiration (cm mo-'), Ta = mean monthly 
temperature ("C), and 1 = annual heat index and is given by the equation: 

a = 0.49 + 0.01791 - 0.000077Z2 + 0.00000067513 6-31 

The unadjusted E' from Equation (6.1) is for a standard month with 360 hours of 
daylight. The una4usted value must be corrected for the varying length of day with 
latitude using the appropriate correction factor from Table 6.1. 

Example 6.1 
Given in Table 6.2 are climatological and environmental data for Salt Lake City, Utah. Calculate 
average Etp for the month of May (149°C) using the Thornthwaite method. First, calculate the 
annual heat index I with Equation (6.2). Since the months of January and December have mean 
monthly temperatures less than OOC, n = 10 and we use February through November to calculate 
the annual heat index: 

I =  [(1.1/5)'.5 + (4.8/5) 1.5 + . . . + (11.7/5) 'S + (4.3/5) 1.5] 

I = 50.05 

Calculate the coefficient a using Equation (6.3): 

a = 0.49 + 0.0179(50.05) - 0.000077(50.05)2 + 0.000000675(50.05)3 

a = 1.28 

Calculate unadjusted potential evapotranspiration E 6  for May with Equation (6.1): 

The last step is to correct the unadjusted value using the appropriate factor from Table 6.1. For 
May at 40.7'N the factor is 1.20: 

Et, = 6.5(1.20) = 7.7 cm mo-' 
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Table 6.1, Factors for correcting unadjusted potental evapotranspiration by the Thornthwaite 
method (source: Dunne & Leopold 1978, used by permisson). 

Lat. Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

60"N 
50 
40 
30 
20 
10 
0 

10 
20 
30 
40 
50"s 

0.54 0.67 0.97 1.19 1.33 1.56 1.55 1.33 1.07 0.84 0.58 0.48 
0.71 0.84 0.98 1.14 1.28 1.36 1.33 1.21 1.06 0.90 0.76 0.68 
0.80 0.89 0.99 1.10 1.20 1.25 1.23 1.15 1.04 0.93 0.83 0.78 
0.87 0.93 1.00 1.07 1.14 1.17 1.16 1.11 1.03 0.96 0.89 0.85 
0.92 0.96 1.00 1.05 1.09 1.11 1.10 1.07 1.02 0.98 0.93 0.91 
0.97 0.98 1.00 1.03 1.05 1.06 1.05 1.04 1.02 0.99 0.97 0.96 
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
1.05 1.04 1.02 0.99 0.97 0.96 0.97 0.98 1.00 1.03 1.05 1.06 
1.10 1.07 1.02 0.98 0.93 0.91 0.92 0.96 1.00 1.05 1.09 1.11 
1.16 1.11 1.03 0.96 0.89 0.85 0.87 0.93 1.00 1.07 1.14 1.17 
1.23 1.15 1.04 0.93 0.83 0.78 0.80 0.89 0.99 1.10 1.20 1.25 
1.33 1.19 1.05 0.89 0.75 0.68 0.70 0.82 0.97 1.13 1.27 1.36 

Table 6.2. Normal monthly temperatures for Salt Lake City, UT 
~~ ~ 

Minimum Average Maximum 
"F "C "F "C "F "C 

Jan 19.7 -6.8 28.6 -1.9 37.4 3 .O 
Feb 24.4 -4.2 34.0 1.1 43.7 6.5 
Mar 29.9 -1.2 40.7 4.8 51.5 10.8 
APr 37.2 2.9 49.2 9.6 61.1 16.2 
May 45.2 7.3 58.8 14.9 72.4 22.4 
Jun 53.3 11.8 68.3 20.2 83.3 28.5 
Jul 61.8 16.6 77.5 25.3 93.2 34.0 

59.7 15.4 74.8 23.8 90.0 32.2 
SeP 50.0 10.0 65.0 18.3 80.0 26.7 
Oct 39.3 4.1 53.0 11.7 66.7 19.3 
Nov 29.2 -1.6 39.7 4.3 50.2 10.1 
Dec 21.6 -5.8 30.3 -0.9 38.9 3.8 

Latitude = 40.7"N; Station elevation = 1288 m. 

6.2.3.2 The Blaney-Criddle method 
H.F. Blaney and W.D. Criddle developed their method for calculating crop 'con- 
sumptive use' in the 1940s on the suggestion of geographer H.H. Barrows (White 
1987). The method is based on correlations between crop consumptive-use data from 
the western United States, and monthly mean temperatures and the percentage of 
daytime hours (Blaney 1955). The original version of the Blaney-Criddle method has 
undergone numerous revisions with the SCS (1970) version one of the most popular. 
One of the more recent revisions of the Blaney-Criddle method was produc,ed by the 
Food and Agricultural Organization (FAO) (Doorenbos & Pruitt 1977). The original 
Blaney-Criddle method, and the SCS modification, should only be used with data 
from the western United States. The FAO version is intended to be used internation- 
ally. The original Blaney-Criddle equation is: 

E,=k- Ta P 
100 
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where Elp = crop evapotranspiration (consumptive use) (in mo-I), Ta = mean monthly 
air temperature ( O F ) ,  k = crop consumptive use coefficient, p = monthly daytime 
hours given as a percent of the year. 

Notice that the original method uses temperature in "F and calculates Elp in inches 
per month. Table 6.3 gives k values for different crops measured throughout the 
western United States. Values of p by month and latitude are given in Table 6.4. 

Table 6.3. Consumptive use coefficients for use with the original Blaney-Criddle method (source: 
Blaney 1959, Blaney et al. 1960) 

Crop Location Mar Apr May Jun Jul Aug Sep Oct Nov 

Alfalfa CA, coastal 
CA, interior 
ND 
UT, St. George 
NM 
NM 
ND 
NM 
Az 
NM 
Az 
CA, coastal 
CA 
ND 
SD 
ND 
NM 
CA, interior 

0.60 
0.65 

0.65 0.70 
0.70 0.80 
0.84 0.89 
0.88 1.15 
0.75 0.80 
- 0.50 
- 0.47 
- 0.50 
0.27 0.30 
0.35 0.40 
0.60 0.60 
0.40 0.42 

0.45 0.74 
0.69 0.60 
0.19 0.55 
0.40 0.50 
0.26 0.38 

- 0.84 

0.80 
0.90 
1 .oo 
1.24 
0.90 
0.60 
0.63 
0.70 
0.49 
0.60 
0.64 
0.52 
0.84 
0.87 
0.80 
1.13 
0.90 
0.55 

0.85 0.85 
1.10 1.00 
0.86 0.78 
0.97 0.87 
1.00 1.00 
0.75 0.70 
0.78 0.79 
0.80 0.80 
0.86 1.04 
0.90 1.00 
0.64 0.68 
0.55 0.55 
0.77 0.82 
0.75 0.54 
0.89 0.39 
0.77 0.30 

0.71 0.82 
0.80 - 

0.80 
0.85 
0.72 
0.8 1 
0.80 

0.70 
0.70 
1.03 
0.95 
0.68 
0.55 
1.09 

- 

0.70 
0.80 

0.60 
0.70 

- 
0.70 

- 

0.70 
- 
0.65 

Beans 
Corn 

- 
0.8 1 
0.75 
0.65 
0.50 
0.70 

Cotton 
- 
0.57 
- 

Citrus 
Orchard 
Pasture 
Potatoes 

0.62 
0.45 

Small 
Grains 
Truck crops 

- 

0.19 
- 
0.69 

- 
0.37 

- 
0.35 

Table 6.4. Percentage of daytime hours p for each month of the year for use with the Blaney- 
Criddle method (source: Chow 1964, used by permission). 

Jan Feb Mar Apr Jun Jul Sep Oct Nov Dec May 
11.74 
10.68 
10.02 
9.53 
9.15 
8.81 
8.50 
8.18 
7.85 
7.45 
6.97 

Aug 
10.70 
10.00 
9.54 
9.22 
8.96 
8.71 
8.49 
8.27 
8.03 
7.76 
7.41 

Lat. 

60"N 
50 
40 
30 
20 
10 
0 

10 
20 
30 
40"s 

4.67 5.65 8.08 9.65 
5.98 6.30 8.24 9.24 
6.76 6.72 8.33 8.95 
7.30 7.03 8.38 8.72 
7.74 7.25 8.41 8.52 
8.13 7.47 8.45 8.37 
8.50 7.66 8.49 8.21 
8.86 7.87 8.53 8.09 
9.24 8.09 8.57 7.94 
9.70 8.33 8.62 7.73 

10.27 8.63 8.67 7.49 

12.39 
10.91 
10.08 
9.49 
9.00 
8.60 
8.22 
7.86 
7.43 
6.96 
6.37 

12.31 
10.99 
10.22 
9.67 
9.25 
8.86 
8.50 
8.14 
7.76 
7.3 1 
6.76 

8.57 6.98 5.04 
8.46 7.45 6.10 
8.39 7.75 6.72 
8.33 7.99 7.19 
8.30 8.18 7.58 
8.25 8.34 7.91 
8.21 8.50 8.22 
8.17 8.62 8.53 
8.13 8.76 8.87 
8.07 8.97 9.24 
8.02 9.21 9.71 

4.22 
5.65 
6.52 
7.15 
7.66 
8.10 
8.50 
8.88 
9.33 
9.85 

10.49 

Example 6.2 
Calculate the consumptive use for alfalfa in the vicinity of Salt Lake City using the Blaney- 
Criddle method. Alfalfa is a perennial crop. On average, alfalfa begins growing when the aver- 
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age air temperature reaches 50°F (10OC) and stops with the first frost. We will use the k values 
for St. George, however, they may not be representative of Salt Lake City farther to the north. 
The growing season for alfalfa is assumed to be April through September since coefficients have 
been determined for these months. 

Ta P k EtP Month 
(OF) (in.) (cm) 

April 49.2 8.95 0.88 3.9 9.8 
May 58.8 10.02 1.15 6.8 17.2 
June 68.3 10.08 1.24 8.5 21.7 
July 77.5 10.22 0.97 7.7 19.5 
Aug. 74.8 9.54 0.87 6.2 15.7 

Total 37.5 95.1 
Sept. 65.0 8.39 0.8 1 4.4 11.2 

The Blaney-Criddle method calculates a value of 6.8 inches (17.2 cm) for the month of May. 
Compare this to the Thornthwaite method which yielded only 7.7 cm. 

Reference crop evapotranspiration 
Recently, the concept of potential evapotranspiration has been replaced by the con- 
cept of reference crop evapotranspiration. This evolution recognizes the fact that 
there really is not a single Etp value, but that different crops transpire water at differ- 
ent potential rates. Alfalfa, for example, transpires about 15% more water than does 
short grass under the same climate and soil moisture conditions. Alfalfa and short 
grass are the two crops that have been used as reference crops. Reference crop 
evapotranspiration for alfalfa is designated Err, while reference crop evapotranspira- 
tion based on short grass is designated Ero. Alfalfa-based crop coefficients are calcu- 
lated as: 

Er 
Etr 

k =- 

where k, is the dimensionless crop coefficient for a particular crop at a particular 
stage of growth, and Er is evapotranspiration for the same crop (Burman et al. 1980). 
Figure 6.4 is a generalized crop coefficient curve. The curve shows Er increasing 
with emergence and rapid growth, peaking at full cover, and decreasing as the crop 
goes through maturation and senescence late in the growing season. The Jensen- 
Haise and the Penman methods are suitable for use with alfalfa-based crop coeffi- 
cients. The analyst must be careful to use crop coefficients appropriate for the par- 
ticular evapotranspiration formula. The Blaney-Criddle consumptive use crop coeffi- 
cients in Table 6.3 cannot be used with any other method. The FAO version of the 
Blaney-Criddle method calculates reference crop evapotranspiration for grass (Ero), 
so grass-based crop coefficients must be used. The alfalfa-based coefficients given in 
Table 6.5 are appropriate for use in an arid, inter-mountain climate like that found 
throughout most of the western United States. The coefficients in Table 6.5 are 
called ‘basal crop coefficients’ because they assume the soil surface is dry. During 
and immediately following an irrigation the surface is wet and evapotranspiration 
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Planting Emergence Rapid Effectlve Maturation 
growth full cover Figure 6.-. Generalized crop 

coefficient curve showing the 
Time change throughout the season. 

Table 6.5. Alfalfa-based daily basal crop coefficients for use with the modified Jensen-Haise and 
Penman methods (source: Wright 1982, used by permission). 

Time from planting to effective cover (%) 
CrOD 10 20 30 40 50 60 70 80 90 100 
Small grains 0.15 0.16 0.20 0.28 0.50 0.75 0.90 0.96 1.00 1.00 
Beans 0.15 0.16 0.18 0.22 0.35 0.45 0.60 0.75 0.88 0.92 
Sugar Beets 0.20 0.17 0.15 0.15 0.16 0.20 0.30 0.50 0.80 1.00 
Corn 0.15 0.15 0.16 0.17 0.18 0.25 0.40 0.62 0.80 0.95 
Winter Wheat 0.15 0.15 0.30 0.55 0.80 0.95 1.00 1.00 1.00 1.00 

Days after effective cover 
Crop 10 20 30 40 50 60 70 80 90 100 
Small grains 1.00 1.00 0.80 0.40 0.20 0.10 0.05 - - - 

Beans 0.92 0.86 0.65 0.30 0.10 0.05 - - - - 
Sugar Beets 1.00 1.00 1.00 0.98 0.91 0.85 0.80 0.75 0.70 0.65 
Corn 0.93 0.93 0.90 0.87 0.83 0.77 0.70 0.30 0.20 0.15 
Winter Wheat 1.00 1.00 1.00 0.95 0.50 0.20 0.10 0.05 - - 

Time from new growth or harvest-to-harvest (%) 
CroD 10 20 30 40 50 60 70 80 90 100 
Alfalfa (1st) 0.50 0.62 0.80 0.90 1.00 0.85 0.90 0.95 0.98 1.00 
(2ndand3rd) 0.30 0.40 0.70 0.90 0.95 1.00 1.00 0.98 0.95 0.95 

exceeds the basal value until the surface drys out again. Burman et al. (1980) discuss 
methods for increasing k, to account for wet-surface conditions. 

6.2.3.3 The modified Jensen-Haise method 
The original Jensen-Haise method was based on thousands of estimates of evapo- 
transpiration made over several decades in the western United States. The original 
method used average monthly temperature and solar radiation as independent vari- 
ables. The modified Jensen-Hake method presented here has an approximate vapor 
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pressure deficit term and corrects for elevation, and is recommended for estimating 
E,, for periods of 5-days to a month. The Modified Jensen-Haise method is: 

E,, = CAT- T ) Q ~  (6.6) 

where E,, has the same units as the solar radiation term Q,, T is the average tem- 
perature ("C), and: 

2E 
305 C1=38-- 

50 mb 

e2 -e, 
CH =- 

E 7'' =- 2.5-0.14(e2 - e,)-- 
550 

(6.9) 

(6.10) 

In Equations (6.7)-(6.10), E is site elevation in meters, and el and e2 are the satura- 
tion vapor pressure (mb) for the mean monthly minimum and maximum air tem- 
peratures of the warmest month of the year, respectively. 

Example 6.3 
Calculate average E,,., and Et for alfalfa, for the month of May at Salt Lake City using the Jensen- 
Haise method. 

From climatological records (1953-1975), the average daily global solar radiation for the 
month of May is 26,719 kJ m-2 d-*. Multiply this value by 31 d mo-' to get Q, = 828,289 kJ m-2 
mo-'. Since Equation (6.6) yields E,, in the same units as Q,, convert kJ m-2 mo-' into a depth of 
water equivalent. The result is Q, = 34 cm mo-l of water. 

The warmest month is July. The mean minimum and maximum temperatures for July are 16.6 
and 34.0°C, respectively. Using these values to get saturation vapor pressure, the components 
are: 

2(1288) 
305 Cl = 3 8 - ~ = 2 9 5 5  

50 c, = = 1.46 
(53.19 - 18.89) 

1 
2955 + 7.3( 1.46) 

= 0.0249 c, = 

1288 

550 
T, = - 2.5-0.14(53.19 - 18.89) - - = -9.64 

E,, = 0.0249(14.9 + 9.64)34 = 20.8 cm mo- 

The alfalfa-based crop coefficients are given for fractions of growth periods. For this example 
we assume the first-cutting growth period starts April 1 and ends at the first cutting on June 15 - 
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a total of 76 days. 10% of this interval is 7.6 days. For ease of calculation we alternate the 
lengths as 7 and 8 days. The first 10% of the growing period extends from April 1 to April 7 
(7 days). The second 10% extends from April 8 to April 15 (8 days). The third from April 16 to 
April 22 (7 days), and so on (see below). An overall crop coefficient for May can be calculated 
as the weighted sum of the coefficients for the intervals as follows: 

Percentage of growth period 

0-10 
1 1-20 
2 1-30 
3 1-40 
4 1-50 
51-60 
6 1-70 
71-80 
8 1-90 
91-100 

Date Crop coefficient from Table 6.5 

April 1-April 7 
April %April 15 
April 16-April22 
April 23-April 30 
May 1-May 7 
May 8-May 15 
May 16-May 22 
May 23-May 30 
May 3 1 -June 6 
June 7-June 15 

0.50 
0.62 
0.80 
0.90 
1 .oo 
0.85 
0.90 
0.95 
0.98 
1 .oo 

k, = 7/31(1.00) + 8/31(0.85) + 7/31(0.90) + 8/31(0.95) + 1/31(0.98) 

k, = 0.93 

The average evapotranspiration for May is: 

E, = 0.93(20.8 cm mo-') = 19.3 cm mo-" 

6.2.3.4 The Penman method 
The Penman equation estimates reference crop evapotranspiration for periods of one 
day to one month. When calibrated for local conditions this is considered one of the 
most accurate methods. As with the Jensen-Haise method it gives estimates of Etr for 
use with alfalfa-based crop coefficients. The Penman equation is again: 

' E  E,, =- E +- A 
A + y  n A + y  a (6.11) 

To estimate evapotranspiration for a particular crop at a particular point in the 
growing season, multiply Etr calculated with Equation (6.1 1) by the crop coefficient 
from Table 6.5. 

Example 6.4 
Calculate average E,, and Et for alfalfa, for the month of May at Salt Lake City by the Penman 
method. 

Weighting factors 

A/(A + y) = 1.09/(1.09 + 0.66) = 0.62 

y/(A + y) = 0.66/(1.09 + 0.66) = 0.38 

Energy component 
Convert average daily solar radiation in kJ m-2 d-I into cal cm-2 d-l: 
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Q, = 26,719 kJ m-2 d-' = 638 cal cm-2 d-'. 

(Just for comparison, the average cloudiness for May at the Salt Lake station is 5.7%. Using this 
value with Equation (5.5) and I ,  from Table 5.2 yields Q, = 689 cal cm-2 d-') 

The albedo for alfalfa is taken as a = 0.22, so that reflected solar radiation is: 

Q,, = 638(0.22) = 140 cal cm-2 d-' 

Net longwave radiation is calculated with Equation (5.10) as: 

Ql, = (1.17 x 10-7) (2884) (0.56-0.08fi)  (0.10 + 0.9(0.057)) 

Qlw = 40 cal cm-2 d-I 

Net radiation is therefore: 

Q, = 638 - 140 - 40 = 458 cal cmP2 d-' 

Converting Q, to depth of water equivalent (cm) by means of Equations (4.1) and (5.11): 

E, = 458/(589) = 0.78 cm d-' 

Mass transfer/aerodynamic component 
The average wind speed at Salt Lake City for the month of May is 15 km hr-', and the average 
relative humidity is 49%. Using these data, E, is calculated with Equation (5.27) as: 

E, = r0.013 + 0.00016(360)] (16.96 - 8.31) = 0.61 cm d-l 

Reference crop evapotranspiration is calculated as: 

E,, = 0.62(0.78) i- 0.38(0.61) = 0.72 cm d-' 

Finally, multiplying E,, by 31 (days) and by the crop coefficient for May from Example 6.3, the 
average evapotranspiration for alfalfa for the month of May is: 

E, = 0.72(3 1)0.93 = 20.8 cm mo-' 

In this example we calculated average daily E,, and multiplied this value by 31 to get the 
monthly Err This is the preferred approach as opposed to using monthly values directly in Equa- 
tion (5.27), which is explicitly calibrated for daily wind speed. 

Priestley-Taylor equation 
For comparative purposes, the Priestley-Taylor equation gives: 

E,, = 1.3(0.62)(0.78) = 0.63 cm d-' 

6.2.3.5 The Penman-Monteith method 
One of the most physically-based equations for modeling transpiration is the Pen- 
man-Monteith equation (Monteith 1973). The equation incorporates stomatal resis- 
tance r, and aerodynamic resistance r, directly in the equation; hence, there is no 
need for empirical crop coefficients. The Penman-Monteith formula is: 

(6.12) 

where E, = transpiration (kg m-2 s-'), Q, = net radiation (W m-2), G = soil heat flux 
(W m-*), p = air density (kg m-3), cp = specific heat of air at constant pressure (1005 
J kg-I), Lv = latent heat of vaporization (J kg-l), ea = vapor pressure (mb), e, = satu- 

- G> + PC, [(e, - e, I E, = 
Lv [A + r(l+ r, / ra >I 
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ration vapor pressure (mb), rS = stomata1 resistance (s m-'), ra = aerodynamic resis- 
tance (s m-'). 

The dimensions of transpiration are mass per unit area per second. When esti- 
mating water loss to the nearest second it is necessary to account for the energy flux 
to and from the soil (G). This term was assumed to balance to zero for the daily ver- 
sion of the Penman formula (Eq. 6.1 1). While the Penman-Monteith equation is un- 
doubtedly the most accurate, it is also the most demanding in terms of data require- 
ments. The analyst must decide whether the level of accuracy provided is necessary, 
and whether it is worth the effort to collect the required input data. Kirkby et al. 
(1987) discuss methods for estimating the input requirements and provide a BASIC 
computer program for the Penman-Monteith equation. 

6.3 MODELINC EVAPOTMNSPIRATION UNDER LIMITED SOIL 
MOISTURE CONDITIONS 

Crop coefficients are useful for imgation water management, but they assume that 
soil moisture is adequate at all times. Crop coefficients are not useful for estimating 
evapotranspiration under conditions of variable soil moisture. Modeling actual 
evapotranspiration typically involves calculating potential evapotranspiration by one 
of the above equations and then modifying it by some function of soil moisture. The 
general relationship is: 

(6.13) 

where f ( ) designates a functional relationship, A W is the available water held in the 
soil, and AWC is the total available water capacity of the soil, with the constraint that 
AW 5 A WC. 

Soil moisture is discussed at length in the next chapter and for now we will use 
some simplified concepts. For a typical soil perhaps 30% of the volume is void space 
where water can be stored. If all the voids are filled with water the soil is saturated. 
Complete saturation may not occur because air can be trapped in some voids. If a soil 
is brought to the condition of saturation and then allowed to drain by gravity, water 
drains from the larger pore openings. After some period of time gravity drainage 
ceases. The amount of water held in the soil in equilibrium against the force of grav- 
ity is called the field capacity of the soil. At field capacity the tensional force of at- 
traction between the soil and the water just exceeds the force of gravity. The ap- 
proximate force boundary where this condition occurs is at a soil moisture tension of 
-0.33 bars. Water held at greater than -0.33 bars percolates downward under the 
force of gravity. Water held at a force less than -0.33 bars is held in the soil and is 
available for use by plants, since they can extract water from the soil down to a ten- 
sion of approximately -15 bars. (Observe that when the term suction was used at the 
beginning of the chapter this force boundary was given as a positive number. Suction 
is conventionally taken to be the absolute value of tension.) As the soil dries, the 
water is held with stronger tensional force. If the soil dries to the level where the ten- 
sional force is less than the -15 bar limit, then plants can no longer extract moisture 
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and they wilt. The -15 bar limit is called the permanent wilting point. The maximum 
amount of water held in the soil between the -0.33 bar and -15 bar limits is the 
available water capacity (AWC). Said another way, the AWC is equal to the amount 
of water held in the soil between the field capacity (-0.33 bars) and the permanent 
wilting point (-15 bars). The AWC is determined per unit depth of soil. To find the 
total AWC for a particular soil, multiply the per unit depth value times the soil depth. 

Soil moisture alone is not sufficient to describe the availability of water to plants. 
But our purpose here is to develop a basic understanding of how we might model 
evapotranspiration, and modeling necessarily involves some simplification of reality. 
Two approaches to modeling Er as a function of soil moisture are described below. 

6.3.1 Modeling the soil as one-layer store 

One of the simplest approaches is to model the soil as a single store. With this ap- 
proach the total AWC is first determined for the soil. At the beginning of each time 
interval evapotranspiration is calculated as a function of soil moisture as 
Et = Etp(AW/AWC). At the end of each time step the AW is updated by subtracting Er 
and adding any precipitation that may have recharged the soil moisture. For the next 
time step, Et is calculated using the updated values of soil moisture. Example 6.5 
demonstrates the one-store model. 

Example 6.5 
For this example assume the soil has an AWC = 12.0 cm and that the soil is at field capacity 
(AW = 12.0 cm) at the beginning of the calculations. 

1 0.70 0.0 
2 0.70 0.0 
3 0.70 0.0 
4 0.70 0.0 
5 0.70 0.0 
6 0.70 0.0 
7 0.70 2.5 
8 0.70 0.0 
9 0.70 0.0 

10 0.70 0.0 

Total 7.00 

12.00 
11.30 
10.64 
10.02 
9.44 
8.89 
8.37 

10.38 
9.77 
9.20 

1 .oo 
0.94 
0.89 
0.83 
0.79 
0.74 
0.70 
0.87 
0.81 
0.77 

0.70 11.30 
0.66 10.64 
0.62 10.02 
0.58 9.44 
0.55 8.89 
0.52 8.37 
0.49 10.38 
0.61 9.77 
0.57 9.20 
0.54 8.67 

5.84 

At the end of each time period AW is updated by subtracting Et for the period and adding any 
precipitation. It is assumed that all of the precipitation (2.5 cm) on day 7 went to recharge the 
soil. Figure 6.4 shows a graph of E, calculated by the one layer model. Some example calcula- 
tions are shown below. 

Day 1: 

Day 2: 

Et = 0.70(12.00/12.00) = 0.70 

Et = 0.70( 11.30/12.00) = 0.66 

A W =  12.00-0.70~ 11.30 
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A W = 1 1.30 - 0.66 = 10.64 

Day 7: Et = 0.70(8.37/12.00) = 0.49 
A W = 8.37 - 0.49 + 2.50 = 10.38 

6.3.2 Modeling the soil as a two-layer store 

A slightly more complex approach is to divide the soil into two layers - an upper 
zone U2 and a lower zone LZ - where U2 + LZ = A WC. The U2 is typically assigned 
a smaller percentage of the AWC than the LZ. There are 3 rules for the two-layer ap- 
proach: 

1. Water is always extracted from the U2 at the potential rate; 
2. Water is extracted from the lower zone at a rate proportional to the ratio 

3. The U2 must be at field capacity before recharge to the LZ occurs. 
By having a more dynamic UZ, we can model the condition where E, continues 

for a period of time at the potential rate even as the soil dries. Example 6.6 demon- 
strates the two-store approach. 

LWA WC; 

~ 

Example 6.6 
In this example AWC = 12.0 cm as in the previous example, but it is divided so that UZ = 2.5 cm 
and the LZ = 9.5 cm. Assume the soil is at field capacity (AW = 12.0 cm) at the beginning of the 
calculations. 

1 0.70 0.0 
2 0.70 0.0 
3 0.70 0.0 
4 0.70 0.0 
5 0.70 0.0 
6 0.70 0.0 
7 0.70 2.5 
8 0.70 0.0 
9 0.70 0.0 

10 0.70 0.0 

Total 7.00 

2.50 9.50 0.70 1.80 
1.80 9.50 0.70 1.10 
1.10 9.50 0.70 0.40 
0.40 9.50 0.64 0.00 
0.00 9.26 0.54 0.00 
0.00 8.72 0.51 0.00 
0.00 8.21 0.48 2.50 
2.50 7.73 0.70 1.80 
1.80 7.73 0.70 1.10 
1.10 7.73 0.70 0.40 

6.37 

9.50 11.30 
9.50 10.60 
9.50 9.90 
9.26 9.26 
8.72 8.72 
8.21 8.21 
7.73 10.23 
7.73 9.53 
7.73 8.83 
7.73 8.13 

For the first three days, Et = Etp = 0.70 cm d-l. On day 4 there is not enough moisture in the UZ 
to satisfy Efp.  In this case the remaining 0.40 cm of water are removed from the UZ and the bal- 
ance is removed from the LZ at a rate proportional to Lz/A WC. The calculations for day 4 are: 

Water removed from the UZ = 0.40 cm. 

Water removed from the LZ = 0.30(9.5/12.0) = 0.24 cm 

Et = (0.40 + 0.24) = 0.64 cm 

On day 7, Et was calculated before the U2 was recharged by precipitation. This obviously pro- 
duced a lower value than if Et had been calculated after recharge occurred. This is a good exam- 
ple of how approximating a continuous process as a discrete process can create problems. 
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Figure 6.5. Actual evapotranspi- 
I 2 3 4 5 6 7 8 9 10 ration from the one-layer and 

Time two-layer models. 

The two-layer model has a greater total El (6.37 cm) than the one-layer model 
(5.84 cm). This is due to the greater responsiveness of the UZ to the Etp demand (see 
Fig. 6.5). Note that the one-layer model is a special case of the two-layer model 
where UZ = 0. By varying the capacity of the UZ, it is possible to reproduce the ef- 
fect of any combination of soil texture and vegetation on evapotranspiration (see Fig. 
6.1). It is worth noting that these models do not consider the actual physical proc- 
esses involved. They may accurately reproduce the pattern of Et but without the 
benefit of understanding the physical processes involved. 

6.4 VEGETATION MODIFICATION 

Considerable research has been done on how vegetation modification affects the ba- 
sin-scale hydrologic cycle. Vegetation modification may be either structural changes 
such as clear cutting or patch cutting, or type conversion - replacing one type of 
vegetation with another. For structural changes the working, if overly simplistic, hy- 
pothesis is that removing the natural vegetation reduces evapotranspiration, which in 
turn increases soil moisture storage and runoff. Many of the early studies of vegeta- 
tion modification were pragmatic and aimed at increasing water supply for various 
human uses. 

The results from the accumulated experience are somewhat ambiguous. In cases 
where a large percentage of a drainage basin was clear cut, runoff increased for some 
time afterwards. In other cases where smaller areas were clear cut, or where patch 
cutting was used, removing the vegetation sometimes had minimal or no effect on 
runoff. The unpredictable nature of the response may be due to a number of factors. 
If the area is patch cut so that the cleared areas are small, the plants around the fringe 
may extend their roots into the clearing and tap the soil moisture. The plants along 
the boundary may also use advected energy from the clearing to increase evapo- 
transpiration. If the area is only thinned, the remaining vegetation may utilize some 
of the percolating soil water (Turner 1991). The inconsistent results from such ex- 
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periments highlight our incomplete understanding of the subtle interaction among 
components of the hydrologic system. 

Certain categories of vegetation type conversion produce predictable results. For 
example when shrubs and trees are replaced by grasses, evapotranspiration is re- 
duced and runoff increases. This is primarily due to the change from deep-rooted to 
shallow-rooted plants; however, other factors may play a role including the change in 
aerodynamic roughness, stomata1 resistance or plant albedo. Dunne & Leopold 
(1978) describe how widespread abandonment of farms in the southeast United 
States at the turn of the century, followed by secondary succession from weeds to the 
climax eastern deciduous forest, as been accompanied by increased interception and 
evapotranspiration and decreased runoff. There is also some evidence that changing 
from a deciduous forest to a needleleaf forest may increase evapotranspiration. Co- 
niferous trees have lower albedos, intercept more water, and have a longer duration 
in leaf. 

Changes in the water budget of a basin are only one aspect of vegetation manipu- 
lation. Clear cutting can have severe environmental consequences in terms of in- 
creased soil erosion and nutrient loss from the basin. Eroded soil causes sedimenta- 
tion problems downstream and increases the turbidity of the water reducing the 
sunlight available for photosynthesis. Nutrients washed and leached from the hill- 
slopes contribute to undesirable eutrophication of aquatic ecosystems downstream. 

Deforestation was once considered a viable option for water supply augmentation, 
but today it must be viewed as largely unacceptable. The environmental costs simply 
outweigh the marginal benefits of increased water supply. With the increasing con- 
cern about the survival of forest ecosystems, other water management alternatives, 
especially those that manage the demand for water, should be viewed as preferable to 
deforestation to increase runoff and water supply. 

SUMMARY 

Evapotranspiration requires both water and energy. In well-watered ecosystems, ac- 
tual evapotranspiration approaches the potential value for a continuous vegetative 
cover. Under these conditions evapotranspiration is limited by energy availability 
much like evaporation from a free water surface. In semiarid and arid environments 
lack of soil moisture, sparse vegetation cover, and shallow-rooted plants all cause the 
actual evapotranspiration rate to fall below the potential rate. In Chapter 9 we re- 
examine the difference between actual and potential evapotranspiration within the 
context of Thornthwaite’ s Water Balance procedure. 

Estimating evapotranspiration has long been important for irrigation water man- 
agement. Vegetation modification similarly has a long record of research activity, 
though many questions have yet to be resolved. Research on evapotranspiration has 
recently taken on new importance because of the growing concern over anthropo- 
genically-forced climate change. Research is currently underway to understand the 
reciprocal influences between land surface processes and the atmosphere (NRC 
1991). Evapotranspiration is a major process linking the land surface to the atmos- 
phere through exchanges of water and energy. Of particular interest is how human 
activities can alter these natural processes. For example, how might tropical defor- 
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estation alter fluxes of water and energy, and how might these changes ultimately 
feedback to affect regional or global climate? Soil moisture was examined briefly in 
this chapter to help illustrate the factors that influence evapotranspiration. In the next 
chapter we focus on the properties and characteristics of water in the soil and their im- 
portance in water management. 

PROBLEMS 

6.1 Use the original Blaney-Criddle method to calculate monthly and seasonal consumptive use 
for corn and alfalfa near Deming, New Mexico. Assume the consumptive use for the period 
September 1 to September 15 is one-half of the total September value. 

Crop Growing season 

Alfalfa 4/1 to 10/31 
Grain corn 5/1 to 9/15 

Mean monthly temperatures (OF) for Deming, NM 
~ ~~ 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

T, 40.6 45.1 50.7 59.1 67.4 77.5 80.4 78.6 72.8 62.0 48.8 42.0 

6.2 Use the Thornthwaite method to calculate the monthly and seasonal potential evapotranspira- 

6.3 Recalculate Example 6.5 and Example 6.6 using the following El,, sequence. Assume all other 
tion for alfalfa and corn near Deming, NM. 

variables are the same as in the examples. Graph your results. 

1 0.80 
2 0.80 
3 0.85 
4 0.70 
5 0.70 
6 0.75 
7 0.50 
8 0.80 
9 0.80 

10 0.80 



CHAPTER 7 

Infiltration and soil moisture 

Water on the Earth’s surface may follow one of three paths: it may evaporate into the 
atmosphere, flow across the land surface towards stream channels as overland flow, 
or it may infiltrate into the ground (Fig. 1.2). Infiltration and surface runoff are in- 
versely related; as one increases the other decreases. Overland flow is discussed in 
Chapter 10 under the topic of runoff. In this chapter we examine the process of infil- 
tration and the storage and movement of water in the soil. Infiltration is the passage 
of water through the land surface into the soil. It involves the entrance of water into 
the soil, the storage of water within the soil mass, and the transmission of water 
through the soil by percolation (Linsley et al. 1982). Limitations in any one of these 
component processes can reduce infiltration at the surface. Two forces act to move 
water into the soil - gravity and capillary suction. The terms capillary suction and 
soil moisture tension were used synonymously in Chapter 6. Later in this chapter we 
address the issue of soil moisture terminology. Gravity pulls water down into the 
large (noncapillary) openings such as fractures, cracks and solution channels. Under 
the force of gravity water literally falls into the ground. Water is sucked into the soil 
by capillary forces. Capillary suction moves water vertically (up and down) as well 
as horizontally in the soil. Capillary suction is created through the mutual attraction 
between the water molecules, and the attraction between water and solid soil parti- 
cles by hydrogen bonding. The strength of the force is largely a function of the radial 
distance between the water molecule and the surface of the soil particle. The closer a 
water molecule is to a soil particle, the stronger the bonding force. Dry soil has 
stronger capillary forces than wet soil because the water molecules are closer to the 
soil particles in the dry soil. The forces decrease with increasing soil moisture be- 
cause additional water molecules are bonded at greater distances from the soil parti- 
cles. Capillary forces are stronger in fine-textured clayey soils than in coarse- 
textured sandy soils because the fine-texture soils have very small interstices, so 
water is very close to the particle surfaces, and there is also more total surface area. 
Water only moves under the force of gravity if the gravitational force exceeds the 
tensional force. In Chapter 6 we saw the approximate tension boundary of -0.33 bars 
marked the threshold separating ‘capillary water’, water that is held in the soil, from 
‘gravity water’, water that drains through the soil. 

Infiltration (R changes as a function of time and is a rate variable (LT-I). An ide- 
alized curve of infiltration capacity Vp) is shown in Figure 7.1. The infiltration 
capacity for a soil is the maximum rate of infiltration limited only by the properties 
of the soil. The relationship between infiltration and the infiltration capacity is 
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Figure 7.1. Stylized infiltration capacity curve. 
Infiltration capacity starts out high and de- 

Time creases over time. 

0 If< f p .  The general shape of an infiltration capacity curve can be explained by the 
forces and processes at work. If the soil is initially dry when infiltration begins, the 
infiltration capacity is high since both strong capillary and gravity forces work to 
draw water into the soil. As the soil becomes wet, capillary forces decrease causing 
the rate of infiltration to decrease. Eventually, infiltration capacity approaches a low 
constant rate controlled primarily by gravity and the rate that water can percolate 
downward through the soil. Water is now only able to enter the soil as fast as space is 
made available by downward percolation. 

7.1 FACTORS CONTROLLING INFILTRATION 

The factors that influence infiltration are the physical and chemical properties of the 
soil, surface characteristics including vegetation and land use, antecedent moisture 
conditions, seasonal factors, topography and precipitation characteristics. Soil-related 
factors include all of the properties and characteristics that influence a soil’s 
permeability. These include soil texture, structure, entrapped air and the presence of 
subsurface horizons of low permeability. Permeability is the ability of a material to 
transmit water and, like infiltration, has the dimensions of velocity (LT’). Another 
term to describe the permeability of earth materials is hydraulic conductivity ( K ) .  
When the material is not saturated the term is unsaturated hydraulic conductivity, 
otherwise it is called the saturated hydraulic conductivity (IQ. Most soils most of 
the time are unsaturated. For a given material the unsaturated hydraulic conductivity 
is usually much lower than the saturated value. Coarse-texture sandy soils are more 
permeable than fine-texture clay soils and have a correspondingly greater infiltration 
capacity (Fig. 7.2). The small interstices in clay soils are difficult for water to move 
through because strong capillary forces hold the water in place. 

Soil structure describes how individual soil particles combine to form larger ag- 
gregates. Structure is controlled by the amount and disposition of the clay particles in 
the soil. Clay particles are negatively charged colloidal minerals. In a soil they may 
group together (flocculate) to form larger aggregates and produce ‘good’ soil struc- 
ture, or they may disperse (deflocculate) as individual particles throughout the soil 
creating ‘poor’ structure. Flocculated clays produce good structure because the large 
aggregates make the soil behave more like a coarse-texture soil. Whether clays floc- 
culate or deflocculate depends on the type and quantity of cations in the soil. When 
sodium (Na+) cations make up a significant proportion (10 to 20%) of the cations in 
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Time 
Figure 7.2. Stylized curves of infiltration ca- 
pacity for a sand and a clay soil. 

the soil, clays tend to deflocculate, creating poor structure and reducing infiltration 
capacity. This is one of the detrimental consequences of soil salinization. Mather 
(1984) quotes a study by Wiesner (1970) on the variation in infiltration capacity with 
soil texture and structure. In the experiment, course-texture sandy soils with good 
structure had infiltration capacities ranging from 2.0 to 2.5 cm hr-'. Sandy loams and 
clay loams with good structure had capacities of 1.3 cm hr-' and 0.75 cm h i ' ,  re- 
spectively. With poor structure the infiltration rates were reduced anywhere from 20 
to nearly 50%. 

Vegetation and land use influence infiltration through the direct control on the 
entrance of water into the soil. Vegetated surfaces have greater infiltration capacities 
than nonvegetated surfaces (e.g. bare rock and compacted dirt roads). Exposed soils 
can be sealed by fine particles dislodged by raindrops. Human-created impermeable 
surfaces like streets, parking lots and driveways permit virtually no infiltration. As 
between different types of vegetation, forests and undisturbed pastures generally 
have the highest infiltration capacities, while infiltration on cropland is generally 
lower than most areas of continuous natural vegetation. Infiltration capacities under 
forests can be very high with values from 5 to 100 cm hr-'. Such high capacities 
mean there is little or no surface runoff from undisturbed forested areas even under 
extreme rainfall events. Figure 7.3 shows cumulative infiltration (F) curves typical of 
three Piedmont soils (Holtan & Kirkpatrick 1950). The superior infiltration of natural 
vegetation versus cropland, and of vegetated versus nonvegetated soils is easily seen. 
Holtan & Musgrave (1947) give results from an experiment that isolated the differ- 
ential effects of vegetation and soil (Table 7.1). The five soils in Table 7.1 are ranked 
by depth of the profile and organic matter content. The Muscatine soil has the deep- 
est profile and the most organic matter; the Viola soil is relatively shallow with poor 
organic matter content. The results demonstrate consistent differences in infiltration 
capacity based on soil and vegetation cover. In every case infiltration was greater 
under the bluegrass pasture than under corn, and with good vegetation cover (blue- 
grass), infiltration decreased with decreasing soil depth. However, under the corn 
crop the role of soil depth is inconsistent. The conclusion is that deep soils that might 
normally be expected to have high infiltration rates may not under adverse land- 
cover conditions. 

If antecedent soil moisture is high at the beginning of a rainfall, capillary forces 
and available void space in the soil are lower than if the same soil were initially dry 
(Fig. 7.4). This is one of the reason why the same soil can generate very different 
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Figure 7.3. Cu- 
mulative infiltra- 
tion curves from 
Cecil, Madison, 
and Durham soils 
(source: Holtan & 
Kirkpatrick 1950). 

Table 7.1. Infiltration into soils of varying depth and organic matter content with contrasting vege- 
tation covers (source: Holtan & Musgrave 1947). 
Silt loam soils Total infiltration in Total infiltration in Difference due to land use 

5 hours (inches) 5 hours (inches) (inches) 

Bluegrass 
Muscatine 5.38 
Tama 5.03 
Berwick 3.48 
Clinton 2.77 
Viola 1.63 

Corn 
1.34 
1.51 
1.21 
2.17 
1.28 

4.04 
3.52 
2.27 
0.60 
0.35 

\ 
\ 

Figure 7.4. Infiltration capacity affected by 
Time different antecedent moisture conditions. 

rates of runoff from similar storms. In continental climates with cold winters, the soil 
matrix freezes during the winter season largely preventing infiltration. This can cre- 
ate a potential flood hazard when the snowpack melts in the spring and the soil is still 
frozen. Vegetation is important here too because it influences the degree and pattern 
of soil freezing. 



Infiltration and soil moisture 125 

Topography modifies infiltration directly and indirectly. Slope angle directly af- 
fects infiltration because steep slopes promote rapid surface runoff giving the water 
less time to infiltrate. Indirectly, elevation and slope aspect influence vegetation, soil 
development and antecedent moisture conditions. South-facing slopes in the northern 
hemisphere are usually dryer and support a sparser vegetation cover than north- 
facing slopes. Finally, the role of precipitation must be considered. If the rate of wa- 
ter supply to the surface (rainfall intensity) i is less than the infiltration capacityf,, 
then the actual infiltration rate equals the supply rate (f= i). Only when the supply 
rate exceeds the infiltration capacity can the actual infiltration rate equal the infiltra- 
tion capacity. Other factors influencing infiltration have been identified including 
soil and water temperature and hydrophobic coatings on soil particles (Garstka 
1978). 

7.2 INFILTRATION RATE VERSUS CUMULATIVE INFILTRATION 

Let us take a moment and distinguish between the infiltration rate f ( L T ' )  and 
cumulative infiltration F (L). Doing so provides another example of the continuous 
variable versus discrete variable issue. It also provides an opportunity to demonstrate 
and apply important mathematical concepts to an actual physical process. If water is 
ponded on the soil surface infiltration is continuous, and the instantaneous rate of in- 
filtration changes with time (Fig. 7.1). The total amount of water that infiltrates over 
some period depends upon the infiltration rate, and is also a function of time. Be- 
cause infiltration is a continuous process, it is properly described using equations 
from calculus. As we saw with Equations (3.16) and (3.17), these two concepts - the 
instantaneous rate of change and the accumulated amount - are mathematical in- 
verses: 

and 

Equation (7.1) is a differential equation and here describes the instantaneous infiltra- 
tion rate flt). It says the infiltration rate is the derivative of cumulative infiltration 
F(t). In other words, the infiltration ratef(t) is equal to the slope of the F(t) curve at 
time t (Fig. 7.5b). The slope of the curve of F at time t is an infinitesimally small in- 
crement in infiltration dF  divided by the infinitesimally small increment of time dt. 
Equation (7.2) says the cumulative infiltration F(t) is the definite integral of the in- 
filtration rate. In other words, F(t) is equal to the area under thef(t) curve (Fig. 7.5a). 
Example 7.1 demonstrates these concepts, but as was the case in Chapter 2 for the 
reservoir example, rather than using continuous variables and calculus we use dis- 
crete approximations and algebra. 

Compare the continuous versus the discrete infiltration equations in Table 7.2. The 
delta A symbol and the sigma C symbol are essentially discrete analogs of the differ- 
entiation d symbol and the integral symbol in the continuous equations. 
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I 
O f  Time 

(b) Figure 7.5. a) The infiltration rate 
curve f( t) .  The area under the curve 
from time 0 to time t equals the cumu- 
lative infiltration F(t). b) The cumula- 
tive infiltration curve F(t). The deriva- 
tive (slope) of the function F(t) is the 
infiltration rate f( t) .  O f  Time 

Table 7.2. Comparison between continuous and discrete equations for infiltration rate and cumula- 
tive infiltration. 

Process Continuous Discrete 

Infiltration rate 
AF 

f =- 
At 

t 

0 
Cumulative infiltration F ( t )  = j f ( 4 d u  7 = f i a t  

Example 7.1 
For this example data from the ‘strip crop or mixed cover’ curve in Figure 7.3 are used to ex- 
plore the relationship between infiltration rate and cumulative infiltration. The continuous func- 
tions f ( t )  and F(t) are approximated using as discrete functions f ,  and F,, where the time step 
At = 10 min. = 0.167 hrs. 

For the times 0, 10, 20, 30, 40, 50 and 60 min., the corresponding value of F(t) is read from 
Figure 7.3 and placed in Table 7.3 (column 3). The discrete, linear approximation for the infil- 
tration ratef, is given by: 

f = AFI At= (F t -  F t -  11 I At 

For example, the calculation of the infiltration rate for time interval 1 (from 0 to 10 min.) is: 

fi = (0.40 - 0.00) inch I 0.167 hr = 2.40 in hr-’ 

The assumption is that this rate is constant over the 10-minute interval. Thef, values are plotted 
to produce an approximate infiltration rate curve as Figure 7.6. 

Just as the continuous infiltration rate jft) can be linearly approximated by f,, the cumulative 
infiltration F(t) may too be approximated. For each time period the incremental cumulative in- 
filtration is calculated as: 

f f i t  = (AF1At)At = AF 
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Table 7.3. Infiltration rate calculated from the ‘stripped crop or mixed cover’ curve in Figure 7.3. 

t Time F(t) f ,  
(period) (minutes) (inch) (in hr-’) 

0 0 
5 

1 10 
15 

2 20 
25 

3 30 
35 

4 40 
45 

5 50 
55 

6 60 

0.00 

0.40 

0.6 1 

0.76 

0.85 

0.93 

1 .oo 

- 

- 

- 

- 

- 

- 

- 
2.40 

1.26 

0.90 

0.54 

0.48 

0.42 

- 

- 

- 

- 

- 

- 

2.0 2-51 \ cover 

0.0 -I I I I I 

0 10 20 30 40 50 60 
Time (minutes) 

Figure 7.6. Approximated infiltration rate derived from the continuous ‘stripped crop mixed 
cover’ infiltration curve in Figure 7.3. 

The cumulative infiltration Ft through time t is the sum of individual increments: 
r 

4 = E A A t  
i=O 

For example, the cumulative infiltration for time period 1 (from 0 to 10 min.) is: 

F1 = 2.40 in hr-’ x 0.167 hr = 0.40 inch 

And the cumulative infiltration through time period 2 is: 

F2 = (1.26 in h r ’  x 0.167 hr) + 0.40 inch = 0.61 inch 

The linearly-approximated Ft values are the same as for the original F(t) curve (Fig. 7.3 and Ta- 
ble 7.3), but are achieved in discrete steps rather than as a continuous accumulation of infiltrated 
water (Table 7.4). 
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Table 7.4. Cumulative infiltration calculated from the infiltration rate in Table 7.3. 

t Time Averagef, AF Ft 
(period) (minutes) (in h r ' )  (inch) 

0 0 
5 

1 10 
15 

2 20 
25 

3 30 
35 

4 40 
45 

5 50 
55 

6 60 

- 

2.40 

1.26 

0.90 

0.54 

0.48 

0.42 

- 

- 

- 

- 

- 

- 

0.00 

0.40 

0.2 1 

0.15 

0.09 

0.08 

0.07 

- 

- 

- 

- 

- 

- 

0.00 

0.40 

0.61 

0.76 

0.85 

0.93 

1 .oo 

- 

- 

- 

- 

- 

- 

7.3 INFILTRATION MEASUREMENT AND ESTIMATION 

Infiltration is temporally and spatially heterogeneous because all the factors that in- 
fluence infiltration vary over time and space. Soil texture can change over a distance 
of a few meters horizontally and with depth in the soil. Vegetation changes with ele- 
vation, aspect, season and human activities. Antecedent moisture generally increases 
downslope, and changes with each passing storm and intervening period of drying. 
Given such variability it is impossible to know infiltration precisely even for a small 
area. Therefore, average infiltration values are often estimated based on soil proper- 
ties and vegetation cover. For a specific project requiring detailed information, infil- 
tration may be measured or estimated by one of the following methods. 

7.3.1 Injiltrometers 

Infiltration can be measured using a ring infiltrometer or a rainfall simulator. A sin- 
gle-ring infiltrorneter is a cylinder 10 to 30 cm in diameter and varying in length 
from 45 to 60 cm. The tube is driven into the ground anywhere from 10 to 50 cm. 
Water is applied so that a constant head (depth) of water is maintained within the 
ring. The amount of water added at successive time periods to maintain a constant 
head gives a direct measurement of the rate and the amount of infiltration. The ad- 
vantage of the device is that it is portable and easy to install, and so multiple meas- 
urements can be made in a short period of time. The main drawback is the mechani- 
cal disturbance of the soil adjacent to the tube wall. This causes measured infiltration 
to be up to 10 times the natural rate (Dunne & Leopold 1978). To minimize this edge 
problem double-ring infiltrometers have been developed. Since these devices may 
not give accurate measurements of infiltration capacity, they are best used to estab- 
lish an index of relative infiltration between different sites. 
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7.3.2 Rainfall simulators 

Moving up in scale, the rainfall simulator or sprinkler infiltrometer can be used to 
estimate infiltration for areas ranging from a few square meters to hundreds of square 
meters. A site is selected and a framework of overhead sprinklers installed. At the 
downslope-end of the site provision is made for collecting surface runoff. Sprinkler 
nozzles and water pressure are designed to simulated varying rainfall intensity, drop 
size and fall velocity. Using a continuity equation, the simulator allows infiltration to 
be determined as the difference between irrigation, runoff, water detained in flow 
across the plot, and water retained in surface depressions. These devices provide es- 
timates of infiltration for larger areas than the ring infiltrometer, but they are expen- 
sive and difficult to set up in the field. Both ring infiltrometers and rainfall simula- 
tors permit spatial sampling and the mapping of isolines of (relative) infiltration over 
an area. 

7.3.3 Hydrograph analysis 

An approximate method for estimating infiltration for small drainage basins com- 
bines the analysis of rainfall hyetographs and stream hydrographs from a basin. The 
technique is also called the block method or the average infiltration method. The 
former name describes the method while the later describes the results. A complex 
storm consisting of multiple bursts (blocks) of rainfall is identified and at least three 
distinct rainfall bursts are selected. Total rainfall for each burst is calculated and 
converted into an average rainfall intensity by dividing by the rainfall duration. The 
corresponding storm runoff for each event is first converted into a uniform depth 
over the basin and then into an average runoff intensity using the same duration. 
Storm runoff is equal to the total runoff minus the baseflow. Average infiltration 
during each event is the difference between average rainfall intensity and the average 
runoff intensity (see Example 7.2). 

Example 7.2 
The data for this example are from the Swam Run basin located in southeastern Lancaster 
County, Pennsylvania. The basin is 8.67 mi-2 in size. Basin land use is approximately 53% 
farmland, 10% forest and 37% urban. The urban land use is predominantly single-family homes, 
though a four-lane highway crosses the basin and some small industrial areas are present. The 
soils are predominantly silt loams. Figure 7.7a shows a storm sequence for a 40-hour period 
starting the evening of July 19 and ending in the early afternoon of July 21. Figure 7.7b shows 
the runoff generated from these rainfall bursts. Table 7.5 demonstrates the average infiltration 
method. 

Plotted on Figure 7 . 7 ~  are the average infiltration estimates. The points do not follow a 
smoothly decreasing curve. One reason could be that the length of time between the first and 
second rainfall events was long enough to allow the infiltration rate to recover somewhat, pro- 
ducing a higher rate at the beginning of the second storm. An equally likely explanation is the 
potential error in the measurement of precipitation. Precipitation measurements for Swan Run 
are based on a single gage, so the spatial variability within individual storms is not well repre- 
sented. The average infiltration method assumes rainfall to be spatially uniform over the basin, 
which it is not. 
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Figure 7.7. a) The hyetographs for the storm sequence for the period July 19-21 over the Swan Run 
basin, b) The runoff hydrographs. The numbers represent the equivalent uniform depth of water 
over the basin, and c) The estimated point infiltration values. 

Table 7.5. Data for the average infiltration method. 

Event Duration Precipitation Runoff Infiltration 

(hours) (inch) (in hr') (inch) (in hr-') (in bl) 

1 3 .O 1.38 0.46 0.15 0.05 0.4 1 
2 3.5 1.32 0.38 0.17 0.05 0.33 
3 2.5 0.61 0.24 0.21 0.08 0.16 
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7.4 INFILTRATION MODELS 

Singh (1 989) groups infiltration models into two groups: empirical and conceptual. 
Empirical equations model infiltration as a function of time, whereas conceptual 
models represent infiltration using physics of flow through porous media. It is be- 
yond the scope of this book to do more than just introduce a couple of the more 
popular models. 

7.4.1 Horton 's model 

Qne of the earliest and best-known empirical infiltration equations is from Horton 
(1939, 1940). Robert Horton was a luminary of modern hydrology and made signifi- 
cant contributions to the science of hydrology in the areas of infiltration, surface run- 
off generation, and drainage basin morphology. Horton' s equation models the infil- 
tration process as negative exponential function: 

fp = fc +(fo (7.3) 

where f p  = infiltration capacity, fc = the equilibrium (constant) infiltration capacity, 
f, = the initial infiltration capacity, e = is the base of the natural logs, k = a constant 
that depends on soil type (range 2-40), t = time from the beginning of rain. 

Figure 7.8 graphically defines the terms in the Horton equation. For a given soil 
and initial conditions the only variable in the equation is time t, everything else is 
constant. The equation has two parts: a constant term fc and a variable term 
cf, -fc)e-kf. But even the variable part has a constant term cf, -fc) set by the initial 
conditions. The product of cf, -fc) and the exponential term (e-k3 asymptotically ap- 
proaches zero as time increases. Thus, fp approaches fc asymptotically over time. 
Figure 7.9 shows the effect of varying k. The larger k, the more rapidly infiltration 
approaches f,. Horton' s equation assumes infiltration equals the infiltration capacity 
when the supply rate exceeds the infiltration capacity, and that infiltration equals the 
supply rate when the supply rate is less than the infiltration capacity. Unfortunately, 
fp in Equation (7.3) decreases solely as a function of time and not as a function of the 
actual amount of water that has infiltrated (F). For initial conditions F = 0 at t = 0, 
Equation (7.3) can be integrated to give the cumulative infiltration (see Table 7.6). 

Figure 7.8. Diagrammatic repre- 
/ sentation of the components of the 

Time Horton infiltration equation. 
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Table 7.6. Equations for infiltration rate f and cumulative infiltration F for the Horton and Philip 
equations. 

Equation Infiltration rate (f, Cumulative infiltration (0 
Horton 

Philip 

f p  = f c  +(f, -fc>.-kl 

F = S t ' j 2 + A t  

Table 7.7. Values off,, f, and k for use in the Horton infiltration equation (source: Rawls et al. 
1976). 

Soil type f o  fc k 
(in hr-I) (in hr-') (hr-') 

Alpha loam 
Carnegie sandy loam 
Cowarts loamy sand 
Dothan loamy sand 
Fuquay pebbly loamy sand 
Leefield loamy sand 
Robertsdale loamy sand 
Stilson loamy sand 
Tooup sand 
Tifton loamy sand 

19.00 
14.77 
15.28 
3.47 
6.24 

11.34 
12.41 
8.11 

23.01 
9.67 

1.40 
1.77 
1.95 
2.63 
2.42 
1.73 
1.18 
1.55 
1.80 
1.63 

38.29 
19.64 
10.65 
1.40 
4.70 
7.70 

21.75 
6.55 

7.28 
237 1 

Singh (1989) discusses how to estimate the three parameters f,, L, and k. Unfortu- 
nately, there has not been much work relating these parameters to readily measurable 
soil properties. Some experimentally-determined values for the parameters for the 
southeast coastal plain region are given in Table 7.7. 

7.4.2 Philip's model 

Philip's equation (Philip 1957) is one of the more accessible conceptual approaches 
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to modeling infiltration. The method is considered conceptual because the terms have 
direct physical interpretations. The basic model is given by the two-term equation: 

where S is called the sorptivity or ‘diffusion’ term, and is a function of the capillary 
forces. A is the ‘transmission’ term, and is closely related to the saturated hydraulic 
conductivity (K,) and the movement of water by gravity. Philip’s equation thus in- 
corporates the two forces that move water into and through the soil. For water mov- 
ing horizontally in a soil, the transmission term is zero, and capillary forces alone 
draw water into the soil. For vertical downward flow, as t -+ 0,fp -+ St-’I2, and as 
t -+ 00, fp -+ A .  Equation (7.4) is easily integrated to give cumulative infiltration 
(Table 7.6). 

7.5 OTHER METHODS FOR ESTIMATING INFILTRATION 

7.5.1 The @ index 

The <B index is one of the simplest methods of estimating infiltration. The index rep- 
resents the amount of precipitation retained by the basin divided by the duration of 
the storm. In other words, it is the average ‘loss’ rate. It is a loss rate because it in- 
cludes depression storage and any other retentions as well as infiltration. In concept 
it is very similar to the average infiltration method described earlier. Being an aver- 
age (constant) value the @ index underestimates infiltration at the beginning of a 
storm when infiltration is high, and overestimates infiltration at the end of the storm 
when it is low. Example 7.3 shows how to calculate @ two ways. 

Example 7.3 
Find the @ index for the first storm event in Example 7.2. The first way to calculate @ is to sim- 
ply take the total storm rainfall, subtract the total runoff, and divide the remainder by the dura- 
tion of the storm. The rainfall data for the first storm event by 30-minute intervals are given in 
Table 7.8. 

The duration of the storm is 3 hours (hour 21:OO to hour 24:OO). Total rainfall is 1.38 inches 
and the total runoff is 0.15 inches. This gives an approximation of @ = (1.38 -0.15) / 3 = 
0.41 in hr-‘. This is the same value we got for the average infiltration method in Example 7.2. 

A second somewhat more detailed approach solves for @ by trial and error using the follow- 
ing equation: 

Dl(i1 - @) + &(i* - @) + ... + Du(in - @) = Q, 

where D is the duration of the rainfall interval, i is the rainfall intensity in the interval, QT is the 
total runoff, and the subscripts represent the individual time intervals from Table 7.8. If @ is 
greater than the incremental rainfall, that term is dropped from the calculation because negative 
values are not used. Since the rainfall durations are all 0.5 hours, inserting values from Table 7.8 
into the equation and simplifying gives: 

0.5[(0.32 - @) + (0.66 - @) + (1.28 - @) + (0.32 - @) + (0.14 - @) + (0.04 -@)I = 0.15 

The value for @ is found by trial and error. Let’s first try the value @ = 0.41, which was calcu- 
lated above. Using this value four terms drop out of the equation. The two remaining terms give 
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OSC(0.66 - 0.41) + (1.28 - 0.41)] = 0.64 inches, which is greater than the observed runoff of 0.15 
inches. Continued trial and error eventually produces a value of OS(1.28 - 0.98) = 0.15 inches. 
The final value for the CD index is Q> = 0.98 in hr-'. 

The easiest way to find the cf, index using the second approach is with a spreadsheet program. 
Enter the equation into a cell in the spreadsheet and have CD in the equation referenced as another 
cell. When you enter different values for CD, the result is automatically recalculated and displayed 
in the equation cell. Remember to delete all terms from the equation where CD is greater than the 
precipitation intensity. 

Table 7.8. Precipitation data for the July 19, 1988 rainfall event over the Swarr Run Basin. 
Interval Time Incremental precipitation up to the time indicated Precipitation intensity 

(hr) (inch) (in h r l )  
1 21:30 0.16 
2 22:OO 0.33 
3 22:30 0.64 
4 23:OO 0.16 
5 23:30 0.07 
6 24:OO 0.02 
Total 1.38 

0.32 
0.66 
1.28 
0.32 
0.14 
0.04 

7.5.2 Soil classification 

Major soil groups in the United States have been assigned to one of four Hydrologic 
Soil Groups (HSG). Obtaining an estimate of infiltration capacity is as simple as 
identifying the soil type and the infiltration group to which that soil has been as- 
signed. Table 7.9 lists the soil groups and the infiltration ranges associated with each 
group (Musgrave 1955). The SCS has a complete listing of soils in the United States 
by infiltration group (see SCS 1986). This information is also available in SCS 
county soil survey reports, along with other useful soil information. 

7.6 PONDING TIME AND R U N O E  

Three possible situations exist between the interrelated processes of rainfall, infiltra- 
tion and runoff. The different cases are based on the relative magnitudes of i,fp and K,. 
In the first case, when i < K,, the rainfall intensity is less than the saturated hydraulic 
conductivity. There is no surface runoff in this situation since the water supply rate 
to the surface is less than the minimum value of infiltration capacity. In the second 
case i >fp and surface runoff occurs immediately. In the third case, K, < i <&. Here 
all of the rainfall infiltrates at the beginning of the storm, since the infiltration capac- 
ity exceeds the rainfall intensity. But as infiltration capacity decreases through the 
storm, the rainfall rate eventually exceeds the infiltration capacity and runoff com- 
mences. The time from the beginning of rainfall until runoff commences is called the 
ponding time. This is represented on Figure 7.10 as the part of the curve from time 
t = 0 to t = tp. The ponding time is important because it is the moment when overland 
flow begins. Some percentage of the initial runoff will be stored in surface depres- 
sions and irregularities as depression storage. In addition to calculating infiltration, 
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Table 7.9. Classification of soils into Hydrologic Soil Groups by infiltration capacity after pro- 
longed wetting when planted to clean-tilled crops (source: Musgrave 1955 and other sources). 

Soil Characteristics 
group 

Minimum infiltration 
capacity (rnm hr*)  

_ _ ~  

A Soils that are sandy, deep and well drained 8-12 
B Sandy loams, moderately deep and moderately well-drained soils 4-8 
C 

D 

Clay loam soils, shallow sandy loams often with a low-per- 

Heavy clay soils with high swelling potential, water-logged soils 
meability horizon impeding drainage 1-4 

0- 1 or shallow soils over an essentially impermeable layer 

Figure 7.10. Graph showing a rainfall hyetograph and 
infiltration curve. The first increment of excess rain- 
fall goes into depression storage. All rainfall below 
the infiltration curve is absorbed by the soil. Rainfall 
above the curve becomes runoff which starts at the 
ponding time. 

infiltration equations can also be used to calculate the ponding time. Identifying ar- 
eas that are likely to generate surface runoff is important in flood studies and also in 
water quality studies because these areas are potential sources of nonpoint source 
pollution. 

7.7 SOIL WATER 

Soil moisture is important in many ways. The most obvious is its importance to crop 
plants and vegetation. It is not surprising that much of the early research on soil 
moisture focused on agriculture. Many of the soil moisture terms and concepts used 
today reflect this agricultural legacy, e.g. field capacity and wilting point. The pur- 
pose of irrigation is to provide optimal soil moisture conditions for the crop. In the 
United States most of the irrigated cropland is in the West, but irrigated acreage has 
been increasing in eastern states where irrigation is used as a backup in times of 
drought. Soil conservation techniques to reduce soil erosion, such as contour plowing 
and terracing, affect soil moisture by slowing surface runoff and promoting infiltra- 
tion. 

Soil moisture and infiltration are important to society in other ways. More and 
more people are making their homes in rural areas beyond the reach of water and 
sewer facilities. They depend on well and septic systems to bring water into the 
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home and remove the wastes. Septic systems have two basic components. The waste 
stream leaving the house enters a holding tank where the heavier solid particles set- 
tle. The remaining liquid waste flows to a subsurface leach field. The wastewater 
percolates into the ground and is cleansed by a combination of natural biological de- 
composition and adsorption onto soil particles. The adequacy of a soil for a septic 
system is often the single most important factor in the development of rural areas. 
Most areas now require a ‘perc’ test to determine the saturated hydraulic conductiv- 
ity and the soil’s suitability for a septic system. Areas with saturated soils, poor 
drainage or shallow water tables are unsuitable as leach fields. 

A major concern today is contamination of soil and groundwater by hazardous 
and toxic substances. Underground storage tanks, accidental spills, landfills, dump 
sites, and leach fields are all sources of contamination. Contaminants released at or 
near the ground surface migrate through the soil and may eventually reach ground- 
water. Understanding the rnigration of pollutants in the soil is a major area of re- 
search today. 

7.7. I Porosity 

The amount of water stored in the soil is small from a global perspective; however, it 
is an active storage location with water cycling in and out of the soil on a time scale 
of days to months (Table 1.1). Water is stored within the void spaces in the soil 
mass, so the soil’s porosity is the upper limit for storage capacity. Porosity n is the 
percentage of the soil volume that is void space and is defined as the volume of the 
voids V,, divided by the total volume of the material V f  

Porosity for sand typically ranges between 25 and 45%. For silt, porosity may be 35 
to 50%. Clay may have porosities from 40 to as high as 70%. 

7.7.2 Soil water potential 

Water is held in the soil by the force of attraction between the water and the soil par- 
ticles. As we have seen, various terms are used to describe this force. We encoun- 
tered capillary suction and soil moisture tension in this chapter and in Chapter 6. 
These are not the only terms used to describe soil moisture. This lack of agreement 
on terminology can be somewhat confusing. What makes matters worse is that some 
terms refer to a negative number while others refer to a positive number. Suction, for 
example, is a positive number, while tension is a negative number, and yet they are 
describing the same energy phenomena. From this point on we use soil water poten- 
tial y~ to describe the potential energy with which water is held in the soil. As with 
soil water terminology, there are a variety of units for expressing soil water potential. 
Potential may be expressed as energy per unit volume of water, which has the di- 
mensions of pressure (ML-’T2), and the familiar units of millibars, bars or pascals. 
Another convenient way to express potential is to convert pressure into the equiva- 
lent height of a column of liquid water that exerts a given pressure at the bottom of 
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the column. This is called head h, and has the dimension of length (L).  We will see 
this term again in the study of groundwater in Chapter 8. 

Applying this terminology the two sources of energy acting on soil water are the 
gravitational potential vZ and the pressure or matric potential yp. The gravitational 
potential is the potential energy due to the acceleration of gravity. It is equal to the 
weight of the water y times its elevation z above some reference plane. The gravita- 
tional potential is significant only when the soil moisture level exceeds the field ca- 
pacity, i.e. when yp > -0.33 bars, otherwise the pressure potential dominates. The 
pressure potential is what we have previously called capillary suction or tension - it 
is the potential energy due to the attraction of water for soil particles. If we ignore 
some other very small potentials, we can assume that the sum of the gravitational 
potential and pressure potential equals the total soil moisture potential y: 

w = wz + Yp 

The pressure potential changes continuously with water content. Viewed along a 
transect from the surface into the soil, pressure potential is negative in the unsatu- 
rated zone of aeration above the water table and positive below the water table in the 
groundwater zone (Fig. 7.1 1). The term groundwater zone is used here rather than 
zone of saturation because the capillaryfiinge and the soil moisture zone may be satu- 
rated even though pressure potential is negative. Some texts use the terms groundwater 
zone and zone of saturation synonymously. The vadose zone is defined as the region 
between the soil moisture zone and the capillary fringe and is normally unsaturated. 
Again, other books define the vadose zone differently, equating it to what we call the 
zone of aeration here. Soil moisture potential is defined to be zero at the water table, 
where pressure is equal to atmospheric pressure. Figure 7.12 shows an energy contin- 
uum from negative to positive potential, along with some frequently used terms. As a 
soil dries the potential decreases (becomes a larger negative number). Wetting the soil 
increases the potential. A wet soil has a greater potential than a dry soil and water 
moves from higher to lower potential energy. Water thus flows from wet to dry soil. 
This is the advantage of using the concept of potential energy in describing soil mois- 
ture; it applies to both unsaturated and saturated conditions. The terms tension and 
suction apply only to the unsaturated condition. 

Figure 7.1 I. A cross-section through the ground showing the value of pressure potential at different 
locations. In the zone of aeration pressure potential is negative. Pressure potential is defined to be 
zero at the water table. In the groundwater zone pressure potential is positive. 
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Figure 7.12. A continuum for soil moisture potential. Dry soil has a lower potential than wet soil. 
The term tension refers to a negative number, the same as potential; however, suction refers to a 
positive number. The terms tension and suction apply only in the zone of aeration. 

7.7.3 Soil water characteristic 

A graph showing the variation in soil water potential versus moisture content 0 is 
called a soil water characteristic curve (Fig. 7.13). As the soil dries, the potential 
decreases in a nonlinear fashion. The abrupt change in the shape of the curve on the 
far right side at high potential corresponds to the ‘air entry level.’ This is the mois- 
ture level when air becomes continuous in the pore spaces and represents the top of 
the capillary fringe. Water content and potential are strongly related to soil texture 
through the effects of pore size and shape. The soil water characteristic can be used 
to estimate the amount of water (8,-8,) held between any two pressure limits 
(v2 - yl). Figure 7.14 shows soil water characteristic curves for two different soils - 
the Plainfield Sand and Yolo Clay (Mein & Earson 1971 referenced in Singh 1989). 
The clay soil holds the same amount of water with greater force (lower potential) 
than does the sand. Said another way, at the same potential clay holds more water 
than does sand. One consequence of this is that water will migrate from a sandy layer 
to a clay layer if they both have the same initial moisture content. In reality soil 
moisture displays hysteresis (Fig. 7.15). This means the soil characteristic curve is 
different depending upon whether the soil was wetting or drying to reach the specific 
levels of moisture and potential. Because of hysteresis a drying soil contains more 
water at a given pressure potential than if the soil had reached that same potential by 
wetting. Hysteresis is often ignored in practice, but it obviously affects the estimate 
of water content held between any two values of v. Figure 7.16 shows median values 
for porosity, field capacity and wilting point for a range of soil texture. In Chapter 6 
we defined available water capacity AWC as the total amount of water held in the 
soil between the -15 bar (wilting point) and -0.33 bar (field capacity) potentials. 
Figure 7.16 shows that the AWC for sand-texture soils is fairly low, around 6% by 
volume. Silt loams generally have the highest values in the range of 18%. SCS 
county-level soil surveys contain a wide variety of physical and chemical infoma- 
tion about soils, including AWC per unit depth (inches of water per inch of soil) (Fig. 
7.17). If soil survey data are not available, Figure 7.18 can give approximate values 
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Figure 7.13. Soil moisture char- 
acteristic curve showing the re- 
lationship between soil moisture 
content 8 and the potential v. 
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Figure 7.16. Median values for porosity, field capacity and wilting point for a range of soil texture 
(source: US Department of Agriculture 1955, Dunne & Leopold 1978). 
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Figure 7.17. A page from the Lancaste County soil survey showing some of the technical infor- 
mation available about soils (source: SCS 1985). 
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Figure 7.18. A map showing generalized estimates of available water capacity (AWC) (source: Na- 
tional Climatic Data Center, no date). 

for total AWC throughout the United States. When using the SCS soil survey data, 
the total AWC for a soil is determined by multiplying the available water capacity per 
unit depth for each horizon (awc) by the depth of the horizon (d) and summing the 
total: 

n 

AWC = z a w c i  (d i )  
i=l 

(7.7) 

For example, the median total AWC for the Letort soil group in Figure 7.17 would be 
calculated as: 

AWC= 0.18(9) + 0.14(23) + O.lO(30) = 7.8 inches 

7.7.4 Water movement in the soil 

When the upper-most layer of soil becomes saturated either from prolonged rainfall 
or by irrigation, water advances downward as a ‘wetting front’ shown in Figure 7.19. 
The front advances as the soil progressively reaches saturation at lower levels. The 
curves in Figure 7.19 show the position of the wetting front at sequential times t. 
After the cessation of water input, the soil water redistributes throughout the soil col- 
umn by gravity percolation. The moisture content in the upper layers decreases while 
the moisture in the lower layers increases (Fig. 7.20). Subsequent evaporation from 
the surface further modifies the shape of the curve. 
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Figure 7.19. The downward movement of the 
wetting front over time with constant infil- 
tration at the surface. The value 8, represents 
the condition of saturation. 

Figure 7.20. How the soil water redistributes 
by gravity after infiltration stops. Soil mois- 
ture decreases in the upper layers and in- 
creases in the deeper layers. 

7.7.5 Soil moisture measurement 

Soil moisture can be measure in the laboratory, in the field, or remotely using mi- 
crowave sensors. The accepted standard for measuring soil moisture is the gravi- 
metric method. A sample of soil is taken to the laboratory and weighed. The sample 
is then oven dried and weighed again to determine the amount of water lost. The 
water content is easily determined as the change in weight between the wet and dry 
sample. The main problem with the gravimetric method is that only a shallow soil 
layer can be sampled. 

In the field neutron scattering is used to determine in situ water content. With this 
method a tube is installed in the ground and a high-energy neutron probe is lowered 
in the tube. Neutrons emitted into the soil from the energy source are slowed by col- 
lisions with hydrogen atoms present in water. The slowed neutrons randomly migrate 
back to the probe and are counted. The number of slowed neutrons counted per unit 
time yields and estimate of water content. The method requires calibration of the de- 
vice and has high initial costs for the equipment and installation of the probe tubes. 
Tensiometers are inexpensive instruments for field measurement of soil potential. A 
tensiometer is a sealed, water-filled tube with a porous ceramic cup at the bottom. As 
the soil dries, water is drawn through the ceramic cup into the soil by the potential 
gradient between the soil and the saturated cup. This creates a vacuum inside the ten- 



Infiltration and soil moisture 143 

siometer which is measured with a gage or a manometer. Tensiometers can record 
potential only for fairly wet soil conditions. The maximum potential that a tensi- 
ometer can record is around -0.80 bars. 

Using remote sensing technology for measuring of soil moisture has evolved rap- 
idly in the last 10 years. The advantages of remote sensing included rapid measure- 
ments over large areas, as well as the ability to measure moisture to depths of a meter 
or more. Remote sensing methods will continue to play an important role in hydro- 
logic research on land surface-atmospheric interactions. 

SUMMARY 

Water at the Earth’s surface is partitioned by infiltration into soil water or surface 
runoff. Soil water is important to society in many ways from agriculture to rural sub- 
division planning. This chapter focused on infiltration and soil moisture but the di- 
rect and complementary relationship to runoff was recognized. Human activities 
dramatically alter the infiltration-runoff relationship. By creating impermeable sur- 
faces in urban areas, cutting down forests, and tilling the soil, we set into motion a 
cascade of changes and feedbacks in the hydrologic system. For example, reduced 
infiltration in urban areas increases in the speed and the amount of surface runoff, 
causing changes in flood frequency, erosion and sediment transport downstream. The 
spread of urban surfaces can also reduce groundwater recharge, one of the topics of 
Chapter 8. 

PROBLEMS 

7.1 Use the average infiltration method to determine a basin-wide infiltration curve from the fol- 
lowing data. Graph your infiltration curve. 

Time Total precipitation (cm) Total runoff (cm) 
8:00-9:30 2.3 0.2 

1 1 :OO- 1 1 140 0.5 0.3 
1 :OO- 1 :50 0.4 0.2 

7.2 Find the @ index for the following set of data two ways as demonstrated in text Example 7.3. 
The easiest way to find the 4, index using the more complex formula is to use a spreadsheet 
program. Enter the equation into a cell in the spreadsheet and have the value for 4, in the equa- 
tion be referenced in another cell. As you enter different values for 4, in its cell, the calculated 
result will automatically change. Remember to delete all terms from the equation where 4, is 
greater than the precipitation intensity. 

Basin area = 3.5 mi2 
Total runoff volume = 1 12 ac-ft 

Time Accumulated precipitation (inch) 
2:00-2: 15 0.25 
2:15-2:30 0.56 
2:30-2:45 0.44 
2:45-3:00 0.18 
3:00-3:15 0.04 



CHAPTER 8 

Groundwater 

Groundwater is a hydrologic subsystem that goes largely unobserved. We only see 
groundwater when it emerges at the surface as springs or seeps, occupying the bot- 
tom of a shallow well, or perhaps dripping down the walls and sitting in pools in un- 
derground caverns. The actual movement of water through the Earth is not directly 
observable. Groundwater is an important water resource. Groundwater accounts for 
nearly 25% of all freshwater used in the United States. In some western states more 
than 90% of all the water used is groundwater. Groundwater re-emerging in stream 
channels provides baseflow for perennial streams. In deserts, riparian vegetation tap- 
ping shallow groundwater adjacent to stream channels supports a ribbon of relatively 
lush habitat in an otherwise inhospitable environment. 

Over the last two decades no other field in hydrology has undergone such a surge 
in interest as has the study of groundwater. The explosion in interest in this subfield 
of hydrology has been driven by growing concerns about groundwater quality and 
quantity. Underground storage tanks, septic systems, leachate from land fills and 
cropland have all caused groundwater pollution. In the mid 1980s the federal govern- 
ment got involved in groundwater management by encouraging states to develop 
wellhead protection programs to safeguard community water supply wells. In many 
areas groundwater pumping exceeds the rate of recharge to the aquifer, threatening 
the long-term sustainable use of the resource. 

This chapter begins by examining the basic properties and characteristics of aqui- 
fers. Most of the chapter is devoted to understanding the physical characteristics of 
groundwater storage and flow, with a section touching on simulation modeling of 
groundwater flow (Section 8.9). At the end of the chapter (Section 8.12) is a brief 
look at major groundwater regions in the United States. In this chapter we do not dis- 
cuss underground rivers and streams, even though such water is technically ground- 
water. This type of groundwater is limited in occurrence and its movement is gov- 
erned by the forces that control open-channel flow rather than flow through porous 
media. By necessity this chapter is only an introduction to an extensive subfield in 
hydrology. The interested student can find detailed information on advanced topics 
in textbooks and journals devoted to groundwater. 

8.1 GROUNDWATER DEFINED 

What is groundwater? Like soil water it is subsurface water held in the interstices 
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Impermeable material 

Figure 8.1. Cross-sectional diagram of the component zones of an unconfined aquifer. The exten- 
sive water table is open to recharge by precipitation. The water table intersects the ground and 
groundwater flows towards a surface (stream or lake) water body. 

and fractures within earth materials. How is groundwater different from soil mois- 
ture? In Chapter 7 we defined soil water pressure potential along a continuum of po- 
tential energy (Figs 7.1 1 and 7.12). Soil moisture normally has negative pressure 
potential relative to atmospheric pressure. The pressure potential of the water table is 
zero, since the water table is at atmospheric pressure. Water below the water table 
has positive pressure potential. Groundwater is the water held in the interstices, 
cracks and fractures at positive pressure. Positive pressure only occurs in saturated 
material. Figure 8.1 is a schematic cross-section from the surface down to ground- 
water (see also Fig. 7.11) showing two major zones - the zone of aeration and the 
groundwater zone. The zone of aeration is normally unsaturated and includes the soil 
moisture zone, the vadose zone and the capillary fringe. The soil moisture zone may 
become saturated during prolonged rainfall, with irrigation, or when a deep snow- 
pack melts in the spring. The capillary fringe develops immediately above the water 
table. The capillary fringe is created by water wicking up into the dryer (lower po- 
tential) material above the water table. The height of the capillary fringe depends 
upon the texture of the material. In silt and clay with strong capillary forces it can 
rise 100 cm above the water table; in coarse sand it is only about 12 cm. The capil- 
lary fringe is saturated close to the water table and the proportion of air in the pore 
spaces increases with distance away from the water table. The top of the capillary 
fringe is where air becomes continuous in the pore spaces. The water table marks the 
top of the groundwater zone. The groundwater zone is saturated and the water is un- 
der positive pressure potential. Groundwater flows into wells penetrating into the 
groundwater zone because the pressure inside the well is less than the pressure of the 
groundwater, and water flows from higher to lower potential. 

8.2 AQUIFERS 

An aquifer is a water-bearing layer of earth material sufficiently permeable to yield 
water to wells. The definition of an aquifer is qualified by the ability to yield water to 
wells. This qualification is necessary because material like clay may store large 
quantities of water, but is relatively impermeable, and so clays do not make good aq- 
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uifers. kow-permeability materials are called aquitards, since they slow the move- 
ment of water, and aquicludes if they are impermeable to water flow. 

From a water management perspective the definition of an aquifer could be further 
modified to recognize different economic uses. In this case an aquifer is defined as a 
water-bearing layer of earth material sufficiently permeable to yield water to wells in 
economically useable quantities. For example, if a well could pump 10 gal min-', 
would this be an aquifer? The answer really depends on the use. If the well is for 
domestic use in and around a single-family home, the answer is yes, because a 10 gal 
min-l well is normally sufficient for a single residence. If the economic use is to irri- 
gate 640 acres of corn, then the answer would surely be no. A good agricultural well 
pumps hundreds-to-thousands of gallons of water per minute. 

8.2.1 Unconfined aquifers 

Aquifers are classified as unconfined or confined. Figure 8.1 is a cross-section of an 
unconfined aquifer. An unconfined aquifer has an extensive water table open to re- 
charge by percolation from the surface. Unconfined aquifers are also called water ta- 
ble aquifers. The position of the water table reflects the amount of water in storage 
and it moves up and down depending upon the relative rates of recharge (input) and 
discharge (output) (see Eq. 1.1). Precipitation is the main source of natural recharge, 
but for some aquifers other types of recharge are important. In areas with irrigation 
agriculture, a significant fraction of the irrigation water applied to the fields may go 
to recharge groundwater. In fact excess irrigation water is purposefully applied to 
leach accumulated salts from the root zone. Along the South Platte River in Colo- 
rado, years of irrigation on the alluvial benches adjacent to the river converted the 
South Platte from an intermittent river that dried up in the summer to a perennial 
river. The recharge of groundwater by irrigation increased the amount of groundwa- 
ter in storage to the point where it provided baseflow to the South Platte River all 
year. In other areas treated sewage effluent is spread over the ground, or is directly 
pumped into the ground. This practice accomplishes both advanced wastewater 
treatment and groundwater recharge at the same time. 

Natural recharge is controlled by weather and climate. For example, in Southeast- 
ern Pennsylvania mean monthly precipitation is quite uniform, with every month re- 
ceiving between 7 and 10 cm (3 and 4 in.). During the summer groundwater recharge 
is reduced because evapotranspiration returns most of the precipitation to the atmos- 
phere. The coldest winter months of January and February also have limited re- 
charge, as frozen soil reduces infiltration, and precipitation is stored on the surface as 
snow. Groundwater recharge occurs mainly in the fall and spring when precipitation 
is plentiful, evapotranspiration is low, and infiltration is unaffected by frozen soil. A 
dry spring or fall may have a disproportionately greater impact on groundwater re- 
charge than a dry summer or winter. 

Because unconfined aquifers have extensive water tables they are vulnerable to 
pollution. Any land use or activity occurring over the aquifer that releases pollutants 
could potentially contaminate the aquifer. The aquifer's vulnerability to pollution 
depends upon the depth to the water table and the rate of migration of pollutants 
through the vadose zone. Studies in southeastern Pennsylvania show that in areas 
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with fractured carbonate bedrock, nitrogen from fertilizers can reach groundwater 
within a matter of hours following a rainstorm (Hall & Risser 1993). 

Urbanization can have a two-fold impact on groundwater quantity. The increase in 
water demand with population growth increases groundwater withdrawals. At the 
same time the increase in impermeable surface area can reduce recharge. Land use 
regulation for the protection of groundwater is a relatively new concept, but it is nec- 
essary in some areas to insure both the quality and quantity of the resource. 

8.2.2 Confined aquifers 

Confined aquifers are water-bearing layers of rock material sandwiched between im- 
permeable aquicludes or semi-permeable aquitards (Fig. 8.2). These layers prohibit 
or inhibit vertical communication between water in the confined aquifer and water 
above or below. Recharge to a confined aquifer occurs in a spatially-restricted re- 
charge area where the aquifer outcrops at the surface. When the confining layers are 
aquitards, recharge may occur through vertical seepage, in which case it is a ‘leaky’ 
confined aquifer. The defining characteristics of confined aquifers is that they do not 
have a water table, except in the recharge zone, and they are pressurized. The pres- 
sure condition in a confined aquifer is given by the potentiometric or piezometric 
su$ace (Fig. 8.2). The potentiometric surface surface is identified using a piezo- 
meter. A piezometer is a tube open only at the ends. A piezometer is different from a 
well which is perforated along its length allowing water to flow in laterally. If a pie- 
zometer is inserted into a confined aquifer water can only enter through the lower 
end. The height the water rises in the piezometer gives the location of the potenti- 
ometric surface at that location. If the potentiometric surface is above the ground sur- 
face, water flows to the surface without pumping. This is called a flowing artesian 
well, named for the province of Artois in northern France where the phenomena was 
first observed. We examine the pressure condition of unconfined and confined aqui- 
fers in Section 8.4. 

Figure 8.2. Cross-sectional diagram of a confined aquifer. The aquifer is confined between less 
permeable confining layers. The potentiometric surface defines the pressure condition within the 
confined aquifer. The potentiometric surface slopes in the direction of water flow because friction 
between the flowing water and the aquifer material reduces the potential energy of the water. This 
picture shows that a confined aquifer can occur beneath an unconfined aquifer. 
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This simple classification of aquifers is useful but somewhat misleading because 
the real world is always much more complex. It is possible for a largely unconfined 
aquifer to locally display confined conditions where isolated lenses of clay confine 
the flow. Fractured consolidated aquifers may be unconfined and yet display pressure 
conditions indicative of a confined aquifer because rapid water flow in fractures and 
solution channels creates increased hydraulic pressure. 

8.3 PROPERTIES OF AQUIFER MATERIALS 

The two primary properties of aquifer materials are porosity and permeability. Of the 
two, permeability is perhaps more important from a groundwater quantity perspec- 
tive, because even with high porosity, low permeability can make water use uneco- 
nomical. 

8.3. 1 Porosity and water storage 

The best aquifers are made of materials with both high porosity and high permeabil- 
ity. The greater the porosity the more available space to store water; the higher the 
permeability, the easier water flows to wells. The definition of porosity n was given 
in Equation (7.5). Primary porosity is the porosity attributable to the interstitial void 
spaces between individual rock particles (Fig. 8.3). Secondary porosity is created by 
fractures and solution channels within the solid rock mass. Aquifers can be com- 
posed of either unconsolidated or consolidated material. Unconsolidated sand and 
gravel in alluvial valleys and along coastal plains make excellent aquifers. Glacial 
outwash deposits can sometimes be high-yielding aquifers. Table 8.1 gives repre- 
sentative values for porosity for different materials. Generally speaking, uniform 
texture materials have higher porosities than well-graded materials. The reason is 
that in graded materials the smaller particles tend to fill in the void spaces between 
the larger particles. 

Consolidated aquifers occur in sedimentary, igneous and metamorphic rocks. In 
sedimentary rocks the calcium and silica cement between the individual grains fills 
the interstitial spaces. In igneous and metamorphic rocks the interlocking crystalline 
structure largely precludes the formation of interstices. 

Porosity in consolidated material is virtually all secondary porosity. Comparing 

Primary porosity Secondary porosity 

Figure 8.3. Primary porosity is composed of the interstices between individual grains. Secondary 
porosity is made up of the openings created by cracks and fractures in rock material. 
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Table 8.1. Representative values of porosity for unconsolidated and consolidated materials. 
(sources: Dunne & Leopold 1978, Davis 1969). 

Materials Porosity 

Unconsolidated 
Clays 
Silt 
Loess 
Fine sand 
Coarse sand 
Sand and gravel 
Gravel 
Glacial till 

Consolidated 
Sedimentary rocks 
Igneous rocks 
Metamorphic rocks 
Fractured and weathered igneous rock 
Recent basalt 
Vesicular lava 

0.40-0.60 
0.35-0.50 
0.40-0.55 
0.30-0.40 
0.25-0.30 
0.10-0.30 
0.20-0.30 
0.25-0.45 

0.05-0.30 
0.01-0.05 
0.0 1-0.05 
0.02-0.10 
0.02-0.10 
0.10-0.50 

consolidated and unconsolidated materials, porosities are much higher for 
unconsolidated materials. The storage coeflcient S is a measure of the volume of 
water that is released (or taken up, ignoring hysteresis) by a given volume of aquifer 
material. More specifically, it is the volume of water released or taken up per unit 
surface area of the aquifer per unit change in head (Fig. 8.4). For an unconfined aqui- 
fer the change in head is the change in the elevation of the water table. For a con- 
fined aquifer the change in head equals a change in the elevation of the potenti- 
ometric surface. The storage coefficient is expressed as a dimensionless fraction or 
percentage. For an unconfined aquifer the storage coefficient is also called the 
specific yield. 

Calculate the specific yield for the following hypothetical situation. A well pumps 3500 m3 of 
water and causes the (horizontal) water table to drop 2 m over an area of 10,000 m2. The storage 

Example 8.1 

coefficient is the volume of water released per unit volume of aquifer. 

Volume of water released = 3500 m3 

Volume of aquifer = (2 m) (~O,OOO m2) = 20,000 m3 

Storage coefficient = (3500 m3) / (20,000 m3) = 0.175 

Fine-textured materials have specific yields much lower than their porosity be- 
cause capillary forces in the small interstices do not easily release water. In coarse- 
textured materials the storage coefficient approximates the porosity (Fig. 8.5). Water 
is released from unconfined aquifers by the drainage of pore spaces. Confined aqui- 
fers remain saturated as water is released because there is no falling water table ex- 
cept at the recharge zone. Water is released from confined aquifers by compression 
of the aquifer, and in some cases by leakage from aquitards. Storage coefficients for 
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Figure 8.4. The storage coefficient equals the 
volume of water released per unit surface 
area of aquifer material per unit change in 
head. 
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Figure 8.5. The curves show the relationship between the specific yield and porosity for materials 
in the Western United States. For fine-texture materials porosity is much higher than the specific 
yield. Fine-texture materials do not easily release the water held in storage. Coarse-texture materi- 
als have specific yields that come close to the porosity of the material (source: Davis & Dewiest 
1966, used by permission). 

confined aquifers can be two to four orders-of-magnitude smaller than for uncon- 
fined aquifers. Excessive over pumping and prolonged compression of confined aq- 
uifers can result in land subsidence and an irreversible loss of porosity. Dunne & 
Leopold (1978) relate a fascinating story about land subsidence in and around Ven- 
ice, Italy caused by groundwater pumping. Even a few centimeters of subsidence can 
be potentially devastating to Venice because the city is at sea level. By the 1960s 
subsidence around Venice had reached 10 cm. It is believed that 85% of the subsi- 
dence is irreversible because the underlying layers of sand, silt and clay have been 
permanently compacted. 

Hydrologically the term safe yield means the rate that water can be withdrawn 
from and aquifer without causing a long-term decline in the water table or potenti- 
ometric surface. Over the long term safe yield equals the average recharge rate. Some 
aquifers have little or no natural recharge. The Ogallala Aquifer underlying the High 
Plains in the central United States is an example. Pumping groundwater from the 
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Ogallala is analogous to pumping oil - once pumped, the water is gone. The proper 
management of finite groundwater resources like the Ogallala pose difficult ques- 
tions for society. The major management issue revolves around how we value the 
future. Should we use the water today, or save it for our children? Safe yield under 
these conditions is very different than in the case of renewable groundwater. Here 
safe yield under the conditions of a finite resource might mean the rate of withdrawal 
that does not exhaust the supply before an alternative water source is developed. In 
some states, the aquifer is given an arbitrary lifetime and total withdrawals are ad- 
justed to exhaust the supply over that time period. 

8.3.2 Hydraulic conductivity 

As we learned in Chapter 7, the term saturated hydraulic conductivity Ks describes 
the permeability of earth materials under saturated conditions. Since we will always 
be dealing with the condition of saturation when studying groundwater, we use the 
term hydraulic conductivity K and assume saturation. Hydraulic conductivity de- 
scribes how easily water flows through an aquifer. The determination of K is done in 
the field using a pump test. The determination K is described in section 8.7. The di- 
mensions of K are velocity ( L T ' ) ,  so a value of K = 10 m d-' versus a value of K = 
0.001 m d-l means that water moves 10,000 time faster in the first aquifer than in the 
second. Figure 8.6 gives values of K for different materials and shows an astonishing 
12 orders-of-magnitude range. 

Hydraulic conductivity is a function of both the aquifer material and the water, 
That portion of K controlled by the properties of the aquifer material is the intrinsic 
permeability. Intrinsic permeability is related to porosity and to the size and shape of 
the voids spaces. The property of the water affecting K is the dynamic viscosity. As 
water temperature increases, the dynamic viscosity of water decreases. Hydraulic 
conductivity is inversely related to viscosity, and the relationship is linear - a dou- 
bling of viscosity reduces K by 50%. 

Alluvial deposits are usually anisotropic. Anisotropy means that K is different in 
different directions within the material. For example, hydraulic conductivity in the 

Figure 8.6. Ranges in hydraulic con- 
ductivity for different aquifer materials 
(source: Heath 1991). 
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Figure 8.7. Diagrammatic representation of 
imbricated sediments (after Bouwer 1978). 

vertical direction K, may be ten to twenty times smaller than in the downstream di- 
rection Kx When K is the same in all directions the aquifer is said to be isotropic. 
One cause of anisotropy is imbrication of the sediments. Individual particles are not 
spherical, and when they are deposited they preferentially lay on their flat side 
slightly overlapping particles in the direction of flow (Fig. 8.7). This overlapping 
orientation of sediments is imbrication. Another cause of anisotropy is layering of 
sediments with different K values. When K is different at different locations within 
an aquifer, the aquifer is heterogeneous. When K is the same throughout the aquifer 
it is homogeneous. Example 8.2 demonstrates the calculation of average K values for 
a layered anisotropic aquifer. 

Example 8.2 
This example demonstrates the effect on the hydraulic conductivity when the aquifer is com- 
posed of multiple layers, with each layer having a different K value. A two-layer aquifer as 
shown in Figure 8.8. Each layer is horizontal and assumed to be isotropic with its own value of 
K. 

Without deriving the equations (see Bouwer 1978), the average hydraulic conductivity in the 
downstream direction K, is calculated as the weighted arithmetic average of the individual lay- 
ers: 

KlZl+ K2z2 
z K, = 

where Kl  and K2, and z1  and z2 are the hydraulic conductivity and thickness of layers ,1 and 2, re- 
spectively, and 2 = z1  + z2 is the overall thickness of the aquifer. 

The calculation of the average hydraulic conductivity in the vertical direction K, is: 

If the individual layers zi are the same thickness, then Equations (8.1) and (8.2) can be general- 
ized for n layers as: 

K,  + K2 + ... + Kn-l + Kn 

n 
K, = 

and 

n 
K, = 

( i / ~ , ) + ( i / ~ z ) +  ...( ~ / K , - , ) + ( I I K ~ )  

(8.3) 

(8.4) 

Equations (8.3) and (8.4) are the arithmetic mean (Eq. 3.3) and the harmonic mean (Eq. 3.5). The 
harmonic mean is always smaller than the arithmetic mean. Therefore, just by having different 
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Layer 1 

I 
Z 

Layer 2 

i K2 

Figure 8.8. A two-layer aqui- 
fer. Each layer is isotropic and 
has a separate value of K (after 
Bouwer 1978). 

Layers of material with different hydraulic conductivities the average vertical hydraulic conduc- 
tivity Kz will be less than the average horizontal hydraulic conductivity K,. 

8.4 GROUNDWATER HEAD 

In Chapter 7 the total soil moisture potential (Eq. 7.6) equaled the gravitational po- 
tential plus the pressure potential. The total potential for groundwater is defined in 
identical fashion. The two sources of potential energy for a parcel of groundwater are 
the (positive) pressure potential energy wP due to the depth of the parcel beneath the 
water surface, and the gravitational potential energy yz, which is a function of the 
elevation of the water parcel relative to some arbitrary datum. Figure 8.9 shows two 
water parcels in an unconfined aquifer. Each parcel is at depth p beneath the water 
surface and at elevation z above the reference datum. The positive pressure potential 
energy of each parcel is: 

w, 'YVP (8.5) 

where y = the weight density of water (MLa2T2),  V = volume of the parcel (L3), and 
p = depth below the water table (L).  

The units of weight density could be lbs ft-3 or N m-3. Similarly, the gravitational 
potential energy of each parcel is equal to the elevation of the parcel times the weight 
of the parcel: 

wz =YVz (8.6) 

y = yvp + yvz (8.7) 

h = p + z  (8.8) 

The total potential energy y is thus: 

Dividing each term by the weight of the parcel yVgives: 

The total potential energy of a parcel is expressed in terms of head h, having the di- 
mension of length (L). Equation (8.8) shows that the total head h at a point is com- 
posed of the pressure head p and the elevation head z. The pressure head is equal to 
the depth below the water table for an unconfined aquifer, and the depth below the 
potentiometric surface for a confined aquifer. Pressure head is measured with a pie- 
zometer. If the water is not moving or is flowing horizontally, then the height that 
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Water table 

Reference plane 

Figure 8.9. Two parcels of water in an unconfined aquifer. The total head h is equal to the pressure 
head p plus the elevation head z. The total head of parcel 1 is the same as the total head of parcel 2 
and therefore the water table is horizontal. 

Water table 

\ Well 
L r  

G rou ndwater 
divide 

Figure 8.10. An unconfined aquifer with two piezometers and a well. The water level in the well 
indicates the position of the water table. The water level in the piezometers differs from the level in 
the well because of vertical flow. 

water rises in a piezometer inserted into the aquifer equals the pressure head at that 
point. Vertical flow can alter the reading of a piezometer. If there is a downward 
component to the flow, then the piezometer will read lower than expected. Con- 
versely, an upward flow causes the water level in the piezometer to be higher than 
expected. Figure 8.10 shows piezometers inserted into an unconfined aquifer. The 
piezometer near the top of the hill is inserted into groundwater flowing with a 
downward component. As a result the water level in the piezometer is lower than the 
water table. The water level in the piezometer at the bottom of the hill is higher than 
the water table because of the upward flow of the groundwater. Because water can 
enter a well laterally through the perforated casing, the static water level in a well is 
usually very close to the position of the water table. 
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8.4.1 Hydraulic gradient 

It is the difference in h that causes groundwater to move because water flows from 
higher to lower head (potential energy). In Figure 8.9 both parcels have the same to- 
tal head h, = h, even though their pressure and elevation heads are different. As a re- 
sult, the water table is horizontal and there is no water movement. The hydraulic 
gradient is the change in h with distance x. Head changes continuously with distance, 
which is to say it is a continuous function of distance. Therefore it is appropriate to 
describe the hydraulic gradient using the derivative dWdx from calculus. The deriva- 
tive dh/& gives the instantaneous rate of change of head with distance. But once 
again, when it comes to application we substitute a discrete linear approximation for 
the actual continuous function. The discrete approximation of the hydraulic gradient 
is denoted as A W h ,  where Ah = Ah, - Ah,, and Ax = Ax, - h1 is the distance 
between locations 1 and 2. Observe that since head decreases in the direction of 
flow AWAx is negative. (When there is no gradient, as in Fig. 8.9, Ah/Ax = 0.) Figure 
8.11 is a sketch of groundwater where the hydraulic gradient is not zero. Two 
piezometers are inserted into the flow. The piezometers are inserted to the same 
depth so that they are on the same streamline. Streamlines are idealized flow paths 
for water molecules. In reality the individual water molecules follow a contorted path 
as they are forced over, under and around solid particles. In an isotropic aquifer 
flow lines are perpendicular to the hydraulic gradient. The head at location 1 is 
h, = p ,  + z ,  and the head at location 2 is h, = p2  + z,. From the diagram it is apparent 
that h, > h, so water flows from location 1 to location 2. Moving the arbitrary refer- 
ence plane up or down has no effect on the relative magnitudes of h, and h,. The 
change in head Ah between points 1 and 2 represents the conversion of potential en- 
ergy into heat energy by friction as the water moves through the aquifer. 

Reference plane 

Figure 8.1 1. A cross-sectional view of a groundwater flow system. The streamlines of flow are 
idealized as straight lines. Two piezometers are inserted along the same streamline for the defini- 
tion of terms used in calculating the hydraulic gradient (after Bouwer 1978). 
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8.4.2 The three-point method 

The ‘three point method’ is a graphical technique for determining the local magni- 
tude and direction of the hydraulic gradient. The magnitude of the hydraulic gradient 
is one of the variables controlling the velocity of groundwater flow. The direction of 
flow is important in cases of groundwater contamination. If there were an accidental 
spill and toxic chemicals were released into the groundwater, the direction of migra- 
tion of the pollutants would be vital inforrnation for remedial action. Example 8.3 
demonstrates the three-point method. 

Example 8.3 
The three-point method can be demonstrated as a series of 5 steps. The numerical values in thi: 
example are taken from Heath (1991). All values are in meters (m). 

Step 1. Obtain head data for three wells (or piezometers) (Fig. 8.12a). The distance betweer 
the wells should ideally be governed by the requirements of problem at hand and the geology ol 
the aquifer, but will most likely depend on data availability. Identify the well with the intermedi- 
ate head (Well 2). 

Step 2. Draw a straight line connecting the well with the highest head (Well 1) and the well 
with the lowest head (Well 3). Find the point on this line where the head is equal to the head a1 
Well 2. This point can be found by using linear interpolation. Linear interpolation assumes thai 
the incremental distance is in the same proportion to the incremental change in head, as the total 
distance is to the total change in head. Referring to Figure 8.12b, the unknown distance d, from 
Well 1 along the line to Well 3 using linear interpolation is: 

h, - h, h, - h, 
_. 

d ,  D (8.9) 

where D is the total distance between Well 1 and Well 3. Equation (8.9) is easily solved for d,. 
Inserting the data from Figure 8.12: 

26.26 - 26.20 26.26 - 26.07 - - 
d ,  215 

giving d, = 68 m from Well 1. 
Step 3. Draw a straight line from Well 2 to the point located in Step 2. Since this line connects 

Well 2, h, = 26.20 

Well 1, h, = 26.26 m 
N 

Head 

Well 3, h, = 26.07 m (b) 

Figure 8.12. a) Heads and distances for the three wells, and b) How to determine the direction 
and magnitude of the hydraulic gradient. 
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two points of equal head (h2 = 26.20 m), it represents a contour line of equal head. Contour lines 
of equal head are called equipotential lines. 

Step 4. Draw a third line perpendicular to the equipotential line (drawn in Step 3) passing 
through either Well 1 or Well 3. Because groundwater flows perpendicular to equipotential lines, 
this line indicates the direction of flow, from higher to lower head. 

Step 5. Measure and determine the distance d2 along the path of groundwater flow. The 
hydraulic gradient is (h2 - h3) / d2. Substituting values, the hydraulic gradient is (26.20 m - 
26.07 m) / 133 m = 0.00097. 

8.5 GROUNDWATER FLOW 

Analyzing the flow paths for groundwater can get quite complex because ground- 
water can flow in all three directions x, y and z. As a result, we would need to con- 
sider the change in head in all three directions dW&, dWdy and dWdz. In developing 
a basic understanding of groundwater flow, we limit the discussion to very simple 
one-dimensional flow situations. Later we briefly consider two-dimensional flow. 
Analysis of three-dimensional flow is analytically difficult to say the least, and is 
only practical using groundwater simulation models. Flow dimensions are only one 
of many considerations in groundwater movement. Others factors include whether 
the aquifer is confined or unconfined, whether recharge is occurring or not, whether 
the groundwater system is steady, unsteady, uniform or nonuniform (see Table 1.3), 
and finally what types of flow boundaries exist around the aquifer? Combinations of 
these various factors create many different flow situations. 

8.5.1 Darcy ’s Law 

The French hydraulician Henri Darcy set forth the fundamental equation governing 
groundwater flow. Darcy’s equation is the foundation of even the most sophisticated 
groundwater models. Based on experiments Darcy posited that the velocity of 
groundwater flow was directly proportional to the change in head and inversely pro- 
portional to the distance. For the continuous case Darcy’s Law is: 

dh 
dx 

v = -K- 

The discrete linear approximation of Darcy’s Law is: 

(8.10) 

(8.1 1) 

where v is called the Darcy velocity and has dimensions (LT’). (Darcy velocity is 
also called the specific discharge in some texts.) Equations (8.10) and (8.1 1) are one- 
dimensional flow equations; in this case for flow in the x direction. The minus sign 
makes the Darcy velocity a positive number, since the hydraulic gradient is negative. 
Again, Equations (8.10) and (8.11) indicate that groundwater flows in the direction 
of decreasing head. If we always subtract the lower head value from the higher head 
value (Ah = h, - h2) and substitute the length L between the two points for Ax (as in 
example 8.3), we will always have a positive value for the hydraulic gradient and we 
can ignore the minus sign: 
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Ah 
v = K -  L (8.12) 

Groundwater flows at velocities very much slower than those of surface water. The 
Darcy velocity is the velocity as if the water were flowing through the entire cross- 
section of the aquifer (solids as well as voids), not just through the void spaces. As a 
result, the Darcy velocity is not the true pore or macroscopic velocity v, of the water, 
because the water actually flows only through the voids in the porous media. The 
time-averaged macroscopic velocity can be determined as: 

V 
vm =- n (8.13) 

where n is the porosity of the material. The distinction between v and v, is important 
in studies of contaminant transport. Theoretically, pollutants can travel at the macro- 
scopic velocity, however, dispersion and other factors can cause pollutants to travel 
at velocities less than the macroscopic velocity. Contaminant transport is discussed 
in Section 8.10.2. 

8.5.2 Groundwater Discharge 

A very common problem is that of determining the quantity of water flowing through 
an aquifer. Variations of this basic problem include finding the baseflow to a stream 
or determining how much water might seep from an unlined irrigation ditch. The 
volumetric flow of water with time is called discharge ( L 3 T 1 ) .  Discharge can be cal- 
culated as the Darcy velocity times the cross-sectional area that the water moves 
through: 

Q = v A  (8.14) 

Cross-sectional area A equals the average width w times the average depth y (see Eq. 
2.la). In an unconfined aquifer depth equals the saturated thickness of the aquifer. 
Substituting Equation (8.12) into Equation (8.14), gives the basic equation for cal- 
culating groundwater discharge: 

Ah 
Q = A K -  L (8.15) 

In some applications it's easier to calculate discharge per unit width qw rather than 
the total discharge Q: 

(8.16) 

The term transmissivity T is used in many groundwater studies. The transmissivity of 
an aquifer is equal to the hydraulic conductivity K times the saturated thickness y and 
has dimensions (L2T ' ) :  

T = y K  (8.17) 

Combining Equations (8.16) and (8.17) gives: 



Ah 
4 w  = T F  
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(8.18) 

Example 8.4 
Assume an aquifer has the following characteristics: 

w = 1000 m (width) 

y = 10 m (depth) 

v = 0.1 m d-' (Darcy velocity) 

n = 0.4 (porosity) 

1. Calculate the volume of water flowing in the entire aquifer. Inserting these values directly into 
Equation (8.14): 

Q = (10 m)(1000 m)(0.1 m d-') = 1000 m3 d-' 

2. Convert this discharge in m3 d-' into ft3 d-I and gal d-l. There are 35.3 1 ft3 m-3, so conversion 
yields an equivalent discharge of 35,310 ft3 d-'. There are approximately 7.48 gal f t3 ,  so con- 
version yields an equivalent discharge of 264,119 gal d-l. 

3. Find the macroscopic velocity of the water v,. 

v, = v/n = 0.1 m d-'/0.4 = 0.25 m d-I 

4. Find the discharge per unit width of the aquifer qw. 

qw = (1 m)( 10 m)(O. 1 m d-l) = 1 m3 d-l 

5. What is the transmissivity of the aquifer? 
Transmissivity is T = Ky. The transmissivity cannot be calculated since we do not know the 
value of K for this problem. 

The simplest models of groundwater flow are one-dimensional, steady, uniform 
flow systems. Recall from Chapter 1 that steady groundwater flow means flow does 
not change with time. In an unconfined aquifer this would mean the water table re- 
mains at a constant level. If the water table were rising or falling, this would indicate 
unsteady conditions. Uniform flow means that flow does not change with distance. 
Figure 8.11 shows uniform flow because the streamlines do not converge or diverge. 
Around a pumped well flow becomes nonuniform because streamlines converge near 
the well. If we make some simplifying assumptions we can solve many one- 
dimensional groundwater flow problems by direct application of Darcy 's Law. 

Figure 8.13 is a cross-sectional sketch of a stream-aquifer system. This is an eflu- 
ent stream where groundwater provides baseflow to the stream. Effluent streams are 
also perennial streams. An influent stream is one where water seeps from the channel 
into the aquifer. Influent streams are found mainly in arid and semi-arid environ- 
ments. Let us assume for Figure 8.13 that the flow is nearly horizontal and uniform 
with depth, the hydraulic gradient, which is very small, is equal to the slope of the 
water table, and the total head is equal to the saturated thickness of the aquifer. These 
assumptions are collectively called the Dupuit- Forchheimer assumptions. In Exam- 
ple 8.5 we use Darcy's Law to calculate the groundwater flow to the stream in Figure 
8.13. Example 8.6 uses Darcy's Law to determine the height of water in a piezometer 
when vertical flow is present. 
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Figure 8.13. A simple stream-aqui- 
fer system. The aquifer is uncon- 
fined and provides baseflow to the 
stream. 

Example 8.5 
Use Darcy's Law to calculate the groundwater flow per unit length of channel from the aquifer 
to the stream in Figure 8.13. Assume that the Dupuit-Forchheimer assumptions are valid and that 
the aquifer is homogeneous and isotropic with K = 3 m d-l. 

First determine the hydraulic gradient along the water table streamline. Since the Dupuit- 
Forchheimer assumptions are valid, the hydraulic gradient is the same along any streamline. The 
advantage of using the water table is that the pressure head equals zero and disappears from the 
equation. Using Equation (8.12): 

h,  =pl  + z1 = 0 + 10.5 m = 10.5 m 

h, = p2  + z2 = 0 + 10.0 m = 10.0 m 

Ah = h,  - h, = 0.5 m 

L = 3 0 0 m  

The hydraulic gradient is Ah/L = 0.5 m/300 m = 0.00167. 
The velocity is v = K(Ah/L) = 3.0(0.00167) = 0.005 m 6'. 

Next, find the unit cross-sectional area A. Since we are determining qw, the width w = 1 m. The 
depth of the aquifer varies from 10.5 to 10 m, and so we use an average depth of 10.25 m. The 
discharge, per meter of channel, from the right side is thus: 

qwr = (0.005 m d-l)( 10.25 m2) = 0.05 125 m3 d-' 

Assuming the conditions are identical on the left side of the channel, the discharge per meter of 
channel is: 

qw = 2(0.05 125) = 0.102 m3 d-' 

To find the total discharge Q from the aquifer to the stream simply multiply the qw value by the 
total length of the channel in contact with the aquifer. 

What is the transmissivity of this aquifer? 

T = Ky = 3.0( 10.25) = 30.75 m2 6' 

~ 

Example 8.6 
This example taken from Bouwer (1978) demonstrates how vertical flow can affect the meas- 
urement of head in a piezometer (Fig. 8.10). A piezometer is inserted into an unconfined aquifer 
as shown in Figure 8.14. Assume there is a steady-state infiltration of 1.5 cm d-' and that water 
leaks out the bottom of the aquifer at the same rate. The hydraulic conductivity is K = 0.2 m d-l. 
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Piezometer 

n 

- - - - -~ - - - - ~ -~ : '  - - 
'O: Reference ------ plane - _  

' 2  = '----$ 4 Figure 8.14. A piezometer in an aquifer with 
downward flow of 1.5 cm d-l. The water 
level in the piezometer is lower than the wa- 
ter table. 

Percolation 

Aquitard boundary 

Use Darcy's Law to find the height of water in the piezometer. Observe that the velocity is al- 
ready given as v = 1.5 cm d-l. 

The reference plane is set at the bottom of the piezometer. Call this reference location 2 and 
the water table location 1. The total head at points 1 and 2 are: 

h, = (pl + zl) = (0 m + 10 m) = 10 m 

h2 = @2 + z2) = (p2 + 0 m) = p 2  

The value of p2  is what we are trying to find. Substitute all values into Darcy's equation: 

v = K(h1- h2) / L 
0.015 m d-' = 0.2[(10 m) - (p2)] / 10 m. 

Solving for p 2  yields: p2  = 9.25 m. 

below the water table. 
With a downward flow of 0.015 m d-l (1.5 cm d-l), the water level in the piezometer is 0.75 m 

Darcy's Law is used directly to solve many one-dimensional flow problems. 
When the Dupuit-Forchheimer assumptions are valid, you can use the Dupuit-Forch- 
heimer equation: 

(8.19) 

Using the values from Example 8.5 in Equation (8.19) the answer is: 

( 1052 - 10.02) = 0.05 125 m3 d-' qw =2(300) 
A related problem is finding h at any point between x1 and x2.  The governing equa- 
tion for one-dimensional, unconfined flow under Dupuit assumptions is: 

K d2h2 --- 2 &2 --R (8.20) 

Where -R is the recharge rate. If we assume R = 0, then twice integrating Equation 
(8.20) gives: 
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h 2 =a lx+a2  (8.21) 

where al and a2 are integration constants. Taking the square root of Equation (8.21): 

h = .\ia 1x + a2 (8.22) 

Equation (8.22) gives the value of h anywhere from x1 to x2 (see Example 8.7). 

Example 8.7 
Find the equation that gives the value of h at any location x for the aquifer in Figure 8.13. The 
values of the constants al  and a2 can be determined by solving the equation h2 = alx + a, at the 
two boundary conditions. From Figure 8.13 we see that x1 = 0 m and h l  = 10.5 m, and x2 = 300 
m and h, = 10.0 m. Substituting the first boundary condition into Equation (8.22) and solving for 
a2: 

(10.5), = al(0) + a2 

a2 = ( 10.3, = 110.25 m 

Using this value for a2 with the conditions at the second boundary gives a value for al of: 

(10), =a1(300) + (10.5)2 

a l  = -0.0342. 

The value of h anywhere along the water table in Figure 8.13 can be determined as: 

h = c 0 . 0 3 4 2 ~  + 1 10.25 

For example, at x = 50 m from xl ,  h = 10.42 m. 

8.6 GROUNDWATER AND WELLS 

A pumping well in an unconfined aquifer draws the water table down into a cone of 
depression (Fig. 8.15). The cone of depression forms as pumping lowers the water 
level in the well relative to the surrounding water table, which causes water to flow 
from the aquifer to the well, and dewaters the aquifer near the well. The cone of de- 
pression is maintained because a steeper hydraulic gradient is required as the area 
through which water flows to the well decreases. Groundwater flow becomes non- 

Well 1 Well 2 Well 3 

interference 

Figure 8.15. Three wells pumping in an unconfined aquifer with a cone of depression around each 
well. Where the cones of depression overlap (Well 2 and Well 3) well interference occurs. 
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uniform in the vicinity of the well. If under constant pumping the cone of depression 
stabilizes over time, the flow system is steady. If the cone of depression continues to 
deepen and spread radially from the well over time, this is unsteady flow. In a con- 
fined aquifer the cone of depression forms in the potentiometric surface, not in the 
water because the confined aquifer remains saturated. 

If two or more wells are pumping from the same aquifer, their cones of depression 
may overlap resulting in well interference. In a confined aquifer the total drawdown 
in the zone of interference equals the algebraic sum of the drawdowns from each 
well separately as if it were the only pumping well; however, this additive solution 
only approximates the total drawdown in an unconfined aquifer. In an unconfined 
aquifer the total drawdown can exceed the sum of the individual drawdowns because 
of the increased hydraulic gradient that follows from the decrease in saturated thick- 
ness and transmissivity. A deep, large-capacity well can lower the water table below 
a shallower well (Fig. 8.16). This presents an interesting problem in groundwater 
management. Can or should the owner of the dry well receive compensation from the 
party that caused the injury? Whether the owner of the dry well receives compensa- 
tion depends upon the prevailing state groundwater law and a consideration of the 
overall costs and benefits involved. Groundwater pumping causes other environ- 
mental impacts. The cone of depression from a well near an effluent stream may re- 
verse the hydraulic gradient, causing the stream to become influent in this reach; in 
effect the well is ‘stealing’ water from the stream. A few states recognize the need 
for ‘conjunctive management’ of ground and surface water and have modified their 
water laws to more accurately reflect hydrology. The laws in many states still treat 
groundwater and surface water as separate systems. Groundwater pumping along 
coastlines causes the landward migration of the interface between the fresh ground- 
water under the land and the saline groundwater under the oceans. When this inter- 
face moves inland past a pumping well, the well begins pumping saltwater. Another 
impact of pumping is on the migration of pollutants. Pollutants in the groundwater 
migrate with the water towards a pumping well, and hundreds of private and public 
wells in the United States have been closed because of contamination. We already 
mentioned the problem of land surface subsidence from overpumping. Subsidence is 

Small well (gone dry) Large well 

Figure 8.16. A largexapacity well draws the water table down below a shallow well. The shallow 
well has gone dry. 



164 Hydrology for water management 

a problem in many major cities around the world from Mexico City to Bejing and 
London. Subsidence in some areas has been in excess of 8 m (25 ft). 

Not all of the environmental impacts from groundwater pumping are necessarily 
negative. In the southwest United States the Tamarisk (Tamarix chinensis) or ‘salt 
cedar’ was released into riparian ecosystems. As with many species introduced into a 
foreign ecosystem the Tamarisk has out competed the indigenous species of cotton- 
wood and willow that are major components of the native riparian ecosystem. From 
an ecological point of view Tamarisk is less desirable than the native species because 
it does not provide suitable habitat for wildlife. From a water resource perspective 
the plant is a water hog. The Tamarisk has a tremendous thirst and taps groundwater 
to satisfy its transpiration requirement. This results in the loss of large volumes of 
groundwater in a region where water is already extremely scarce. Various methods 
have been tried to control the spread of the Tamarisk including burning and bull- 
dozing but all have been unsuccessful. One method of control that was discovered 
quite inadvertently has proven effective. In parts of Arizona, excessive groundwater 
pumping along the Salt River in the Phoenix area rapidly lowered the water table 
below the root zone of the plants. Without water the Tamarisk died. While this ap- 
proach is unlikely to be used as a method of control, it did stop the Tamarisk in this 
part of Arizona (Graf 1985). 

8.7 GROUNDWATER FLOW TO WELLS 

When studying the flow of groundwater to a well an important distinction is between 
steady flow and unsteady flow (or transient) systems. Steady flow represents an 
equilibrium condition between discharge from the well and recharge to the aquifer. 
When this occurs the water table or potentiometric surface remains constant in posi- 
tion and shape over time. With unsteady flow the water table or potentiometric sur- 
face continues to lower and/or spread radially away from the well. 

8.7.1 Steady flow 

8.7.1.1 Unconfined aquifer 
For this discussion the following assumptions apply: the aquifer is homogeneous and 
isotropic and of infinite extent, the well fully penetrates the aquifer, and water is re- 
leased immediately from the aquifer as it is pumped. The diagram depicting this 
situation for a pumping well in an unconfined aquifer is shown in Figure 8.17. Dis- 
tances r are measured radially away from the well. At each distance ri there is a cor- 
responding value of head hi. The subscript w indicates values at the well. 

To begin developing the equations describing steady flow imagine a pumping well 
surrounded by an imaginary cylinder at a radial distance r (Fig. 8.18). With steady- 
state conditions the volume of water flowing across the surface of the cylinder to- 
wards the well must equal the discharge Q from the well. The surface area of the 
cylinder is: 

A = 2xrh (8.23) 



Groundwater 165 

Bottom of aquifer 

Figure 8.17. Steady- 
state flow conditions 
for a fully- 
penetrating pumping 
well in an uncon- 
fined aquifer. 

t 11111) 

Figure 8.18. An imaginary cylinder of 
height h at radius r from a pumping Q = A V  

Q = 2nrhk(dh/dr) well. 

Using Equation (8.14) and the continuous version of Darcy’s Law (Eq. 8.10), the 
flow across the cylinder is: 

dh 
Q = (2xrh)K- dr (8.24) 

Equation (8.24) is a straightforward application of Darcy’s Law to the radial flow of 
groundwater to a well. Separating the variables r and h and integrating between ap- 
propriate limits, we get: 

(8.25) 

where r l ,  r2, h,  and h, are defined as in Figure 8.17. Equation (8.25) is Thiem’s 
equation for steady flow in an unconfined aquifer. The units of Q are in the same 
units as r and h. The utility of the Thiem equation, however, is not in the calculation 
of Q. After all, we can measure Q directly with a flow meter. Thiem’s equation is 
useful because it can be rearranged and solved for the hydraulic conductivity K. This 
is in fact how hydraulic conductivity is determined in the field using a pump test. To 
determine K, a well is pumped and head is measured at two observation wells along 
the cone of depression. Rather than measuring head we usually measure the draw- 
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down si = (h  - hi), where h is the total head without pumping and hi is the head at ra- 
dial distance ri (Fig. 8.17). 

8.7.1.2 Confined aquifer 
Thiem’s equation for confined flow is similar to the unconfined equation. For the 
confined case head values hi are measured from the bottom of the aquifer to the po- 
tentiometric surface as shown in Figure 8.19. Thiem’s equation for a confined aqui- 
fer is: 

(8.26) 

where T is the transmissivity (Eq. 8.17). Again, Equation (8.26) can be rearranged 
and solved for T. Equation (8.26) could be used to calculate the transmissivity for an 
unconfined aquifer by using y equal to the saturated thickness of the aquifer outside 
of the cone of depression. 

8.7.2 Unsteadyflow 

8.7.2.1 Confined aquifer: Theis solution - match point method 
Determining the hydraulic properties of an aquifer from a pump test under unsteady 
flow conditions is more complex. With unsteady flow the water table (unconfined 
aquifer) or potentiometric surface (confined aquifer) continues to decrease over time 
with pumping. C.V Theis (1935) was the first person to develop a method that in- 
cluded the time of pumping as a factor in the analysis of pump test data. The Theis 
solution was developed for confined aquifers under specific assumptions. 

Theis assumptions for unsteady flow to a well in a confined aquifer: 
-Water withdrawn from the well is derived entirely from aquifer storage and is 

- The well fully penetrates and is open through the entire thickness of the aquifer; 
released instantaneously with decline in head; 

rw 

Land surface 114- Static potentiometric surface 

I I  

Aquifer thickness, y 

Figure 8.19. Steady-state flow conditions for a fully-penetrating pumping well in a confined aqui- 
fer. 
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- The well’s radius is small so that water storage within the well is negligble in 

- Flow to the well is horizontal and laminar; 
- The aquifer is horizontal, infinite in extent, uniform in thickness, homogenous 

- The aquifer remains saturated during pumping. 
The method may be used for unsteady flow in unconfined aquifers, if the assump- 

Theis developed his procedure using heat-flow theory as an analogy for water 

comparison to the pumping rate; 

and isotropic; 

tions are met. 

flow through an aquifer. The two basic equations of the Theis method are: 

and 

r2S 
U = -  

4Tt 

(8.27) 

(8.28) 

where s = drawdown (s = h - hi ) (see Fig. 8.19), T = transmissivity, S = storage coef- 
ficient, r = radial distance, and t = time since pumping began. 

The improper integral in Equation (8.27) is called the well function W(u), and its 
value is approximated using a series expansion as: 

3 

- (8.29) du = - 0.5772 16 - In U + U - ~ + - U 2 u  

2x2!  3x3! -.. 

Table 8.2 gives W(u) for values of U calculated from Equation (8.29). To use the 

Table 8.2. Values of the well function W(U) for different values of U. 

U 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 

x l  
x 10-1 
x 10-2 
x 10-3 
x 10-4 
x 10-5 
x 104 
x 10-7 
x 10-8 

10-9 
x 10-10 
x 10-11 
x 10-12 
x 10-13 
x 10-14 
x 1 0 - l ~  

0.2 19 
1.82 
4.04 
6.33 
8.63 

10.95 
13.24 
15.54 
17.84 
20.15 
22.45 
24.75 
27.05 
29.36 
3 1.66 
33.96 

0.049 
1.22 
3.35 
5.64 
7.94 

10.24 
12.55 
14.85 
17.15 
19.45 
21.76 
24.06 
26.36 
28.66 
30.97 
33.27 

0.013 
0.9 1 
2.96 
5.23 
7.53 
9.84 

12.14 
14.44 
16.74 
19.05 
21.35 
23.65 
25.95 
28.26 
30.56 
32.86 

0.0038 0.001 14 0.00036 0.00012 3.8E-05 1.2E-05 
0.70 0.56 0.45 0.37 0.31 0.26 
2.68 2.48 2.30 2.15 2.03 1.94 
4.95 4.73 4.54 4.39 4.26 4.14 
7.25 7.02 6.84 6.69 6.55 6.44 
9.55 9.33 9.14 8.99 8.86 8.74 

11.85 11.63 11.45 11.29 11.16 11.04 
14.15 13.93 13.75 13.60 13.46 13.34 
16.46 16.23 16.05 15.90 15.76 15.65 
18.76 18.54 18.35 18.20 18.07 17.95 
21.06 20.84 20.66 20.50 20.37 20.25 
23.36 23.14 22.95 22.81 22.67 22.55 
25.66 25.44 25.26 25.11 24.97 24.86 
27.97 27.75 27.56 27.41 27.28 27.16 
30.27 30.05 29.87 29.71 29.58 29.46 
32.58 32.35 32.17 32.02 31.88 31.76 
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Theis method rewrite Equations (8.27) and (8.28) as Equations (8.30) and (8.31): 

4 Ttu s=- 
r 2 

(8.30) 

(8.3 1) 

It is now a relatively simple matter of finding W(u) and s and solving for transmis- 
sivity (7') with Equation (8.30), and then with T and U solving for S by means of 
Equation (8.31). Unfortunately it is not possible to solve these equations directly. To 
overcome this problem Theis devised a graphical method of solution which is called 
the match point method. Their are 5 steps to the match point method: 

1. Plot on log-log paper values of drawdown ( s )  versus time (t). 
2. Plot on log-log paper values of l lu versus the well function W(u). 
3. Physically overlay the two graphs so that the two sets of plotted points corre- 

4. Choose a common (match) point on the two graphs and read llu, W(u), s, and t 

5. With these values solve Equations (8.30) and (8.3 1). 

spond throughout some range of values. 

from the corresponding axes. 

~ 

Example 8.8 
This example demonstrates the match point method for finding the transmissivity and the storage 
coefficient of an aquifer under unsteady flow conditions. A well is pumped at a constant Q = 500 
gal min-* and drawdown is measured at an observation well located Y = 400 ft from the pumping 
well. Table 8.3 gives the results from the pumping test. 

Step 1. Plot the pump test data from Table 8.3 on log-log paper (see Fig. 8.20). 
Step 2. Plot values of l/u versus W(u) from Table 8.2 (see Fig. 8.21). 
Step 3. Physically overlay the two graphs until the trends in the two sets of points correspond 

(Fig. 8.22 ). 
Step 4.  Choose a match point common to each graph and read the values of the variables from 

the corresponding axes. For the match point in Figure 8.22, s = 1.65 ft, t = 25 min., l/u = 31, 
W(u) = 2.9. 

Step 5. Solve Equations (8.30) and (8.31) with these values. To make Equation (8.30) dimen- 
sionally homogeneous convert Q = 500 gal min-' into Q = 96,257 ft3 d-'. 

Table 8.3. Drawdown with time at the observation well. (Data from Lohman, 1972). 

Time (min) Drawdown (ft) Time (min) Drawdown (ft) Time (min) Drawdown (ft) 

1 .o 
1.5 
2.0 
2.5 
3 .O 
4.0 
5 .O 
6.0 
8.0 

0.16 
0.27 
0.38 
0.46 
0.53 
0.67 
0.77 
0.87 
0.99 

10 
12 
14 
18 
24 
30 
40 
50 

1.12 
1.21 
1.26 
1.43 
1.58 
1.70 
1.88 
2.00 

60 
80 

100 
120 
150 
180 
210 
240 

2.1 1 
2.24 
2.38 
2.49 
2.62 
2.72 
2.8 1 
2.88 
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Figure 8.22. This graph is created by physically overlaying Figures 8.20 and 8.21. The graphs 
are aligned with their axes parallel and a ‘match point’ common to both plots is found. The val- 
ues €or solving the equations at the match point are read from the corresponding axes. 
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4Ttu (4) (13,463ft2d-')(0.01736 d) (0.032) s=-= = 0.00019 
400 * ft 2 

8.7.2.2 Confined aquifer: Cooper-Jacob solution - time versus drawdown method 
The Cooper-Jacob (1946) method determines aquifer properties by plotting draw- 
down versus time on semi-log paper. When the variable U is small, say less than 0.03, 
then the terms following In U in Equation (8.29) are very small and can be neglected. 
Copper and Jacob noted that when pumping times are large, U is small, and a plot of 
drawdown versus time quickly produces a straight line on semi-log paper. The 
straight line graph means the increase in drawdown is occurring at a steady rate. The 
equations for the Cooper-Jacob solution of Theis's equations are: 

and 

(2.25Tt0 ) 
S =  

r2 

(8.32) 

(8.33) 

where As is the drawdown during one log cycle, and to is the initial time drawdown 
began at the steady rate, and is obtained by fitting a straight line to the plotted data 
and extending the line back to intercept the time axis. The steps in the Cooper-Jacob 
method are: 

1. Plot the pump test data on semi-log paper. Plot drawdown on the arithmetic 
axis and time on the log axis. 

2. Fit a straight line to the 'linear' portion of the graph, and extend the line back to 
intercept the time axis. The time value at the intercept is the value for to. 

3. Determine the drawdown at the beginning and the end of one log cycle of time. 
The difference between these two drawdown values is As. 

4. Use Equation (8.32) and (8.33) to solve for Tand S.  
Example 8.9 uses the same data from Example 8.8 to find T and S using the 

Cooper-Jacob method. 
~ 

Example 8.9 

8.23). 

the time axis. This is the value for to = 0.00094 days. 

ft, and the drawdown at t = 0.10 days s2 = 2.6 ft, therefore As = 1.3 ft. 

Step 1. The drawdown versus time data from Table 8.3 are plotted on semi-log paper (Fig. 

Step 2. A straight line is fitted to the linear portion of the graph an extended back to intercept 

Step 3. Determine the drawdown over one log cycle. The drawdown at t = 0.01 days is s1 = 1.3 

Step 4. Inserting these values into Equations (8.32) and (8.33): 
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8.1.2.3 Unconfined aquifers 
As mentioned at the beginning of Section 8.7.2, the Theis solution was developed for 
confined aquifers. The technique can be used for unconfined aquifers if the basic as- 
sumptions are met. The value of S is now the specific yield, and 12" is the average 
height of the water table between two observation wells (Bouwer 1978). 

8.8 TWO AND THREE DIMENSIONAL FLOW 

Our discussion to this point has focused on one-dimensional steady flow in an iso- 
tropic, homogeneous aquifer. Two-dimensional steady flow becomes more complex 
mathematically, because the governing equation for flow is a two-dimensional, sec- 
ond-order, partial differential equation. There is a relatively simple graphical tech- 
nique for analyzing two-dimensional flow called aflow net. A flow net is an or- 
thogonal network of equipotential lines and flow lines, and is constructed subject to 
existing boundary conditions. Flow nets may be constructed either in planimetric 
view or in cross-section. A flow net is constructed by first mapping values of h in 
two dimensions, and then drawing equipotential contour lines at a spacing of Ax (Fig. 
8.24). A second set of flow lines are drawn perpendicular to the equipotential lines at 
the same spacing. The area bounded by two flow lines and two equipotential lines 
thus approximates a square. The flow through any square between two flow lines is: 

Ah 
q = KyAw - 

h 
(8.34) 



172 Hydrology for water management 

Figure 8.24. A planimetric view of a 
flow net. The flow net is constructed 
so that Aw and Ax are approximately 
equal. 

where y is the aquifer thickness in the square and Ah = h ,  - h, is the contour interval 
between equipotential lines. However, since Ax = Aw, the flow through any square is 
simply: 

q = KyAh (8.35) 

Groundwater flow through a square is computed from the hydraulic conductivity and 
the geometry of the flow net, that is by spacing the flow lines so that they equal the 
spacing of the equipotential lines. The flow net is only an approximate graphical so- 
lution of the differential equation governing two-dimensional flow. The governing 
equation for three-dimensional groundwater flow in an isotropic, homogeneous aqui- 
fer under steady-state conditions is: 

a2h a2h a2h -+,+,=o ax2 ay az (8.36) 

Equation (8.36) is the three-dimensional version of Laplace’s equation. Laplace’s 
equation is derived by combining Darcy’s Law with a continuity equation for a unit 
volume of an aquifer. Laplace’s equation says that water flows in response to the 
gradient in head (in all directions), and that the net change in the volume rate of flow 
in all directions, per unit volume of aquifer, equals zero. In other words, an increase 
in flow in any one direction must be accompanied by a decrease in flow in one or 
both of the other directions, because water can neither be created nor destroyed. 
Laplace’s equation can only be solved for specified boundary conditions, and a ma- 
jor challenge for the hydrologist is to accurately define the boundary conditions. The 
general types of boundaries are: 

1. A boundary where head is known, 
2. A boundary where flow is known, or 
3. Some combination of 1 and 2. 
With the exception of flow nets, the only reasonable method for studying multi- 

dimensional groundwater flow is with the use of groundwater simulation models. 
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Simulation models are employed in the study of one, two and three-dimensional 
groundwater flow. 

8.9 GROUNDWATER MODELS 

The two basic approaches to numerical groundwater modeling are finite diflerence 
and thefinite element models. The finite difference model is the simpler of the two 
and is briefly described here. A finite difference model divides space into discrete 
(finite) intervals. Instead of using calculus and differential equations, the model uses 
algebra and ordinary difference equations to approximate the equations of flow. For 
example, Figure 8.25 is a finite difference grid superimposed over an imaginary aq- 
uifer with nodes located at the intersection of the grid lines. Nodes represent loca- 
tions where head h is either known, i.e. along a boundary, or is unknown and is to be 
calculated by the model. Distance is discretized into segments Ax and Ay. Following 
the discussion by Wang & Anderson (1983), Figure 8.26 is a two-dirnensional finite 

Figure 8.25. An imaginary aqui- 
fer with a finite difference grid 
superimposed. The intersection 
of the grid lines are nodes where 
head is either known or calcu- 
lated by the model. 

Figure 8.26. Numbering convention for the 
nodes in the finite difference grid shown in 
Figure 8.25. 
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difference grid showing the numbering convention for nodes. The rows are indexed 
with the letter j ,  which increases from top to bottom. Columns are indexed with the 
letter i and increase from left to right. This numbering convention inverts rows and 
columns when compared to standard matrix notation. The value of head at node (i, j )  
is designated hi,.. 

The two-dimensional form of Laplace’s equations is: 

a2h d2h 
-+,=O ax2 ay (8.37) 

The derivatives in Laplace’s equation are approximated using finite differences be- 
tween nodes. For example, an approximation for the first-order partial derivative of 
head in the x direction is: 

(8.38) 

This is precisely how the hydraulic gradient was approximated in Equation (8.1 1). 
The curly derivative symbol (a) represents a partial derivative. A partial derivative is 
used when a variable (in this case h)  changes in more than one direction at the same 
time. Partial derivatives are interpreted just like ordinary derivatives. The partial de- 
rivative in Equation (8.38) means the rate of change in head h, with respect to direc- 
tion x, when the rates of change in head in all other directions are held constant. An 
approximation of the second-order partial derivative of h with respect to x is found 
by ‘differencing’ Equation (8.38): 

Since the h, term appears twice, Equation (8.39) simplifies to: 

and in a similar fashion for the y direction: 

(8.39) 

(8.40) 

(8.41) 

Laplace’s equation says add Equations (8.40) and (8.41) and set the result equal to 
zero. If the grid is square so that Ax = Ay, then the finite difference approximation of 
the two-dimensional Laplace’s equation (Eq. 8.37) is: 

(8.42) hi-l,j +hi+l,j +hi,j-l +hi,j+l -4’i,j = O  

Equation (8.41) in this or some other form is the basic equation for the finite differ- 
ence solution for steady-state conditions, and is at the core of finite difference com- 
puter simulation models of groundwater flow (Wang & Anderson 1983). Equation 
(8.42) is written for each interior node in the grid where head is unknown. For n un- 
known interior nodes this generates a system of n equations. The equations are then 
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solved using known heads along the boundary to determine the unknown heads at the 
interior nodes. It should be pointed out that this model is based on the assumption of 
flow though porous media. When secondary porosity is important and groundwater 
flow occurs through fractures and channels, these types of models are insufficient. 

The development of groundwater modeling followed first from a desire to under- 
stand and accurately describe groundwater quantity. The explosion in the use of 
models starting in the 1980s can be tied to a series of regulatory statutes passed in the 
1970s and 1980s focusing on groundwater quality (NRC 1990). The Comprehensive 
Environmental Response, Compensation, and Liability Act (CERLCA) commonly 
known as ‘Superfund,’ the Resource Conservation and Recovery Act (RCRA), the 
Safe Drinking Water Act (SDWA), and the National Environmental Policy Act 
(NEPA) have increased the need for computer modeling and pushed the development 
of better models. Groundwater models have become quite sophisticated with the in- 
corporation of subroutines to model the advection and diffusion of contaminants. It 
would be difficult, if not impossible, to carry out some of the requirements of these 
statutes without computer models. 

The National Research Council (NRC 1990) evaluated the use of computer mod- 
els in support of statutory requirements, as well as on their scientific basis. The NRC 
reached a number of conclusions and made a number of recommendations, two of 
which bear repeating. 

One conclusion was: ‘Properly applied models are useful tools to 1) assist in 
problem identification, 2) design remedial strategies, 3) conceptualize and study flow 
processes, 4) provide additional information for decision making, and 5 )  recognize 
limitations in data and guide collection of new data.’ These are some of the most use- 
ful aspects and functions of models. 

A recommendation was: ‘The results of mathematical computer models may ap- 
pear more certain than they really are; decision makers must be aware of the limita- 
tions.’ Models are all based on assumptions of one form or another. Models are sim- 
plifications of reality, and the output from a model is only as good as the input data. 
This applies to all models not just groundwater models. Because the computer pro- 
duces ‘numbers’ there may be a tendency to confuse these numbers with the truth. 

8.10 GROUNDWATER QUALITY AND CONTAMINANT TRANSPORT 

There are literally millions of potential sources of groundwater contamination in the 
United States. Contamination sources include landfills, hazardous waste sites, mining 
waste sites, injection wells, unplugged abandoned wells, underground and above 
ground storage tanks, pipelines, accidental spills, agricultural (fanning and feedlot) 
operations, and on-lot septic systems. The list of potential contaminants is just as 
awesome and includes inorganic chemicals, organic chemicals and bacterial and viral 
pathogens. In general, when analyzing the migration of pollutants in groundwater we 
can consider two cases: 

1. Multiphase flow where the contaminant does not dissolve appreciably in the 
groundwater, and 

2. Flow systems where the contaminants are dissolved in the groundwater. 
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8.10.1 Multiphase flow 

Immiscible organic liquids present an important example of multiphase flow where 
the fluids do not readily mix and dissolve in the groundwater. Immiscible liquids can 
be either less dense or more dense than the water. The portion of the liquid that is not 
dissolved is, by definition, not in the ‘aqueous phase,’ and is referred to as a ‘light 
nonaqueous phase liquid’ (LNAPL) if it is lighter than water, and a ‘dense nonaque- 
ous phase liquid’ (DNAPL) if it is heavier than water. As with groundwater these 
fluids move in response to a difference in potential, but not necessarily the same po- 
tential gradient that controls the flow of water. It is possible for a DNAPL to actually 
flow in a direction opposite the flow of the groundwater. 

If released near the surface both a LNAPL and a DNAPL will migrate vertically 
through the vadose zone. As the fluid moves downward it leaves a residual trail of 
contamination in the pore spaces on the surfaces of solid particles. If the amount of 
liquid released is small and the vadose zone large, it is possible that no liquid will 
reach the groundwater. When these liquids reach the top of the capillary fringe the 
differences in density begins to affect their transport. A LNAPL will accumulate near 
the water table and flow following the slope and direction of water table. Some of the 
liquid may mix with the groundwater and be carried along within the groundwater 
flow. Upon reaching the capillary fringe a DNAPL may begin to mound slightly but 
it continues to move downward eventually accumulating on the bottom of the aqui- 
fer. When it reaches the bottom it will flow in response to the direction and dip angle 
of the geologic unit. As with a LNAPL, there may be some mixing and transportation 
of the DNAPL with the groundwater. 

8.10.2 Dissolved contaminant transport 

Dissolved contaminants are carried along in the groundwater flow. The change in 
concentration of a contaminant with time andor distance in the aquifer depends upon 
two groups of processes. One group are the transport processes that control the di- 
rection and speed of contaminant migration. The two most important transport proc- 
esses are advection and dispersion. The other group are the transformation proc- 
esses. Transformation processes include various chemical, biological and radioactive 
reactions that alter a contaminant as it migrates. 

8.10.2.1 Transport processes 
Advection is the single-most important process controlling contaminant transport. 
Advection is the transport of a contaminant as a consequence of the fact that the wa- 
ter in which it (the contaminant) is dissolved is moving. The moving groundwater 
carries the contaminant along. Equation (8.13) gives the time-averaged macroscopic 
velocity v, of groundwater flow. In most cases it is acceptable to assume that dis- 
solved pollutants travel in the same direction and with the same average velocity as 
the groundwater. Dispersion is a secondary transport process that modifies the direc- 
tion and speed of advection. Dispersion is caused by both microscale (individual 
pore) variations and macroscale heterogeneities in the aquifer (Fig. 8.27). The time- 
averaged velocity vm necessarily means that some water travels faster, while some 
travels slower, than the average, and contaminants in the faster flow move ahead of 
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Figure 8.27. a) Microscale dispersion around individual grains of aquifer material, and b) Macro- 
scale dispersion caused by heterogeneities in the aquifer. 

contaminants in the slower flow streams. This is type of dispersion is termed Zongi- 
tudinal dispersion as it is in the same direction as the flow. Some groundwater will 
follow flow paths that diverge from the downstream direction. This results in con- 
taminants spreading and mixing perpendicular to the downstream flow path. Disper- 
sion perpendicular to the downstream flow is termed transverse dispersion. The net 
result of longitudinal and transverse dispersion is a lengthening and widening of the 
contaminant plume in the downstream direction, and an overall reduction in con- 
taminant concentration when compared to advective transport alone. 

8.10.2.2 Transformation processes 
Contaminants in groundwater are subject to chemical, biological and radioactive 
transformation reactions as they migrate through the vadose zone and as they flow 
with the groundwater. In some cases a pollutant may be completely destroyed by the 
reaction, as with many organic pollutants and pathogenic organisms. In other cases 
the contaminant may be changed into new substances. In still other cases the aquifer 
may act as a ‘sink’ and sequester the material; however, the pollutant may be remo- 
bilized and come out of ‘storage’ if environmental conditions change in the aquifer. 
Table 8.4 is taken from the NRC (1990) report and lists the most important types of 
transformation reactions affecting groundwater pollutants. Understanding the effects 
of transformation reactions is made more complex by the fact that many reactions are 
interrelated. For example, microorganisms that accomplish biodegradation produce 
enzymes that can speed up other reactions such as redox reactions and hydrolysis. 
Another example is when changes in pH change the electrical charge on solid- 
particle surfaces causing differences in sorption processes (NRC 1990). 

8.1 1 WELLHEAD PROTECTION 

In 1986 Congress took a significant step in the management of groundwater re- 
sources. In 1986 Congress amended the Safe Drinking Water Act of 1974 to include 
a new section on state wellhead protection programs (WHPP) for public water supply 
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Table 8.4. Transformation reactions affecting contaminants in groundwater (source: NRC 1990). 

Process Definition Impact on transport 

Acidhase reactions 

Biological transfor- 
mation 

Complexation 

Dissolutiodprecipi- 
tation 

Hydrolysis/substi tu- 
tion 

Redox reactions 

Radioactive decay 

Sorption 

Reactions involving a transfer of 
protons (H+) 

Reactions involving the degradation 
of organic compounds by microor- 
ganisms and redox conditions 

Combination of cations and anions 
to form a more complex ion 

The process of adding or removing 
contaminants from solution by dis- 
solving or precipitation solids 

Reaction of a halogenated organic 
compound with water or a compo- 
nent ion of water (hydrolysis) or 
with another anion (substitution) 

Reactions involving the transfer of 
electrons between elements with 
multiple oxidation states 

Spontaneous decay of an unstable 
isotope of an element 

Partitioning of a contaminant be- 
tween groundwater and mineral or 
organic aquifer material 

Mainly an indirect control on contam- 
inant transport by controlling the pH 
of the water. Important for contami- 
nant reduction but may create unde- 
sirable daughter products 

Can increase the solubility of metals 
in groundwater if adsorption is not 
increased 

Important process affecting contami- 
nant concentration 

Precipitation is an important contam- 
inant attenuation process. Contam- 
inants may go back into solution if 
aquifer conditions change 

May make an organic contaminant 
more susceptible to biodegradation 
and solution 

An important group of reactions that 
can result in the precipitation of met- 
als and their immobilization 

A method of contaminant attenuation, 
especially when the half-life is less 
than or equal to the residence time in 
the flow system 

Important in reducing contaminant 
concentration by sequestering con- 
taminants on solid surfaces (Desorp- 
tion may add contaminants to the 
groundwater) 

wells. The program is voluntary though states establishing wellhead protection pro- 
grams are eligible for federal grants to help implement the plans. The Environmental 
Protection Agency (EPA) has created guidelines for the development of WHPP plans 
and the identification of well head protection areas (WHPA) (EPA 1987, 1993). 

Wellhead protection programs involve both management issues and technical is- 
sues. Some of the management issues include budgeting for the costs in both time 
and money needed to establish a program, developing guidelines and regulations that 
are understandable by the public and defensible in court, and participating in inter- 
governmental negotiation where aquifers cross jurisdictional boundaries. Wellhead 
protection programs will often involve the very sensitive issue of land use regulation. 
A successful WHPP must be supported by the public. It is imperative that the re- 
sponsible government agencies cultivate public support by bringing the public into 
the decision-making process early and in a meaningful way. Technical issues include 
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identifying all potential sources of contamination for a water supply well, and 
choosing and implementing the method for WHPA delineation. Identifying contami- 
nant sources can be a major undertaking simply because of the number of potential 
sources, and in most communities contaminant sources have never been cataloged 
and georeferenced. A geographic information system (GIS) is an excellent tool for 
storing, retrieving, and mapping contaminant-source information (GIS is discussed in 
Chapter 13). Delineation of a WHPA essentially involves 3 steps: 

1. Determining the objectives of the WHPA, 
2. Choosing a delineation criterion or criteria, and 
3. Choosing a method for mapping the WHPA based on the criteriodcriteria. 
WHPA objectives. The EPA identified three general objectives for a WHPA: to 

provide a remedial action zone; to provide a zone for contaminant attenuation; or to 
provide a well-field management zone. A remedial action zone provides a buffer al- 
lowing cleanup of a pollutant before it reaches the well. An attenuation zone pro- 
vides a buffer large enough so that contaminants are sufficiently degraded through 
transformation processes (Table 8.4) before reaching the well. A well-field manage- 
ment zone is the most general of the objectives and aims to restrict the types of land 
uses and activities that occur within the zone. 

WHPA delineation criteria. The term criteria as used by the EPA refers to the 
‘,..conceptual standards that form the basis for WHPA delineation.’ They are also the 
factors that are specifically referred to in the 1986 statute (EPA 1987). Five criteria 
on which to base a WHPA are - distance, drawdown, time of travel, flow boundaries 
and assimilative capacity of the aquifer. The choice of criteria is not solely a techni- 
cal issue, however, since the best criteria from a technical point of view may not be 
the best from an administrative viewpoint. 

WHPA delineation methods. Well head delineation methods are the procedures for 
translating the WHPA criteria into actual mappable boundaries. Table 8.5 gives six 
delineation methods listed roughly in order of increasing complexity and cost. The 

Table 8.5. W P A  delineation methods (source: EPA 1987). 

Method Delineation criteria Comments 

Arbitrary fixed ra- Distance 
dii 

Calculated fixed 
radii 

Simplified vari- 
able shapes 

Time of travel 
(TOT) 

TOT and flow bound- 
aries (FB) 

Circle drawn around the well based on an arbitrary 
distance. Inexpensive and easy to apply. Does not use 
any pumping or aquifer-related data. May or may not 
provide sufficient protection but may be useful as a 
first step towards a more sophisticated WHPA 

Circle drawn around well based on a specified TOT. 
Requires data on pumping rate and aquifer characteris- 
tics. Requires limited technical expertise and is easy 
and relatively inexpensive to apply 

A representative ‘standardized variable shape’, gen- 
erated by analytical methods using TOT and FB crite- 
ria, is oriented around the well according to ground- 
water flow patterns. The method is easily implemented 
once the standardized forms are generated. Since it ac- 
counts for the direction of flow it is a step up from the 
fixed radii method 
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Table 8.5. Continued. 

Method Delineation criteria Comments 
~~ ~ ~ 

Analytical TOT and FB 
methods 

Flow equations are used to determine the zone of con- 
tribution (ZOC) to a pumping well. The WHPA is de- 
lineated based on the extent of the ZOC, modified by 
TOT and FB. Site-specific hydrogeologic data are re- 
quired for each well. Requires modest technical exper- 
tise, and is one of the widely used methods 

Hydrogeologic TOT and FB 
mapping 

Flow boundaries, TOT and aquifer properties are de- 
termined and mapped using geological, geophysical or 
dye tracing methods. The method is well suited to aq- 
uifers with near-surface flow boundaries and aquifers 
with high secondary porosity, where assumptions of 
flow through porous media are not valid. The method 
requires extensive geotechnical expertise and can be 
expensive if there is little existing data 

Numerical 
flow/transport down 
models 

TOT, FB, and draw- Computer models are used to calculate TOT and draw- 
down; FB must be specified for the model. Computer 
models provide potentially high accuracy. The method 
is usually more expensive to develop than other meth- 
ods because of the hydrogeologic data needed to para- 
meterize the model and the level of technical expertise 
required 

arbitrary fixed radii method draws a circle of specified radius around the well. The 
method uses distance as the sole criterion and does not consider groundwater proc- 
esses, e.g. direction and velocity of flow, nor does it consider aquifer characteristics 
that affect assimilative capacity and contaminant transformation. However, the 
method is inexpensive and easy to apply and is certainly appropriate as a ‘first step’ 
towards a more comprehensive strategy. The calculated fixed radii method uses a 
time of travel (TOT) criterion to define the radius. Travel time to the well is specified 
based on one of the WHPA objectives. For a fixed pumping rate and aquifer proper- 
ties, e.g. porosity, transmissivity, and storage coefficient, the radius is calculated as a 
function of the volume of water pumped in that period of time. In Florida a WHPA is 
delineated by the radius calculated from the following equation using a 5-year TOT: 

Qt = n.nhr2 

and solving for the radius: 

(8.43) 

(8.44) 

where n is porosity and h the length of the well screen opening. 
The remaining WHPA delineation methods listed in Table 8.5 all identify and 

distinguish the zone of influence (201) from the zone of contribution (ZOC) to a 
pumping well. The zone of influence is same as the cone of depression described 
earlier. The zone of contribution is the area actually contributing water to the well. 
The 201 and ZOC are not the same, except in the relatively rare circumstance where 
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the potentiometric surface (or water table) is perfectly horizontal. Figure 8.28 shows 
a pumping well in porous media. The ZOI is asymmetrical about the well extending 
further downgradient than it does upgradient. The ZOC extends upgradient to the 
groundwater divide and downgradient to the stagnation point or null point. The stag- 
nation point is the point where the pull of gravity just equals the pull towards the 
pumping well. Water near the groundwater divide has not yet entered the 201. Water 
flowing laterally by the well will deviate toward the well when it enters the ZOI, but 
will continue downgradient where the natural hydraulic gradient is stronger than the 
gradient towards the well. Pollutants moving toward the well move faster on the up- 
gradient side than on the downgradient side because of the differences in groundwa- 
ter velocity. Let us call the macroscopic velocity due to the natural hydraulic gradient 
vnat and the macroscopic velocity due to pumping vp. From Equations (8.12 and 8.13) 
the natural groundwater velocity is vnat = K(AI\WLn). The groundwater velocity due to 
pumping is: 

(8.45) 
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where r is the is the distance to the point of interest on the cone of depression, h is 
the saturated thickness at r, and n is the porosity (Kasenow 1995). The net upgradient 
velocity is the sum of the natural velocity and the pumping velocity: 

Ah 
2nrhn Ln 

+ k -  - Q 
vug -- (8.46) 

The net downgradient velocity is the difference between the natural velocity and the 
pumping velocity: 

Q Ah 
2nrhn Ln 

Vdg =--k- (8.47) 

A more conservative approach is to use the efSective porosity n, rather than n. The ef- 
fective porosity is essentially equal to the specific yield (see Fig. 8.5). Assuming 
steady, uniform flow conditions the limits of the ZOC can be determined from the 
uniform flow equations (Todd 1980). The downgradient stagnation point where the 
pull towards the well just balances the gravitational pull downslope is calculated as: 

(8.48) - Q 
‘,pt - 2nhnv,,, 

where rstpt = stagnation point downgradient from the well, Q = pumping rate, h = the 
effective saturated thickness of the aquifer zone, and vnat = natural groundwater ve- 
locity. 

The maximum width (W) of the ZOC at steady-state is: 

w = 27c‘,,, (8.49) 

Again, a more conservative approach is to use n,, the effective porosity, rather than 
n. 

The simplified variable shapes delineation method uses Equations (8.48) and 
(8.49) and the location of flow boundaries to determine the WHPA. The remaining 
three delineation methods use analytical flow equations, geologic field mapping or 
numerical groundwater flow andor contaminant transport models to determine the 
ZOC and WHPA. In areas where secondary porosity dominates flow conditions, 
aerial photography and detailed field mapping may also be required to identify 
groundwater flow paths and boundaries. 

8.12 GROUNDWATER REGIONS IN THE UNITED STATES 

Thomas (1952) identified 10 major groundwater regions in the United States (Fig. 
8.29). The Western Mountain Region includes the Cascades, Sierra Nevada and 
Rocky Mountains, as well as smaller mountain ranges. Groundwater is found in the 
thin mantle of soil and fractured bedrock. The intermontane valleys may also contain 
water. One of the most productive aquifers in the country is found in this region in 
the Palouse Hills near Spokane, Washington. The Alluvial Basins occupy the areas 
between the major mountain ranges. Basins are found in Central and Southern Cali- 
fornia, in the Basin and Range Province of Nevada, as well as parts of Utah, Arizona 
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Figure 8.29. Groundwater regions in the continental United States (after Thomas 1952. Map re- 
drawn from Gleick 1993 and AIPG 1983). 1. Western Mountains, 2. Alluvial Basins, 3. Columbia 
Plateau, 4. Colorado Plateau, 5. High Plains/Ogallala, 6. Unglaciated Central Region, 7. Glaciated 
Central Region, 8. Unglaciated Appalachians, 9. Glaciated Appalachians, 10. Atlantic and Gulf 
Coastal Plains. 

and New Mexico. The eastern-most extent of this region is the Rio Grande Valley in 
New Mexico. Many of these basins have excellent aquifers and supply large quanti- 
ties of water to irrigation and municipal wells. This is largely a desert environment so 
recharge is limited and well levels are falling in many areas. The Columbia Plateau 
is a large basaltic (lava) plateau covering parts of Idaho, Washington and Oregon. It 
is overlain and interbedded with alluvial material. The overall thickness of the basal- 
tic flows exceeds 1000 m in places. The basalt can be an excellent aquifer where it is 
recharged by surface runoff and streams. The Colorado Plateau is composed of 
nearly-horizontal sedimentary rock layers. Sandstones, limestones and shales are the 
most common strata. Aquifers are generally not very productive yielding around 1 to 
10 m3 d-l. The High Plains or Ogallala aquifer underlies parts of seven states in the 
High Plains of the central United States. The aquifer consists of alluvium overlying 
sedimentary strata. The alluvium forms the stratigraphic unit referred to as the Ogal- 
lala. The aquifer has variable thickness, but is generally thickest in the north and is 
thinner in the south. The Qgallala has been pumped extensively for irrigation water 
over the last 50 years and well level are dropping throughout the aquifer. The Qgal- 
lala’s recharge zone was destroyed in the geologic past, and, when combined with a 
dry climate, the result is very little natural recharge. Stretching in a great wedge from 
the Rocky Mountains to southern Illinois and then northeast to New York is the Un- 
glaciated Central Region. This is a complex of plains and plateaus underlain by 
sedimentary rock, and wells here produce low to moderately low yields. Some of the 
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more productive wells have brackish water. The Glaciated Central Region is hydro- 
geologically similar to the unglaciated central region with one major difference - the 
area is overlain by glacial till reaching a thickness in some areas of 300 m. Till is 
unconsolidated, poorly-sorted debris deposited by glacial processes and makes good 
aquifer material many areas. From Alabama to Pennsylvania is an area of ancient, 
weathered crystalline rock forming the Unglaciated Appalachian Region. The 
weathered mantle of igneous and metamorphic rock produces small but reliable well 
yields. The valleys, with a bed of alluvium, tend to have slightly better yields. Some 
ridges like the Blue Ridge are hard and dense and produce very little water. Most of 
New England is contained within the Glaciated Appalachian Region. As before, the 
hydrogeology is similar to the Unglaciated Appalachian Region, with the main dif- 
ference being the existence of a layer of till. The best wells are in the areas where the 
till is thickest. The last region is the Atlantic and Gulf Coastal Plain. The region ex- 
tends down the Atlantic seaboard from Cape Cod to Florida, across to east Texas and 
up the Mississippi River. This is an area of unconsolidated to consolidated sedimen- 
tary material. The thickness of the sedimentary material may exceed 10,000 m near 
the coasts. The combination of unconsolidated material and high rainfall combine to 
create very productive aquifers in this area. 

SUMMARY 

The study of groundwater has always been constrained by our inability to directly 
observe the system. This places limits on the accuracy with which we can define 
groundwater processes. Groundwater is an important water resource for society. As 
our use of this resource continues to increase, and as various activities threaten 
groundwater quality, we need to improve our basic knowledge of groundwater sys- 
tems. In this regard expansion of data collection and monitoring is essential. What 
we know about aquifers is often based on point measurements from a relatively few 
number of wells. Exactly what is going on between these points must largely be in- 
ferred. Numerical groundwater models have made the study of complex flow sys- 
tems possible, but still the model parameters must be estimated from actual data. 
Groundwater quantity and quality have become some of the most important topics in 
hydrology today. 

PROBLEMS 

8.1 The points A, B and C on the map below show the relative geographic positions and heads of 
three wells. Determine the following. 
a) Give the direction (in degrees from north) of groundwater flow. Assume geographic north is 

b) Calculate the hydraulic gradient. 
c) Calculate the specific discharge (qw) per meter of aquifer. The aquifer is 45 m thick. 

at the top of the map. (Show the direction of flow on your map with an arrow.) 

K =  2.1 m d-' Map scale = 1:18,000 
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8.2 The figures below are a cross section and longitudinal section through an idealized montane 
valley. Two piezometers are installed in the center of the valley. 
Width w = 1700 m z1 = 103.7 m 
Saturated thickness y = 24 m z2 = 102.0 m 
L =  1102m p 1  = 20.2 m 
I(=25md-' p2  = 19.5 m 
i z  = 40% 

Cross-sectional view Longitudinal view 

a) What is the total volume rate of groundwater flow (discharge) through the aquifer? 
b) Assuming a pollutant travels as fast as the water, how long would it take a pollutant to 

travel from the head of the valley (recharge zone) to a point 5 km downstream? 
c) For an average per capita water use of 500 liter/day, how large a population could be sup- 

ported without overdrafting the aquifer? 
8.3 The figure below is a cross-section diagram showing water seeping out of an unlined canal. 

Assume identical isotropic and homogeneous aquifer conditions on both sides of the canal. As- 
sume also that the Dupuit-Forchheimer assumption apply. 
h,  = 9.23 m 
h, = 7.92 m 
K = 0.65 m d-' 
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a) Use Darcy's law to find the volume of water seepage per meter of canal. 
b) Use the Dupuit-Forchheimer equation to solve this problem. 
c) If the canal is 4.6 miles long, how much water seeps from the entire canal? 
d) Find the value of head at 13 m from location 1. 

8.4 A 12-inch diameter well penetrates 90 ft below the static water table in an unconfined aquifer. 
After 24 hours of pumping at 1200 gal min-' the water level in a test well at 310 ft is lowered 
1.77 ft, and in a well 105 ft away the drawdown is 3.85 ft. What is the transmissivity (approxi- 
mately) of the aquifer? (You should draw a diagram for this problem.) 

8.5 The map below shows measured values of head (feet) at observation wells and along a stream 
channel (water surface elevation). 
a) Draw a flow net. (Use a head contour interval of 10 ft.) 
b) Assuming the saturated thickness of the aquifer is 20 ft and the hydraulic conductivity is 

K = 2.9 ft d-' calculate q, the flow between two flow lines, and the total flow Q between 
points C and D along the channel. 

c) On the lower graph draw the cross-sectional view of the water table from A to A'. 
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8.6 Given in the table are data (from Bouwer 1978) for drawdown versus time from a pump test. 
The drawdown data were observed at an observation well r = 200 m from a well pumping Q = 
1000 rn3 d-'. Find S and T using: 
1. Theis match point method, and 
2. Cooper-Jacob method 

0.00 1 
0.005 
0.01 
0.05 
0.1 
0.5 
1 .o 
5 
10 

0.017 
0.097 
0.145 
0.267 
0.322 
0.449 
0.504 
0.632 
0.687 



CHAPTER 9 

The water balance 

Through the 1940s and early 1950s C.W. Thornthwaite and J.R. Mather developed 
and refined a bookkeeping procedure they called ‘The Water Balance’ (Thornthwaite 
& Mather 1955). The procedure uses the discrete mass balance (Eq. 2.8), and a sim- 
plified hydrologic system where soil moisture is the only water store (Fig. 9.1). The 
water balance procedure has been widely used by geographers, hydrologists and cli- 
matologists in teaching, research and applied water-resources planning, particularly 
in agricultural applications. The water balance combines precipitation and evapotran- 
spiration for specific time periods and evaluates the effects on soil moisture storage 
and runoff. The magnitudes of the inputs and outputs, and their variation through the 
year, are a function of the local climate. For example, in the United States the period 
of greatest potential evapotranspiration in the summer might coincide with either a 
dry season on the West Coast, or with a wet season in the. Southeast. In desert cli- 
mates potential evapotranspiration exceeds precipitation all year, while in an equato- 
rial climate the opposite may be true. It is the ability to evaluate the impacts on soil 
moisture and runoff from the changing inputs and outputs which makes the water 
balance a useful tool. 

9.1 COMPONENTS OF THE WATER BALANCE 

Only two variables and one parameter are required to calculate a water balance. The 
simplicity of the data requirements is one a major advantage of the method. The two 
input variables are precipitation and temperature; the only parameter is the AWC of 
the soil. Since precipitation and temperature are fundamental elements of climate, the 
water balance is sometimes referred to as the ‘climatic water balance’. Temperature 
is used for the calculation of potential evapotranspiration by Equation (6.1); how- 
ever, potential evapotranspiration can be estimated by any of the methods discussed 
in Chapter 6. 

A water balance can be calculated for any time interval Al, with daily, weekly or 
monthly being the most common. We will limit our discussion to a monthly water 
balance. Two different types of water balances may be calculated - a continuous 
water balance or an average water balance. The continuous water balance begins on 
particular date and is calculated forward in time on intervals of At for as long as nec- 
essary. The continuous balance uses a time series of inputs to produce a time series 
of water balance outputs, and tracks the actual changing climate conditions and the 

188 
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Potential and actual 
evapotranspiration (E, Precipitation (f) 
and E,) 

Soil moisture (SM) Runoff(R0) 

Input = Output + AStorage 

Figure 9.1. Simplified hydro- 
logic system for the water bal- 
ance procedure. 

effects on runoff and soil moisture availability. The average water balance uses aver- 
age values of precipitation and temperature and produces averages for the various 
water balance components. It does not track actual conditions, but rather describes 
the average conditions for a particular locale. 

9.2 THE WATER BALANCE PROCEDURE 

The water balance is based on the mass balance principle: Input = Output + Change 
in storage. 

Using the water-balance terminology, the simplified mass balance is: 

P = E , + R O + A S M  (9.1) 

where P is precipitation, E, is evapotranspiration, RO is runoff and ASM is the 
change in soil moisture storage. The procedure does not differentiate between surface 
runoff and groundwater runoff, though it is possible to differentiate runoff from 
snowmelt as opposed to runoff from rainfall using air temperature criteria. Physical 
runoff processes are not modeled in the water balance. Runoff is simply a volume of 
‘surplus’ water; how the water actually flows out of the area is not considered. The 
water balance can be computed for any area having uniform climate and soil charac- 
teristics. This area could be a drainage basin, but need not be. 

9.2.1 Steps in calculating an average water balance 

a) Obtain climate data for the area of interest. In addition to the sources listed in 
Appendix C, many state universities, agricultural experiment stations and special 
water districts maintain local climatological records. 

b) Determine the AWC of the soil as described in Chapter 7. It is helpful to know 
the level of soil moisture storage SM at the time when the water balance begins, but 
if it is not known the model will eventually converge on the correct value. 

c) The 14 steps for calculating a water balance are given below. A sample water 
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balance is calculated in the next section. We will refer back to these steps as we pro- 
ceed through the example. 

1. Potential evapotranspiration (Etp). Calculate Efp by one of the accepted meth- 
ods. If Efp is estimated by a method other than the Thornthwaite equation additional 
data will be required. 

2. Precipitation (P).  Precipitation is obtained from climatological records in the 
same units as Etp. 

3. P - E . Values of P - Efp can be positive or negative. Positive values indicate 
water is available for recharging soil moisture andor for runoff. Negative values in- 
dicate the amount by which precipitation fails to supply the Efp requirement. Most 
midlatitude locations have only one wet season P - Etp > 0 and one dry season 

4. Accumulated Potential Water Loss (Acc. Pot. WL). This value is the accumu- 
lated sum of the negative P - Efp values. In dry climates, successive approximations 
will be required to determine the value of this component. 

5. Soil moisture storage (SM). Soil moisture storage is less than or equal to AWC. 
For months in which there is an Acc. Pot WL, you need to determine the amount of 
moisture remaining in the soil given that level of Acc. Pot WL. Soil moisture reten- 
tion is determined using tables, graphs or equations. When P - Etp is positive and soil 
moisture storage is less than AWC, this positive value is added to the previous 
month's SA4 to determine current SM. Positive P - Etp values when the soil is at AWC 
represent excess rainfall available for runoff (see Step 11). 

6. Change in soil moisture (ASM). This is either positive or negative but is only 
recorded when the SM is less than the AWC. This value is used in computing Et in 
Step 7. 

'4 

P - EfP < 0. 

7. Actual evapotranspiration (Ef) .  The rules for calculating Et are: 

Ef = Etp when P > Etp 

E t = P +  IASMI whenP<Etp 

8. Moisture deficit (D). This is the difference between Efp and Et. This is an esti- 
mate of the amount of water that would have to be supplied by irrigation during the 
month to have Et equal Efp. 

9. Moisture surplus (5'). When the soil is at field capacity, precipitation in excess 
of Efp is considered surplus and is available for runoff (RO). The model does not dif- 
ferentiate surface runoff from groundwater runoff. 

10. Total available for runoff (TARO). This is not in the original water balance 
procedure but was added by Dunne & Leopold (1978) and is helpful for calculating 
runoff. TAR0 is equal to the present month's surplus plus any water detained DT in 
the basin from the previous month. DT is equal to one half of the TAR0 from the 
previous month. For month i: 

1 1. Runoff (RO). Runoff RO is rainfall-generated runoff. A simplifying assump- 
tion is that only one-half of the total water available for runoff (TARO) in a given 
month actually runs off in that month. The other half is detained (DT) in the basin 
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and is added to the next month's surplus, and is available to run off the next month. 
The 'one half' rule can be changed to reflect the conditions in a particular basin. 
Changing the percentage of runoff changes TARO in Step 10. 

12. Snow melt runoff (SMRO). To simplify the discussion, SMRO will not be con- 
sidered here. For an explanation of the calculation of SMRO see Thornthwaite & 
Mather (1957). 

13. Total runoff (TOT RO). This term is equal to rainfall runoff RO and snowmelt 
runoff SMRO: 

TOT RO = (RO + SMRO) 
Since we are not considering SMRO, total runoff equals rainfall runoff: 

TOT RO = RO 
14. Moisture detention (DT). This is the moisture detained in the basin during the 

current month and available for runoff next month (see Step 11): 

DT L= (TARO - RO) 

9.2.2 An example water balance calculation 

The best way to understand the water balance is to follow a worked example. The 
example here is a simplified average monthly water balance. The simplification is 
that runoff from melting snow will be ignored. For a more detailed description of the 
water balance procedure the reader should obtain the publication by Thornthwaite & 
Mather (1957). The example here is for Lexington, Kentucky. The Lexington station 
is at 38.08"N latitude and 298 m in elevation. The climate of Lexington is borderline 
between the humid subtropical climate found in the Southeast and the colder humid 
continental climate of the Midwest. Every month has ample precipitation, though the 
fall season is typically the driest time of year. For this example the AWC is assumed 
to be 230 mm (Fig. 7.18). All values are in millimeters of water. 

Table 9.1 shows the first four steps (rows) of the water balance. Potential evapo- 
transpiration was calculated using Thornthwaite's equation. Once P and Etp are en- 
tered in rows 1 and 2 their difference is placed in row 3. Step 4 is to find the 
accumulated potential water loss (Ace. Pot. WL). This value is used in determining 
the current level of soil moisture storage. Completing the first 4 rows is straightfor- 
ward. Row 5 is not quite so simple. The AWC of the soil is 230 mm, but the actual 
water content of the soil (SM) is unknown. As it turns out you can assume any value 
between 0 5. SM 2 AWC and the procedure will eventually converge on the correct 
value. How long before convergence depends upon how close the initial estimate 

Table 9.1. Water balance for Lexington, steps 1 to 4. 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Year 

P 112 84 112 91 94 107 109 86 71 61 81 91 1099 
1 2 19 49 93 133 150 136 96 54 18 3 754 

111 82 93 42 1 -26 -41 -50 -25 7 63 88 
-26 -67 -117 -142 
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is to the correct value. Some suggested guides for estimating initial values for SM are 
to either assume SM = AWC at the end of the wet season, or that SM = 0 at the end of 
the end of the dry season. The former is more appropriate for humid climates and the 
latter for dry climates. In arid and semi-arid climates SM may never reach AWC. But, 
regardless of the initial guess for SM the procedure eventually converges to the cor- 
rect value. The terms ‘wet season’ and ‘dry season’ refer to periods defined by the 
relative magnitudes of precipitation and potential evapotranspiration. When precipi- 
tation exceeds potential evapotranspiration it is considered the wet season and vice 
versa for the dry season. For the Lexington example assume SM = A WC at the end of 
the wet season in May. The rationale is that, even if soil moisture was completely 
exhausted at the end of the dry season in September (SM = 0), there is enough pre- 
cipitation in excess of the potential evapotranspiration (row 3) in the following eight 
months to completely recharge soil moisture by May. In fact, there is enough excess 
precipitation to completely recharge the soil by December. To start the SM row insert 
230 mm for May (Table 9.2). In June Erp exceeds P by 26 mm. When Erp > P it is as- 
sumed that all the precipitation is vaporized and any additional moisture needed to 
satisfy the Erp demand is taken from the soil. To determine how much water is with- 
drawn from the soil use either a graph such as Figure 9.2 or a soil moisture retention 
table appropriate for the AWC. For a given Acc. Pot. WL the table (or graph) gives 
the amount of water remaining in the soil. The soil moisture retention table for an 
AWC of 230 mm is given as Table 9.4. For an Acc. Pot. WL of -26 mm in June Table 
9.4 gives 205 mm remaining in the soil, therefore the change in soil moisture storage 

Table 9.2. Water balance for Lexington, steps 1 to 5. 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Year 

P 112 84 112 91 94 107 109 86 71 61 81 91 1099 
1 2 19 49 93 133 150 136 96 54 18 3 754 

P - E  111 82 93 42 1 -26 -41  -50 -25 7 63 88 
Acc. fat. WL -26 -67 -117 -142 
SM 230 230 230 230 230 205 171 138 124 131 194 230 

Figure 9.2. Soil moisture 
retention curves. The 
curves indicate the 
amount of water remain- 
ing in a soil having a 
specified A WC after ex- 
periencing the indicated 
accumulated potential 
water loss. 
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Table 9.3. Complete water balance for Lexington. 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Year 

P 

P - E  
Acc. 80,. 
SM 
MM 

D 
S 
TAR0 
DT 
RO 

EtP 

Et 

112 84 112 91 
1 2 19 49 

111 82 93 42 

230 230 230 230 
0 0 0 0  
1 2 19 49 
0 0 0 0  

111 82 93 42 
137 151 168 126 
69 75 84 63 
68 76 84 63 

WL 

94 107 109 86 71 61 81 91 1099 
93 133 150 136 96 54 18 3 754 

1 -26 -41 -50 -25 7 63 88 
-26 -67 -117 -142 

230 205 171 138 124 131 194 230 
0 -25 -34 -33 -14 7 63 36 

93 132 143 119 85 54 18 3 718 
0 1 7  1 7 1 1 0  0 0 36 
1 0  0 0 0 0  0 5 2 3 8 1  

64 32 16 8 4 2 1 53 
3 2 1 6  8 4 2 1  1 2 6  
32 16 8 4 2 1 0 27 381 

Table 9.4. A WC = 230 mm. Moisture remaining in the soil (mm) after a given amount of Acc. Pot WL. 
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240 
250 

230 229 228 227 226 225 224 223 222 221 
220 219 218 217 216 215 215 214 213 212 
211 210 209 208 207 206 205 205 204 203 
202 201 200 199 198 198 197 196 195 194 
193 192 192 191 190 189 188 187 187 186 
185 184 183 183 182 181 180 180 179 178 
177 176 176 175 174 173 172 171 171 170 
170 169 168 167 167 166 165 165 164 163 
162 162 161 160 160 159 158 158 157 156 
156 155 154 154 153 152 152 151 150 150 
149 148 148 147 146 146 145 144 144 143 
143 142 141 141 140 139 139 138 138 137 
136 136 135 135 134 134 133 132 132 131 
131 130 130 129 128 128 127 127 126 126 
125 125 124 124 123 122 122 121 121 120 
120 119 119 118 118 117 117 116 116 115 
115 114 114 113 113 112 112 111 111 110 
110 109 109 108 108 107 107 107 106 106 
105 105 104 104 103 103 102 102 102 101 
101 100 100 99 99 99 98 98 97 97 
96 96 96 95 95 94 94 94 93 93 
92 92 91 91 91 90 90 90 89 89 
88 88 88 87 87 86 86 86 85 85 
85 84 84 84 83 83 82 82 82 81 
81 81 80 80 80 79 79 79 78 78 
78 77 77 77 76 76 76 75 75 75 

from May to June is AS = -25 mm. Recall that as the soil dries it becomes more dif- 
ficult to remove moisture so AS is slightly less (1 mm) than the Acc. Pot WL. In July 
the Acc. Pot. WL is -67 mm and 171 mm remain in the soil. This process for deter- 
mining soil moisture storage continues for every month having an Acc. Pot WL, i.e. 
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thorough September. In October precipitation again exceeds evapotranspiration and 
the excess precipitation now goes to recharge soil moisture. Recharge continues until 
SM = AWC, after which any excess precipitation is available to run off. Tables 
9.5-9.9 are soil moisture retention tables for a range of AWCs from 100 mm to 300 
mm. 

Table 9.3 gives the complete water balance for the Lexington example. As de- 
scribed above the change in soil moisture ASM (Step 6) is either positive, negative or 
zero. It is positive when moisture is recharging, negative when moisture is with- 
drawn from the soil, and zero when the soil moisture does not change from one 
month to the next. The calculation of actual evapotranspiration (Step 7) follows the 
logic developed in Chapter 6 where actual evapotranspiration is less-than-or-equal-to 
potential evapotranspiration, because as the soil dries the rate of actual evapotran- 
spiration decreases. In our example, Et for the month of July is equal to 
(109 + 34 = 143). The deficit D (Step 8) is simply the difference between potential 
and actual evapotranspiration. The deficit for July is (150 -143) = 7. The deficit is a 
rough approximation of the irrigation requirement. On the average, the annual irriga- 
tion requirement in Lexington is only 36 mm. There can only be a surplus S (Step 9) 
if there is excess precipitation and the soil is at AWC. If there is excess precipitation, 
but soil moisture is depleted, the excess goes to recharge soil moisture and is there- 
fore not surplus (see October). Surplus water is available to run off. Steps 10-14 are 
all related to the calculation of runoff. The assumption is that only a portion of the 
water available to run off in a given month actually runs off in that month. The re- 
mainder is detained and runs off in subsequent months. 50% is a rule-of-thumb value 
for the percentage of water that runs off in a given month, but this percentage may be 
adjusted to match local conditions. The total amount of water available for runoff 
TAR0 in a given month (Step 10) is equal to the current month’s surplus plus the 
detention DT from the previous month. For example, the runoff for March in Lex- 
ington using a 50% rule is 0.5 (93 + 75) = 84. When the runoff percentage is 50%, 
then RO and DT are identical. 

9.2.3 Graphing the water balance 

Figure 9.3 is the graph of the Lexington water balance. The curves are precipitation, 
potential evapotranspiration and actual evapotranspiration. The areas under and be- 
tween the curves represent the deficit, soil moisture utilization (-ASM), soil moisture 
recharge (+ASM) and surplus. The curves clearly show for example how summer Et 
equals the vertical sum of P and soil moisture utilization -MM, and how the deficit 
equals the unmet Etp. In October when P once again exceeds Etp the excess precipi- 
tation goes to recharge the soil (+ASM). After the soil reaches AWC the excess be- 
comes surplus and runoff commences. 

For comparison, Figure 9.4 shows the average water balance for Wichita, Kansas. 
The AWC for Wichita is set at 180 mm (see Fig. 7.18). Wichita is located in the 
Great Plains where the climate is sub-humid to semi-arid. Precipitation is lower and 
potential evapotranspiration is higher than in Lexington. As a result the annual defi- 
cit is larger and the soil is considerably dryer in Wichita. Average soil moisture stor- 
age in September is 54 mm, only 30% of the AWC. The annual deficit averages 90 
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Table 9.5. A WC = 100 mm. Moisture remaining in the soil (mm) following a given amount of Acc. 
Pot WL. 
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90 90 89 88 87 86 85 84 84 
82 81 80' 79 79 78 77 76 76 
74 73 73 72 71 70 70 69 68 
67 66 66 65 64 64 63 62 62 
61 60 59 59 58 58 57 57 56 
55 54 54 53 53 52 52 51 51 
50 49 49 48 48 47 47 46 46 
45 44 44 44 43 43 42 42 41 
41 40 40 39 39 39 38 38 38 
37 36 36 36 35 35 35 34 34 
33 33 33 32 32 32 31 31 31 
30 30 30 29 29 29 28 28 28 
27 27 27 26 26 26 26 25 25 
25 24 24 24 24 23 23 23 23 
22 22 22 22 21 21 21 21 21 
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1 1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1 1  

91 
83 
75 
68 
61 
55 
50 
45 
41 
37 
34 
30 
28 
25 
23 
20 
18 
17 
15 
14 
12 
11 
10 
9 
8 
7 
7 
6 
6 
5 
5 
4 
4 
3 
3 
3 
2 
2 
2 
2 
2 
2 
1 
1 
1 
1 
1 
1 
1 
1 
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Table 9.6. AWC = 150 mm. Moisture remaining in the soil (mm) following a given amount of Acc. 
Pot WL. 

0 
10 
20 
30 
40 
50 
60 
70 
80 
90 

100 
110 
120 
130 
140 
150 
160 
170 
180 
190 
200 
210 
220 
230 
240 
250 
260 
270 
280 
290 
300 
310 
320 
330 
340 
350 
360 
370 
3 80 
390 
400 
410 
420 
430 
440 
450 
460 
470 
480 
490 

150 
140 
131 
123 
115 
107 
101 
94 
88 
82 
77 
72 
67 
63 
59 
55 
52 
48 
45 
42 
40 
37 
35 
32 
30 
28 
26 
25 
23 
22 
20 
19 
18 
17 
16 
15 
14 
13 
12 
11 
10 
10 
9 
9 
8 
7 
7 
7 
6 
6 

149 
139 
130 
122 
114 
107 
100 
93 
87 
82 
76 
72 
67 
63 
59 
55 
51 
48 
45 
42 
39 
37 
34 
32 
30 
28 
26 
25 
23 
22 
20 
19 
18 
17 
15 
14 
14 
13 
12 
11 
10 
10 
9 
8 
8 
7 
7 
6 
6 
6 

148 
138 
130 
121 
113 
106 
99 
93 
87 
81 
76 
71 
67 
62 
58 
54 
51 
48 
45 
42 
39 
36 
34 
32 
30 
28 
26 
24 
23 
21 
20 
19 
18 
16 
15 
14 
13 
13 
12 
11 
10 
10 
9 
8 
8 
7 
7 
6 
6 
6 

147 
138 
129 
120 
I13 
I05 
99 
92 
86 
81 
75 
71 
66 
62 
58 
54 
51 
47 
44 
41 
39 
36 
34 
32 
30 
28 
26 
24 
23 
21 
20 
19 
17 
16 
15 
14 
13 
12 
12 
11 
10 
10 
9 
8 
8 
7 
7 
6 
6 
6 

146 
137 
128 
120 
112 
105 
98 
92 
86 
80 
75 
70 
66 
61 
57 
54 
50 
47 
44 
41 
38 
36 
34 
32 
29 
28 
26 
24 
23 
21 
20 
18 
17 
16 
15 
14 
13 
12 
12 
11 
10 
9 
9 
8 
8 
7 
7 
6 
6 
6 

145 
136 
127 
119 
111 
104 
97 
91 
85 
80 
74 
70 
65 
61 
57 
53 
50 
47 
44 
41 
38 
36 
33 
31 
29 
27 
26 
24 
22 
21 
20 
18 
17 
16 
15 
14 
13 
12 
12 
11 
10 
9 
9 
8 
8 
7 
7 
6 
6 
6 

144 
135 
126 
118 
110 
103 
97 
90 
85 
79 
74 
69 
65 
61 
57 
53 
50 
46 
43 
41 
38 
36 
33 
31 
29 
27 
25 
24 
22 
21 
19 
18 
17 
16 
15 
14 
13 
12 
11 
11 
10 
9 
9 
8 
8 
7 
7 
6 
6 
5 

143 
134 
125 
117 
110 
103 
96 
90 
84 
79 
73 
69 
64 
60 
56 
53 
49 
46 
43 
40 
38 
35 
33 
31 
29 
27 
25 
24 
22 
21 
19 
18 
17 
16 
15 
14 
13 
12 
11 
11 
10 
9 
9 
8 
8 
7 
7 
6 
6 
5 

142 
133 
124 
116 
109 
102 
95 
89 
83 
78 
73 
68 
64 
60 
56 
52 
49 
46 
43 
40 
37 
35 
33 
31 
29 
27 
25 
24 
22 
21 
19 
18 
17 
16 
15 
14 
13 
12 
11 
11 
10 
9 
9 
8 
8 
7 
7 
6 
6 
5 

141 
132 
124 
116 
108 
101 
95 
89 
83 
78 
73 
68 
63 
59 
56 
52 
49 
45 
43 
40 
37 
35 
33 
30 
29 
27 
25 
23 
22 
20 
19 
18 
17 
16 
15 
14 
13 
12 
11 
10 
10 
9 
9 
8 
8 
7 
7 
6 
6 
5 
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Table 9.7. A WC = 200 mm. Moisture remaining in the soil (mm) following a given amount of Acc. 
Pot WL. 

0 1 2 3 4 5 6 7 8 9  
0 

10 
20 
30 
40 
50 
60 
70 
80 
90 

100 
110 
120 
130 
140 
150 
160 
170 
180 
190 
200 
210 
220 
230 
240 
250 
260 
270 
280 
290 
300 
3 10 
320 
330 
340 
350 
360 
370 
380 
390 
400 
410 
420 
430 
440 
450 
460 
470 
480 
490 

200 
190 
181 
172 
164 
156 
148 
141 
134 
128 
121 
115 
110 
104 
99 
94 
90 
85 
81 
77 
74 
70 
67 
63 
60 
57 
55 
52 
49 
47 
45 
42 
40 
38 
37 
35 
33 
31 
30 
28 
27 
26 
24 
23 
22 
21 
20 
19 
18 
17 

199 
189 
180 
171 
163 
155 
147 
140 
133 
127 
121 
115 
I09 
104 
99 
94 
89 
85 
81 
77 
73 
70 
66 
63 
60 
57 
54 
52 
49 
47 
44 
42 
40 
38 
36 
35 
33 
31 
30 
28 
27 
26 
24 
23 
22 
21 
20 
19 
18 
17 

198 
188 
179 
170 
162 
154 
147 
140 
133 
126 
120 
114 
109 
103 
98 
94 
89 
85 
80 
77 
73 
69 
66 
63 
60 
57 
54 
51 
49 
46 
44 
42 
40 
38 
36 
34 
33 
31 
30 
28 
27 
25 
24 
23 
22 
21 
20 
19 
18 
17 

197 
187 
178 
170 
161 
153 
146 
139 
132 
126 
119 
114 
108 
103 
98 
93 
89 
84 
80 
76 
72 
69 
66 
62 
59 
56 
54 
51 
49 
46 
44 
42 
40 
38 
36 
34 
33 
31 
29 
28 
27 
25 
24 
23 
22 
21 
20 
19 
18 
17 

196 
186 
177 
169 
161 
153 
145 
138 
13 1 
125 
119 
113 
108 
102 
97 
93 
88 
84 
80 
76 
72 
69 
65 
62 
59 
56 
53 
51 
48 
46 
44 
42 
40 
38 
36 
34 
32 
31 
29 
28 
27 
25 
24 
23 
22 
21 
20 
19 
18 
17 

195 
186 
176 
168 
160 
152 
145 
137 
131 
1 24 
118 
113 
I07 
102 
97 
92 
88 
83 
79 
75 
72 
68 
65 
62 
59 
56 
53 
51 
48 
46 
44 
41 
39 
37 
36 
34 
32 
31 
29 
28 
26 
25 
24 
23 
22 
21 
20 
19 
18 
17 

194 
185 
176 
167 
159 
15 1 
144 
137 
130 
124 
118 
112 
107 
101 
96 
92 
87 
83 
79 
75 
71 
68 
65 
61 
58 
56 
53 
50 
48 
46 
43 
41 
39 
37 
35 
34 
32 
31 
29 
28 
26 
25 
24 
23 
22 
20 
19 
19 
18 
17 

193 
184 
175 
166 
158 
150 
143 
136 
129 
123 
117 
111 
106 
101 
96 
91 
87 
83 
79 
75 
71 
68 
64 
61 
58 
55 
53 
50 
48 
45 
43 
41 
39 
37 
35 
34 
32 
30 
29 
27 
26 
25 
24 
22 
21 
20 
19 
18 
18 
17 

192 
183 
174 
165 
157 
150 
142 
135 
129 
123 
117 
111 
105 
100 
95 
91 
86 
82 
78 
74 
71 
67 
64 
61 
58 
55 
52 
50 
47 
45 
43 
41 
39 
37 
35 
33 
32 
30 
29 
27 
26 
25 
24 
22 
21 
20 
19 
18 
17 
17 

191 
182 
173 
165 
157 
149 
142 
135 
128 
122 
116 
110 
105 
100 
95 
90 
86 
82 
78 
74 
70 
67 
64 
61 
58 
55 
52 
50 
47 
45 
43 
41 
39 
37 
35 
33 
32 
30 
29 
27 
26 
25 
23 
22 
21 
20 
19 
18 
17 
16 
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Table 9.8. A WC = 250 mm. Moisture remaining in the soil (mm) following a given amount of Acc. 
Pot WL. 

0 1 2 3 4 5 6 7 8 9  
0 

10 
20 
30 
40 
50 
60 
70 
80 
90 

100 
110 
120 
130 
140 
150 
160 
170 
180 
190 
200 
210 
220 
230 
240 
250 
260 
270 
280 
290 
300 
310 
320 
330 
340 
350 
360 
370 
380 
390 
400 
410 
420 
430 
440 
450 
460 
470 
480 
490 

250 249 248 
240 239 238 
231 230 229 
222 221 220 
213 212 211 
205 204 203 
197 196 195 
189 188 187 
182 181 180 
174 174 173 
168 167 166 
161 160 160 
155 154 153 
149 148 147 
143 142 142 
137 137 136 
132 131 131 
127 126 126 
122 121 121 
117 116 116 
112 112 111 
108 107 107 
104 103 103 
100 99 99 
96 95 95 
92 92 91 
88 88 88 
85 85 84 
82 81 81 
78 78 78 
75 75 75 
72 72 72 
70 69 69 
67 67 66 
64 64 64 
62 61 61 
59 59 59 
57 57 56 
55 54 54 
53 52 52 
50 50 50 
48 48 48 
47 46 46 
45 45 44 
43 43 43 
41 41 41 
40 40 39 
38 38 38 
37 37 36 
35 35 35 

247 246 245 
237 236 235 
228 227 226 
219 218 217 
210 210 209 
202 201 201 
194 194 193 
187 186 185 
179 179 178 
172 172 171 
166 165 164 
159 158 158 
153 152 152 
147 146 146 
141 141 140 
136 135 134 
130 130 129 
125 125 124 
120 120 119 
116 115 115 
111 111 110 
107 106 106 
102 102 102 
98 98 98 
95 94 94 
91 91 90 
87 87 87 
84 84 83 
81 80 80 
77 77 77 
74 74 74 
71 71 71 
69 68 68 
66 66 65 
63 63 63 
61 61 60 
59 58 58 
56 56 56 
54 54 54 
52 52 51 
50 50 49 
48 48 48 
46 46 46 
4 4 4 4 4 4  
42 42 42 
41 41 41 
39 39 39 
38 38 37 
36 36 36 
35 35 35 

244 243 
235 234 
225 224 
216 216 
208 207 
200 199 
192 191 
184 184 
177 177 
170 170 
164 163 
157 157 
151 150 
145 145 
139 139 
134 133 
129 128 
124 123 
119 118 
114 114 
110 109 
105 105 
101 101 
97 97 
93 93 
90 89 
86 86 
83 83 
80 79 
77 76 
74 73 
71 70 
68 68 
65 65 
63 62 
60 60 
58 58 
56 55 
53 53 
51 51 
49 49 
47 47 
45 45 
4 4 4 4  
42 42 
40 40 
39 39 
37 37 
36 36 
34 34 

242 
233 
224 
215 
206 
198 
190 
183 
176 
169 
162 
156 
150 
144 
138 
133 
128 
123 
118 
113 
109 
105 
100 
96 
93 
89 
86 
82 
79 
76 
73 
70 
67 
65 
62 
60 
57 
55 
53 
51 
49 
47 
45 
43 
42 
40 
38 
37 
35 
34 

24 1 
232 
223 
214 
206 
197 
190 
182 
175 
168 
162 
155 
149 
143 
138 
132 
127 
122 
117 
113 
108 
1 04 
100 
96 
92 
89 
85 
82 
79 
76 
73 
70 
67 
64 
62 
59 
57 
55 
53 
51 
49 
47 
45 
43 
41 
40 
38 
37 
35 
34 
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Table 9.9. AWC = 300 mm. Moisture remaining in the soil (mm) following a given amount of Acc. 
Pot WL. 

0 1 2 3 4 5 6 7 8 9  

0 
10 
20 
30 
40 
50 
60 
70 
80 
90 

100 
110 
120 
130 
140 
150 
160 
170 
180 
190 
200 
210 
220 
230 
240 
250 
260 
270 
280 
290 
300 
3 10 
320 
330 
340 
350 
360 
370 
380 
390 
400 
410 
420 
430 
440 
450 
460 
470 
480 
490 

300 
290 
28 1 
27 1 
263 
254 
246 
238 
230 
222 
215 
208 
20 1 
194 
188 
182 
176 
170 
165 
159 
154 
149 
144 
139 
135 
130 
126 
122 
118 
114 
110 
107 
103 
100 
97 
93 
90 
87 
85 
82 
79 
76 
74 
72 
69 
67 
65 
63 
61 
59 

299 298 297 
289 288 287 
280 279 278 
271 270 269 
262 261 260 
253 252 251 
245 244 243 
237 236 235 
229 228 227 
222 221 220 
214 214 213 
207 207 206 
200 200 199 
194 193 193 
187 187 186 
181 181 180 
175 175 174 
170 169 169 
164 164 163 
159 158 158 
154 153 152 
148 148 147 
144 143 143 
139 138 138 
134 134 133 
130 130 129 
126 125 125 
122 121 121 
118 117 117 
114 113 113 
110 110 109 
106 106 106 
103 103 102 
100 99 99 
96 96 96 
93 93 92 
90 90 89 
87 87 87 
84 84 84 
81 81 81 
79 79 78 
76 76 76 
74 73 73 
71 71 71 
69 69 69 
67 66 66 
65 64 64 
62 62 62 
60 60 60 
58 58 58 

296 295 294 
286 285 284 
277 276 275 
268 267 266 
259 258 257 
251 250 249 
242 242 241 
234 234 233 
227 226 225 
219 219 218 
212 211 211 
205 204 204 
198 198 197 
192 191 191 
186 185 184 
180 179 178 
174 173 173 
168 167 167 
162 162 161 
157 157 156 
152 151 151 
147 147 146 
142 142 141 
138 137 137 
133 133 132 
129 128 128 
124 124 124 
120 120 120 
116 116 116 
113 112 112 
109 109 108 
105 105 105 
102 102 101 
99 98 98 
95 95 95 
92 92 92 
89 89 89 
86 86 86 
83 83 83 
81 80 80 
78 78 78 
75 75 75 
73 73 73 
71 70 70 
68 68 68 
66 66 66 
64 64 63 
62 62 61 
60 60 59 
58 58 57 

293 292 291 
283 283 282 
274 273 272 
265 264 263 
256 256 255 
248 247 246 
240 239 238 
232 231 231 
224 224 223 
217 216 216 
210 209 209 
203 202 202 
196 196 195 
190 189 189 
184 183 183 
178 177 177 
172 171 171 
166 166 165 
161 160 160 
156 155 155 
150 150 149 
146 145 145 
141 140 140 
136 136 135 
132 131 131 
127 127 127 
123 123 122 
119 119 118 
115 115 114 
111 111 111 
108 107 107 
104 104 104 
101 101 100 
98 97 97 
94 94 94 
91 91 91 
88 88 88 
85 85 85 
83 82 82 
80 80 79 
77 77 77 
75 74 74 
72 72 72 
70 70 69 
68 67 67 
65 65 65 
63 63 63 
61 61 61 
59 59 59 
57 57 57 
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mm, more than twice that of Lexington. Successful agriculture in this part of the 
country relies on supplemental irrigation water. There is enough precipitation in the 
spring in excess of potential evapotranspiration to allow the soil to reach and stay at 
field capacity for three months. In Lexington the soil is at field capacity for six 
months. Finally, Wichita averages only 40 mm of runoff compared to 381 mm in 
Lexington (Fig. 9.5). 
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Water balances for even drier climates have larger deficits and lower soil moisture 
levels. Eventually, the point is reached where the soil moisture never reaches field 
capacity under normal conditions. As a result, irrigation becomes essential for agri- 
culture in these areas. It is important to point out that the Thornthwaite equation 
tends to underestimate Et,, in dry climates. If another method were used to estimate 
Elp the deficits would be even larger and the soil even dryer. 

9.2.4 Sensitivity of the water balance to AWC 

Since AWC is the only adjustable parameter, it is worth exploring the sensitivity of 
the water balance to this parameter. Figures 9.6 and 9.7 are the results of a sensitivity 
analysis for Lexington and Wichita. The analysis examines the changes in the annual 
total deficit and runoff with changes in the AWC. The axes of the graphs have been 
scaled relative to the values for the deficit and runoff when the soil is at AWC. At the 
Lexington station the deficit is sensitive to the AWC, however runoff is not. As the 
A WC increases, the deficit decreases and vice versa. Apparently the deficit decreases 
with increasing AWC because with more water stored in the soil it is easier to satisfy 
the evapotranspiration demand. In the drier Wichita climate, both the deficit and run- 
off are sensitive to AWC. In this case, as the AWC increases, what little excess pre- 
cipitation there is can be absorbed by the soil; hence, runoff drops dramatically. That 
same water is now stored in the soil and goes to reduce the deficit. 

It is useful to examine the sensitivity of a model to its parameters. In this case 
there is only one parameter; in sophisticated hydrologic simulation models there can 
be dozens of parameters that need estimating. Knowing which parameters the model 
is most sensitive to is a way of prioritizing the collection of data. If a model is not 
sensitive to a certain parameter, then you shouldn’t waste limited time and resources 
collecting detailed information about that parameter. 

9.3 APPLICATIONS OF THE WATER BALANCE 

The water balance has been used for many types of environmental analyses. The 
deficit is an approximate measure of the irrigation water requirement so an average 
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Figure 9.6. Sensitivity analysis of 
the deficit and runoff to changes in 

8 the AWC parameter for Lexington. 
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Figure 9.7. Sensitivity analysis of 
the deficit and runoff to changes in 
the AWC parameter for Wichita. In 
the drier climate of Wichita both the 
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water balance indicates, on the average, when and how much irrigation water is re- 
quired. If a continuous water balance were calculated, then the annual deficit for 
each year could be ranked and analyzed using a frequency analysis as in Example 
4.5. You would then be able to estimate the probability of a getting deficit of a cer- 
tain magnitude in any given year. You could also do a frequency analysis for indi- 
vidual monthly deficits as was shown in Figure 3.5. In a very different application, 
the US Environmental Protection Agency (1978) modified the water balance for use 
in evaluating the potential for leachate production from landfills. The author used the 
water balance in an examination of the possible impacts from climate change 
(Thompson 1992). He used a stochastic weather simulator model to simulate chang- 
ing temperature and precipitation over a 50-year period. These variables were then 
used in a computer program of the water balance (Willmott 1977) to explore what 
might happen to runoff, the deficit, and soil moisture levels as temperature and pre- 
cipitation change. Figure 9.8 shows the simulated impact on runoff in central Mis- 
souri given a 2.5"C increase in temperature and a 10% increase in precipitation. 
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Figure 9.8. Simulated im- 
pact on snowmelt runoff in 
Missouri climate divisions 2 
(a) and 3 (b) from a hypo- 
thetical increase in tem- 
perature of 2.5"C and a 10% 
increase in precipitation 
over 50 years (after Thomp- 
son 1992). 

SUMMARY 

The water balance procedure brings together many of the components of the hydro- 
logic system into a single unified analysis. The procedure has minimal data require- 
ments which makes it easy to apply. Even though it is not a sophisticated process- 
based model of the hydrologic system, it is useful in its ability to evaluate the time- 
varying moisture regime at any location. The fact that it can be used either on an av- 
erage or continuous basis makes it applicable to a wide variety of environmental 
problems. One of the most important processes in the hydrologic system is runoff 
and stream flow. The water balance treats runoff only in a very generalized fashion. 
In Chapter 10 we examine runoff processes in more detail. 

PROBLEMS 

9.1 Calculate an average water balance using the climate data in Table 9.10. All data are in milli- 
meters. Calculate the AWC using the soil data in Table 9.11. Round AWC to the nearest 50 
millimeters for selecting the appropriate A WC table. 
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Graphing the water balance 
Use the following scheme and graph the components of the water balance. 
P..... blue (or solid) line 
Etp... . . red (or dashed) line 
Er.... green (or dotted) line 
Color the appropriate areas underbetween the lines using the following scheme. 
Water surplus region ..... green 
Water deficit region ..... red 
Soil moisture used ..... yellow 
Soil moisture recharge ... . . blue 

Table 9.10. Monthly evapotranspiration and precipitation data. 
_ _ ~  -~ ~~~ 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

26 32 45 56 71 84 88 82 75 63 43 28 ? 130 112 94 37 24 5 1 1 13 31 62 106 

Table 9.1 1. Available water capacity per unit depth for three soil horizons. 

Depth (inch) AWC (in in-') 

0- 10 0.15 
1 1-24 0.10 
25-36 0.09 



CHAPTER 10 

Basin morphometry and runoff 

Water at the Earth’s surface that neither infiltrates nor suffers evapotranspiration is 
destined to become surface runoff. The outline for this chapter is to first discuss 
some physical characteristics of the drainage basin that influence the magnitude and 
timing of runoff. Following this we examine the kinematic wave model for runoff, 
the timing of runoff from a basin, and basic runoff processes. Runoff is a continuum 
of water moving from the land surface into stream channels, and down the channels 
towards the basin outlet. Here we focus mainly on the land surface portion. Chapter 
11 treats runoff after it reaches the channel and becomes streamflow. It is within the 
realm of runoff generation and channel flow that the disciplines of hydrology and 
fluvial geomorphology merge. Fluvial geomorphologists concern themselves with 
how moving water shapes the surface of the Earth through erosion, transport and 
deposition, and, conversely, how the Earth’s surface modulates the flow of water. 
Some major water management issues surrounding runoff are flood hazard mitiga- 
tion, erosion and sediment control, and water quality degradation from nonpoint 
sources of pollution. Nonpoint pollution sources are spatially extensive sources such 
as farmlands, city streets or deposition from the atmosphere. Understanding runoff 
processes and how human activities alter those processes is integral to managing so- 
ciety’s vulnerability to flooding and water quality degradation. 

10.1 BASIN MOWHOMETRY 

Basin morphometry is the measurement and description of the geometric character- 
istics of the drainage basin. Some of the more readily observable characteristics in- 
clude stream channel length, basin area and slope. The purpose here is to introduce a 
few morphometric properties that are germane to a discussion of runoff and channel 
flow. 

10.1.1 Stream ordering 

A stream channel network is a hierarchical system of tributaries feeding the master 
stream, or trunk channel, that exits the basin at the outlet. The channel network de- 
velops over geologic time scales, evolving characteristics that allow for the efficient 
movement of water and sediment through the basin. Stream ordering was first pro- 
posed by Horton (1945). It is a systematic procedure for ranking and numbering 
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stream channels by their relative position in the channel network. There are different 
methods for assigning an order number U to a stream channel, but they all start by as- 
signing the lowest order to the smallest channels, and higher orders to the larger 
channels. The Strahler stream-ordering procedure (Strahler 1952) assigns the small- 
est initial tributaries an order of U = 1. When two channels of the same order join, the 
order of the channel segment below their junction is increased by one. For example, 
when two first-order tributaries meet they form a channel of order 2. When two sec- 
ond-order channels merge they form a 3rd-order segment and so on. Figure 10.1 
shows a stream network and the ordering of channel segments by Strahler’s method. 
With Strahler’s method the order of a channel segment does not change after a junc- 
tion with a segment of lower order. The bifurcation ratio R, is the ratio of the num- 
ber of streams of a given order Nu divided by the number of streams of the next 
higher order Nu+l: 

NU 

- Nu+l 
R -- (10.1) 

Bifurcation ratios typically range between 3.0 and 5.0, except where the underlying 
geologic structure exerts a distorting influence. Researchers have found consistent 
relationships between stream order and physical properties of the stream such as 
mean length, mean gradient and the number of channel segments of a given order. 
Some of these relationships have been referred to as ‘laws’, though they are not true 
physical laws, but just strong statistical relationships. Horton’s Law of stream num- 
bers states that the number of streams of a given order forms an inverse geometric 
sequence with order: 

N u  = Ri-” (10.2) 

where k is the order of the master stream (highest order) in the basin. Figure 10.2 is a 

Figure 10.1. A 
stream network and 
stream orders using 
the Strahler 

1 

1 
1 method. 

ldkl TL’’4 
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Figure 10.2. Bifurcation ratios for the streams in Figure 10.1 and the average bifurcation ratio for 
the basin. The number of streams of a given order U form and inverse geometric series with order. 

plot of the number of streams versus order from Figure 10.1 and shows the inverse 
geometric relationship. The average bifurcation ratio for the entire basin in Figure 
10.1 is 3.13 (Fig. 10.2). Stream ordering is scale dependent. The first-order streams 
are the smallest initial channels, that is those with no tributaries. But identifying first- 
order channels depends upon the scale of analysis. An acceptable working definition 
is that first-order streams are the initial blue-line channels identifiable on US Geo- 
logical Survey quadrangle maps at a scale of 1 :24,000. However, smaller channels 
not shown on the quadrangle maps can be identified in the field. 

10.1.2 Stream length 

Stream length is measured on a map using a chartometer. When estimating the length 
of a particular channel segment it is advisable to make a series of repeated measure- 
ments and calculate an average length. Horton found that siream lengths produced a 
direct geometric sequence with order - as order increases average stream length in- 
creases geometrically. This is Horton’s Law of stream lengths. 

Various measurements of stream length and basin length are important in the 
analysis of runoff and streamflow. The length of the watershed L, is the maximum 
length along the main stream from the outlet (or gage) to the most distant ridge on 
the drainage divide. When measuring this distance on a topographic map the main 
channel is unambiguous near the mouth, but in the upper reaches of the basin a 
choice will likely have to be made as to which channel best represents the main 
channel. The choice will usually be between following the path that produces the 
longest total distance to the divide, or the path that is most directly in line with the 
downstream segment of next higher order. Another measure of stream length used in 
hydrograph analysis is the length along the main channel to a point nearest the cen- 
troid of the basin L,. The centroid of the basin is the center of gravity of the basin 
when projected horizontally. Both of these measures are used in Chapter 11 in the 
development of synthetic unit hydrographs. 

The total accumulated length of stream channels L, is the sum of the lengths of all 
channel segments of all orders in the basin. L, is used to calculate drainage density 
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D, the total accumulated length of all channel segments in a basin divided by the ba- 
sin area (A): 

(10.3) 

All measurements in Equation (10.3) should be in the same units, e.g. miles per 
square mile. The dimensions of D are (L-'). Measurements of drainage density in the 
United States range from values as low as 3 to 4 mi mi2, to values as high as 1000 to 
1300 mi mi2 depending upon the climate and geology of the area (Schumm 1956). A 
way to think of drainage density is as a measure of the closeness of spacing of stream 
channels, which approximates the distance water must travel before reaching a 
stream channel. Water flowing over the ground surface as a nonchannelized, discon- 
tinuous sheet of water is called overland flow or sheetflow. Overland flow velocities 
range from tens to hundreds of meters per hour, with depths of flow between 1 and 
10 111111. The length of the overland flow path can be an important control on the 
timing of runoff from a basin. Overland flow is normally the only source of water to 
first-order streams, and provides water to higher-order streams from interbasin areas. 
Figure 10.3 shows four first-order streams and their drainage areas. The interbasin 
areas between the first-order basins do not drain to the first-order streams but into the 
second-order stream. 

Horton defined the length of overlandflow Lg as the length of the flow path, pro- 
jected to the horizontal, of nonchannel flow from a point on the drainage divide to a 
point on the adjacent stream channel (quoted in Strahler 1964). Since there are an in- 
finite number of such point pairs, it is reasonable to compute an average length of 
overland flow zg from a sample of such paired measurements. There is, however, a 
maximum length of overland flow in any basin. Since zg is roughly half the distance 
between channels, an approximate value for zg is: 

- 1  
Lg =:E 

Firs t-ord er stream mn Fd/basin area 

( 10.4) 

v--- areas 
Figure 10.3. Interbasin areas between 
first-order stream basins (Al). The inter- 
basin areas drain directly to the second- 
order stream. 
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10.1.3 Basin area 

Just as with stream channels there is a hierarchy for basin areas that contribute runoff 
to channels of different orders. A basin area of order A, is the area contributing run- 
off to a stream of order U. A first-order drainage basin A, supplies runoff to a first- 
order stream segment (Fig. 10.3). The area of all the A, basins, plus any interbasin 
areas, constitute the area of the second-order basins A,, and so on. The accumulated 
areas of all sub-basins of all orders is the total area of the basin A. Just as with stream 
numbers and stream lengths, Schumm (1956) proposed a Law of basin areas. The 
law states that average basin area forms a direct geometric sequence with basin order. 

Strahler ( 1964) suggested that first-order streams and their contributing first-order 
basin areas are the 'unit cell', or building block of any watershed. Presumably runoff 
generation was one of the processes he had in mind in this construction of the basin. 
While this is reasonable conceptually, most physically-based simulation models take 
a more spatially abstract approach to modeling runoff generation. Physically-based 
simulation models usually define a fundamental runoff unit, but this spatial unit does 
not necessarily correspond to the area1 dimensions of a first-order basin. Recent ap- 
proaches to runoff modeling incorporate the idea of a representative elementary area 
(REA) for runoff generation (Wood et al. 1988). These areas are also called hydro- 
logic response units (HRU) (Stuebe & Johnson 1990). The REA (HRU) is an area of 
a watershed within which physical conditions controlling runoff generation are spa- 
tially uniform. The REAs are the fundamental building block for catchment model- 
ing (Sasowsky & Gardner 1991), but they may not, and probably do not, correspond 
to first-order basins. 

Basin area is directly related to runoff volume. A plot of annual average discharge 
versus drainage area is shown in Figure 10.4 for the Potomac River basin. The rela- 
tionship is exponential and can be described by an equation of the form: 

- 
Q=kA" (10.5) 

Figure 10.4. Regression relationship of average discharge to basin area for streams in the Potomac 
River basin (redrawn from Hack 1957). 
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where 3 is average annual discharge, A is basin area, and k and n are empirically de- 
rived by fitting a regression line to the data. 

Stream lengths and basin areas are functionally related to one another. From ge- 
ometry the relationship should be a power function, since streams have length di- 
mension (L) and basin area has dimension (L2). We might expect stream length to be 
related as the square root of basin area, L, = Hack (1957) plotted length versus 
area for basins in Virginia and Maryland and developed the equation: 

L, = 1.4A0.6 ( 10.6) 

where L, is the length of the main channel in miles, and A is basin area in square 
miles. The power function relationship was confirmed, but the fact that the exponent 
is 0.4 and not 0.5 indicates that basins become longer and narrower as they increase 
in size. 

10.1.4 Basin relief and slope 

The last group of morphometric properties affecting runoff are those describing ver- 
tical differences within a basin. Maximum basin relief Hm is the difference in eleva- 
tion between the highest point on the basin perimeter and the basin mouth. If there 
are a few extreme peaks along the perimeter this may not be the most representative 
measure of basin relief. In this case a mean perimeter elevation may be more appro- 
priate, and could be used to calculate a measure of mean basin relief. Other measures 
of basin relief have been proposed, with some specifying the direction for measure- 
ment, such as along the longest dimension of the basin parallel to the principle drain- 
age line (e.g. Schumm 1956). 

Relief is a measure of the potential energy in a basin due to the difference in ele- 
vation ($2). Combining relief with the distance (dx)  over which elevation changes 
gives ground surface slope or gradient: 

(10.7) 

where slope (So) has the dimension (LL-') or (1). The minus sign makes slope a posi- 
tive number since elevation decreases with increasing distance downstream. Water 
moves down hill in response to the force of gravity, so the timing of runoff is in- 
versely related to the slope - steeper slopes produce higher water velocities and 
shorter travel times. Other factors being equal, basins with steep slopes have shorter 
runoff response times than basins with gentler slopes. There may also be a direct re- 
lationship between the volume of surface runoff and slope. Steeper slopes shed water 
faster and so there is less time for infiltration and more surface runoff is generated. 

A longitudinal profile is a plot of stream elevation with distance along the stream 
(Fig. 10.5). It is necessary to exaggerate the vertical scale of the plot for higher-order 
streams. Longitudinal profiles have a general concave-skyward appearance. The 
stream gradient in the headwaters is steeper than the gradient towards the mouth. The 
cause(s) of upward concavity is not completely understood though it is thought to be 
related to the downstream changes in discharge and the caliber (size) of the sediment 
load. A longitudinal profile is not going to be a smooth continuous change in eleva- 
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tion with distance as shown in Figure 10.5. Abrupt changes in gradient occur at 
stream junctions, knickpoints, and waterfalls. At stream junctions significant addi- 
tions in discharge andor sediment load occur. The stream adjusts to the new condi- 
tions by adjusting its gradient. It is common for gradient to decrease below a major 
junction and remain fairly uniform through the reach until the next major junction 
where it may decrease again. In hydrologic simulation models slope may be defined 
for individual subbasins and for individual reaches along the channel. The terms 
slope and gradient have so far been used without distinguishing between the slope of 
the water surface and the slope of the stream bed. At the basin scale differences be- 
tween the two are trivial and can be ignored. At smaller scales, and especially when 
analyzing the hydraulics of open channel flow, the differences must be considered. 
The slope of the water surface can be greater than or less than the slope of the bed. 
The difference is important in detailed studies of the dynamics of open channel flow. 

The sine, cosine and tangent functions are defined from geometry with reference 
to a right triangle as shown in Figure 10.6. In Figure 10.6 the slope is equal to the 
tangent of the angle 0: 

z 
X 

tan 8 = - = So 

The sine of angle 0 is: 

z 
sine = - 

K 

Longitudinal profile 

Head of stream 

Distance 

(10.8) 

(1 0.9) 

Figure 10.5. A generalized longitudi- 
nal profile of a stream. Channel slope 
(gradient) decreases from head to 
mouth. 

tan 9 = UX 
sin 9 = UK 
COS e = WK 

Figure 10.6. A right triangle showing the definition of sine, cosine 
and tangent. 

z~ X 
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Sine is used in the derivation of many basic flow equations because the fundamental 
force causing water to flow is the weight density (y) of the water times the sine of the 
slope angle (8). For very small values of 8, sin 8 = tan 8, and it is common to 
substitute So for sin 8 in flow equations. 

10.2 RUNOFF KINEMATICS 

In physics kinematics is that part of mechanics that describes motion, while dynamics 
explains motion. Here we describe overland flow and channel flow by focusing on 
the kinematic wave model of runoff. A kinematic wave is a wave caused by an 
accumulation of water due to lateral inflows. With a kinematic wave there is no 
acceleration of the water. Zero acceleration means that the gravitational (driving) 
force equals the resisting forces due to friction from the bed and banks and within the 
water itself. The net force acting on the water is thus zero and a kinematic wave can 
be described using only a continuity equation and an equation of motion. 

10.2.1 Continuity 

On a hillslope lateral inflow is the excess precipitation (i,) which accumulates down- 
slope (Fig. 10.7). Excess precipitation is the difference between precipitation inten- 
sity at the surface (i)  and infiltration (f ), i, = ( i  - f ). The situation depicted in Figure 
10.7 assumes it has been raining long enough so that all flows are steady. Overland 
flow per unit width of channel qo is: 

q , = W = ( i -  f )Locose  

where velocity (V) is measured parallel to the bed 
dicular to the bed. 

The continuity equation governing the overland 

where is the change in depth with time and 

( 1 0.1 0) 

and depth (Y) is measured perpen- 

flow kinematic wave is: 

(10.11) 

dq, /ax is the change in discharge 
with distance. In words this equation says excess precipitation results in either a 
change in depth with time, a change in discharge downslope, or both. For instance, 
on a horizonal surface aqhx = 0 and all of the excess precipitation would be ac- 
counted for as an increase in water depth with time. 

Along a stream channel the lateral inflows are the spatially distributed sheet flows 
accumulating down the reach (Fig. 10.8). The basic kinematic wave equation for 
open channel flow is identical in form to Equation (10.1 1): 

aA aQ q =I-+- 

* at ax (10.12) 

where qo is lateral inflow per unit length of channel, A is the cross-sectional area of 
the channel, and Q is discharge within the channel. 
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Figure 10.7. Steady flow on a uniform 
plane under rainfall (after Chow et al. 
1988, used by permission). 

Figure 10.8. A cartoon representation of 
distributed lateral overland flows enter- 
ing a channel. 

10.2.2 Motion: Luminar versus turbulent flow 

Flowing water is classified as laminar, transitional or turbulent. The classification is 
based on threshold values of the Reynold’s number R. The Reynold’s number is pro- 
portional the ratio of the turbulent forces in the water to the viscous forces. Turbu- 
lent forces are inertial forces due to swirling eddies in the flow. Viscous forces are 
created by the internal friction between water molecules and depends upon the wa- 
ter’s temperature. Laminar flow can only occur at very low velocities and is charac- 
terized by water molecules movinglsliding in straight streamlines, essentially as lay- 
ers, or ‘laminae’, with little or no vertical mixing. In turbulent flow water moves 
downstream in chaotic swirls, with turbulent eddies mixing the water vertically and 
laterally. Turbulent mixing diffuses momentum into the stream bed, so turbulence 
acts like a frictional force retarding the flow. Most open-channel flow is turbulent, 
and laminar flow, if it occurs at all, is confined to a very thin layer immediately 
above the stream bed. (Most groundwater flow through porous media is laminar, 
though it can be turbulent near a pumped well, and in large solution channels and 
fractures associated with secondary porosity.) The Reynold’ s number is calculated 
as: 

_ _  
Y V  R=-- 
v 

(10.13) 
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where r is the average depth, v is the average velocity and v is the kinematic vis- 
cosity (see Table Al). Flow is laminar for R < 500 and turbulent for R > 2000. For 
500 < R < 2000 the flow is transitional between laminar and turbulent. 

Overland flow is somewhat unique. It is often laminar because the velocities are 
low, but it differs from open channel flow in that flow obstructions (rocks, twigs, 
vegetation etc.) are large relative to the depth of flow, which is usually less than 1 
cm. Even the impact of raindrops can cause significant turbulence in overland flow. 
Overland flow is sometimes called mixed flow because of these special conditions 
(Dingman 1984). 

Different equations are used to calculate water velocity for overland flow and 
channel flow depending upon whether the flow is laminar or turbulent. Laminar 
overland flow moves considerably faster than turbulent overland flow because of the 
retarding effect of turbulence. For uniform larninar flow the average velocity is given 
by: 

( 1 0.1 4) 

where g is the acceleration of gravity (9.81 m s - ~  or 32.2 ft s-* ). The term (gS,) rep- 
resents the downstream driving force, while Y2/3v is the 'conductivity' of the chan- 
nel. For uniform turbulent flow the average velocity is based on Manning's equation 
for open channel flow (see Eq. 2.2): 

- 2 y 2 1 3  
V =  

n 
(10.15) 

where n is Manning's roughness coefficient for overland flow (Table lO.l), U = 1.49 
if units are in feet, and U = 1.0 for units in meters. The modification of Manning's 

Table 10.1. Values of Manning's n for overland flow (source: Engman 1986, SCS 1986). 

Land surface n Range 

Concrete or asphalt 
Bare sand 
Craveled surface 
Bare clay-loam (eroded) 
Range land 
Bluegrass sod 
Short-grass prairie 
Bermuda grass 
Fallow (no residue) 
Cultivated soils: 
- Residue cover c 20% 
- Residue cover > 20% 
Dense grasses 
Woods: 
- Light underbrush 
- Dense underbrush 

0.01 1 
0.01 
0.02 
0.02 
0.13 
0.45 
0.15 
0.4 1 
0.05 

0.06" 
0.17" 
0.24" 

0.40* 
0.80" 

0.01 -0.13 
0.01 -0.0 16 
0.012-0.03 
0.012-0.03 
0.01-0.32 
0.39-0.63 
0.10-0.20 
0.30-0.48 

*From the SCS (1986), but some are based on values computed by Engman (1986). 
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R = A / P  

Figure 10.9. The hydraulic radius R is the 
cross-sectional area A divided by the wetted pe- 

X-J 
P rimeter P .  

equation for overland flow is the use of the average depth (U) instead of the hydrau- 
lic radius (R). The hydraulic radius is the cross-sectional area of a channel divided by 
the wetted perimeter (R  = ALP) (Fig. 10.9). As a channel becomes wider and shal- 
lower, R approaches the average depth, and for wide, shallow sheet flows there is 
virtually no difference between the two measures. 

In using Equation (10.14) or Equation (10.15) depth must be known. Depth can be 
determined by combining the continuity equation for flow per unit width (Eq. 10.10) 
with either Equation (10.14) for laminar or Equation (10.15) for turbulent flow. For 
the laminar case, substitute Equation (10.14) for V in Equation (10.10) to get: 

Y = (i  - f ) ~ ,  cos9 gsoy2  
3v 

which is solved for Y as: r y=I ((i - f ) L o  cos9 3v 

gS0 

(10.16) 

(10.17) 

This equation slightly underestimates depth if it is raining, because the raindrop im- 
pacts increase the frictional resistance in the flow, which slows the water down, and 
which means the water must actually be deeper to have the qo given by Equation 

Combining the turbulent overland flow equation (Eq. 10.15) with the continuity 
(10.10.). 

equation (Eq. 10.10) gives the depth of turbulent overland flow as: 

(i - f ) ~ ,  cos en 
(10.18) 

Example 10.1 
Rain is falling at a rate of 2 in hr-' on an impermeable concrete driveway. The driveway is 50 ft 
long, has a slope of 3%, a roughness of n = 0.012, and the water temperature is 50°F. Find qo, 
average velocit , and flow depth assuming laminar conditions. First convert the rainfall intensity 
(i ) from in hr-'to ft s-1. 

i = 2 in hr-I = 4.63 x 10-5 ft s-l 

f = O  

From equation (10.10): 
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qo = (4.63 x 10-5 ft s-') (50 ft) (0.999) = 0.0023 ft3 s-l per ft 

For the laminar case Equation (10.17) gives Y as: 

1/3 

(4.63 x 10-5 ft s-I ) (50 ft) (0.999) 3 (1.409 x 10-5 ft s-' ) 

32.2 ft s - ~  0.03 

Y = 0.0047 ft = 0.056 inches 

Laminar flow velocity can be found either from Equation (10.14), or simply as: 

v =  qo/ Y = 0.49 ft s-1 

As mentioned above the depth is likely to be underestimated by this method because it neglects 
the frictional resistance from the impact of the rain drops. A somewhat more complex method 
for calculating Y that considers frictional resistance gives depth as Y = 0.0063 ft = 0.076 inches 
(see Chow et al. 1988 pp. 158-159). 

A widely accepted compromise for calculating the average velocity of mixed 
overland flow is to simply use Manning's equation with a coefficient of 1.0 on the 
average depth term: 

(10.19) 

A kinematic wave actually moves faster than the water itself. The term for the 
velocity of a wave relative to the velocity of the water is wave celerity. Theoretically, 
for water flowing in a wide rectangular channel the velocity of a kinematic wave (V,> 
is 1.67 times the velocity of the water (V) itself. For different channel geometries the 
celerity is different, but is always greater than one unless significant overbank flow 
occurs (Dingman 1984). 

10.3 TIMING OF RUNOFF 

A critical variable in the analysis of runoff is the travel time of the water through the 
basin. This is especially true for urban-basin hydrology. The time it takes water to 
traverse a given distance depends upon the water's velocity: 

Distance ( L )  

Velocity (LT-' ) Time ( T )  = ( 10.20) 

10.3.1 Time of concentration 

The time of concentration tc is often defined as the time it takes a parcel of water to 
flow from the hydrologically most distant part of the basin to the point of interest. A 
more sophisticated analysis reveals that tc is not the time it takes a parcel of water to 
move through the basin, but rather the time it takes a kinematic wave to move from 
the hydrologically most remote part of the basin to the point of interest. 
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There are various ways to estimate t,. Kirpich (1940) developed a simple empiri- 
cal formula for t, using data from small agricultural watersheds: 

r 1.15 
LW 

7700HE38 
t ,  = (10.2 1) 

where t, is in hours, Lw and H,,, were defined previously and are measured in feet. 
Components of Hm related to waterfalls should be excluded, and it has been sug- 
gested that for overland flow across concrete or asphalt t, be multiplied by 0.40. 

A components-based approach to calculating t, recognizes that t, is equal to the 
sum of the travel times of the various flow components (Fig. 10.10). The overland 
flow travel time tof is the time from the commencement of overland flow until the 
water (kinematic wave) reaches the channel. Water moving through the ith channel 
segment has a travel time ti . The t, for the basin is the sum of the travel times of the 
individual components: 

t ,  = t + t ,  + t2 +...+ t,-l + t ,  ( 10.22) 
of 

where the subscripts refer to the travel time through the ith channel segment and n is 
the number of segments. A third type of flow called shallow concentratedflow is 
sometimes identified for urban runoff situations. Shallow concentrated flow is tran- 
sitional between overland flow and open-channel flow. The existence of different 
flow types should be confirmed by field inspection. 

10.3.2 Overland flow travel time 

An easy way to estimate tofis by use of a diagram such as Figure 10.1 1. Figure 10.1 1 
is a simplification of a more comprehensive diagram found in Dunne & Leopold 
(1978, p. 303) based on data from Rantz (1971). Travel time is a function of three 
variables: overland flow length Lo, the rational runoff coefficient C, and land surface 
slope So in percent. As an example, with a flow length of 200 ft, a slope of 0.5% and 
a runoff coefficient of 0.4, Figure 10.11 gives tof =: 22.5 min. This represents and av- 
erage flow velocity of 0.148 ft s-l (4.5 cm s-I). The rational runoff coefficient C is: 

Runoff rate 
Rainfall rate 

C =  ( 10.23) 

Figure 10.10. Individual component travel times for 
water flowing through a basin. The sum of the travel 
times for each component gives the time of concentra- 
tion tc for the basin. 
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The runoff coefficient incorporates all catchment losses and has been determined for 
different land uses (Table 10.2). The values of C in Table 10.2 are for rainfall recur- 
rence intervals of 5 to 10 years. For greater return periods C values should be in- 
creased (see Rantz 1971), which results in the overland flow travel time decreasing 
with more intense rainfall. 

The basic equation for overland flow travel time using the kinematic wave for- 
mula is: 

( 10.24) 

0 '  I 

300 feet 

0 

Figure 10.11. Overland flow travel time as a function of flow length (ft), slope (%) and the rational 
runoff coefficient (source: Modified from Dunne & Leopold 1978, data originally from Rantz 
1971). 

Table 10.2. Values of the rational runoff coefficient C for recurrence intervals of 5-10 years 
(source: Viessman & Welty 1985, Dunne & Leopold 1978). 

Urban areas Rural areas 
Land use C Land use C 

Business: 
- Downtown areas 
- Neighborhood areas 
Residential: 
- Single family 
- Multiunits, detached 
- Multiunits, attached 
Residential (suburban) 
Apartment dwelling areas 
Industrial: 
- Light areas 
- Heavy areas 

0.70-0.95 
0.50-0.70 

0.30-0.50 
0.40-0.60 
0.60-0.75 
0.25-0.40 
0.50-0.70 

0.50-0.80 
0.60-0.90 

Sandy and gravelly soils: 
- Cultivated 0.40 
- Pasture 0.35 
-Woodland 0.30 
Heavy clay soils or shallow 
soils over bedrock: 
- Cultivated 0.50 
- Pasture 0.45 
-Woodland 0.40 
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Table 10.2. Continued. 
~~ ~~ 

Urban areas Rural areas 
Land use C Land use C 

Parks, cemeteries 
Playgrounds 
Railroad yards 
Unimproved areas 
Streets: 
- Asphalt 
- Concrete 

Drives and walks 
Roofs 
Lawns, sand soil: 
- Flat, 2 % 
- Average, 2-7% 
- Steep, 7% 
Lawns, heavy soil: 
- Flat, 2% 
- Average, 2-7% 
- Steep, 7% 

- Brick 

0.10-0.25 
0.20-0.35 
0.20-0.40 
0.10-0.30 

0.70-0.95 
0.80-0.95 
0.70-0.85 
0.75-0.85 
0.75-0.95 

0.05-0.10 
0.10-0.15 
0.15-0.20 

0.13-0.17 
0.18-0.22 
0.25-0.35 

where tofis in seconds, and all units must be consistent, e.g. if Lo is in feet then rain- 
fall is in ft s-l. The values of m and a depend on whether the flow is laminar or tur- 
bulent. For laminar flow m =  3 and a =  (gS0/3v); for turbulent flow m =  5/3 and 
a = (uS;.'/n). Use of Equation (10.24) is straightforward if rainfall excess i, is 
known. In Chapter 11 we encounter a situation where rainfall intensity is not known 
a priori. Equation (10.23) can still be used but it must be solved iteratively. 

The SCS (1986) developed a similar kinematic-flow-based equation for tof simpli- 
fied for use with their generalized precipitation intensity curves (Fig. 4.1 1). For flow 
lengths less than 300 ft the SCS equation is: 

0.007 (L, n)o'8 

(P, )0.5 s,Oe4 tof = (10.25) 

where tofis overland flow travel time in hours, P ,  is the 2-year, 24-hour rainfall in 
inches (Fig. 4.19), and L, is measured in feet. 

Example 10.2 
This example calculates overland flow travel time tof three different ways: 

1. Using Figure 10.1 1, 
2. Using Equation (10.24), and 
3. Using Equation (10.25). 

Location: The Texas-New Mexico border. 
Surface: concrete 
Overland flow length: 150 ft 
Slope: 0.015 
i, = 3 in hr-' 
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1. tof using Figure 10.1 1 
C = 0.90 (Table 10.2) 
L,= 150 ft 
So = 0.015 = 1.5% 
From the graph of L, = 100, tof = 3.75 min. 
From the graph of L, = 200, tof = 5.0 min. 
Using an average of these two values gives tof= (3.75 + 5.0) / 2 = 4.38 min. 

U, = 1.49 
n = 0.012 (Table 10.2) 
i, = 3 in hr-I = 0.0000694 ft s-l 

2. tof from Equation (10.24) assuming turbulent flow: 

= 182sec. 
[150(0.0 1 2)]0‘6 

1.49 o.6 (0.0000694°.4 ) 0.0 15 0.3 
tof = 

tof = 3.03 min. 

P2,100 = 2.5 inches (Fig. 4.20) 
3. tof using Equation (10.25) 

= 0.038hours 

tnf= 2.28 min. 

10.3.3 Channel travel time 

Travel time for water flowing in an open channel can be calculated using Manning’s 
equation and substituting into Equation (10.20) with the ‘length of the channel seg- 
ment. Manning’s n for channel flow in are given in Table 10.3 and are different from 
Manning’s n for overland flow (Table 10.1). The overland flow n values are larger 
than the open channel values because obstructions are so much larger relative to the 
flow depth, resulting in greater relative roughness and friction. The total travel time 
for open-channel flow is the sum of the travel times through the individual segments 
(Eq. 10.22). Recognize that this is only an approximation of the channel travel time, 
because as noted earlier a kinematic wave usually travels faster than the average 
water velocity. The true travel time t j  for the ith channel segment is between: 

Table 10.3. Values of Manning’s n for open-channel flow (source: Chow 1959, US Dept. of Trans- 
portation 196 1). 

Channel type n 
~ ~~ 

Streams on plains: 
- Clean, straight, no riffles or pools 
- Clean, winding, some pools and shoals 
- Clean, winding, some stones and weeds 
- Sluggish reaches, weedy, deep pools 
-Very weedy, deep pools, heavy underbrush 

~~~~~~ ~~ 

0.025-0.033 
0.033-0.045 
0.035-0.050 
0.050-0.080 
0.075-0.150 
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Table 10.3. Continued. 

Channel type n 

Mountain streams: 
- No vegetation in channel, steep banks vegetation 

along bank submerged at high stage: 
- Bottom: gravels, cobbles and few boulders 
- Bottom: cobbles with large boulders 

Floodplains: 
- Short-grass pasture 
- Tall-grass pasture 
Cultivated areas: 
- Fallow 
- Manured row crops 
- Manured field crops 
Brush: 
- Scattered brush with weeds 
- Light brush and tress 
- Medium to dense brush 
Trees: 
- Dense willows 
- Heavy stand of timber 
Concrete pipe 
Concrete lined channel 

0.030-0.050 
0.040-0.070 

0.025-0.035 
0.030-0.050 

0.020-0.040 
0.025-0.045 
0.030-0.050 

0.035-0.070 
0.035-0.080 
0.045-0.160 

0.1 10-0.120 
0.080-0.120 
0.01 1-0.013 
0.0 13-0.022 

(10.26) 

where Lj is the length of the ith channel segment. The value of m depends on channel 
geometry. For wide rectangular channels rn = 5/3. For square and triangular channels 
m = 4/3 (COE 1987). 

10.4 RUNOFF PROCESSES 

Runoff generation can be fairly simple or quite complex. The simplest case is runoff 
from an impermeable surface like a concrete driveway. There is virtually no infiltra- 
tion and after depression storage is filled runoff commences. Runoff generation from 
natural areas is much more complex involving interactions between topography, 
depth to groundwater, precipitation duration and intensity, and infiltration character- 
istics modulated by soil and vegetation. Two basic types of runoff generation are 
hortonian overland flow and saturation overland flow. 

10.4.1 Hortonian overland flow 

The discussion of runoff throughout the chapter has implicitly emphasized overland 
flow generated by precipitation exceeding infiltration (i > f ). This type of runoff is 
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called hortonian overland flow, named for Robert Horton who first described the 
phenomena. Hortonian overland flow commences at the ponding time and after de- 
pression storage is satisfied (Fig. 7.10). During a storm rainfall intensity increases 
and decreases with individual bursts of precipitation. Consequently hortonian flow 
may commence, then cease, and begin again. Under steady-state conditions the 
amount of basin area contributing surface runoff to the channel (a,  ) is: 

Stream discharge (L'T-')  

Rainfall intensity (LT-' ) a, (L2)= ( 10.27) 

The capacity for depression storage depends upon the physical characteristics of the 
surface and land use. Depression storage may range anywhere from 1 to 50 mm of 
precipitation. The lower values are associated with smoother urban surfaces like 
streets and parking lots. Plowed farm fields can have very large surface storage ca- 
pacities. Table 10.4 gives some estimates for depression storage for different land 
surfaces. In the absence of better data, Kidd (1978) gives the following empirical 
equation for estimating depression storage in urbanized areas with large proportions 
of impervious area: 

(10.28) -0.49 D, = 0.0303S0 

where Dp is depression storage in inches and slope is in percent. 
Hortonian overland flow is generated from areas of thin or clayey soils, areas de- 

void of vegetation, areas subject to high rainfall intensities, urban areas and areas 
where soil compaction has reduced infiltration capacity such as construction sites 
and dirt roads. Hortonian overland flow is unlikely to occur from undisturbed forest 
or pasture lands because of their high infiltration capacities (Chapter 7). The smaller 
the basin the more homogeneous the physical characteristics are likely to be. If those 
characteristics promote hortonian overland flow, it may be possible for overland flow 
to commence over the entire basin at the same time. As the size of the watershed in- 
creases it becomes more heterogeneous and hortonian overland flow might be gener- 
ated from some areas but not from others. Hortonian overland flow generated from 
only limited parts of the watershed has been called the partial area concept for run- 
off generation by Betson (1964). 

Table 10.4. Typical depression and detention storage for various land surfaces (source: Sheaffer et al. 
1982). 

Land surface 

Impervious: 
- Large paved areas 1.3-3.8 2.5 
- Roofs, flat 2.5-7.5 2.5 

Pervious 

-Wooded areas and open fields 

- Roofs, Sloped 1.2-2.5 1.2 

- Lawn grass 2.0- 12.5 7.5 
5.0- 15.0 Determine by field inspection 
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10.4.2 Saturation overland flow 

In areas with deep soils and high infiltration rates it is still possible to generate sur- 
face runoff by a totally different mechanism. Figure 10.12a is a cartoon of a hillslope 
in cross-section from the surface down to groundwater. The water table is closest to 
the surface at the foot of the slope and in the valley adjacent to the channel. Figure 
10.12a shows the situation before the rain begins. In Figure 10.12b it has been rain- 
ing for some time, and infiltration and percolation are recharging the groundwater 
where it is closest to the surface. This causes the water table to rise and intersect the 
land surface. Direct rainfall on this saturated ground becomes surface runoff. In ad- 
dition, groundwater exfiltrating at the surface becomes surface runoff. Direct pre- 
cipitation on saturated ground and exfiltration of groundwater combine to generate 
saturation overland flow. With this runoff process rainfall intensity need not exceed 
the infiltration capacity. Infiltration and percolation raise the water table and the soil 
is saturated from below. With time through the storm the water table intersects the 
land surface higher and higher upslope, thus the saturated area expands and more and 
more area contributes runoff (Fig. 10.13). Saturation overland flow is generated 
mainly near the foot of concave slopes, in low-lying swales between hills and from 
the areas immediately adjacent to stream channels. These areas usually have the wa- 
ter table nearest to the surface and generally have higher soil moisture levels than ar- 
eas upslope. The fraction of the basin generating saturation overland flow may fluc- 
tuate between 5 and 30%. In the upslope regions it is possible to have significant 
amounts of interflow through the soil and upper vadose zone. Interflow occurs on 
fairly steep slopes with deep, permeable soils. The velocities for interflow are on the 
order of 1 to 10 m d-l, which is in the realm of groundwater velocities. This subsur- 
face stormflow may or may not contribute to downstream flooding depending upon 
travel time to the channel. 

Water table *' 

Direct precipitation on saturated 
ground genemting SOF. 

Rising water teble intersects the 
land surface generating SOF as 
return now. 

Figure 10.12. Cross-section through a hillslope from the surface to groundwater. a) Conditions 
before the storm, and b) Conditions some time during the storm. The water table has risen to 
intersect the surface at the foot of the slope. Direct precipitation on the saturated ground and 
exfiltration of groundwater combine to create saturation overland flow (SOF). 
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Figures 10.13. Planimetric views of how the saturated area expands during a storm. a) At the be- 
ginning of the storm showing the saturated ground restricted to limited areas near the channel, and 
b) Later in the storm, the rising water table intersects the land surface further upslope, expanding 
the saturated area away from the channel and up the basin. 

This complex model of runoff generation including saturation overland flow gen- 
erated from variable-size areas subject to saturation from below, interflow on convex 
hillslopes with deep, permeable soils, and hortonian overland flow from restricted 
areas with limited infiltration capacity is termed the variable source concept (Hew- 
lett & Hibbert 1967). 

In a recent study of hillslope runoff generation McDonnell et al. (1996) examined 
the volume and peak runoff from a hillslope in relation to both the surface and the 
subsurface bedrock topography. Their field site was a single hillslope in the Panola 
Mountian research watershed in Georgia. They were trying to determine the degree 
to which hillslope runoff is controlled by surface andor subsurface topgraphy. They 
computed a surface and subsurface hillslope index In (altan b) for points across the 
slope, where a is the upslope contributing area to a point, and tan b is the local slope 
angle (Bevens & Kirkby 1979). The pattern of the hillslope index indicates the pro- 
pensity for a point on the slope to become saturated. They found that both volume 
and peak flows correlated much more strongly with subsurface flow paths (subsur- 
face index pattern) than with the surface flow paths. They concluded that, ‘these data 
provide compelling evidence that the bedrock surface controls downslope water 
movement at the hillslope scale’. 

10.4.3 Human activities affecting runoff 

Human activities can have a direct impact on the volume and timing of surface run- 
off. Changing land use from forest to crops or from natural surfaces to impermeable 
urban land uses reduces infiltration and increases runoff volume. In many cases 
transformed land surfaces may be hydraulically more efficient and the velocity of 
flow increases as well. The increased volume and velocity causes increased peak dis- 
charges downstream. The installation of gutters and storm sewers can change the 
timing of runoff as well. Travel times may increase where drainage structures convey 
water parallel to the elevation contours. Travel times decrease when these structures 
convey water downslope perpendicular to the contours. Many local governments 
have adopted ordinances requiring runoff detention or retention facilities in conjunc- 
tion with land development. The objective is to control the increase in runoff so that 
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post development runoff is not significantly different than the predevelopment con- 
ditions. Some communities have even tried economic incentives to reduce surface 
runoff. The City of Boulder, Colorado taxes every parcel of land in the city accord- 
ing to the proportion of impermeable surface. Monies from the tax are used to im- 
prove the storm drainage system. Property owners can reduce their tax by either re- 
ducing the amount of impermeable surface or by providing on-site detention storage 
(Thompson 1982). 

In agricultural areas various soil and water conservation methods are used to slow 
surface runoff and promote infiltration. Contour plowing, hillslope terraces, strip 
cropping and no-till and minimum-till cultivation are effective at reducing runoff and 
soil erosion, and encouraging infiltration and the deposition of sediment carried from 
upslope areas. While these practices are effective for soil and water conservation 
they are not as effective at reducing chemical pollutants carried along in the water. 

SUMMARY 

This chapter introduced aspects of drainage basin morphometry and their relationship 
to runoff. Surface runoff can be a fairly simple and straightforward process, as in the 
case of hortonian overland flow, or complex when soil, topography and groundwater 
combine to generate saturated overland flow. Surface runoff flows into stream chan- 
nels and may result in flooding. Analysis of flood flows is a major field in hydrology 
and of great practical interest in water management. This is the topic of Chapter 11. 

PROBLEMS 

10.1 Use the figure below and calculate the average bifurcation ratio and plot your results. 

10.2 Calculate equilibrium overland flow qo (ft2s-' per foot), the average velocity (ft s-'), and the 
overland flow depth (feet) for both laminar and turbulent overland flow conditions. 
- Surface: short grass prairie 
- Rainfall intensity (i) = 3 in h r l  
- Infiltration (f = I. 1 in hr-l 
- Slope (So) = 5% 
- Slope length (L,) = 120 ft 
-Water temperature = 59°F 



CHAPTER 11 

Streamflow and floods 

In the watershed system the channel network serves as the pathway for outputs from 
the basin (Fig. 11.1). When precipitation input to a basin exceeds output, storage in- 
creases and runoff is generated. Runoff from hillslopes flows into channels causing 
stream discharge Q to increase. This can result in flooding when the discharge ex- 
ceeds the capacity of the channel in a particular reach. Along steep mountain 
streams, desert arroyos, and in small basins given to hortonian overland flow, the rise 
in discharge can be extremely rapid leading to flash floods. On large rivers the rise is 
slower taking days or weeks to reach the peak discharge. 

Flood mitigation and floodplain management are major water-resource issues. The 
Great Flood during the summer of 1993 along the Lower Missouri and Upper Mis- 
sissippi Rivers, followed only a year and a half later by unprecedented flooding in 
California in 1995, caused tens of billions of dollars in damages. Perhaps more im- 
portantly it has caused a critical reappraisal of our strategies for manipulating the hy- 
drologic system. Variables to consider in analyzing floods are the volume, peak dis- 
charge, flood height, duration of flooding, the area inundated for a given discharge, 
water velocity, and the potential for erosion and deposition of sediment. Many of 
these variables are interrelated. Flood height and the area inundated are both func- 
tions of the peak discharge and the cross-sectional area of the floodplain. In this 
chapter we examine some basic techniques for estimating runoff volume and peak 
discharge, and for analyzing flood hydrographs. Many methods for estimating future 
flood characteristics rely on historic flood data. In the United States the US Geologi- 
cal Survey (USGS) is the primary federal agency responsible for collecting stream- 
flow data. The USGS publishes streamflow data for each state in a series entitled 

4- - - - Overland flow 

Channel network 

Figure 1 I .  I. Runoff and strearnflow 
output from the drainage basin sys- 
tem. 

226 
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.TnmAxARIvERBAsIB 

01558000 LIIl'LE Jm0;blb. azBEB AT SFBDCg (B1psJI. PA 

LOChllIQB.--Lat 40'36'45". long 78'08'27", Huntlngdon County, Hydrologic Unit 02050302. on right bank on SR 4006, 
150 ft downstream from Penn Central Railroad bridge, 0.5 ml northwest of village of Spruce Creek, and 0.5 ml 
upstream from Spruc? Creek. 

l lRADMX AEE&.--220 mi . 
PElZIDD OBe -.--June 1938 to current year. Prior to October 1938 monthly discharge only, published in WSP 1302. 
G@GE.--Water-stage recorder. Datum of gage is 751.15 ft above sea level. 
EEWiKSS.--Records good except those for estimated daily discharges, which are fair. Several measurements of water 

EXTXFMS OUTSXlE PeBIOD OF REXXXp.--Flood of Mar. 18, 1936 reached a stage of 19.1 ft. from floodmarks 175 ft down- 
temperature were made during the year. National Weather Service satellite telemeter at station. 

stream, discharge, 39,800 ft I s .  from rating curve extended as explained below. 

DISCHARGE, CUBIC FEET PER SECOND, WATER YEAR OCTOBER 1992 TO SEPTEMBER 1993 
DAILY MEAN VALUES 

DAY 

1 
2 
3 
4 
5 

6 
7 
8 
9 
10 

11 
12 
13 
14 
15 

16 
17 
18 
19 
20 

21 
22 
23 
24 
25 

26 
27 
28 
29 
30 
31 

TOTAL 
MEAN 
MAX 
MIN 
CFSM 
IN. 

OCT 

e140 
e135 
e130 
e130 
e125 

e120 
ell5 
e l l 5  
e120 
e125 

E120 
e120 
ell5 
ell0 
e125 

e120 
ell5 
ell0 
ell0 
ell0 

e105 
e105 
e105 
e105 
e105 

e105 
elOO 
elOO 
elOO 
elOO 
elOO 

3540 
114 
140 
100 
.52 
.60 

NOV 

e105 
e200 
560 
260 
221 

265 
220 
202 
190 
182 

179 
200 
491 
335 
308 

284 
264 
251 
235 
219 

27 1 
428 
473 
411 
506 

445 
404 
370 
340 
314 _ _ _  
9133 
304 
560 
105 
1.38 
1.54 

DEC 

293 
275 
264 
237 
24 7 

221 
208 
198 
186 
180 

255 
393 
319 
287 
266 

254 
616 
791 
604 
731 

745 
636 
60 1 
587 
471 

439 
361 
e330 
e310 
e300 
e1200 

12805 
413 
1200 
180 
1.88 
2.17 

JAN 

2140 
1430 
1100 
895 
1180 

922 
784 
690 
601 
52 1 

477 
4 58 
7 82 
837 
6 5 5  

e560 
e450 
e400 
e360 
e330 

e300 
e270 
e260 
e240 
e300 

e270 
e240 
e220 
e200 
el8O 
e250 

18302 
590 
2140 
180 

2.68 
3.09 

FEB 

e230 
e200 
e250 
251 
e210 

e190 
203 
210 
204 
200 

203 
202 
205 
196 
188 

186 
205 
176 
139 
e120 

elOO 
e92 
e170 
159 
144 

e130 
e120 
ell5 _ _ _  _ _ _  _ _ _  
4998 
178 
251 
92 
.81 
85 

MAR 

ell0 
a120 
e200 
4 10 
584 

471 
406 
590 
826 
674 

566 
481 
e430 
e350 
e300 

e270 
e350 
e480 
4 19 
e330 

e400 
509 
626 
1380 
1520 

1950 
2290 
3740 
3870 
4730 
4170 

33552 
1082 
4730 
110 
4.92 
5.67 

APR 

5130 
3550 
2430 
1760 
1390 

1170 
1020 
909 
845 
1280 

1240 
1090 
932 
794 
699 

4340 
5230 
2410 
1630 
1300 

1820 
2260 
1770 
1440 
1210 

2910 
2900 
1860 
1400 
1120 --- 
57839 
1928 
5230 
699 
8.76 
9.78 

MAY 

913 
746 
626 
557 
653 

523 
454 
423 
398 
379 

368 
353 
370 
325 
303 

284 
271 
274 
350 
279 

253 
237 
225 
22 1 
214 

203 
194 
190 
190 
182 
207 

11165 
360 
913 
182 
1.64 
1.89 

STAIISTICS OP KIBTHLY weha DAIA FUR MEB YEARS 1939 - 1993. BY WATER YEAR (WY) 

MEAN 186 257 357 370 486 778 726 522 
MAX 816 1092 997 991 1128 1609 1928 1239 
(WY) 1991 1951 1973 1949 1976 1979 1993 1978 
MIN 64.7 71.3 73.2 90.5 138 261 228 150 
(WY) 1964 1939 1966 1940 1963 1990 1946 1976 

JUN 

258 
185 
175 
175 
167 

160 
149 
178 
485 
28 1 

204 
181 
168 
159 
153 

149 
142 
138 
151 
142 

140 
134 
125 
116 
113 

112 
112 
109 
10 7 
106 --- 

4974 
166 
485 
106 
.75 
.84 

34 7 
2022 
1972 
104 
1965 

JUL 

106 
351 
260 
163 
136 

124 
115 
110 
107 
102 

98 
98 
105 
98 
93 

89 
86 
84 
84 
86 

86 
82 
79 
76 
76 

78 
111 
91 
133 
109 
93 

3509 
113 
351 
76 
.51 
.59 

191 
623 
1956 
70.4 
1965 

AUG 

83 
81 
93 
81 
75 

73 
74 
74 
71 
73 

187 
224 
115 
96 
85 

82 
84 
99 
89 
85 

a4 
80 
76 
77 
86 

76 
72 
71 
71 
71 
70 

2758 
89.0 
224 
70 
.40 
.47 

140 
389 
1956 
56.9 
1966 

SEP 

71 
71 
102 
169 
113 

87 
79 
77 
77 
80 

80 
75 
72 
71 
70 

72 
74 
80 
80 
72 

81 
127 
92 
95 
a8 

194 
561 
357 
207 
176 - - -  

3650 
122 
56 1 
70 

. 5 5  

.62 

140 
533 
1975 
64.3 
1966 

UATFR YEARS 1939 - 1993 

374 

SQMAEY SrAIISTICS FCBZ 1992 CALEXDm YEAR FCXl 1993 WhIEB YEAR 

ANNUAL TOTAL 106588 166225 
291 455 

630 1972 
1966 

1410 Mar 27 5230 Apr 17 21100 Jun 23 1972 
85 Aug 22-26 70 Aug 31 50 Sep  2 1966 
86 AUR 21 71 AUR 27 51 AUK 28 1966 

PEAK FLOU 7530 Apr 17 a28600 Jun 23 1972 
16.98 Jun 23 1972 

ANNUAL MEAN 
HIGHEST ANNUAL MEAN 

HIGHEST DAILY MEAN 
LOWEST DAILY MEAN 
ANNUAL SEVEN-DAY MINIMUM 

INSTANTANEOUS PEAK STAGE 
INSTANTANEOUS L W  FLOW 
ANNUAL RUNOFF (CFSM) 
ANNUAL RUNOFF (INCHES) 

50 PERCENT EXCEEDS 

ANNUAL MEAN 248 

8.88 Apr 17 

2.07 1.70 
18.02 28.11 23.11 

69 Aug 10.31, Sep 15 45 Sep 26 1943b 
1.32 

590 1090 811 
20 1 203 220 

90 PERCENT EXCEEDS 105 81 83 

a 
b Also Oct. 4, 1949. 
e Estimated. 

From rating curve extended above 5,600 ft3 Is on basis of slope-area measurement at gage height 15.77 ft. 

Figure 11.2. A page from the Water Resources Data for Pennsylvania, 1993 (USGS, 1993). At the 
top of the page is gage-related information. The main body of the table gives average daily dis- 
charges in cfs. At the bottom are various streamflow statistics for this basin. 
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Water Resources Data for (State). These reports are a continuation of the earlier 
Water Supply Papers that provided data for the entire United States. The reports also 
include limited data on groundwater levels, and since the 1970s have included water 
quality data as well. Figure 11.2 is a page from one such report. Information includes 
the location and elevation of the gage, the size of the basin above the gage, average 
daily discharge and peak discharge for the year. Other federal and state agencies 
collect or have collected water quantity or quality data. For example, there are nu- 
merous experimental watersheds operated by the US Department of Agriculture in 
conjunction with state universities. Appendix C contains a partial listing of sources 
of water-resources data. 

11.1 FLOOD WAVES 

Certain types of streamflow analyses require defining individual channel segments as 
the subsystem of interest. Inputs to the channel subsystem include direct precipita- 
tion, lateral overland flow and interflow, baseflow, and streamflow entering the 
channel segment from upstream Qin (Fig. 11.3). Outputs from the segment are evapo- 
ration, infiltration, and downstream outflow from the reach Q,,,. In many cases direct 
atmospheric inputs and outputs (channel precipitation and evaporation) are ignored, 
and bed infiltration is usually only important for influent streams in dry climates. 
Floods move down the channel as a wave of increasing and then decreasing dis- 
charge. In Chapter 10 we introduced the kinematic wave, which is a wave caused by 
an accumulation of water in the channel. With a kinematic wave the gravitational 
force equals the frictional force from the bed and banks, so there is negligible accel- 
eration of the water. To an observer standing along the bank the passage of a kine- 
matic wave appears as a steady, uniform rise and fall in the water surface. In Figure 
11.4 the water rises from its level at time tl to a higher level at time tz. With a kine- 
matic wave, the water surface remains parallel to the bed. 

The second major type of flood wave moving in a stream channel is a dynamic 
wave. Inertial forces and pressure forces are important in dynamic waves, but not in 
kinematic waves. To the observer the dynamic wave would have a sloping water sur- 
face as it approached and passed. Because the forces acting on the water are unequal 
within a dynamic wave, these waves are unsteady and nonuniform and involve ac- 
celeration of the water. The analysis of dynamic waves is complex and beyond our 
scope here. 

Waves in stream channels are subject to two processes - translation and 
attenuation (Dunne & Leopold 1978). Translation is the downstream movement of 
the wave without changing the shape of the wave (Fig. 11.5a). Translation is the 
dominant process over short distances and in narrow stream valleys with steep chan- 
nels. The second process is attenuation (Fig. 1 1 Sb). Attenuation changes the shape 
of the wave by reducing the peak and extending the base. In Chapters 1 and 2 the in- 
put and output hydrographs for a hypothetical reservoir showed the attenuation effect 
of the reservoir. A flood wave moving in a channel is subject to storage and attenua- 
tion in the channel. Flood waves in most rivers are subject to both translation and at- 
tenuation as they move downstream (Fig. 11.5~). If the flood waters are high enough 
to flow over the banks on to the adjacent floodplain, storage and attenuation of 
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Figure 11.3. Diagrammatic 
representation of the inputs 
and outputs to a channel 
subsystem. 

Figure 1 1.4. These figures show the pas- 
sage of a kinematic wave as a uniform 
rise and fall of the water surface, and the 
passage of a dynamic wave observed as a 
sloping water surface (after Chow et al. 
1988, used by permission). 

Figure 1 1.5. a) The process of translation of a flood 
wave in a channel, b) The flood wave is attenuated, 
and c) The combination of translation and attenuation 
of a flood wave moving down a channel (after Dunne 

Time c) & Leopold 1978). 
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the wave can be substantial. This of course is the crux of society's dilemma con- 
cerning the flood hazard. During periods of high flow the stream must use the flood- 
plain to store the excess water; however, people have moved onto the floodplain and 
built levees to deny the stream access. Eventually a discharge will occur that exceeds 
the design criteria of the flood control structure. The Great Flood of 1993 damaged 
1,082 of the 1,576 levees in the region (Myers & White 1993). Another problem is 
that constraining the flood within levees may protect the immediately-adjacent land 
but it increases flood heights downstream. Every time a major levee failed during the 
1993 flood there was a noticeable drop (attenuation of the peak) in water surface ele- 
vation downstream. 

1 1.1.1 Hydrographs 

A hydrograph is a graph of stream discharge, or water surface elevation, versus time 
(Fig. 11.6). Later we discuss relating water surface elevation to discharge using a 
rating curve. (A graph of water level versus time in a well is also called a hydrog- 
raph.) A hydrograph is divided into a rising limb, a crest segment, and a falling limb, 
or recession curve. The rising limb is controlled by the rate of runoff into the stream, 
which in turn is related to the physical characteristics of the basin and the intensity- 
duration characteristics of the storm. The water draining from the basin comes from a 
varying combination of surface runoff, interflow and baseflow. Surface runoff drains 
away first since it reaches the channel most rapidly. Interflow drains away next and 
the lowermost segment of the recession curve is assumed to be comprised entirely of 
baseflow from groundwater. The point of inflection on the recession limb is assumed 
to indicate the time when surface runoff to the channel stops (Linsley et al. 1982). 
The falling limb is a depletion curve - a curve describing the drainage of water from 
storage. A general baseflow depletion curve can be modeled as an exponentially- 
decaying process, where discharge at time t+l is proportional to discharge at time t 
one period earlier: 

Qf+l = kQ* 

The constant of proportionality is: 

, k < 1.0 k=----  Qt,, 

Qt 

(11.1) 

(11.2) 

Time t is not calendar or clock time, but an integer time step, i.e. 1, 2, 3, ..., n. The 
value of k depends upon the amount of actual time between the integer time steps. 
Discharge at any time step in the future, assuming continuous and uninterrupted de- 
pletion, is: 

Qt =Q,$' (1 1.3) 

where Q, is the initial value of baseflow at t = 0. Example 11.1 explains how to de- 
termine the value of k. 

Some methods of flood analysis use only the portion of the hydrograph generated 
by direct storm runoff, which requires the storm runoff be separated from the base- 
flow (Fig. 11.7). Baseflow can be added back in later to produce the total hydrograph 



Streamflow and floods 23 1 

I r\ Falling limb 

Figure 11.6. A stream hydrograph showing 
the three basic elements - the rising limb, 
crest segment and falling limb. Time 

Q 

Baseflo w 
Figure 1 1.7. Hydrograph showing the two 
components of storm runoff and baseflow. Time 

if necessary. Storm runoff is defined by the time of arrival of the water at the channel 
and not by the actual pathways the water travels to reach the channel. Storm runoff is 
sometimes called quickjYow for this reason. Methods of separating storm runoff from 
baseflow are all arbitrary and have little physical foundation. The guiding principle is 
to be consistent and use the same separation method throughout the analysis. 

Example I I .  I 
Find the value of the baseflow recession constant k using the data given in Table 11.1. An expo- 
nential depletion curve like Equation ( 1  1.1) plots as a straight line on semi-logarithmic graph pa- 
per. Plot discharge versus time step, with discharge on the log axis (Fig. 11.8). When the graph 
becomes straight the assumption is that all discharge is baseflow. The slope of the straight line is 
k (Eq. 11.2). 

Table 1 1.1. Falling limb discharge data from Swarr Run, Pennsylvania. Data are from a 
storm that occurred on July 21, 1988. 

Time Hour Q Time Hour Q Time Hour Q 

1 5:15 275 8 8:45 81 15 12:15 24 
2 5:45 258 9 9:15 63 16 12:45 22 

step (cfs) step (cfs) step (cfs) 
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Table 1 1.1. Continued. 

Time Hour Q Time Hour Q Time Hour Q 

3 6:15 222 10 9:45 50 17 13:15 20 
4 6:45 187 11 10:15 43 18 13:45 19 
5 7:15 159 12 10:45 37 19 14:15 18 
6 7:45 137 13 11:15 31 20 14:45 17 
7 8:15 107 14 11:45 28 21 15:15 16 

step (cfs) step (cfs) step (cfs) 

Figure 11.8. A plot of dis- 
charge versus time step 
from Table 1 1.1 for de- 
termining the baseflow 
recession constant k. 

To find k, choose two sequential discharge values from the straight-line portion of the graph 
and use Equation (1 1.2). The graph clearly becomes straight at Time step 17 with a discharge of 
QI7 = 20 cfs. Using Time steps 17 and 18, k = 19 cfs/20 cfs = 0.95. 

Equation (1 1.3) gives discharge y1 time periods later. The value of Q, for Equation (1 1.3) is the 
first discharge value on the straight line, which is 20 cfs. For example, the discharge four time 
periods later is: 

Q21= Q17P 

Q21 = (20) (0.95)4 = 16.3 cfs 

1 1.1.2 Hydrograph separation 

Three different methods of separating baseflow are shown in Figure 11.9. Curve A is 
the simplest where a straight line is drawn from the point of rise to a point on the re- 
cession limb where storm runoff ends, and the recession curve is thought to be com- 
posed entirely of baseflow. As a guide, the point N on the recession limb can be ap- 
proximated as: 

N =  (11.4) 

where N is days after the peak, and A is basin area in square miles (Linsley et al. 
1982). It is probably better to determine N by inspecting a number of hydrographs 
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Figure 1 1.9. Three different methods of 
separating baseflow from storm runoff. 

from the basin and using the method shown in Example 1 1.1. The method shown by 
curve B extends the prerise baseflow recession under the peak and then draws a 
straight line out to the baseflow recession curve as done for curve A. Curve C ex- 
tends the baseflow recession on the falling limb backwards under the peak, and the 
segment from the point under the peak to the point of rise is sketched in. For curve C 
the extension of the baseflow recession curve backwards under the peak is accom- 
plished using Equation (1 1.1) or Equation (1 1.3) and requires determining the value 
of the constant k.  

1 1.2 RUNOFF VOLUME 

Runoff volume (L3) is an important flood variable because it determines the size re- 
quirements of storage facilities such as reservoirs, retention and detention basins. For 
example, if a new shopping center is built, this reduces infiltration and increases sur- 
face runoff. If the developer must detain the increased runoff on the site, this requires 
an estimate of the volume so the appropriate size detention facility can be con- 
structed. On a larger scale, design and operation of flood control and water supply 
reservoirs require estimates of runoff volume. Runoff volume can be calculated from 
streamflow records; however, most rivers and streams do not have records and vol- 
ume is estimated using other procedures. 

1 1.2.1 Infiltration-based approach 

In Chapter 7 we discussed infiltration. Runoff Q is the residual of the mass balance: 

Q =  P- F - D, -Et  (1 1.5) 

Whether depression storage D, and evapotranspiration Et are significant depends 
upon the particular circumstances. For very short, intense storms evapotranspiration 
is negligible. For heavy rainfall over highly urbanized areas with steep slopes, the er- 
rors from ignoring depression storage may be inconsequential. Any of the infiltration 
formulas can be used to calculate F. The procedure can be tedious by hand, though 
spreadshees make the computations much easier (see Bedient & Huber 1992). 
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One of the simplest infiltration-based methods for calculating runoff volume uses 
the CD index. Recall the d[, index is an average loss rate due to the combined processes 
of infiltration, depression storage and evapotranspiration. The @ index is subtracted 
from the incremental precipitation to get an estimate of the incremental runoff for 
each time period. Summing the runoff increments gives the total runoff. Developing 
the CD index required streamflow records, so this method is applicable to gaged ba- 
sins (see Example 1 1.2). 

Example 11.2 
Use @ = 0.98 in hr-' from Example 7.3 to determine the incremental and total runoff from the 
following hypothetical storm (Table 1 1.2). Precipitation is measured at 15-minute intervals. 

Table 1 1.2. Hypothetical runoff calculations using <D = 0.98 in hr-'. 

Minutes Precipitation Precipitation intensity (i) i - <D Runoff 
(in) (in hr-*) (in hr-') (in) 

15 0.15 0.60 
30 0.27 1.08 
45 0.40 1.60 
60 0.25 1 .oo 
75 0.18 0.72 
90 0.05 0.20 

- 0.00 
0.10 0.03 
0.62 0.16 
0.02 0.01 
- 0.00 
- 0.00 

Total 1.30 0.20 

Being a constant the CD index underestimates actual infiltration at the beginning of the storm and 
overestimates it at the end of the storm. 

1 1.2.2 SCS curve number method 

One of the most popular techniques for estimating the volume of runoff is the SCS 
curve number technique. The popularity of the method is due to its simplicity, not its 
accuracy. The method was originally conceived for estimating average runoff using 
average precipitation data, but it is now routinely applied to estimate runoff from in- 
dividual storms (McCuen 1982). The method starts with the following assumption: 

F Q  - 
s P - I ,  
--- (11.6) 

where F is the actual retention (infiltration), S is the potential maximum storage in 
the basin, P is precipitation, Q is runoff, and I, is the initial abstraction (depression 
storage). From the continuity equation (Eq. 11.5) and ignoring evapotranspiration: 

F = (P - I , ) -  Q (11.7) 

Substituting Equation (1 1.7) into Equation (1 1.6) yields: 



Rearranging Equation (1 1.8) and solving for Q gives: 

( p  - 1,)’ 
Q = ( P - I u ) + S  
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(1 1.8) 

(11.9) 

Equation (1 1.9) gives runoff in terms of two unknowns, S and Zu. Experiments by the 
SCS have indicated that Z, = 0.2(s), but Z, is an adjustable parameter of the method. 
Using Iu = 0.2 and substituting into Equation (1 1.9): 

( P  - 0.2s)’ ’ =  (P+0.8S)  
(11.10) 

Equation (1 1.10) is the basic equation for calculating runoff, and has one unknown, 
S. Further empirical study has determined: 

1000 1o S=-- 
CN 

(11.11) 

where CN is the curve number. Figure 1 1.10 is Equation (1 1.10) graphed for differ- 
ent values of P and CN. Knowing the curve number and total precipitation, runoff is 
calculated using Equation (1 1.10) or Figure 1 1.10. The SCS method is thus centered 
around determining the appropriate curve number. Curve numbers are a function of 
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Figure 11.10. Runoff volume as a function of SCS curve number and total precipitation. 
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soil type, vegetation, land use, cultivation practice and antecedent moisture condi- 
tions. In Chapter 7 the four hydrologic soil groups (HSG) were described in Table 
7.9. Table 11.3 gives CNs for agricultural land, Table 11.4 gives CNs for arid and 
range land, and Table 11.5 gives CNs for urban areas. The curve numbers in Tables 
1 1.3- 1 1.5 are for average antecedent moisture conditions, which is antecedent mois- 
ture condition 11. Tables 11.6 and 1 1.7 give CNs for dryer (condition I) and wetter 
antecedent conditions (condition 111). The composite curve numbers for urban areas 
in Table 11.5 were developed using average percentages of impervious area. Also, it 

Table 11.3. CN values for cultivated agricultural land (source: SCS 1986). 

Land cover Treatment Hydrologic CN by soil group 
condition2 A B c D 

Fallow Bare soil 
Crop residue 

Row crops Straight row 

Straight row and crop 
residue 

Contoured 

Contoured and crop 

Contoured and terraced 
residue 

Small grain 

Contoured, terraced and 

Straight row 
crop residue 

Straight row and crop 
residue 

Contoured 

Contoured and crop 

Contoured and terraced 
residue 

Contoured, terraced and 
crop residue 

Close seeded legumes Straight row 
or rotation meadow 

Contoured 

Contoured and terraced 

- 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 
Poor 
Good 

77 
76 
74 
72 
67 
71 
64 
70 
65 
69 
64 
66 
62 
65 
61 
65 
63 
64 
60 
63 
61 
62 
60 
61 
59 
60 
58 
66 
58 
64 
55 
63 
51 

86 
85 
83 
81 
78 
80 
75 
79 
75 
78 
74 
74 
71 
73 
70 
76 
75 
75 
72 
74 
73 
73 
72 
72 
70 
71 
69 
77 
72 
75 
69 
73 
67 

91 
90 
88 
88 
85 
87 
82 
84 
82 
83 
81 
80 
78 
79 
77 
84 
83 
83 
80 
82 
81 
81 
80 
79 
78 
78 
77 
85 
81 
83 
78 
80 
76 

94 
93 
90 
91 
89 
90 
85 
88 
86 
87 
85 
82 
81 
81 
80 
88 
87 
86 
84 
85 
84 
84 
83 
82 
81 
81 
80 
89 
85 
85 
83 
83 
80 

'Residue on at least 5% of the surface throughout the year. 
2Hydrologic condition refers to factors that affect infiltration including density and canopy of 
vegetation, amount of year-round cover, amount of grass cover, percent of residue on the surface, 
and the degree of surface roughness. Good = factors encourage average or better than average in- 
filtration. Poor = infiltration is impaired and runoff is increased. 
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Table 11.3. Continued. 

Land cover Hydrologic CN by soil group 
condition A B C D  

Pasture, grassland, or range: continuous grazing Poor 
Fair 
Good 
- 

and mowed for hay 
Poor 

major elemen t2 Fair 
Good 
Poor 
Fair 
Good 

Woods3 Poor 
Fair 
Good 

Meadow: continuous grass protected from grazing 

Brush: brush-weed-grass mixture with brush the 

Woods-grass combination (orchards and tree farms) 

68 79 86 89 
49 69 79 84 
39 61 74 80 
30 58 71 78 

48 67 77 83 
35 56 70 77 
30 48 65 73 
57 73 82 86 
43 65 76 82 
32 58 72 79 
45 66 77 83 
36 60 73 79 
30 55 70 77 

'Poor = less than 50% ground cover or heavily grazed. Fair = 50 to 75% ground cover and not 
heavily grazed. Good = greater than 75% ground cover and lightly grazed. 
2Poor = less than 50% ground cover. Fair = 50 to 75% ground cover. Good = greater than 75% 
ground cover. 
3 P ~ ~ r  = heavy grazing or burning, forest litter destroyed. Fair = some forest litter, some grazing, 
no burning. Good = good litter and brush undergrowth, no grazing or burning. 

Table 1 1.4. CN values for arid and semi-arid rangeland (source: SCS 1986). 

Land cover Hydrologic CN by soil group 
condition' A B c D 

Herbaceous: mixture of grass weeds, and low-growing 
brush, with brush the minor element 

Oak-aspen: mountain brush mixture of oak brush, 
aspen, mountain mahogany and other bush 

Pinyon-juniper with grass understory 

Sagebrush with grass understory 

Desert shrub: bushes include saltbush greasewood, 
creosote, blackbrush, bursage, pal0 verde, mesquite 
and cactus 

Poor 
Fair 
Good 
Poor 
Fair 
Good 
Poor 
Fair 
Good 
Poor 
Fair 
Good 
Poor 
Fair 
Good 

80 87 93 - 
71 81 89 - 
62 74 85 - 
66 74 79 - 
48 57 63 - 
30 41 48 - 
75 85 89 - 
58 73 80 - 
41 61 71 - 
67 80 85 - 
51 63 70 - 
35 47 55 - 
63 77 85 88 
55 72 81 86 
49 68 79 84 

'Poor = less than 30% ground cover (litter and brush overstory). Fair = 30 to 70% ground cover. 
Good = greater than 70% ground cover. 
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Table 11.5. CN values for urban areas (source: SCS 1986). 

Land cover and hydrologic condition Average imper- 
vious area in % A B C D  

CN by soil group 

Open space (lawns, parks, golf courses, 
cemeteries): 
- Poor condition (grass cover < 50 %) 
- Fair condition (grass cover 50% to 75%) 
- Good condition (grass cover > 75%) 
Impervious areas: 
- Paved parking lots, roofs, driveways 
- Streets and roads: 
- Paved; curbs and storm sewers 
- Paved open ditch 
- Gravel 
- Dirt 

Western desert urban areas: 
- Natural desert landscaping (pervious areas) 
- Artificial desert landscaping (impervious 

weed barrier, desert shrub with 1- to 2-inch 
sand or gravel mulch) 

Urban districts: 
- Commercial and business 
- Industrial 
Residential: 
- 118 acre or less townhouses 
- 1/4 acre 
- 113 acre 
- 112 acre 
- 1 acre 
- 2 acres 

85 
72 

65 
38 
30 
25 
20 
12 

68 
49 
39 

98 

98 
83 
76 
72 

63 
96 

89 
81 

77 
61 
57 
54 
51 
46 

79 
69 
61 

98 

98 
89 
85 
82 

77 
96 

92 
88 

85 
75 
72 
70 
68 
65 

86 89 
79 84 
74 80 

98 98 

98 98 
92 93 
89 91 
87 89 

85 88 
96 96 

94 95 
91 93 

90 92 
83 87 
81 86 
80 85 
79 84 
77 82 

Table 1 1.6. Rainfall limits for estimating antecedent moisture conditions (source: SCS 1972). 
~ ~~ 

Antecedent moisture 5-Day total antecedent rainfall (inches) 
condition class Dormant season Growing season 

I 
I1 
I11 

Less than 0.5 

Over 1.1 Over 2.1 

Less than 1.4 
0.5-1.1 1.4 -2.1 

is assumed that the impervious area is directly connected to the drainage system. 
This means that water draining from an impervious area drains directly to the street. 
Unconnected impervious areas drain across a pervious surface, such as when runoff 
from a roof is directed onto a lawn. If the assumptions regarding the average imper- 
vious area, or if impervious areas are not directly connected to the drainage system, 
then the curve numbers should be modified using procedures outlined by the SCS 
(1986). Runoff often occurs from a mixture of land uses in which case a weighted 
curve number is calculated. The weights are the proportional areas of the different 
land uses. 
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Table 11.7. CN conversion from antecedent moisture class I1 to CN for antecedent moisture classes 
I and I11 (source: SCS 1972). 

CN for antecedent moisture class 
I1 I I11 

CN for antecedent moisture classes 

100 
95 
90 
85 
80 
75 
70 
65 
60 
55 
50 
45 
40 
35 
30 

100 
87 
78 
70 
63 
56 
51 
45 
40 
35 
31 
26 
22 
18 
15 

100 
98 
96 
94 
91 
88 
85 
82 
78 
74 
71 
65 
60 
55 
50 

Example 11.3 
Calculate the runoff from a 1200 acre basin from a storm producing 4.5 inches of precipitation. 
Land use in the basin is 1000 acres of row crops planted in straight rows in good hydrologic 
:ondition, a 170-acre residential development with 1-acre lots, and 30 acres of paved country 
roads. The entire basin is underlain by HSG B. Assume antecedent moisture condition 11. 

A good way to approach this problem is to set up Table 1 1.8 to organize the information. 
Once the individual curve numbers for each cover type are found, the overall weighted CN for 

the basin is calculated using the fractional areas as weights: 

1000 170 30 
1200 1200 1200 CN =-(78)+-(68)+-(89)=77 

With a CN = 77 use either Equations (1 1.10) and (1 1.1 1) or Figure 11.10. The answer is Q = 2.2 
inches of runoff. 

Table 11.8. Data for determining CN for Example 11.3. 
~~ 

Cover Area HSG Treatment Condition Moisture class CN 
(acres) 

Rowcrop 1000 B Straight row Good I1 78 

Residential 170 B - - I1 68 
1-acre lots 

Paved roads 30 B - - I1 89 
open ditch 



240 Hydrology for water management 

Recall that the SCS method only calculates runoff volume. The timing of the run- 
off and the shape of the hydrograph are unknown. The SCS has computerized the 
curve number procedure in the latest version of TR55 Urban Hydrology for Small 
Watersheds (SCS 1986). The computer program also determines the time of concen- 
tration and calculates approximate hydrographs. An obvious advantage of the curve 
number approach is that it does not require the use of historical streamflow data and 
can be used for determining runoff from ungaged basins. This makes the procedure 
ideal for predicting hydrologic consequences of future land development. 

1 1.3 PEAK RUNOFF 

The previous discussion dealt with estimating the volume of runoff. In many flood 
studies the critical variable is not volume, but peak discharge - the highest point on 
the hydrograph. For example, in sizing culverts and other crossing structures, desig- 
nating floodplain boundaries, or deciding how high to build a levee, it is peak dis- 
charge which is important. The two methods for estimating peak discharge discussed 
in this section are the rational method and flood frequency analysis. The rational 
method is for use on small areas and does not require historical records. Frequency 
analysis can be applied to any stream with a suitable discharge record. Frequency 
analysis adds the dimension of probability, the likelihood of a given peak discharge 
occurring. 

1 1.3.1 The rational method 

The concept if not the origin of the rational method is attributed to the Irish engineer 
Mulvaney (1 85 1). As a general rule, the rational method should only be used on wa- 
tersheds less than 0.5 mi2 (320 acres). This method is widely used in the design of 
storm sewers. The rational method has a number of assumptions: 

1. The storm has uniform intensity and covers the entire basin, 
2. The rate of runoff is at a maximum when the storm equals or exceeds the time 

3. Runoff is generated as hortonian overland flow. 
In addition there should not be any lakes in the basin. These assumptions are more 

likely to obtain when analyzing small urban catchments. The second assumption is 
important because only when the entire basin is contributing runoff to the outlet can 
the peak discharge Qpk occur. The upper part of Figure 11.11 depicts a uniform- 
intensity rain falling onto a strip of land. We saw that runoff increases downslope as 
the upstream contributing area increases (Fig. 10.7). In the lower part of Figure 1 1.1 1 
are the rainfall hyetograph and the runoff hydrograph. After depression storage Dp is 
satisfied, runoff commences. As the contributing area at the outlet increases the hy- 
drograph rises. In Figure 11.11 the initial runoff volumes at the outlet contributed by 
the areas A, and A, are shaded. At the time of concentration tc, when the entire basin 
is contributing runoff to the outlet, the hydrograph reaches the maximum, steady- 
state equilibrium flow Qe. Observe that if the duration of the storm t exactly equals 
the time of concentration tc, the hydrograph would just reach its peak and then begin 
recession. This is why tc is so important for the rational method. If the storm duration 

of concentration t, of the basin, and 
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Figure 11.1 1. A uniform intensity rain (i) onto a strip of land, the rainfall hyetograph, and the run- 
off hydrograph at the downstream outlet. The hydrograph rises as the upstream area contributing 
runoff at the outlet increases. For example, the area A, contributes the incremental runoff volume 
shaded under the hydrograph. At the time of concentration t, the whole area is contributing runoff 
and the hydrograph reaches its peak. 

is shorter than the time of concentration, the hydrograph does not reach its peak be- 
cause the whole basin is not contributing runoff. If a storm with a duration longer 
than t, is used, then rainfall intensity, and peak flow, will be too low. 

This is where the use of the kinematic wave equation for overland flow travel time 
(Eq. 10.24) becomes something of a chicken and the egg problem. We need tof to 
find tc for the basin (Eq. (10.22)).~0 we can choose the correct storm duration t and 
the corresponding rainfall intensity i. But tofis itself a function of i, which is what we 
are trying to fine in the first place. One solution is to solve Equation (10.24) itera- 
tively until t = tc. First, choose an initial value for t. The initial value can be totally 
arbitrary or Kirpich's formula might be used to generate a first guess. For this dura- 
tion read the corresponding i from the appropriate IDF curve (e.g., Fig. 4.18). Using 
this value of i, solve Equations (10.24) and (10.22) and compare t and tc. This proce- 
dure is repeated until t = tc. The formula for the rational method is: 

Q = kCiA (11.12) 

where Q = peak discharge, C = rational runoff coefficient (Table 10.2), i = rainfall 
intensity, A = basin area, and k = conversion coefficient. 

The value of k depends upon the system of units. For customary English units k = 
1.008 and is usually ignored. Discharge Q is in cubic feet per second when i is in 
inches per hour and A is in acres. For i in millimeters per hour and A in square kilo- 
meters, k = 0.278 and Q is in cubic meters per second. The values of the runoff coef- 
ficient C given in Table 10.2 are for rainfall intensities having return periods of 5 to 
10 years. For larger, less frequent storms, the greater depth of water on the surface 
drowns out surface irregularities and increases the amount of runoff. The value for C 
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should be increased for larger, less-frequent events. Rantz (1971) has provided ad- 
justed C values for 25-year and 100-years events. More recently Aron (1994) has 
sought to develop a relationship between SCS curve numbers and rational runoff co- 
efficients. His procedure makes the runoff coefficients a function of the soil-land 
cover complex and precipitation, whereas the values in Table 10.2 are a function 
only of land use. 

~~ 

Example 11.4 
Calculate the peak discharge for a 10-year rainfall from a 200-acre basin outside Chicago, Illi- 
nois. The following information was derived from aerial photographs, topographic maps and soil 
surveys: 

Land use: 160 acres single-family residential lots 

Basin length:l, = 2,300 ft 
Basin relief: Hm = 12 ft 

40 acres of woodland on sandy soils 

We need t,for the basin. The two major options are Kirpich’s formula (Eq. 10.21) or the compo- 
nent-based travel time approach (Eq. 10.22). Because we do not have detailed channel geometry 
and roughness measurements we cannot use Manning’s equation and the component-based ap- 
proach. Using Kirpich’s formula: 

tc = (2300)’.15 / 7700( 12°.38) = 0.37 hrs 

From the 10-year IDF curve for Chicago, i = 3.8 in hr’ for t = 22 min. Calculate a weighted ra- 
tional runoff coefficient using the same approach as in Example 1 1.3, 

Single-family residential, C = 0.40 
Woodland on sandy soil, C = 0.30 

The weighted C is: 

C = (160/200)0.40 + (40/200)0.30 = 0.38 

Peak discharge is: 

Q = CiA = 0.38(3.8)200 = 289 cfs 

The 10-year IDF curve for Chicago was derived as demonstrated in Example 4.7. 

1 1.4 FLOOD FREQUENCY ANALYSIS 

Flood frequency analysis determines the exceedence probability of an annual maxi- 
mum peak discharge using historic streamflow data. The data for a frequency analy- 
sis are the annual maximum or partial duration series (see Chapter 2). The distribu- 
tion of annual peak discharges is usually positively skewed. In this section the 
following five theoretical probability distributions are examined: 

1. The normal distribution, 
2. The log-normal distribution, 
3. The Extreme Value I (Gumbel I) distribution, 
4. The Pearson Type I11 distribution, and 
5. The log-Pearson Type 111 distribution. 

These five distributions are fit to the data in Table 11.9 using a combination of 
graphical, parametric, and frequency-factor techniques. Three of the five distribu- 
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Table 11.9. Annual maximum discharges for the San Gabriel River at Georgetown, Texas (1935- 
1973) (source: Chow et al. 1988, used by permission). 

Year Q Year Q Year Q 

1935 
1936 
1937 
1938 
1939 
1940 
1941 
1942 
1943 
1944 
1945 
1946 
1947 

25 100 
32400 
16300 
24800 

903 
34500 
30000 
18600 
7800 

37500 
10300 
8000 

2 1000 

1948 14000 
1949 6600 
1950 5080 
1951 5350 
1952 11000 
1953 14300 
1954 24200 
1955 12400 
1956 5660 
1957 155000 
1958 21800 
1959 3080 
1960 71500 

1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
197 1 
1972 
1973 

22800 
4040 

858 
13800 
26700 
5480 
1900 

2 1800 
20700 
11200 
9640 
4790 

18100 

tions have dedicated graph paper which makes graphical fitting easy. All five can be fit 
using frequency factors (Eq. (3.21)). The Extreme Value I distribution is easily fit using 
the parameters of the distribution and the cumulative distribution function (CDF). 

The choice of which probability distribution to use depends upon the goodness-of- 
fit, convenience, and comparability. Goodness-of-fit should be the most important 
criterion, but convenience is always a consideration. It is easy to fit the normal dis- 
tribution to a set of data; however, if the fit is poor, how useful are the results? Com- 
parability is sometimes an issue. As mentioned earlier it was recommended that fed- 
eral agencies use the log-Pearson Type I11 distribution for flood frequency analysis. 

Flood frequency analysis starts with the same five steps as outlined for precipita- 
tion frequency analysis in Chapter 4. The data were ranked and assigned sample fre- 
quencies Fs using the Weibull plotting position formula (see Table 1 1.10). The larg- 
est discharge for the period of record is 155,000 cfs which occurred in 1957. This is 
an extremely large discharge; so large in fact that it may be an ‘outlier’. Butliers are 
data that do not seem to come from the same distribution as the rest of the data. The 
treatment of extremely large or small outliers poses a problem in frequency analysis. 
Should outliers be included or excluded from the analysis? Using the method of the 
Water Resources Council (198 1) the 1957 discharge was classified a high outlier and 
was excluded from the analysis. The assumption is that this discharge has a return 
period much larger than that assigned by the plotting position formula, and including 
it in the analysis would distort the results. The second largest event and the two 
smallest discharges were also screened according to the WRC procedure. All three 
discharges came close but did not satisfy the outlier criterion, and are therefore in- 
cluded in the analysis. 

The Weibull plotting position formula was used to assign the sample frequency 
estimates. There are other plotting position formulas, and for different probability 
distributions different formulas may be better. Cunnane (1978) suggested that Grin- 
gorten’s (1963) formula is better for the Extreme Value I distribution. Gringorten’s 
plotting position formula is: 
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Table 11.10. Ranked annual maximum discharges for the San Gabriel River at Georgetown, Texas 
( 1935- 1973). 

1957 
1960 
1944 
1940 
1936 
1941 
1965 
1935 
1938 

1966 
1951 
1950 
1972 
1962 
1959 
1967 
1939 
1963 

1 
2 
3 
4 
5 
6 
7 
8 

30 
31 
32 
33 
34 
35 
36 
37 
38 

0.026 
0.05 1 
0.077 
0.103 
0.128 
0.154 
0.179 
0.205 

0:769 
0.795 
0.82 1 
0.846 
0.872 
0.897 
0.923 
0.949 
0.974 

39.00 
19.50 
13.00 
9.75 
7.80 
6.50 
5.57 
4.88 

1.30 
1.26 
1.22 
1.18 
1.15 
1.11 
1.08 
1.05 
1.03 

155000 
71500 
37500 
34500 
32400 
30000 
26700 
25100 
24800 

5480 
5350 
5080 
4790 
4040 
3080 
1900 
903 
858 

5.1903 
4.8543 
4.5740 
4.5378 
4.5 105 
4.477 1 
4.4265 
4.3997 
4.3945 

3.7388 
3.7284 
3.7059 
3.6803 
3.6064 
3.4886 
3.2788 
2.9557 
2.9335 

Mean 
Standard deviation 
Coefficient of variation 
Skewness 
Skewness for lognormal distribution 

16,42 1 
13,521 
0.823 
1.934 
3.028 

4.0547 
0.4287 
0.1057 

-0.886 

m - 0.44 
n+0.12 P ( X 2 x ) = -  (1 1.13) 

In the following sections the San Gabriel River data are fit to each of the five theo- 
retical distributions, and the Q,, Q50 and Qloo discharges are estimated. 

1 1.4.1 The normal distribution 

Figure 11.12 shows the San Gabriel River data plotted on arithmetic normal prob- 
ability paper. The theoretical normal distribution with a mean of 16,421 cfs and a 
standard deviation of 13,521 is plotted as the straight line. The fit is not very good 
because the theoretical distribution plots largely above the sample data. 

This is because the normal distribution is for data with zero skewness. The theo- 
retical distribution line is pulled upward by the positively-skewed data. A goodness- 
of-fit test could be performed to test the hypothesis that the sample data come from 
this distribution. The normal distribution can also be fit using frequency factors and 
Equation (3.21). The frequency factors are the 2 scores from Table 3.3. For the 5 ,  50, 
100-year return periods, the corresponding 2 scores are 0.842, 2.054 and 2.326. For 
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Figure 1 1.12. Sample 
frequencies and theo- 
retical flood fre- 
quency curve for the 
San Gabriel River 
fitted to the normal 
distribution. 

example, T =  100 is equivalent to an annual average exceedence probability of 
p = 0.01, so find the 2 score that falls above 0.99 in the body of Table 3.3, which is 
2 = 2.326. The annual peak discharges for the three return periods from the normal 
distribution are: 

Q, = 16,421 + 0.842(13,521) = 27,806 CfS 
Qso = 16,421 + 2.054( 13,521) = 44,193 CfS 
Qloo = 16,421 + 2.326(13,521) = 47,871 cfs 

1 1.4.2 The lognormal distribution 

The lognormal distribution is based on the theory that the logarithms of the original 
data ('y) are normally distributed even when the original data (x)  are skewed. Any 
base can be used for the transformation y = logx. The parameters of the lognormal 
distribution are given in Table 3.4 and are estimated by the statistics Jiand sr. Chow 
(1964) gives moment-based estimators for the parameters, but using Equations (3.3) 
and (3.7) amounts to a maximum-likelihood estimation procedure. The San Gabriel 
River data are plotted on lognormal graph paper in Figure 11.13. Again, plotting the 
data directly on lognormal paper graphically fits the data to the distribution. Alterna- 
tively, you can plot the logarithmically-transformed data (y) on arithmetic normal 
probability paper as discussed in Chapter 2. Logarithmic transformation reduces 
skewness but does not necessarily eliminate it (see Table 11.10). Skewness for the 
lognormal distribution should not be calculated with Equation (3.9) but with the fol- 
lowing equation from Chow (1964): 

c, = 3 c v  + cv3 (1 1.14) 
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where CV is the coefficient of variation. The theoretical lognormal distribution is the 
straight line graphed on Figure 11.13. The sample data fit the distribution fairly well 
for return periods T > 1.6 years. The fit deteriorates badly for more frequent events, 
but arguably it is the fit to the less frequent events which is more important. An ad- 
justment that might improve the fit is to use a different plotting position formula such 
as Equation (1 1.13). Fitting the data to the lognormal distribution with frequency 
factors follows the same procedure as with the normal distribution. The lognormal 
frequency factors are given in Table 11.11 and are a function of the skewness and 

Figure 1 1.13. Sample fre- 
quencies and theoretical 
flood frequency curve for 
the San Gabriel River fitted 
to the lognormal distribu- 
tion. 

50 loo 1.01 1.11 2 5 
Return period (years) 

Table 11.1 1. Frequency factors K for the lognormal distribution (source: Chow 1964, used by per- 
mission). 

c s  cv Return period (years) 
1.01 1.05 1.25 2 5 20 100 

Exceedence probability 
0.99 0.95 0.80 0.50 0.20 0.05 0.01 

- + + + - - - 

0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1 .o 
1.1 
1.2 

0.000 
0.033 
0.067 
0.100 
0.136 
0.166 
0.197 
0.230 
0.262 
0.292 
0.324 
0.35 1 
0.38 1 

2.33 1.65 0.84 0.00 0.84 1.64 2.33 
2.25 1.62 0.85 0.02 0.84 1.67 2.40 
2.18 1.59 0.85 0.03 0.83 1.70 2.48 
2.11 1.56 0.85 0.05 0.82 1.72 2.55 
2.04 1.52 0.85 0.07 0.81 1.75 2.63 
1.97 1.49 0.86 0.08 0.80 1.77 2.70 
1.91 1.46 0.85 0.10 0.79 1.79 2.77 
1.85 1.43 0.85 0.11 0.78 1.81 2.84 
1.79 1.40 0.84 0.13 0.77 1.82 2.90 
1.74 1.37 0.84 0.14 0.76 1.84 2.97 
1.68 1.34 0.83 0.15 0.74 1.85 3.04 
1.63 1.31 0.83 0.16 0.73 1.86 3.09 
1.58 1.29 0.82 0.17 0.72 1.87 3.15 
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Table 1 1.1 1. Continued. 

G cv Return period (years) 
1.01 1.05 1.25 2 5 20 100 

Exceedence probability 
0.99 0.95 0.80 0.50 0.20 0.05 0.01 

+ + + - - - - 

1.3 
1.4 
1.5 
1.6 
1.7 
1.8 
1.9 
2.0 
2.1 
2.2 
2.3 
2.4 
2.5 
2.6 
2.7 
2.8 
2.9 
3.0 
3.2 
3.4 
3.6 
3.8 
4.0 
4.5 
5.0 

0.409 
0.436 
0.462 
0.490 
0.517 
0.544 
0.570 
0.596 
0.620 
0.643 
0.667 
0.691 
0.713 
0.734 
0.755 
0.776 
0.796 
0.918 
0.857 
0.895 
0.930 
0.966 
1 .ooo 
1.08 1 
1.155 

1.54 
1.50 
1.46 
1.42 
1.38 
1.34 
1.31 
1.28 
1.25 
1.22 
1.20 
1.17 
1.15 
1.12 
1.10 
1.08 
1.06 
1.04 
1.01 
0.98 
0.95 
0.92 
0.90 
0.84 
0.80 

1.26 
1.23 
1.21 
1.19 
1.16 
1.14 
1.12 
1.10 
1.08 
1.06 
1.04 
1.02 
1 .oo 
0.99 
0.97 
0.96 
0.95 
0.93 
0.90 
0.88 
0.86 
0.84 
0.82 
0.78 
0.74 

0.82 
0.8 1 
0.8 1 
0.80 
0.79 
0.78 
0.78 
0.77 
0.76 
0.76 
0.75 
0.74 
0.74 
0.73 
0.72 
0.72 
0.7 1 
0.70 
0.69 
0.68 
0.67 
0.66 
0.65 
0.63 
0.60 

0.18 
0.19 
0.20 
0.2 1 
0.22 
0.22 
0.23 
0.24 
0.24 
0.25 
0.25 
0.26 
0.26 
0.26 
0.27 
0.27 
0.27 
0.28 
0.28 
0.29 
0.29 
0.29 
0.29 
0.30 
0.30 

0.7 1 
0.69 
0.68 
0.67 
0.65 
0.64 
0.63 
0.61 
0.60 
0.59 
0.58 
0.57 
0.56 
0.55 
0.54 
0.53 
0.52 
0.5 1 
0.49 
0.47 
0.46 
0.44 
0.42 
0.39 
0.36 

1.88 
1.88 
1.89 
1.89 
1.89 
1.89 
1.89 
1.89 
1.89 
1.89 
1.88 
1.88 
1.88 
1.87 
1.87 
1.86 
1.86 
1.85 
1.84 
1.82 
1.81 
1.80 
1.78 
1.75 
1.71 

3.21 
3.26 
3.30 
3.35 
3.40 
3.44 
3.48 
3.52 
3.55 
3.59 
3.62 
3.65 
3.67 
3.70 
3.72 
3.74 
3.76 
3.78 
3.81 
3.84 
3.87 
3.89 
3.91 
3.94 
3.96 

the exceedence probability. Frequency factors in columns 1-4 are negative. Observe 
that for zero skewness the lognormal frequency factors are normal distribution 2 
scores. The estimated 5- and 100-year annual peak discharges using the lognormal 
distribution are: 

Q, = 16,421 + 0.51(13,521) = 23,317 cfs 
Qloo = 16,421 -+ 3.78(13,521) = 67,530 cfs 

The Q50 discharge was not calculated using frequency factors, since interpolation of 
frequency factors between return periods is not recommended. Instead, the 
Qso = 54,500 cfs discharge is read directly from the theoretical line plotted on Figure 
11.13. 

1 1.4.3 The Extreme Value I distribution 

The Extreme Value I distribution is also called the Gumbel I distribution in recogni- 
tion of Gumbel’s work on the statistical theory of extreme values (Gumbel 1958). 
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The Gumbel I distribution is for use with positively skewed data. There is an Ex- 
treme Value I11 distribution (Gumbel 111) for use with negatively skewed data. The 
Gumbel I11 distribution is used for the frequency analysis of droughts. The Gumbel I 
distribution can be fitted all three ways - graphically, using frequency factors, and by 
use of parameters and the CDF. One characteristic that makes the distribution easy to 
use is that skewness is constant, C, = 1.1396. Figure 11.14 is the graphical fit of the 
data by plotting on Gumbel I graph paper. The data fit the Gumbel I distribution 
fairly well. The frequency factors for the Gumbel I distribution are given in Table 
11.12. The factors are a function of sample size n and exceedence probability. For 
the three return periods the Gumbel-estimated discharges are: 

Q5 = 16,421 + 0.843(13,521) = 27,819 cfs 

Qloo = 16,421 + 3.572(13,521) = 64,718 cfs 
Q5o = 16,421 + 2.957(13,521) = 56,403 CfS 

Whereas interpolation of frequency factor values between return periods is not rec- 
ommended, interpolation within a given return-period column is acceptable. The 
Gumbel I distribution is one of the easiest to fit using the distribution’s parameters. 
The CDF for the Gumbel I distribution is a double negative exponential function: 

- [( u+x)/cc] 
F ( x )  = P ( X  I x )  = ede (11.15) 

where the parameters U and a are: 

U = 0.5772a - 1-1 (11.16) 

and 

1/6 a = - o = 0.77970 
7c 

(1 1.17) 

We can use these equations to calculate the exceedence probability for any peak dis- 
charge. 

Figure 1 1.14. Sample fre- 
quencies and theoretical 
flood frequency curve for 
the San Gabriel River fit- 
ted to the Extreme Value 
1 (Gumbel 1) distribution. 



Streamflow andfloods 249 

Table 11.12. Frequency factors K for the Gumbel Extreme Value I distribution (source: Hann 
1977). 

n 

15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
70 
75 
80 
85 
90 
95 
100 
03 

Return period (years) 
5 10 15 20 25 50 100 

Exceedence probability 
0.20 0.10 0.067 0.05 0.04 0.02 0.01 
0.967 1.703 2.1 17 2.410 2.632 3.321 4.005 
0.919 1.625 2.023 2.302 2.5 17 3.179 3.836 
0.888 1.575 1.963 2.235 2.444 3.088 3.729 
0.866 1.541 1.922 2.188 2.393 3.026 3.653 
0.85 1 1.516 1.891 2.152 2.354 2.979 3.598 
0.838 1.495 1.866 2.126 2.326 2.943 3.554 
0.829 1.478 1.847 2.104 2.303 2.913 3.520 
0.820 1.466 1.831 2.086 2.283 2.889 3.491 
0.813 1.455 1.818 2.07 1 2.267 2.869 3.467 
0.807 1.446 1.806 2.059 2.253 2.852 3.446 
0.801 1.437 1.796 2.048 2.241 2.837 3.429 
0.797 1.430 1.788 2.038 2.230 2.824 3.413 
0.792 1.423 1.780 2.029 2.220 2.812 3.400 
0.788 1.417 1.773 2.020 2.212 2.802 3.387 
0.785 1.413 1.767 2.013 2.205 2.793 3.376 
0.782 1.409 1.762 2.007 2.198 2.785 3.367 
0.780 1.405 1.757 2.002 2.193 2.777 3.357 
0.779 1.401 1.752 1.998 2.187 2.770 3.349 
0.7 19 1.305 1.635 1.866 2.044 2.592 3.137 

Example 11.5 
Find the return period T of an annual peak discharge of 40,000 cfs. 

The sample mean 2 = 16,42 1 is used for p in Equation (1 1.16), and s = 13,52 1 for 0; in Equa- 
tion (11.17). These give estimates of a = 10,542.3 and U = -10,335.9. Using these values and a 
value of x = 40,000 in Equation (1 1.15) gives the nonexceedence probability: 

- ~-10335.9+4oooO)1 
10542.3 

F ( x )  = P ( X  I x)= e -  = 0.9418 

The exceedence probability is (1 - 0.9418) = 0.058. The return period is the inverse of the ex- 
ceedence probability for a final answer of T = 17.2 years. In other words, Q,7.2 = 40,000 cfs by 
the Gumbel I distribution. 

If the mean is used for x in Equation (1 1.15) the result is P(X I3 ) = 0.57, which is as ex- 
ceedence probability of 0.43 or a return period of T = 2.33 years. For the Gumbel I distribution 
the arithmetic mean plots at P(X 23) = 0.43 and not at 0.5 (see Fig. 11.14). The term Q2.33 or 
‘mean annual flood’ is frequently encountered in flood studies. The term takes its name from the 
statistical properties of the Gumbel I distribution. 

1 1.4.4 The Pearson Type III distribution 

The Pearson Type I11 distribution can be used either with the original data or with 
logarithmically transformed data. In the former case the distribution is simply the 
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Pearson Type 111, in the latter it is the log-Pearson Type 111. Fitting the Pearson Type 
I11 distribution is usually done with frequency factors because there is no dedicated 
graph paper, and using the CDF is too cumbersome. The frequency factors for the 
Pearson Type I11 are a function of the coefficient of skewness Cs and the return pe- 
riod T (Table 11.13). For samples with n 2 50 Equation (3.10) in Chapter 3 can be 
used to adjust the sample skewness. The adjusted skewness for the San Gabriel River 
data is C:, = 2.36. With this skewness the frequency factors are interpolated from 
Table 1 1.13 and the Pearson I11 estimates for the three discharges are: 

Q5 = 16,421 + 0.544( 13,521) = 23,776 cfs 
Q50 = 16,421 + 3.01(13,521) = 57,119 CfS 
Qloo = 16,421 + 3.781(13,521) = 67,544 cfs 

These discharge values can be plotted on lognormal or semi-log graph paper, but will 
describe a curve, not a straight line. 

Table 11.13. Frequency factors K for the Pearson I11 distribution (Water Resources Council 1981). 

Skew Return period (years) 

c s  2 5 10 25 50 100 200 

Exceedence probability 

0.50 0.20 0.10 0.04 0.02 0.01 0.005 

3.0 
2.9 
2.8 
2.7 
2.6 
2.5 
2.4 
2.3 
2.2 
2.1 
2.0 
1.9 
1.8 
1.7 
1.6 
1.5 
1.4 
1.3 
1.2 
1.1 
1 .o 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 

-0.396 
-0.390 
-0.384 
-0.376 
-0.368 
-0.360 
-0.35 1 
-0.341 
-0.330 
-0.319 
-0.307 
-0.294 
-0.282 
-0.268 
-0.254 
-0.240 
-0.225 
-0.210 
-0.195 
-0.180 
-0.164 
-0.148 
-0.132 
-0.1 16 
-0.099 
-0.083 
-0.066 

0.420 
0.440 
0.460 
0.479 
0.499 
0.518 
0.537 
0.555 
0.574 
0.592 
0.609 
0.627 
0.643 
0.660 
0.675 
0.690 
0.705 
0.719 
0.732 
0.745 
0.758 
0.769 
0.780 
0.790 
0.800 
0.808 
0.816 

1.180 
1.195 
1.210 
1.224 
1.238 
1.250 
1.262 
1.274 
1.284 
1.294 
1.302 
1.310 
1.318 
1.324 
1.329 
1.333 
1.337 
1.339 
1.340 
1.341 
1.340 
1.339 
1.336 
1.333 
1.328 
1.323 
1.317 

2.278 
2.277 
2.275 
2.272 
2.267 
2.262 
2.256 
2.248 
2.240 
2.230 
2.2 19 
2.207 
2.193 
2.179 
2.163 
2.146 
2.128 
2.108 
2.087 
2.066 
2.043 
2.018 
1.993 
1.967 
1.939 
1.910 
1.880 

3.152 
3.134 
3.1 14 
3.093 
3.07 1 
3.048 
3.023 
2.997 
2.970 
2.942 
2.9 12 
2.88 1 
2.848 
2.815 
2.780 
2.743 
2.706 
2.666 
2.626 
2.585 
2.542 
2.498 
2.453 
2.407 
2.359 
2.31 1 
2.26 1 

4.05 1 
4.013 
3.973 
3.932 
3.889 
3.845 
3.800 
3.753 
3.705 
3.656 
3.605 
3.553 
3.499 
3.444 
3.388 
3.330 
3.271 
3.21 1 
3.149 
3.087 
3.022 
2.957 
2.891 
2.824 
2.755 
2.686 
2.615 

4.970 
4.909 
4.847 
4.783 
4.7 18 
4.652 
4.584 
4.515 
4.444 
4.372 
4.298 
4.223 
4.147 
4.069 
3.990 
3.910 
3.828 
3.745 
3.661 
3.575 
3.489 
3.40 1 
3.312 
3.223 
3.132 
3.041 
2.949 
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Table 11.13. Continued. 

Skew Return period (years) 

CS 2 5 10 25 50 100 200 

Exceedence probability 

0.50 0.20 0.10 0.04 0.02 0.01 0.005 

0.3 
0.2 
0.1 
0.0 

-0.1 
-0.2 
-0.3 
-0.4 
-0.5 
-0.6 
-0.7 
-0.8 
-0.9 
-1 .o 
-1.1 
-1.2 
-1.3 
-1.4 
-1.5 
-1.6 
-1.7 
-1.8 
-1.9 
-2.0 
-2.1 
-2.2 
-2.3 
-2.4 
-2.5 
-2.6 
-2.7 
-2.8 
-2.9 
-3.0 

-0.050 
-0.033 
-0.017 
0.000 
0.0 17 
0.033 
0.050 
0.066 
0.083 
0.099 
0.116 
0.132 
0.148 
0.164 
0.180 
0.195 
0.210 
0.225 
0.240 
0.254 
0.268 
0.282 
0.292 
0.307 
0.319 
0.330 
0.341 
0.35 1 
0.360 
0.368 
0.376 
0.384 
0.390 
0.396 

0.824 
0.830 
0.836 
0.842 
0.846 
0.850 
0.853 
0.855 
0.856 
0.857 
0.857 
0.856 
0.854 
0.852 
0.848 
0.844 
0.838 
0.832 
0.825 
0.817 
0.808 
0.799 
0.788 
0.777 
0.765 
0.752 
0.739 
0.725 
0.71 1 
0.696 
0.68 1 
0.666 
0.65 1 
0.636 

1.309 
1.301 
1.292 
1.282 
1.270 
1.258 
1.245 
1.23 1 
1.216 
1.200 
1.183 
1.166 
1.147 
1.128 
1.107 
1.086 
1.064 
1.041 
1.018 
0.994 
0.970 
0.945 
0.920 
0.895 
0.869 
0.844 
0.819 
0.795 
0.77 1 
0.747 
0.724 
0.702 
0.68 1 
0.666 

1.849 
1.818 
1.785 
1.751 
1.716 
1.680 
1.643 
1.606 
1.567 
1.528 
1.488 
1.448 
1.407 
1.366 
1.324 
1.282 
1.240 
1.198 
1.157 
1.116 
1.075 
1.035 
0.996 
0.959 
0.923 
0.888 
0.855 
0.823 
0.793 
0.764 
0.738 
0.712 
0.683 
0.666 

2.21 1 
2.159 
2.107 
2.054 
2.000 
1.945 
1.890 
1.834 
1.777 
1.720 
1.663 
1.606 
1.549 
1.492 
1.435 
1.379 
1.324 
1.270 
1.217 
1.166 
1.116 
1.069 
1.023 
0.980 
0.939 
0.900 
0.864 
0.830 
0.798 
0.768 
0.740 
0.7 14 
0.689 
0.666 

2.544 
2.472 
2.400 
2.326 
2.252 
2.178 
2.104 
2.029 
1.955 
1.880 
1.806 
1.733 
1.660 
1.588 
1.518 
1.449 
1.383 
1.318 
1.256 
1.197 
1.140 
1.087 
1.037 
0.990 
0.946 
0.905 
0.867 
0.832 
0.799 
0.769 
0.740 
0.7 14 
0.690 
0.667 

2.856 
2.763 
2.670 
2.576 
2.482 
2.388 
2.294 
2.201 
2.108 
2.016 
1.926 
1.837 
1.749 
1.664 
1.581 
1.501 
1.424 
1.35 1 
1.282 
1.216 
1.155 
1.097 
1.044 
0.995 
0.949 
0.907 
0.869 
0.833 
0.800 
0.769 
0.741 
0.714 
0.690 
0.667 

11.4.5 The log-Pearson Type III distribution 

The log-Pearson Type I11 distribution has the distinction of being recommended for 
use by federal agencies in the United States. The procedure is identical to the Pear- 
son Type I11 analysis except we work with the logs of the original data. The issue of 
determining skewness again presents a problem. There are generally three choices 
for skewness. You can use the sample estimated value (-0.886); however, there is 
still the uncertainty associated with the small sample size (n = 38). The skewness 
adjustment (Eq. 3.10) used in the previous section is not applicable to the skewness 
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of the logarithms of the original data. A second approach is to use a generalized 
skewness value taken from a map published by the Water Resources Council (WRC) 
(1981). Isolines of skewness for the logarithms of annual maximum streamflow are 
shown in Figure 11.15. For the San Gabriel River the map value for skewness is 
-0.28. A third alternative is a procedure developed by the WRC (1981) that com- 
bines the sample-estimated skewness and the map skewness value into a single 
weighted skewness Csw. The details of the WRC’s procedure are not described here, 
but the method was used to calculate a weighted skewness value of C,, = -0.63. Fre- 
quency factors were chosen from Table 11.13 based on this weighted skewness. Us- 
ing the mean and standard deviation of the logs (Table 1 1.10) in the frequency-factor 
equation (Eq. 3.21), the logs of the annual peak discharges are: 

log Q5 = 4.0547 + 0.857(0.4287) = 4.4221 
log QS0 = 4.0547 + 1.70(0.4287) = 4.7835 
log Qloo = 4.0547 + 1.86(0.4287) = 4.8521 

To find discharge, take the antilog of these values: 

Q5 = 104*4221 = 26,430 cfs 
Q50 = 104-7835 = 60,744 cfs 
Qloo = 104.8521 = 71,138 cfs 

Again, there is no dedicated graph paper for the log-Pearson I11 distribution and the 
results can be plotted on lognormal or semi-log paper. 

Figure 11.15. Generalized skewness coefficients of annual maximum streamflow (source: Water 
Resources Council 1981). 
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11.4.6 Confidence limits 

Flood frequency estimates are statistically-based and are necessarily accompanied by 
uncertainty. Some researchers suggest placing confidence limits around the esti- 
mates. There are different ways to determine confidence limits depending upon the 
distribution (Kite 1977). The approach developed by Beard (1962) for the Gumbel I 
and lognormal distributions is described here. 

The confidence limit formula is: 

where 

(1 1.18) 

(1 1.19) 

In Equation (1 1.19) s is the standard deviation and cra a coefficient that depends 
upon the return period T and significance level a. Values of c ~ , ~  for a = 0.05 are 
given in Table 11.14. A significance level of a = 0.05 corresponds to a 90% confi- 
dence interval because there are both upper and lower confidence limits. If confi- 
dence limits are placed on all discharges, confidence intervals can be drawn as lines 
on either side of the theoretical distribution line. Figure 11.16 shows confidence in- 
terval around a flood frequency curve. 

Table 1 1.14. Coefficient’s for calculating the 90% confidence limits on annual peak discharge val- 
ues calculated by the lognormal or Gumbel I distribution. (source: Beard 1968). 

Confidence Return period (years) 
limit Years ofrecord 1000 100 10 2 1.1 1.01 

Upper 5 
10 
15 
20 
30 
40 
50 
70 

100 

Lower 5 
10 
15 
20 
30 
40 
50 
70 

100 

4.4 1 
2.1 1 
1.52 
1.23 
0.93 
0.77 
0.67 
0.55 
0.45 

-1.22 
-0.94 
-0.80 
-0.7 1 
-0.60 
-0.53 
-0.49 
-0.42 
-0.37 

3.41 
1.65 
1.19 
0.97 
0.74 
0.6 1 
0.54 
0.44 
0.36 

-1 .oo 
-0.76 
-0.65 
-0.58 
-0.49 
-0.43 
-0.39 
-0.34 
-0.29 

2.12 
1.07 
0.79 
0.64 
0.50 
0.42 
0.36 
0.30 
0.25 

-0.76 
-0.57 
-0.48 
-0.42 
-0.35 
-0.3 1 
-0.28 
-0.24 
-0.2 1 

0.95 
0.58 
0.46 
0.39 
0.3 1 
0.27 
0.24 
0.20 
0.17 

-0.95 
-0.58 
-0.46 
-0.39 
-0.3 1 
-0.27 
-0.24 
-0.20 
-0.17 

0.76 
0.57 
0.48 
0.42 
0.35 
0.3 1 
0.28 
0.24 
0.21 

-2.12 
-1.07 
-0.79 
-0.64 
-0.50 
-0.42 
-0.36 
-0.30 
-0.25 

1 .oo 
0.76 
0.65 
0.58 
0.49 
0.43 
0.39 
0.34 
0.29 

-3.41 
-1.65 
-1.19 
-0.97 
-0.74 
-0.61 
-0.54 
-0.44 
-0.36 
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Example 11.6 
Determine the 90% confidence limit around the Qloo discharge calculated by the Gumbel I dis- 
tribution. The 100-year discharge is Qloo = 64,718. Interpolating in Table 11.14, the 90% upper 
confidence limit coefficient is c ~ ~ , 0 . 0 5  = 0.64 and the lower limit coefficient is ckq,o,os = 
-0.44. 

The upper and lower discharge increments AQ are: 

AQ' = 13,521(0.64) = 8653 cfs 
A@= 13,521(-0.44) = -5949 cfs 

The upper and lower 90% confidence limits are: 

= 64,718 + 8653 = 73,371 cfs 
Q ~ ~ , ~ . ~ ~  = 64,7 18 - 5949 = 58,769 cfs 
Q ~ ~ , ~ ~ ~ ~  U 

We should expect that 9 times out of 10 the actual Qloo discharge will fall within these confi- 
dence limits. 

1 I .4.7 Mixed distributions 

Precipitation generating mechanisms may be different at different times of the year. 
In the Southeast, tropical storms, hurricanes and air mass convection are all respon- 
sible for heavy rainfall in the summer and fall. In the Rocky Mountains, the upper 
Midwest, and the Northeast spring floods are generated by melting snow, while con- 
vective thunderstorms produce flooding in the summer season. The flood of record 
throughout much of Pennsylvania resulted from Hurricane Agnes in 1972. Different 
physical mechanisms for generating intense precipitation events may have different 
underlying probability distributions (Faiers et al. 1994). The annual maximum series 
assumes the data are homogeneous in time - that they come from the same distribu- 



Streamflow and floods 255 

tion - when in fact different physical mechanisms with different distributions create 
a heterogeneous series. These distributions are 'mixed distributions 9 .  Mixed distri- 
butions can also result from nonstationary data such as caused by a shift in climate. 
Improved estimates of flood frequency might be obtained by separating the flood 
peaks by their causal mechanism(s) and analyzing them separately. Methods for 
analyzing mixed distributions are beyond the scope this book but the problem exists 
and should be recognized. 

11.5 REGIONAL ANALYSIS 

Advancements in computers and statistical software packages have made complex 
multivariate analyses simple. This has improved our ability to develop regional mul- 
tivariate regression equations that predict peak discharge from a variety of independ- 
ent variables. The general form of the relationship is: 

(1 1.20) 

which is transformed into the standard linear regression equation form by taking the 
log of Equation (1 1.20): 

(11.21) log Q, = log a + b, log x1 + b, log x2 + . . . + bn log xn 

where a is the intercept, and bi is the regression coefficient on the independent vari- 
able Xi. The independent variables are either climate or basin characteristics. One 
distinct advantage of regional analysis is the ability to estimate flood frequencies for 
ungaged basins. Waltmeyer ( 1986) undertook a regional flood frequency analysis for 
ungaged streams in New Mexico. He divided the state into eight physiographic re- 
gions, and developed regression equations for return periods of 2, 5, 10, 25, 50, and 
100 years. Some example equations are given in Table 1 1.15. 

In Table 1 1.15 Q is in cfs, A is drainage basin area in square miles and E is mean 
basin elevation in feet. The standard error of estimate (SEE) is the standard devia- 
tion of the (normal) distribution of the residuals about the regression line. For exam- 
ple, a SEE of 74% means about 68% of all values used to develop the regression 
equation are within 74% of the estimated values. 

Table 11.15. Equations for regional flood frequency analysis in New Mexico. (source: Waltmeyer 
1986). 

Region Equation Average standard eror of estimate (%) 

Northwest Plateau Q,, = 336A0.44 78 
74 Q oo = 1 090A0.37 

Southeast Mountains Q,, = 34500A0~6'(E/1000)-2~55 53 
Qlm = 257000A0~65(E/1000)-3~02 59 
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1 1.6 THE UNIT HYDROGRAPH 

The methods for flood analysis discussed so far have calculated either the volume of 
runoff or the hydrograph peak. The unit hydrograph is a method for deriving the 
complete runoff hydrograph - rising limb, falling limb, peak discharge, and the time 
base (duration). The unit hydrograph requires streamflow data so the technique is 
appropriate for gaged basins. In the next section we discuss generating ‘synthetic’ 
unit hydrographs for ungaged basins. Unit hydrograph analysis is applicable to ba- 
sins less than 2000 mi2 in area. An important assumption of the method is that the 
basin is a linear response system. In other words, for a given precipitation input there 
is a given discharge output, and if the input is doubled, the output is doubled and so 
on. Some hydrologists make the additional assumption that rainfall be uniform over 
the basin in both time and space. This assumption becomes more heroic as basin size 
increases. Other researchers state just that the rainfall pattern should be characteristic 
of storms over the basin, (Dunne & Leopold 1978). 

The concept of the unit hydrograph begins by recognizing that the factors control- 
ling runoff can be considered as transient or permanent. The major transient factors 
are related to the storm, such as intensity, duration, and direction of movement. In- 
filtration and evaporation are also transient in time and space. Permanent factors in- 
clude channel characteristics such as slope and roughness, and basin factors such as 
shape, size, relief and aspect. The unit hydrograph theory assumes that differences in 
runoff from a given basin are due mainly to differences in the transient factors. For a 
given basin similar storms should produce similar hydrographs, since the permanent 
factors do not change. 

The unit hydrograph is defined as the hydrograph from I unit of runoff from a 
storm of unit duration. In conventional English units the unit of runoff is 1 inch, in 
metric units it is 1 cm. The unit duration storm can be of any length t. In practice this 
usually means choosing a storm duration that is typical for the basin. When we speak 
of the t-hour unit hydrograph, we are referring to the duration of the storm hyeto- 
graph that generated the hydrograph. The terminology can get a bit confusing and 
Figure 1 1.17 schematically shows the three different hydrographs involved. If the 

Storm runoff 

a i  
P 
x 
UJ .- 
n 

Unit hydrograph 
Figure 1 1.17. The observed hydro- 
graph, the storm runoff hydrograph and 

Time the derived unit hydrograph. 
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unit hydrograph is the hydrograph from 1 unit of runoff, then the linear-system as- 
sumption means that 2 units of runoff would produce a hydrograph with ordinates 
twice as high as the ordinates of the unit hydrograph. In other words, once we have 
the t-hour unit hydrograph, we can reproduce a runoff hydrograph for any t-hour du- 
ration storm by multiplying the unit hydrograph ordinates by the runoff depth. The 
derivation of a unit hydrograph involves just three steps: 

1. Obtain the storm runoff hydrograph by separating the baseflow from the ob- 
served hydrograph, 

2. Determine the uniform depth of runoff over the basin, 
3. Divide the storm runoff hydrograph ordinates by the runoff depth from Step 2. 

Example 1 1.7 demonstrates the procedure. 

Example 11.7 
Derive the 3-hour unit hydrograph for a hypothetical basin with an area of 2.0 mi2. Remembei 
the 3-hour duration refers to the storm, not the hydrograph (Table 1 1.16). 

Step 1 .  Subtract the baseflow from the observed hydrograph to get the storm runoff hydrog- 
raph ordinates. 

Step 2. Determine the uniform depth of runoff from the basin: 

Volume 
Depth= ~ 

Area 

(2067 ft3s-')(3600 s hr-')(2 hr) 

(2 mi2)(640 acres mi-2)(43,560 ft2acre-') 
Depth = = 0.267 ft 

Converting the answer to inches gives a uniform depth of 3.20 inches of runoff. Observe that we 
multiplied cfs in the numerator by 2 hours. This is the time interval for the hydrograph observa- 
tions (columns 1 and 2). 

Table 11.16. Example derivation of a unit hydrograph. All values are in cfs. 

Time Time Observed Baseflow Runoff Unit 
(hour) interval H.G. H.G. H.G. 
3:OO 
5:OO 
7:OO 
9:OO 

1 l:oo 
13:OO 
15:OO 
17:OO 
19:OO 
21:oo 
23:OO 

l:oo 
3:OO 
500 
7:OO 

0 
2 
4 
6 
8 

10 
12 
14 
16 
18 
20 
22 
24 
26 
28 

15 
160 
350 
435 
320 
250 
200 
155 
125 
98 
74 
55 
40 
30 
22 

15 
15 
15 
16 
16 
16 
17 
17 
18 
18 
19 
19 
19 
20 
22 

0 
145 
335 
419 
304 
234 
183 
138 
107 
80 
55 
36 
21 
10 
0 

0 
45 

105 
131 
95 
73 
57 
43 
33 
25 
17 
11 
7 
3 
0 

C 2067 C 645 I 
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Step 3. Derive the 3-hour unit hydrograph ordinates by dividing each ordinate of the storm runoff 
hydrograph by the runoff depth (3.2 inches). The storm runoff hydrograph and the 3-hour unit 
hydrograph are drawn in Figure 11.18. The area under the storm runoff hydrograph equals 3.20 
inches, while the area under the unit hydrograph equals 1 inch. 

Example 11.8 
Determine the total flood hydrograph from a 3-hour storm that produced 2.3 inches of runoff 
from the same basin as in Example 11.7. Assume a constant 15 cfs baseflow. 

The storm runoff hydrograph is generated by multiplying the runoff depth (2.3 inches) times 
the unit hydrograph ordinates. The total hydrograph is the sum of the storm runoff hydrograph 
and baseflow. 

Using the unit hydrograph we estimate that a 3-hour storm producing 2.3 inches of runoff 
would have a time base of 28 hours, and would produce a peak discharge of 316 cfs occurring 
about 6 hours from the time of initial rise of the hydrograph (Table 11.17). 

Table 11.17. Creation of a total storm hydrograph from a unit hydrograph. 

Time Unit Storm runoff Baseflow Total storm 
interval H.G. H.G. H.G. 

0 
2 
4 
6 
8 

10 
12 
14 
16 
18 
20 
22 
24 
26 
28 

0 
45 

105 
131 
95 
73 
57 
43 
33 
25 
17 
11 
7 
3 
0 

0 
104 
242 
30 1 
219 
168 
131 
99 
76 
58 
39 
25 
16 
7 
0 

15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 

15 
119 
257 
316 
234 
183 
146 
114 
91 
73 
54 
40 
31 
22 
15 
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It is advisable to identify several storms of approximately t-hours duration, derive 
the unit hydrograph for each storm, and develop an average t-hour unit hydrograph. 
As a rule, storm durations of i- or -25% of the nominal duration are acceptable. Once 
the t-hour unit hydrograph is derived it can be used to estimate hydrographs for any 
storm with a duration of approximately t hours. 

1 1.6.1 Alternate duration unit hydrographs 

A t-hour duration unit hydrograph is derived for a t-hour duration storm. The ques- 
tion then is, ‘what about storms of other durations?’ There are basically two ways to 
handle this question. You can develop a separate unit hydrograph for each storm du- 
ration following the procedure above. In practice this means developing unit hydrog- 
raphs for all storm durations common for the basin. Another approach is to derive 
alternate duration unit hydrographs by either adding multiple unit hydrographs to- 
gether, or using an S-curve approach. 

1 1.6.1.1 Adding multiple unit hydrographs 
If the alternate duration t’ is an integer multiple of the original duration t, that is if 
(t’lt) = n, where n is an integer, you can add together n t-hour unit hydrographs that 
are lagged t hours with respect to the each other, and then adjust the total runoff vol- 
ume to equal 1 unit. This approach derives unit hydrographs of durations that are 
greater than the initial duration. Example 1 1.9 demonstrates the procedure. 

Example I I .  9 
In this example we derive the t’ = 4-hour unit hydrograph from an original t = 2-hour unit hydro- 
graph. The alternate duration is an integer multiple of the original duration (4/2)=2. Table 11.18 
shows the calculations and Figure 11.19 a graphical representation of the derivation. When two 
2-hour unit hydrographs are lagged and added you have a hydrograph of 2 inches of runoff in 4 
hours. This 4-hour hydrograph is not a unit hydrograph. Divide the 4-hour hydrograph ordinates 
by 2 to get the 4-hour unit hydrograph. The 4-hour unit hydrograph has a longer time to the peak 
discharge, a lower peak discharge, and a longer time base Tb. 

Table 1 1.18. Conversion of a 2-hour unit hydrograph to a 4-hour unit hydrograph. 

1 2 3 4 5 
Time t-hr U.H. t-hr U.H. t’-hr U.H. 

lagged t hrs columns 2 + 3 column 4 x (tlt’) 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 

0 
200 
400 
600 
500 
400 
300 
200 
100 

0 

0 
200 
400 
600 
500 
400 
300 
200 
100 

0 

0 
200 
400 
800 
900 

1000 
800 
600 
400 
200 
100 

0 

0 
100 
200 
400 
450 
500 
400 
300 
200 
100 
50 
0 
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Figure 11.19. Two 2-hour unit hydrographs (dashed line) are added to produce the 4-hour hy- 
drograph. The 4-hour hydrograph ordinates are divided by 2 to get the 4-hour ufiit hydrograph. 

1 1.6.1.2 S-curve method 
The S-curve or summation curve provides a more flexible method for deriving unit 
hydrographs of alternate durations. It can be used to derive longer or shorter dura- 
tions, and the durations do not have to be integer multiples. If you sum an infinite 
number of t-hour unit hydrographs that are lagged t hours with respect to each other, 
an S-curve is the result (Fig. 11.20). This is the same curve we saw in Figure 11.11. 
The S-curve is the hydrograph from an infinitely long rain generating runoff at the 
rate of llt  units per hour. The equilibrium flow Q, in English units (cfs) is Q, = 
(645.3 AA), where A is in square miles. Actually, only T i t  runoff increments need be 
summed to generate an S-curve, where Tb is the time base of the hydrograph (Fig. 
11.20). To develop the alternate duration t’ unit hydrograph, take two S-curves and lag 
them t’ hours with respect to each other. The area between the two S-curves equals the 
volume of runoff in t’ hours. Adjust the ordinates by the ratio tlt’ and you have the al- 
ternate duration unit hydrograph (see Example l l .  10). 

Example 11.8 showed that a unit hydrograph can be used to create the total flood 
hydrograph. We can now combine flood analysis procedures. For example, the SCS 

Figure 1 1.20. Development of the S-curve from the summation of n t-hour duration unit hydrog- 
raphs each lagged t hours. 
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Example 11.10 
Derive the t' = 4-hour unit hydrograph from an original t = 2-hour unit hydrograph. This is the 
same problem as in Example 1 1.9. The hydrographs are integer multiples but need not be for the 
S-curve method. Assume a basin area of 4.18 mi2. 

1. Develop the S-curve: Table 11.19 shows the complete derivation of the S-curve and the al- 
ternate duration unit hydrograph. Column l is the time intervals on which the runoff hydrograph 
observations are based. Column 2 are the 2-hour unit hydrograph ordinates. Column 3 is called 
the S-curve additions (Linsley et al. 1982). The values in column 3 are generated as follows. 
Starting with the first row, add column 2 and column 3. Place their sum in column 4. Now alsc 
place this sum in column 3 but lagged down by t hours. Continuing this procedure creates the 
S-curve in column 4. 

2. Derive the alternate duration unit hydrograph: Now with the S-curve (column 4) we derive 
the alternate duration unit hydrograph. Lag the S-curve into column 5 by the alternate duration t'. 
The zero in row 5 of column 5 is the same zero from row 1 in column 4. Column 6 is column 5 

Table 1 1.19. S-curve derivation of a 4-hour unit hydrograph from a 2-hour unit hydrograph. 

1 2 3 4 5 6 7 
Time t-hr U.H. S-curve addi- S-curve Lagged Column t'-hr U.H. 
(hrs) (cfs) tions (lag. (col. 2 +3) S-curve (col. 4 - 5) col. 6 x (t/ t') 

col. 2 by (lag. col. 
t-hrs) 4 by t') 

> 0 ,  0 
1 200 0 _.** /*** 200 '\\\\ 0 

0 ---_______ > 0 ------__-- 0 

2 400 0 L" 400 '\\,, 0 
> 800 0 

0 
3 
4 500 400 ,,,.* 900 
5 400 800 L*' 1200 200 
6 300 900 1200 400 
7 200 1200 1400 800 
8 100 1200 1300 900 
9 0 1400 1400 1200 

10 1300 1300 1200 
11 1400 1400 1400 

Total 2700 Q, = 645.3(4.18)/2 

600 _ _ _ _ _ _ _ _ _ _  > 200 __-_______ 
,/** 

Q, = 1349 

0 
200 
400 
800 
900 

1000 
800 
600 
400 
200 
100 

0 

0 
100 
200 
400 
450 
500 
400 
300 
200 
100 
50 
0 

2700 

subtracted from column 4. We have now lagged and subtracted two S-curves. The last step is to 
adjust the values in column 6 by the ratio tlt' = 2/4. Multiply the values in column 6 by 0.5 and 
place the result in column 7. Column 7 is the alternate duration 4-hour unit hydrograph. Compare 
the values in column 7 with the values in Exercise 1 1.9. 

Note that the S-curve began to oscillate between 1300 and 1400 cfs at hour 7. The S-curve can 
oscillate for different reasons. If we calculate the theoretical equilibrium flow we get, Q,= 
645.3(4.18)/2 = 1349 cfs. If we want we could substitute this value for oscillating values. As a 
check on your procedure, the sum of the ordinates in column 2 and column 7 should be the same, 
since they both represent 1 inch of runoff. 

curve number method can be used to generate runoff depth and the unit hydrograph 
procedure to create the flood hydrograph. This is one way to use the unit hydrograph. 
Another way to use the unit hydrograph is convolution and is explained in Section 
1 1.6.2. 
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1 1 h.2 Unit hydrograph convolution 

Convolution is the process of generating the storm runoff hydrograph from multipe- 
riod rainfall. The unit hydrograph ordinates are multiplied times the rainfall excess 
from each burst of rainfall, lagged, and then summed to produce the storm hydrog- 
raph. The general convolution equation is: 

Qn = PIU, + P2Un-I + P3Un-2 + ... + Pn_IU2 + PnUl 

or 

(1 1.22) 

(1 1.23) 

where Q, is the storm runoff ordinate, Pi is the precipitation excess, and Un-i+l is the 
unit hydrograph ordinate. The unit hydrograph duration and the precipitation meas- 
urement interval must be the same. The technique is illustrated in Example 1 1.1 1. 

~~ 

Example 11.11 
This example demonstrates the convolution of rainfall excess into runoff using a unit hydrog- 
raph. The rainfall excess hyetograph and the ordinates for the 1-hour unit hydrograph are shown 
graphically in Figure 1 1.2 1. 

Recall that precipitation data are pulse data, so the first value (0.25 in.) is the accumulated pre- 
cipitation up through hour 1. Discharge data are sample data - discharge at an instant in time. 
The rainfall intervals match the unit hydrograph duration (1 hour). 

In the same manner that we used the unit hydrograph in Example 11.8, calculate the storm 
runoff hydrograph from the first increment of excess precipitation ( P I  = 0.25 inch) by multiply- 
ing each unit hydrograph ordinate by 0.25 inch. Do the same for the increments P2 and P,; how- 
ever, the runoff from P, is lagged l hour behind Ply and P, is lagged l hour behind P,. Table 
1 1.20 and Figure 1 1.22 show the storm runoff hydrographs generated from each precipitation in- 
crement. For example, the first three discharges are: 

Q, = P I  U ,  = 0.25(50) = 12.5 
Q2 = P ,  U2 + P2UI = 0.25(100) + OSO(50) = 50 
Q, = PIU3 + P2U2 + P,U, = 0.25(75) + OSO(100) + O.lO(50) = 73.75 

0.50 

0.40 
c 
;s 0.30 
.- d 

a 0.10 

$ 0.20 

0.00 
0 1 2 3 0 2 4 6 

Figure 1 1.21. a) Rain- 
fall excess hyetograph, 
and b) 1-hour unit 

Time (hours) b Time (hours) hydrograph. a 

Table 1 1.20. Convolution of precipitation into runoff 

p2 p3 Q 
0.50 0.10 

Unit hydrograph PI 
ordinates (U) 0.25 

0 
50 

0.00 
12.50 0.00 

0.00 
12.50 
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Table 1 1.20. Continued. 
Unit hydrograph P1 P2 P3 Q 

100 25 .oo 25.00 0.00 50.00 
75 18.75 50.00 5.00 73.75 
50 12.50 37.50 10.00 60.00 
25 6.25 25 .oo 7.50 38.75 
0 0.00 12.50 5.00 17.50 

0.0 2.50 2.50 
0.00 0.00 

0.25 0.50 0.10 

80.0 

70.0 

60 .O 

50.0 

E 
3 40.0 
c3 

30.0 

20.0 

10.0 

0.0 

h 

0 1 2 3 4 5 6 7 8 
Time (hours) 

Figure 1 1.22. Convolution of increments excess precipitation into increments of runoff and the 
storm runoff hydrograph. 

1 1.7 SYNTHETIC UNIT HYDROGRAPHS 

The unit hydrograph is one of the most popular methods for flood analysis but re- 
quires streamflow data. Since most streams do not have records, researchers have 
devised procedures for developing synthetic unit hydrographs. The procedure is to 
determine three characteristics of the synthetic unit hydrograph - the time to peak tp, 
the peak flow Qpk and the time base Tb. The time to peak is defined as the time from 
the center of mass of precipitation to the hydrograph peak (Fig. 11.23). With these 
three elements a synthetic unit hydrograph can be sketched and the shape of the hy- 
drograph is refined until the area under the curve equals 1 unit of runoff. Two widely 
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- 

used procedures are the SCS's triangular unit hydrograph and Snyder's synthetic unit 
hydrograph. 

1 1.7.1 SCS triangular synthetic unit hydrograph 

The SCS method is most appropriate for basins less than 100 mi2. The SCS proce- 
dure starts with the assumption that a hydrograph can be approximated as a triangle 
as in Figure 11.24. The total runoff R is equal to the area under the hydrograph, or 
from the formula for the area of a triangle: 

R=(R,+R,)= *+- 
( P 2 T  ":"I ( 1  1.24) 

Runoff R (inches) has two unknowns, T,  and T2. From experiments on small agri- 
cultural watersheds it has been found that T2 = 1.67T1. Further empirical study has 
also determined a relationship between the time to peak and the time of concentra- 
tion as tp = 0.6tc. From Figure 11.24 Tl = ( 0 3  + tp). Substituting these empirical re- 
lationships, solving for Qpk, and converting runoff from inches to cfs yields: 

- 484AR 
' P k  - 0 3  + 0.6tc 

( 1  1.25) 

where Qpk is in cfs, A is basin area in square miles, and storm duration t and time of 
concentration tc are in hours. Notice that for the unit hydrograph R = 1. The other 
two elements required for the synthetic unit hydrograph are: 

= 0.3 + 0.6tc ( 1  1.26) 

Tb = 1.34t + 1.6tc ( 1  1.27) 

Equations ( 1  1.25)-( 1 1.27) define the three elements of the triangular unit hydro- 
graph. 
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t 
p' Figure 1 1.24. SCS triangular unit hydrog- 

raph where t is the duration of the storm, 

t is the time to peak, Qpk is the peak 
~ O W ,  and R is the volume of storm runoff 

I 
I Tb is the time base of the unit hydrograph, 

~ 

rZTL-2 (inches). 

Example 1 I .  12 
Construct a 3/4-hour triangular unit hydrograph for a 6 mi2 basin having a time of concentration 
tc = 1 hour. 
From Equation (1 1.25), the peak discharge is: 

From Equation (1 1.26): 

T ,  = (0.5 x 0.75) + (0.6 x 1.0) = 0.975 hrs 

And finally the time base from Equation (1 1.27): 

Tb = (1.34 X 0.75) + (1.6 x 1.0) = 2.6 hrs 

The graph of the triangular unit hydrograph is shown as Figure 1 1.25. 

Cfs 2000 

1000 

Figure 11.25.3/4-hour SCS triangular unit 3000a Hours hydrograph. 

1 1.7.2 Snyder's synthetic unit hydrograph 

Snyder (1938) developed a synthetic unit hydrograph procedure based on physio- 
graphic data from Appalachian watersheds ranging from 10 to 10,000 mi2. The 
equation for the time to peak is: 

tp  = ct ( LwLc)0.3 (1 1.28) 
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where t!, is in hours, L, and L, were defined in Chapter 10 and are measured in miles, 
and Cr is a coefficient ranging from 1.8 to 2.2 depending upon channel slope. Steeper 
slopes have lower C, values. Values for C, outside of the Appalachian region have 
varied from less than 1 to as high as 10. The formula for peak discharge is: 

640 CpA 
Qpk = 

tP 

(1 1.29) 

where Q p k  is in cfs, A is basin area in square miles, and the coefficient Cp varies from 
0.56 to 0.69. The Cp coefficient is small when Cb is large and vice versa. The Cp co- 
efficient can be combined with the conversion constant (640) and Equation (1 1.29) 
rewritten as: 

(1 1.30) 

where Cp varies from 358 to 44 1. 

der’s equation for the time base is: 
The last element defining the synthetic unit hydrograph is the time base Tb. Sny- 

(11.31) 

where Tb is in hours. Equation (11.31) is acceptable for large basins where the time 
base is measured in days, but not small basins where the time base is measure in 
hours, An alternative equation for small basins was developed by Taylor & Schwartz 
(1952): 

Tb = 5(tp + 0.5t) (1 1.32) 

However, for small basins it may be better to use the SCS triangular unit hydrograph. 
Snyder’ s synthetic unit hydrograph procedure assumes a ‘standard duration storm’ 
which Snyder defined as: 

t = 0.18tp (1 1.33) 

where t is in hours. For any alternate duration (t’) different from the standard dura- 
tion an alternate time to peak is calculated using: 

(1 1.34) tb = tp + 0.25(t’ - t) 

This alternate time to peak is used to calculate Q p k  (Eq. 11.30) and Tb (Eqs 11.31 or 
1 1.32). Use of the Snyder unit hydrograph depends upon determining representative 
values for the coefficierlts Cr and Cp. These can be determined by solving Equations 
(1 1.28) and (1 1.30) using data from gaged basins in the same region. Based on data 
from 20 basins in the North and Middle Atlantic states Taylor & Schwartz (1952) 
found C, = 0.6fi where S is basin slope. When graphing the synthetic unit hydrog- 
raph recall that the area under the curve is a unit volume of runoff. Two equations 
from the US army Corps of Engineers (1959) provide guidance in sketching the 
synthetic unit hydrograph: 
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440A 
w75 =--iE- 

a p k  

(1 1.35) 

770A ws0 =------- (1 1.36) 

where W50 and W75 represent the hydrograph's width (hours) at 50% and 75% of the 
peak discharge, respectively, A is basin area (mi2), and Qpk is in cfs. Figure 11.26 is a 
sketch of a synthetic unit hydrograph. 

11.7.3 Variations on Snyder's method 

Numerous empirical studies have developed relationships between t, and basin ge- 
ometry for synthetic unit hydrographs. The general form of the regression relation- 
ship is: 

(1 1.37) 

where a and b are empirically determined and S is watershed slope (see Table 11.21). 
And an alternative formula for peak discharge is: 

- ' b  * tograph. 

Table 11.21. Empirically determined values for the coefficient a and exponent b in Equation 
(1 1.37) (source: Sheaffer et al. 1982). 
Location English units Metric units 

a b a b 

Figure 1 1.26. A sketch defining the 
elements of a synthetic unit hydrog- 
raph and the runoff-generating hye- 

Tulsa, Oklahoma' 
Rural basins 1.42 0.39 0.1842 0.39 
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Table 1 1.2 1. Continued. 

Location English units Metric units 

Urban basins: 
- 50% urbanized 0.92 0.39 0.1193 0.39 
- 100% urbanized 0.59 0.39 0.0765 0.39 

a b a b 

Southern California2 
Mountains 1.20 0.38 0.1642 0.38 
Foothills 0.72 0.38 0.0985 0.38 

~ ~~ 

'US Army Corps of Engineers (1979). 2RCFCWCD (1963). English units: S = ft mi-', Lw = mi, Lc 
= mi. Metric units: S = m m-', Lw = km, Lc = km. 

( I  1.38) 

where Qpk = cfs (cms), c = 380 (4.137), and A = mi2 (km2). 

11.8 FLOW ROUTING 

The beginning of the chapter qualitatively described how hydrographs suffer a re- 
duction in peak and a lengthening of the time base due to storage as the flood wave 
passes through a reservoir or a channel reach (Fig. 1 1  3. Flow routing procedures 
quantitatively determine a downstream (output) hydrograph given an upstream (in- 
put) hydrograph. Two general classifications of flow routing are hydrologic routing 
and hydraulic routing. Hydrologic routing is the simpler of the two and calculates the 
downstream hydrograph as a function of time. Hydraulic routing is more complex 
with the water routed through a channel as a function of both time and space. Spatial 
changes in variables that effect the hydrograph are variations in channel shape, 
roughness and depth. In the next sections we examine only the simpler hydrologic 
routing. 

1 1.8.1 Reservoir routing 

Hydrologic routing of a flood wave through a reservoir is referred to as level-pool 
routing when it is assumed that the surface of the reservoir pool is horizontal. This is 
most likely true in deep, wide reservoirs. One method of level-pool routing is the 
'storage-indication' or 'Puls' method. Assuming that the outflow from the reservoir 
is through an uncontrolled spillway, that is no human intervention, outflow is a func- 
tion of the height of the water level above the spillway (Fig. 11.27). Calibrated equa- 
tions for determining outflow for different spillway designs are available. For exam- 
ple, discharge over a rectangular, sharp-crested weir is: 

Q = 3.33 (11.39) 
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\ 
\ 
\ 
\ 
\ 

; ’ Figure 11.27. Water flow over a sharp- 
crested weir where H is the height of the 
water surface above the crest and L the 
length of the spillway. 

where Q is discharge in cfs, L is the length (ft) of the rectangular outlet, and H is the 
height (ft) of the water surface above the bottom of the outlet (Dunne & Leopold 
1978). The amount of water stored in a reservoir is also a function of the water sur- 
face elevation - the greater the pool elevation the greater the volume of water in 
storage. If outflow is a function of elevation, and storage is also a function of eleva- 
tion, then outflow can be directly related to storage by a ‘storage-outflow function.’ 
The storage-indication method requires constructing a graphical relationship between 
the storage-outflow function and outflow. The storage-outflow function is based on 
the discrete continuity equation (Eq. 2.8) rewritten here as Equation (11.40). The 
only unknown in Equation (1 1.40) is Q2, outflow at the end of the time period. 

As = (sz - s,) = ~ At - 
2 2 

For the storage indication method Equation (1 1.40) is rewritten as: 

(1 1.40) 

(1 1.41) 

The storage-outflow functions are the two terms on either side of the equal sign in 
Equation (1 1.41). Figure 11.28 shows the procedure for reservoir routing using the 
storage indication method. Start with the initial outflow Q, on the abscissa and read 
from the lower storage-outflow curve the corresponding ordinate value of 
(S,/At - Q1/2), Calculate the average inflow (I, + 12)/2 and solve for (S2/At + Q2/2) 
using Equation (11.41). Now with (S2/At + Q2/2) as the new ordinate value read 
across to the upper storage-outflow curve and down to the corresponding outflow Q2 
on the abscissa. This is the routed outflow at the end of the period. The procedure is 
repeated using Q2 as Q, for the next period. 

The availability of computer programs obviates the need for a detailed discussion 
of the graphical procedure. Box 1 is an example of a very simple BASIC program for 
reservoir routing using a modified storage indication method (Golding 198 1). In run- 
ning the program you are asked to input the name of the impoundment, the storage- 
outflow relationship for the impoundment and the time step. The program then routes 
the inflow hydrograph, which is input as DATA statements (lines 870-930). Initial 
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Figure 11.28. Reservoir routing by the storage indication method. See text for an explanation of the 
procedure. 

100 CLS:PRINT "FLOOD ROUTING PROGRAM" 
110 REM PROGRAM WRITTEN BY B.L. GOLDING, 1981 

130 PRINT 
140 INPUT "NAME OF IMPOUNDMENT';N$ 
160 DIM T1(60,2) 
170 T2=0 
180 PRINT 
190 PRINT "SEPARATE DATA ITEMS REQUESTED WITH COMMAS ' 
200 PRINT "ENTER A VALUE OF -1, -1 TO END DATA ENTRY' 
210 PRINT "ENTER OUTFLOW (cfs), STORAGE (ac-R)" 
220 INPUT Q,Sl 
230T2=T2+1 
240 Tl(T2,1)=Q 
250 T I  (T2,2)=S1 
260 IF Q<>-1 THEN 210 
270 IF SIO-1 THEN 210 
280 T2=T2-1 

120 PRINT " _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ Y  

290 PRINT 
300 PRINT 'INPUT TIME INCREMENT (hrs) 
310 LNPUT T 
320 CLS 
330 PRINT "OUTFLOW (cfs) STORAGE (ac-R) 

350 PRINT 
360 FOR I=1 TO T2 
370 PRINT USING '########.I"; Tl(l,l), T1(1,2) 
380 NEXT 1 
390 PRINT 
400 FOR J=l TO T2 
410 Tl(J,2)=Tl(J,2)'12 1/T 
420 T1 (J,2)=T1 (J,2)+TI(J,1)/2 
430 NEXT J 
440 PRINT 
450 PRINT "OUTFLOW (cfs) S/T+Q/2" 
460 PRINT " 
470 PRINT 
480 FOR R=l  TO T2 
490 PRINT USING '########.#"; TI(R,l),Tl(R,2) 
500 NEXT R 
510 T9=0 
520 V1 =O 
530 l l = O  
540 S6=0 
550 Q=O 
560 Q6=0 
565 GOSUB 1050 
570 PRINT 
580 PRINT 'T (hrs) INFLOW (cfs) OUTFLOW (cfs)' 
590 PRINT " 

340 PRINT "_________---__________________I 

600 PRINT 
610 READ 12 
620 IF 12~-1 THEN 960 
630 13=(11+12)/2 
640 R=S6+/3 
650 S2=R-Q6 
660 FOR U=I TO T2 
670 IF S2cTl(U,2) THEN 690 
680 NEXT U 
690 M=(Tl(U,I)-Tl (U-1 ,l))/(Tl (U,2)-TI(U-I ,2))  
700 B=T1 (U, 1)-M'T1 (U,2) 
710 QI=M'SP+E 
720 11 =I2 
730 Q3=Q1 
740 Q6=Q1 
750 S6=S2 
760 V=12-Q3 
770 IF Q3>=ll THEN 800 
780V1=Vl+V 
790 REM ROUND OFF 
800 Q3=INT(Q3'10+0.5)/10 
810 REM ROUND OFF 
820 12=INT(I2'10+0.5)/10 
830 PRINT USING '#######.#"; T9,12,Q3 
840 REM-INFLOW HYDROGRAPH IS CONTAINED IN THE DATA 
850 REM-STATEMENTS BELOW. CHANGE THESE STATEMENTS 
860 REM-TO REFLECT YOUR DATA. 
870 DATA 0,1.3,5.6,10.5,14.5 
880 DATA 17.7,20.6,24,38.6 
890 DATA 137.1,259.4,267 
900 DATA 199.4.141.5,101 
910 DATA 75.6,58.2,46.7,38.4 
920 DATA 32.2,28.5,26,24.4 
930 DATA 23.4,22.6,18,-1 
940T9=T9+T 
950 GOT0 610 
960 PRINT 
970 V2=Vl'T'(3600/43560) 
980 REM ROUND OFF 
990 V2=INT(V2'10+0.5)/10 
1000 PRIYT 'VOLUME STORED ="; 
1005 PRINT USING '######.#'; V2;:PRINT "(ac-8)" 
1010 END 
1050 PRINT:PRINT TAE(20)'<PRESS ANY KEY TO CONTINUE>' 
1060 Q$=INKEY$ 
1070 IF Q$=" THEN 1060 
1080 CLS 
1090 RETURN 
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inflow ( I l ) ,  outflow (Q,)  and storage (S , )  are assumed to be zero. Golding (1981) de- 
scribes the program’s components in detail. Example l l. 13 is a run of the program 
with the data provided by Golding (1 98 1). 

Example I I .  13 
This example demonstrates reservoir routing with the program in Box 1 using data from Brac 
Creek Reservoir given by Golding (1981, used by permission). The program produces the fol- 
lowing output. 

FLOOD ROUTING PROGRAM 

NAME OF IMPOUNDMENT? BRAD CREEK RESERVOIR 

NOTE: SEPARATE DATA ITEMS REQUESTED WITH COMMAS 
NOTE: ENTER A VALUE OF -1, -1 TO END DATA ENTRY 

ENTER OUTFLOW (cfs), STORAGE (ac-ft)? 0,O 
ENTER OUTFLOW (cfs), STORAGE (ac-ft)? 4.24,14.4 

ENTER OUTFLOW (cfs), STORAGE (ac-ft)? 51.71,43.2 
ENTER OUTFLOW (cfs), STORAGE (ac-ft)? 114.67,57.6 
ENTER OUTFLOW (cfs), STORAGE (ac-ft)? 186.81,72 

ENTER OUTFLOW (cfs), STORAGE (ac-ft)? -1 ,-1 

ENTER OUTFLOW (c~s), STORAGE (ac-ft)? 12,28.8 

ENTER OUTFLOW (cfs), STORAGE (ac-ft)? 263.1 9,86.4 

INPUT TIME INCREMENT (hrs)? 1 

OUTFLOW (cfs) STORAGE (ac-ft) 
0.0 0.0 
4.2 14.4 

51.7 43.2 
114.7 57.6 
186.8 72.0 

12.0 28.8 

263.2 86.4 

OUTFLOW (cfs) 
0.0 
4.2 

12.0 
51.7 

11 4.7 

263.2 
186.8 

s/T+Q/2 
0.0 

176.4 
354.5 

754.3 
964.6 

1 177.0 

548.6 

1 .o 
2.0 
3.0 
4.0 
5.0 
6.0 
7.0 

9.0 
10.0 
11.0 
12.0 
13.0 
14.0 
15.0 
16.0 
17.0 
18.0 

8.0 

T (hrs) INFLOW (cfs) OUTFLOW (cfs) 
0.0 0.0 
1.3 
5.6 

14.5 
17.7 
20.6 
24.0 

137.1 
259.4 
267.0 
199.4 
141.5 
101 .o 
75.6 

46.7 

38.6 

58.2 

38.4 

0.0 
0.3 
0.6 
1 .o 
1.4 
1.9 
2.6 
5.0 

77.0 
126.1 
141.3 
134.4 

102.4 

73.5 

18.6 

I I 8.6 

87.1 
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19.0 32.2 
20.0 28.5 
21.0 26.0 
22.0 24.4 
23.0 23.4 
24.0 22.6 
25.0 18.0 

61.8 
52.2 
46.9 
42.5 
38.7 
35.5 
32.4 

VOLUME STORED = 62.9 (ac-ft) 

Figure 11.29 shows the inflow and routed outflow hydrographs from the program. As shown in 
Figure 1.4, storage increases as long as inflow exceeds outflow. The program calculates the 
maximum volume stored, which for this example is 62.9 ac-ft. The peak of the outflow hydro- 
graph occurs on the recession limb of the inflow hydrograph, after which time storage decreases. 

Figure 1 1.28 was created using the same Brad Creek Reservoir data. The beginning value Q! = 
77 and the ending value Q2 = 126 on Figure 11.28 correspond to the routed outflows at time in- 
tervals 1 1 .O and 12.0, respectively, from the computer program. 

1 1.8.2 Muskingum channel routing 

Routing a flood wave through a channel reach is more complex than level-pool res- 
ervoir routing. In reservoir routing storage and outflow are uniquely related. How- 
ever, for a flood wave moving through a channel reach the slope of the water surface 
is not parallel to the channel bed (Fig. 11.30). On the rising limb the water-surface is 
steeper than the channel slope, but on the recession limb it is not as steep. This 
means that for the same outflow at say point A in Figure 11.30, the amount of water 
in storage is different on the rising limb and the falling limb because storage depends 
upon both the rate of inflow and the rate of outflow. This creates hysteresis in the 
relationship between storage and outflow; for a given outflow there is more water 
stored in the rising limb of the wave because inflow exceeds outflow than there is on 
the falling limb when outflow exceeds inflow. The Muskingum channel routing pro- 
cedure was developed by McCarthy (1938) working for the Army Corps of Engi- 
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neers. The Muskingum method divides channel storage into prism storage and wedge 
storage (Fig. 1 1.3 1). Prism storage describes the steady-state discharge of water 
through the reach, i.e. when inflow is equal to outflow. Wedge storage accounts for 
the nonsteady effects of the flood wave. Wedge storage is positive on the rising limb 
and negative on the falling limb. Prism storage is defined as: 

S p  = KQ (1 1.42) 

where Sp is prism storage (L3), K is a time constant (T), and Q is outflow (L3T1>. 
Wedge storage depends on the relative magnitudes of inflow and outflow and is de- 
fined as: 

sW = K X  ( I  - Q) (1 1.43) 

Combining Equations (1 1.42) and (1 1.43) gives total storage as: 

S=K[xI+( l -x )Q]  (11.44) 

Equation (1 1.44) says storage is linearly related to the weighted difference between 
inflow and outflow. The constant K is loosely interpreted as the travel time of the 

Figure 1 1.30. a) The water surface profile as the flood wave enters reach A-B, and b) The profile as 
the wave exits the reach. The discharge at point A is the same in both figures; however, channel 
storage is greater in a than in b because inflow exceeds outflow in the former whereas outflow ex- 
ceeds inflow in the latter (after Dunne & Leopold 1978). 

Figure 11.3 1. The concept of 
prism and wedge storage used in 
Muskingum channel routing to 
account for unsteady discharge 
accompanying a flood wave. 
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flood wave through the reach. Interpretation of the parameter x is more controversial 
but it controls the attenuation of the flood wave by weighting the relative influence 
of inflow and outflow on storage. Theoretically x can vary from (0 2 x 5 l.O), though 
some researchers suggest the more restricted range of (0 2 x 5 0.5). For x = 0.5, in- 
flow and outflow have equal influence and there is no attenuation, the flood wave is 
simply translated through the reach. A value of x = 0.0 means inflow has no effect on 
storage and we have a pure reservoir effect where storage is a function of outflow 
alone. In most rivers x is between 0.1 and 0.3 indicating that both attenuation and 
translation occur in the channel. The Muskingum procedure requires determining x 
and K using measured inflow and outflow hydrographs. Once these parameters are 
determined any inflow hydrograph may be routed through the reach. The procedure 
for finding K and x is discussed in section 11.8.3. 

In developing the Muskingum method the change in storage between two succes- 
sive times steps is written: 

( 1 1.45) 

Combining Equation (1 1.45) with Equation (1 1.40) and solving for the unknown out- 
flow Q2 gives: 

where 

Kx - 0.5At CO = - 
c3 

Kx  + 05At c1 = 
c3 

K-Kx-05At c2 = 
c3 

(1 1.46) 

(1 1.47a) 

(1 1.47b) 

(1 1.47c) 

C3 = K - f i + 0 5 A t  (1 1.47d) 

Equation (1 1.46) is the Muskingum routing equation. As a check, CO + C, + C2 = 
1.0. It is commonly assumed that K and x are constant for the reach and for the range 
of discharges expected. Also, it is apparent that the coefficients CO, C,, and C2 are 
appropriate only for the time step At. The choice of At is arbitrary but it should be 
much smaller than K. Local inflows and seepage losses can be accommodated by 
adding or subtracting the volumes from the outflow hydrograph. 

1 1.8.3 Determining K and x 

The procedure for determining the routing parameters is based on Equation (1 1.44). 
Values of storage S are plotted against [XI + (1 - x)Q] for different values of x. Be- 
cause of hysteresis the plot forms a loop. Figure 11.32 shows two hypothetical plots 
for different values of the parameter x. The objective is to select a value for x that 
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produces a loop closest to a single line. The value of K from rearranging Equation 
(1 1.44) is: 

( 1 1.49) S 
[XI  + (1 - x)Q] 

K =  

K is the slope of the straight line drawn through the graph with the tightest loop. 
This method for finding K and x is somewhat subjective and time consuming. Wu 

et al. (1985) developed an efficient procedure for determining optimal values for 
these parameters using a statistical t-test. As with reservoir routing the Muskingum 
method is easily programmed for a computer or implemented in a spreadsheet pro- 
gram. Example 11.14 demonstrates the Muskingum method and was generated in a 
spreadsheet program. 
_ _ _ _ ~ ~  

Example 11.14 
The inflow and outflow data for this example were taken from Chow (1964). In Table 11.22 col- 
umn 1 is the time step At. Since flows are measure in cfs, the time step is converted from 1 day 
into 86,400 seconds for subsequent calculations. Column 2 contains the inflow hydrograph ordi- 
nates, column 3 calculates the average inflow over the time interval, column 4 is the conversion 
of flow into volume by multiplying the average inflow (column 3) by 86400 seconds. Column 5 
is the cumulative inflow. Columns 6-9 are the same steps applied to the outflow hydrograph. 
Column 10 is total storage, which equals cumulative inflow (column 5 )  minus cumulative out- 

Table 11.23 shows the calculation of the weighted inflow-outflow function for x = 0.1 1 using 
inflows and outflows from Table 11.22. To find K plot the weighted inflow-outflow function 
against storage as shown in Figure 11.33. The slope of the straight line fitted to the loop is K and 
is estimated to be: 

flow (column 9). 

19,800,000 ft3 
K =  = 198,000 s = 2.29 days 

100 ft3s-' 

For the same data Chow (1964) obtained x = 0.15, K = 2.3 days, while Wu et al. (1985) obtained 
x = 0.08 and K = 2.24 days using their optimization procedure. 

The values of x and K are substituted into Equations (1 1.47a)-( 1 1.47d): 

198,000(0.11) - 0.5(86400) 

198,000 - 198,000(0.11) + OS(86400) 
c = -  = 0.098 

0 



Table 1 I .22. Calculation of storage using Equation (1 1.40). 
1 2 3 4 5 6 7 8 9 10 
Time I (I, + 12)/2 A t ( / ,  + 12)/2 C[At(I ,  + 1,)/2] Q ( Q ,  + Q2Y2 Af(Ql + Q2Y2 C[Af(Ql  + Q 2 V l  S 
(days) (cfs) (cfs) (cu.  ft.) (cu. ft.) (cfs) (cfs) (cu. ft.) (cu. ft.) (cu. ft.) 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
1 1  
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 

93 
137 
208 
320 
442 
540 
630 
67 8 
69 1 
692 
684 
67 1 
657 
638 
609 
577 
534 
484 
426 
366 
298 
235 
183 

115 
173 
264 
38 1 
49 1 
585 
654 
685 
692 
688 
678 
664 
648 
624 
593 
556 
509 
455 
396 
332 
267 
209 

9936000 
14904000 
22809600 
329 18400 
42422400 
50544000 
5 6505 600 
59 140800 
59745600 
59443200 
58536000 
57369600 
55944000 
53870400 
5 1235200 
47995200 
43977600 
393 12000 
342 14400 
28684800 
23025600 
18057600 

0 
9936000 

24840000 
47649600 
80568000 

122990400 
173534400 
230040000 
289 180800 
348926400 
408369600 
466905600 
524275200 
5802 19200 
634089600 
685324800 
733320000 
777297600 
8 16609600 
850824000 
879508800 
902534400 
920592000 

85 
93 

118 
165 
239 
33 1 
425 
512 
580 
624 
65 1 
663 
668 
662 
649 
630 
604 
57 I 
530 
482 
430 
37 1 
3 14 

89 
106 
142 
202 
285 
378 
469 
546 
602 
638 
657 
666 
665 
656 
640 
617 
588 
55 1 
506 
456 
40 1 
343 

7 6 8 9600 
91 15200 

12225600 
17452800 
24624000 
32659200 
40478400 
47 174400 
520 12800 
55080000 
56764800 
57499200 
57456600 
56635200 
55252800 
53308800 
50760000 
47563200 
437 18400 
39398400 
34603200 
29592000 

0 
7689600 

16804800 
29030400 
464 83200 
7 1 107200 

103766400 
144244800 
19 14 19200 
243432000 
2985 12000 
355276800 
4 12776000 
470232000 
526867200 
5 82 120000 
635428800 
686 188800 
733752000 
777470400 
8 16868800 
85 1472000 
88 1064000 

0 
2246400 
8035200 

1 86 1 9200 
34084800 
5 1883200 
69768000 
85795200 
9776 I600 

105494400 
109857600 
11 1628800 
11  1499200 
109987200 
107222400 
103204800 
97891200 
9 1 108800 
82857600 
733 53 600 
62640000 
5 I062400 
39528000 
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Table 11.23. Calculation of the weighted inflow-outflow function for x = 0.1 1. 
Time (day) xZ (cfs) (1 - x ) Q  (cfs) XZ + (1 - x)Q (cfs) s (cu.ft) 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 

10 
15 
23 
35 
49 
59 
69 
75 
76 
76 
75 
74 
72 
70 
67 
63 
59 
53 
47 
40 
33 
26 
20 

76 
83 

105 
147 
213 
295 
378 
456 
516 
555 
579 
590 
595 
589 
578 
56 1 
538 
508 
472 
429 
383 
330 
279 

86 
98 

128 
182 
26 1 
354 
448 
530 
592 
63 1 
655 
664 
667 
659 
645 
624 
596 
561 
519 
469 
415 
356 
300 

0 
2246400 
8035200 

186 19200 
34084800 
5 1883200 
69768000 
85795200 
9776 1600 

105494400 
109857600 
11 1628800 
1 1 1499200 
109987200 
107222400 
103204800 
9789 1200 
91 108800 
82857600 
73353600 
62640000 
5 1062400 
39528000 

Figure 11.33. Plot of storage versus the weighted inflow-outflow function. Graph a is for x = 
0.20 and graph b is for x = 0.1 1. Graph b is the tighter loop and yields a slope of K = 198,000 
seconds (2.29 days). 

198,000(0.11) + OS(86400) = o.296 C =  
198,000 - 198,000(0.11) + OS(86400) 

198,000 - 198,000(0.11) - 0.5(86400) c =  = 0.606 
2 198,000 - 198,000(0.11) + OS(86400) 
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11.9 STREAMFLOW MEASUREMENT 

River stage is the elevation of the stream surface above some arbitrary datum. The 
datum may be sea level but more often is an elevation just below the point of zero 
discharge. River stage is measured with stafs gages, recording gages, or crest-stage 
gages. A staff gage is a scale mounted vertically on a pier, piling, or other structure 
extending into the channel. This is the cheapest method for measuring stage but re- 
quires an observer manually make the observation of stage during the period of run- 
off. Recording gages use an intake tube to admit water into a stilling well that sup- 
presses water surface fluctuations from turbulence and waves. The water level in the 
stilling well is recorded on a continuous strip chart, punched tape, or more recently 
as a real-time signal sent via satellite to a data storage and retrieval center. Real-time 
monitoring of river stage has become an integral part of flood warning systems in 
certain communities that are susceptible to flash flooding. Crest stage gages record 
only the hydrograph peak. The US Geological Survey uses a tube containing ground 
cork. The cork adheres to the side of the tube marking the highest water elevation 
reached in the tube. 

Stream velocity is measured with a current meter. Current meters may use conical 
cups rotating around a vertical axis (perpendicular to the flow) or propellers that ro- 
tate on an axis horizontal to the flow. The number of revolutions per second is con- 
verted into an estimate of water velocity. Current meters are expensive and can cost 
hundreds of dollars. For very general estimates of stream velocity a floating object 
can be timed as it travels through a measured length of channel. 
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Stream velocity (V) varies throughout the channel. On a straight channel it is gen- 
erally lowest near the bed and banks due to friction (Fig. 11.35). The highest velocity 
tends to occur in the center of the channel at or near the surface. On a meandering 
channel the zone of maximum velocity migrates towards the outside of the meander. 
In longitudinal cross-section the idealized velocity profile is parabolic in shape (Fig. 
11.36). It is recommended that the mean velocity in the vertical be calculated as the 
average of the velocity measured at two-tenths and eight-tenths the total depth (y) 
from the surface. Alternatively, the velocity at six-tenths the total depth is a good ap- 
proximation of the vertically integrated mean velocity. The US Geological Survey 
has detailed procedures for making measurements of streamflow stage and discharge 
(Rantz 1982). 

Figure 11.35. The illustrative figures in (a) are plane views of a straight channel and a meandering 
channel. The figures in (b) are cross-sectional views of the channels showing the distribution of 
water velocity. The highest velocity zones are shaded the darkest. 

Figure 1 1.36. Idealized longitudinal cross-section showing velocity distribution in a stream. The 
maximum velocity occurs at or near the surface, while velocity decreases to zero at the bed. The 
velocity at 0.6 times the depth (y) approximates the mean velocity in the vertical. Depth is meas- 
ured from the surface downward. 
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1 1.9.1 Stage-discharge relations 

Routine measurements of streamflow are obtained through the use rating curves. A 
rating curve is a relationship between river stage and river discharge. Rating curves 
are developed through the simultaneous measurement of stage and discharge. Once 
the rating curve is defined, discharge is determined directly from measurements of 
stage. This obviously makes estimating discharge much easier. For most rivers a 
simple curve of stage versus discharge is satisfactory (Linsley et al. 1982). The best 
location for establishing a rating curve is where the channel cross-section is stable 
and not subject to variation in shape during high flows or affected by backwater. On 
streams with alluvial channels floods can scour the bed and banks changing the rat- 
ing curve. Near tributary junctions high flows on one channel my cause backwater 
effects on the other. Gaging stations should be located far enough upstream to be be- 
yond the influence of backwater. Linsley et al. (1982) discuss methods for correcting 
for these conditions of ‘shifting control’. Figure 1 1.37 is an example of a rating curve 
for Swarr Run. 

SUMMARY 

This chapter has introduced some basic concepts and techniques used to analyze 
streamflows and flood discharges. Some of the techniques provide only limited in- 
formation on runoff volume or peak discharge, while others provide additional in- 
formation on flood frequency or hydrograph shape. These are important topics for 
water management. Society continues occupy floodplains and to suffer losses from 
riverine flooding. In the first half of the 1990s monetary damages from floods have 
run into the tens of billions of dollars, not to mention loss of life. Virtually every ac- 
tivity from agriculture to residential home construction modifies the hydrologic cycle 
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in some manner. By changing infiltration, runoff increases, and groundwater re- 
charge is reduced. The result may be an increased downstream flood risk or the long- 
terrn impairment of the groundwater supply. As we move into the next century we 
must be more conscious of how our activities alter the natural environment. This 
chapter has focused on streamflow and flooding. Chapter 12 examines the opposite 
phenomena - drought. 

PROBLEMS 

11.1 

11.2 

11.3 

11.4 

Determine the runoff (in inches) from the 100-year7 6-hr storm in July occurring over a 
120-acre field in southern Lancaster County, PA. The previous 5 days had 1.6 inches of rain. 
The field is planted to corn in straight rows and the hydrologic condition is poor. The soil is 
moderately well drained with average infiltration capacity. What is the volume of runoff in 
acre-feet? Clearly state all parameter values you use. 
If a developer purchases 45 acres of the field in problem 1 and constructs a mixed develop- 
ment consisting of a 12-acre shopping center, an 18-acre residential subdivision (l/4 acre 
lots) and 15 acres of paved roads with curbs and sewers. Calculate the runoff from the entire 
field assuming the same conditions as in Problem 11.1. What was the increased volume 
(acre-feet) of runoff due to urbanization? If the county requires the developer to store this 
excess runoff in a detention basin, how deep would the basin have to be if the developer only 
has 25,000 ft2 of space on which to build the basin? 
Calculate the peak runoff from the 5-year storm for a basin near Oklahoma City, OK with 
the following characteristics. (Example 4.7 demonstrated how to interpolate IDF precipita- 
tion values.) 
Basin area - 342 acres 
Basin length - 4040 ft 
Basin relief - 21 ft 
Land use 
- Single family residential ('/8 acre lots) - 239.4 acres 
- Park in fair condition - 17.1 acres 
- Native pasture in fair condition on loamy soil - 85.5 acres 

The following data are the annual maximum discharges (m3s-') for the Derwent River at 
Long-bridge Weir. Use the log-Pearson type 111 method and the Gumbel I method to fill in 
the tables below. Use natural logs. 

269 258 228 180 167 144 143 143 142 126 124 117 115 110 109 108 106 102 102 99 98 95 
8785 817768 

The adjusted skewness of the natural logs is C, = 1.069. 
a) log-Pearson I11 

Return period T 

100 
50 
25 
10 

Probability of exceedence 

b) Gumbel I 
Return period T 

100 
50 
25 
10 

Probability of exceedence 

Frequency factor k 

Frequency factor k 

QT 

QT 
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c) Use the Gumbel I CDF to estimate: 
P(Q > 100 m3 s-I) = , T =  

,T=- P( Q > 250 m3 s-I) = 
11.5 Given below are the ranked annual maximum discharges (m3 s-’) for the Derwent River at 

Longbridge Weir. Plot the data on arithmetic Gumbel paper (below) using the Gringorten 
plotting position formula to assign sample frequency estimates. Draw the theoretical (Gum- 
be1 I) flood frequency curve. 

269 258 228 180 167 144 143 143 142 126 124 117 115 110 109 108 106 102 102 99 98 95 
8785817768 

a) Estimate Qlo and Qloo. 
m3 s-l 
m3 s-1 

Q10 

QlOO 

Q 10 upper m3 s-l 
Q,, lower m3 s-l 
Q 100 upper m3 s-l 
Qloo lower m3 s-l 

b) Place 90% confidence limits around the two discharges. 

11.6 This exercise has two parts. First you use the World Wide Web (W) to retrieve annual 
maximum series discharge data from the USGS website. Second, you’ll do a spreadsheet- 
based flood frequency analysis with the data. 

PART 1: Downloading data from the W 
Log onto the WWW and go to the USGS homepage. The address (URLJ for the USGS 
homepage is: http:// www.water.usgs.gov. 
The formats of the web pages change over time so I’ll only describe where you want to go, 
rather than what you might see on the pages. 
Click on the Water Data hypertext. 
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This should bring up a map of the US with a listing of the states below. 
Click on either the state of Pennsylvania (on the map), or PA in the name listing at the bot- 
tom of the page. 
Click on the Counties hypertext. 
Click on Lancaster County. 

On the screen should be a list of the stream gages in Lancaster County. You want gage 
01576500, the Conestoga River at Lancaster, PA. There are four types of data available for 
the gage: 
1. A map of the region surrounding the gage 
2. Historical Streamflow Daily Values 
3. Current Conditions Data 
4. Peak Flow Data. 

You can investigate the different data sites later, but for this exercise click on the Peak Flow 
Data. 

You now decide what dates to retrieve, what data to retrieve, and data output format. 

water year. 

peaks above a base is a partial duration series.) 

Click on Retrieve. You should now see the data as a text page. The top of the page provides 
gage-related information such as station name, station number, latitude and longitude etc. 
The actual data are listed below, ranked by year. 
Finally, using the menu bar at the top of your window click on File/Save and save the data 

to your disk. 

Dates to retireve: Retrieve the record of peak flows from1929 to 1993. Retrieve them by 

Data to retrieve: Retrieve only the annual peaks. (This is the annual maximum series. All 

Output format: Tab-delimited text data file, YYYY.MM.DD format. 

PART 2: Flood frequency analysis 
Once you have the data saved on disk, open the text file and copy just the data (year and dis- 
charge) into a new spreadsheet. (I assume you’re using the EXCEL@ spreadsheet program). 
Now do a flood frequency analysis two ways. First, do a sample frequency analysis, and, 
second, a frequency analysis using the log-Pearson Type I11 method. 

Sample frequency analysis 
First set up your spreadsheet. At the top of the spreadsheet enter your name and the station 
data as shown in the box below. 

Station name Station (gage) number 
Latitude Longitude 
State Hydrologic unit Drainage area 
Length of record years 

Now create a sample frequency analysis table similar to Table 11.10 in the text. Be sure 
when you rank the discharge data you carry the year along with it. If your ranking is correct 
the largest discharge is 50,300 cfs which occurred on June 23, 1972. This flood-of-record 
was caused by Hurricane Agnes. This discharge is nearly twice the second-ranked discharge 
(25,300 cfs). Using the WRC’s high-outlier analysis (see text) the 1972 discharge should be 
classified a high outlier and excluded from the analysis. Eliminate this value from your table 
and adjust the record length (n). Use the spreadsheets’s built-in functions to calculate the 
mean, standard deviation, and skewness. 
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11.7 

11.8 

11.9 

Log-Pearson I11 frequency analysis 
If you compare the sample skewness with the generalized skewness value on the map (Fig. 
11.15) you’ll see a noticeable difference. For this exercise use the map skewness value of 
OAO. 
Calculate Qlo, Q25, Q50, and Qloo using the log-Pearson I11 method. Use base 10 for the 

logs. Set up your four QT equations just like the examples in the book. 
Finally, compare your sample frequency analysis discharges and the log-Pearson I11 dis- 

charges. A good way to compare them is by plotting the two sets of discharges (Q) versus 
return period (7‘). (Note you only need to plot the sample discharges which have return peri- 
ods that are close to the log-Pearson I11 return periods). 
Given below are the observed flows from a storm of 3 hours duration on a basin with an area 
of 122 mi2. Assume a constant base flow of 600 cfs. 
a) Derive the unit hydrograph. 
b) What would be the peak flow of a 3-hr storm that yielded 3.7 inches of runoff? 

Hour Day 1 Day2 Day3 

3 am 
6 am 
9am 
noon 
3 Pm 
6 Pm 
9 Pm 
midnight 

600 
600 

6000 
9500 
8000 
7000 
6100 
5300 

4600 
4000 
3500 
3 100 
2700 
2400 
2100 
1900 

1700 
1500 
1300 
1100 
900 
800 
700 
600 

The following data are from a 3-hr unit hydrograph. Derive the 6-hr unit hydrograph by the 
S-curve method. The basin is 122 mi2 in area. 

Hour UHO Hour UHO 

3 
6 
9 
12 
3 
6 
9 
12 
3 
6 
9 
12 

0 
2308 
3803 
3162 
2735 
2350 
2008 
1709 
1453 
1239 
1068 
897 

3 
6 
9 
12 
3 
6 
9 
12 
3 
6 
9 

769 
64 1 
556 
470 
385 
299 
214 
128 
85 
43 
0 

For the same basin and storm (near Oklahoma City) as in Problem 11.3 calculate the runoff 
(inches) using the SCS curve number method. Assume an average ‘11’ moisture condition 
and hydrologic soil group C .  
Land use 
- Single family residential (1/8 acre lots) - 239.4 acres 
- Park in fair condition - 17.1 acres 
- Native pasture in fair condition on loamy soil - 85.5 acres 

11.10 Use the SCS triangular synthetic unit hydrograph to create the storm runoff hydrograph for 

1 1.1 1 Develop a 3-hour synthetic unit hydrograph using Snyder’s method and the data below. 
Problem 11.9 
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ct= 2.0 
cp = 397 
A = 139 mi2 
Lw= 16mi 
Lc= 6 mi 
Use the Tb formula for small basins and plot the hydrograph using the COE plotting guide- 
line equations. 

11.12 Use the observed inflow and outflow data below to calculate the Muskingum parameters x 
and K .  Then route the inflow hydrograph by the Muskingum method. Compare your routed 
outflow hydrograph to the observed outflow hydrograph. 

Inflow and outflow data (source: Linsley et al. 1982). 

Time (hrs) 
0 
6 

12 
18 
24 
30 
36 
42 
48 
54 
60 
66 
72 
78 

Inflow (cfs) 
56 
66 

250 
550 
595 
420 
295 
210 
147 
100 
74 
60 
51 
46 

outflow (cfs) 
70 
66 

102 
185 
265 
335 
370 
368 
310 
245 
200 
165 
132 
100 



CHAPTER 12 

Drought and water supply 

12.1 DEFINING DROUGHT 

Drought (pronounced as in ‘out’) is often described as a creeping phenomena. Unlike 
a flood - you know when a flood starts, when it ends, and where it has been - 
drought is more difficult to define in time and space. It may take weeks or months of 
persistent dryness before a drought is finally acknowledged, and it may take a similar 
period of sustained wetness to bring the drought to an end. Just defining drought has 
been a major challenge in studying it as a hydrologic phenomena. There are many 
underlying problems in developing a suitable definition of drought. First, a drought 
may not affect all components of the hydrologic system simultaneously. It is possible 
for soil moisture levels to be abnormally low, while streamflow and lake levels are 
near normal. A farmer may have to adjust for low soil moisture levels, while the 
manager and customers of an urban water supply systems see no immediate problem. 
Another problem is that drought is not an absolute condition but rather a relative lack 
of moisture. A particular level of water deficit must be evaluated in terms of the ex- 
pectation for water at that time and place. An increase in demand can lead to drought 
conditions just as surely as a decrease in water supply. 

Dracup et al. (1980) suggest that the first step in defining drought be the clear 
identification of the subject of primary interest. The term agricultural drought obvi- 
ously refers to drought affecting agriculture and focuses on soil moisture availability. 
Hydrologic drought focuses on water supply and might use an index of streamflow 
andor reservoir storage. Meteorological drought refers to a period of below normal 
precipitation and above normal temperature. Some human activities defy such 
straight-forward identification of the hydrologic component of primary interest. Irri- 
gation agriculture is a good example. Being a type of agriculture soil moisture is ob- 
viously important, but because it is irrigated, streamflow, reservoir storage or 
groundwater levels are also of primary importance. Human manipulation of the hy- 
drologic cycle further complicates the picture by shifting drought impacts in time and 
space. Irrigation agriculture along the east slope of the Rocky Mountains in Colorado 
depends upon snowfall from the previous winter. A drought during the winter can 
cause economic hardship six months to a year later even if weather patterns have re- 
turned to normal. Much of northern California and the Pacific Northwest suffered a 
6-year drought from 1987 to 1993. Southern California suffered as well because of 
the direct hydrological dependence of southern California on water supply from the 
north. The California Aqueduct, a major component of the California State Water 
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Plan, transfers water some 600 miles south from Shasta Reservoir in northern Cali- 
fornia to cities, industries, and irrigated farms in southern California. 

Most drought definitions incorporate the idea that drought is an extended period 
of time during which water availability is significantly below normal. The time pe- 
riod may be weeks, months or even years depending upon the particular circum- 
stance. What is significantly below also depends upon the situation because some 
activities are more sensitive to moisture deficits than others. Even the same activity 
may be more sensitive to drought at different times. A corn crop is extremely sensi- 
tive to soil moisture deficits at certain times in the growing season. Inadequate 
moisture for only a short period near maturation can reduce yields dramatically com- 
pared to the same level of moisture stress at earlier or later times in the season. 

More comprehensive definitions of drought expand the concept of departure from 
normal and recognize that human societies are adapted to the average, or normally 
expected, moisture availability at that location. As Hounam et al. (1975) put it: 

‘... a pastoralist, raising fat  lambs on improved pastures with a uniformly dis- 
tributed rainfall averaging, say, 1000 mm a year, might be troubled by the relative 
‘dryness ’ in a year producing only 7.50 mm, irrespective of its temporal distribution. 
To another pastoralist in semi-arid country normally receiving 300 mrn a year, this 
total 7.50 mrn would represent a record wet year, bringing with it the troubles asso- 
ciated with excessive moisture .... The agriculturalist or pastoralist, especially in the 
drier regions, has assessed the nature of the local rainfall and, through years of long 
and sometimes bitter experience, has learnt to adapt his operation to rainfall char- 
acteristics of the area. ’ 

Human manipulation of the hydrologic cycle through interbasin water diversions, 
water storage or groundwater pumping may complicate the situation but the funda- 
mental concept remains valid. 

One last comment on drought definitions is to recognize that drought is a stochas- 
tic hydrologic phenomena. The term stochastic means that successive observations of 
the hydrologic variable are dependent in time. Once a drought becomes established, 
it tends to persist. A good definition incorporates this stochastic character. 

There are many ways to quantitatively define and analyze the phenomena of 
drought. First is by using a runs approach. A runs approach defines and describes 
drought using properties of a stochastic time series. Drought indices are a second 
way to define and describe drought. Some indices are extremely simple; some quite 
complex. An example of a simple index is to define a threshold value for a hydro- 
logic variable and some duration of time when water availability is below that 
threshold. An example would be, say, less than 80% of normal precipitation in a 2- 
month period. The Palmer Drought Severity Index (PDSI) is a more complex index 
based on a water balance. The runs approach and the PDSI are discussed at length 
below. A third way to study drought is by frequency analysis similar to that used for 
floods in Chapter 11. Frequency analysis does not define droughts, it only assigns re- 
currence intervals to drought events that are defined by some other method. Drought 
frequency analysis can be applied to low streamflows exactly as was done for high 
streamflows. The annual minimum streamflow series is composed of the lowest 
streamflows for each year. The flows can be ranked and plotted on probability paper. 
The Gumbel Type I11 probability distribution (also called the Weibull distribution) 
fits annual minimum series data fairly well. In some cases the planner may need to 
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Table 12.1. Advantages and limitations of different method of analyzing drought. 

Approach Capable of defining Capable of describing Capable of describing 
drought characteristics stochastic properties frequency properties 
(occurrence, length, etc.) (e.g. return period) 

Runs Yes Yes No 
Simple index Yes No Yes, when combined 

PDSI Yes Yes No 
Frequency analysis No No Yes 
Markov chain No Yes Yes 

with frequency analysis 

know the probability of discharge periods of various lengths, such as the driest 5-day 
period. Discharges for different intervals can be defined and subjected to the same 
type of frequency analysis. 

A fourth approach to studying drought is by means of a Markov chain. A Markov 
chain describes probability characteristics of a stochastic process. As with frequency 
analysis a Markov chain does not define drought; rather, some type of index is first 
used to define the occurrence of a drought. A Markov chain can then be used to de- 
scribe certain probability characteristics. Table 12. l lists some of the advantages and 
disadvantages of these four approaches to studying drought. 

12.2 RUNS ANALYSIS OF DROUGHT 

A runs analysis of drought is based on the theory of runs for discrete variables, 
though the theory is applicable to continuous variables as well (Yevjevich 1972). 
The theory of runs is founded on the concept of two processes crossing each other. 
By hydrologic process we mean a stationary, stochastic time series for any hydro- 
logic variable. A monthly precipitation time series would represent a precipitation 
process. Stationary means the parameters of the distribution (mean and variance) do 
not change with time. When applied to drought, runs theory quantitatively describes 
how a hydrologic process crosses above and below some critical threshold value. A 
threshold value is called a truncation level. Prior to analysis the original data should 
be transformed into either percentages of the mean, departures from the mean, or 
standardized Z-scores. Standardized Z-scores have the added advantage of being di- 
mensionless, so that Z-scores of precipitation, say, can be directly compared to Z- 
scores of streamflow. The numerator in Equation 3.18 gives departures from the 
mean, while the entire equation transforms data into Z-scores. 

Figure 12.1 is an illustrative time series for a discrete hydrologic variable x. The 
increments for time ( t )  could be weeks, months or years depending upon the situa- 
tion. The truncation level x, is the value of x for which negative departures are de- 
fined. Only negative departures are used to analyze drought, but analogous properties 
exist for positive departures. A negative departure (x - x,) < 0 represents a drought. 
The truncation level can be set anywhere. Setting it slightly below the mean for x 
recognizes that small departures from the mean are still within the range of what is 
considered ‘normal’. A downcrossing occurs when at time t-1, (x - x,) > 0 and at 
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x O ~  

t 
Figure 12.1. Runs properties for a discrete 
variable x. The truncation value xo is used 
to define negative departures. Lj is the 

J negative run length and defines drought 
duration for event i. 

L i l  1 5 1  1 %  I 

time t ,  ( x  - xo) < 0. This marks the beginning of a drought as defined by that trunca- 
tion level. For any drought event i the negative run length L, is defined as a consecu- 
tive sequence of negative deviations preceded and succeeded by a positive deviation. 
Run length defines the duration of a drought episode. In Figure 12.1 there are three 
drought episodes. The first and second episodes are each four time periods long, 
while the third episode is two periods long. The sum of the negative deviations in run 
length i is called the run sum Si and measures drought magnitude. Magnitude meas- 
ures the cumulative water deficiency for a given drought episode. The ratio Si / L, 
measures the average drought intensity. And lastly, drought severity at time t is given 
by the magnitude of an individual negative deviation xt. A runs-based definition is 
applicable to any hydrologic subsystem, e.g. precipitation, soil moisture or stream- 
flow, and quantifies drought characteristics such as duration, magnitude, intensity 
and severity. 

12.2.1 Analysis of Oklahoma climate division 4 

Figure 12.2 is a time series of 2-transformed monthly precipitation data. The data are 
from Oklahoma climate division 4, located in west central Oklahoma along the bor- 
der with Texas. The data are for the period 1929 to 1940, a total of 144 monthly ob- 
servations. The data were fit to the gamma distribution, and 2-scores were calculated 
using the (gamma) mean and standard deviation (Table 3.4). Researchers at the Na- 
tional Climate Data Center (NCDC) use the categories in Table 12.2 to classify 
2-transformed precipitation and temperature data. The classification shows that de- 
partures slightly more or less than one-half of one standard deviation are still consid- 
ered normal. The greater the departure the more abnormal (wet or dry) environ- 
mental conditions are. The two lower boundaries ( 2  = -0.524 and 2 = -1.28) are 
drawn as dashed lines on Figure 12.2. We can use each of these boundaries sepa- 
rately as a truncation level to demonstrate the analysis of precipitation drought by 
the runs approach in Example 12.1. 

Example 12.1 
The standardized precipitation data from Oklahoma climate division 4 are analyzed in this ex- 
ample by the runs method. The 2-scores for the 3-month drought in 1933, and the 3- and 
2-month droughts in 1936 are given in Table 12.3. The results of the runs analysis are given in 
Table 12.4. 
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Figure 12.2. Time series of 2-transformed precipitation data for Oklahoma climate division 4, 
1929- 1940. 

Table 12.2. Classification categories for 2-transformed precipitation and temperature data (source: 
NOAA/NCDC 1990). 

2-score Classification 

1.282 < Z Much above 
0.524 < 2 5 1.282 

-0.524 I 2 5 0.524 
-1.282 I 2 < -0.524 

Above 
Normal 
Below 

2 < -1.282 Much below 

Table 12.3.2-scores for three precipitation drought events in Oklahoma climate division 4. 

Year Month 2-score 

1933 April 

June 

March 
April 

August 

May 

1936 February 

1936 July 

-0.65 
-1.04 
-2.17 
-1.25 
-1.40 
-1.12 
-1.86 
-1.65 

Table 12.4. Runs analysis for the precipitation data from Oklahoma climate division 4. 

Truncation level x, 

-0.524 -1.282 

Total number of drought months 43 12 
Total number of drought events 32 11 
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Table 12.4. Continued. 

Truncation level x, 

-0.524 -1.282 

1933 Drought 
Length L 
Magnitude S 
Intensity S/L 

Length 
Magnitude 
Intensity 

Length 
Magnitude 
Intensity 

1936 February-April drought 

1936 July-August drought 

3 
-3.86 
-1.28 

3 
-3.77 
-1.26 

2 
-3.5 1 
-1.76 

1 
-2.17 
-2.17 

1 
-1.40 
-1.40 

2 
-3.5 1 
-1.76 

For the first truncation level xo = -0.524 there are 32 separate precipitation 
droughts totalling 43 months, or about 30% of the 12-year period. Individual 
droughts lasted anywhere from 1 to 3 months. The two most severe drought months 
occurred in September 1939 and June 1933, with 2-scores of -2.34 and -2.17, re- 
spectively (see Fig. 12.2). There are two droughts with a duration of 3-months; one 
occurred from April to June in 1933, and the other from February to April in 1936. 
The magnitude of the 1933 event is S = (-0.65 - 1.04 - 2.17) = -3.86, while the 
magnitude of the 1936 event is S = -3.77. The average intensity for these droughts 
are -1.28 and -1.26, respectively (Table 12.4). There was a second drought in July 
and August of 1936. This event was shorter but more intense, lasting two months and 
having a magnitude of -3.51 and an intensity of -1.76. 

For the lower truncation level xo = -1.282 there are only 11 precipitation droughts 
totalling 12 months, or 8.3% of the period. The longest drought is now the 2-month 
event in the summer of 1936 (Fig. 12.2). The magnitude and intensity are the same as 
before. Setting the truncation level lower generally means that fewer, more intense 
droughts will be identified. 

The runs approach quantifies drought occurrence, length, magnitude, intensity and 
severity, but the precise value of these characteristics depends upon the truncation 
level. The choice of truncation level is, however, completely arbitrary; there is no 
‘natural’ way to decided where the truncation level should be set. This is perhaps the 
most notable drawback of the runs approach. The effect this has on drought analysis 
is illustrated by close inspection of Figure 12.2. The first six months of 1933 had 
negative precipitation departures. If the truncation level were set near 0, there would 
be a single 6-month drought at the beginning of 1933. Instead, with a truncation level 
of -0.524 there are two droughts, the 1-month January drought, and the 3-month 
drought of April to June. This is an important limitation of the runs approach: the 
identification and characteristics of a drought depend entirely on the truncation level, 
and the truncation level is arbitrarily chosen. Another problem is that the runs ap- 
proach analyzes only one variable at a time. This poses a problem for the analysis of 
meteorological drought which usually occurs as a joint occurrence of below normal 
precipitation and above normal temperatures. 



12.3 PALMER DROUGHT SEVERITY INDEX (PDSI) 

The most widely used index of drought in the United States is the PDSI (Palmer, 
1965). The PDSI ranges between +6.0 (extremely wet) and -6.0 (extreme drought) 
(Table 12.5). The index is calculated on a monthly basis, and is based on a weighted 
water balance. Human alterations of the water balance, e.g. reservoir storage, are not 
considered. The PDSI is a meteorological drought index. This means that the first 
month the weather begins to change from dry (wet) to near normal or wet (dry) con- 
ditions, the drought (wet spell) ends despite the fact that other components of the hy- 
drological system such as soil moisture, rivers or lakes may be below or above their 
normal state (Karl 1983). This is why the NCDC now calculates a modified version 
of the index called the Palmer Hydrological Drought Index (PHDI). The PHDI is less 
sensitive to variations in weather and is thought to more accurately reflect hydrologi- 
cal conditions. 

The popularity of the PDSI is due to its ability to capture the persistent nature of 
droughts while providing a single quantitative index of existing environmental con- 
ditions. Also, the PDSI is a standardized index which means it is directly comparable 
between different climatic regions at different times of the year. A PDSI value of 
-1.5 in September in Arizona is directly comparable to -1.5 in Florida in June. The 
PDSI reflects departures from climatic conditions that are normal or expected for that 
location at that particular time of the year. 

The calculation of the PDSI uses a water balance similar to that of Thornthwaite 
& Mather (1955), except Palmer employed the two-layer soil model (Chapter 6) to 
calculate actual evapotranspiration. The PDSI procedure calculates potential evapo- 
transpiration by the Thornthwaite method (Eq. 6.1). This is a good example of where 
the simpler temperature-based Thornthwaite equation is preferred over more data- 
intensive methods. In the discussion that follows actual evapotranspiration is desig- 
nated as ET and potential evapotranspiration as PE, as these were the symbols used 
by Palmer. The PDSI water balance is: 

P = ET+ R+ RO+ L (12.1) 

where P is precipitation, ET is actual evapotranspiration, R is soil water recharge, RO 
is runoff, and L is the water loss from the soil. The change in soil moisture storage is 

Table 12.5. Categories for wet spells and droughts using the PDSI (source: Palmer 1965). 

PDSI Classification 

2 4.00 
3.00 to 3.99 
2.00 to 2.99 
1.00 to 1.99 
0.50 to 0.99 
0.49 to -0.49 
-0.50 to -0.99 
-1 .OO to -1.99 
-2.00 to -2.99 
-3.00 to -3.99 
5 -4.00 

Extremely wet 
Very wet 
Moderately wet 
Slightly wet 
Incipient wet spell 
Near normal 
Incipient drought 
Mild drought 
Moderate drought 
Severe drought 
Extreme drought 
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calculated as AS = ( R  - L). The relationship between actual and potential evapotran- 
spiration was described in Chapter 6. What Palmer did, and this really is the essence 
of his innovative approach, was to extend the actual-potential relationship to the re- 
maining three variables on the right side of Equation (12.1) by defining new potential 
values. He thus defined potential recharge (PR),  potential runoff (PRO), and poten- 
tial soil water loss (PL). For example, PR is defined as the unused water storage ca- 
pacity of the soil: 

P R = ( A W C - S )  (12.2) 

where AWC is the available water capacity and S is the amount of water in both lay- 
ers of the soil at the beginning of the month. The next step is to quantify these actual- 
potential relationships as parameters using long-term averages. For each month 
( t  = 1 to 12) the normal relationships between the actual and the potential value are 
parameterized as: 

-- 
a = (ET I P E )  ( 12.3) 

p = ( E m )  ( 12.4) 

y = ( Z I E )  (1 2.5) 

6 = ( L I E )  (1 2.6) 

The overbar quantities are monthly means calculated for the period of record. For 
example, if the average ET for June at some location is 3.5 inches, and the averxe 
PE for June is 6 inches, then the normal relationship between the two is a = ET / PE 
= 3.516.0 = 0.583. This type of calculation is done for every month for each para- 
meter yielding 48 parameter values at each location. If a particular June were warmer 
than normal and had, say, PE = 7.0 inches, then ET should be adjusted by a so that 
ET bears its normal relation to the climatic demand for moisture (Palmer 1965). For 
this example the adjustment gives ET= 0.583(7.0) = 4.08 inches. Palmer called this 
adjusted value Climatically Appropriate For Existing Conditions (CAFEC), and 
designated it with a circumflex hat symbol E T .  

Palmer defined a new water balance equation, identical in form to Equation 
(12. l), composed of CAFEC components: 

E ; = E ? + ; + R ~ + ~  (1 2.7) 

The CAFEC quantities on the right side are defined by: 

E? = a P E  (12.8) 

I? = pPR 

~6  PRO 

i = 6PL 

(1 2.9) 

(12.10) 

(12.1 1) 
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Equation (12.7) calculates a CAFEC precipitation value 3 that is appropriate for the 
existing climatic condition:. The difference between the observed precipitation P and 
the CAFEC precipitation P is a moisture departure from normal: 

A 

d = P - P  (12.12) 

Since the PDSI is a standardized index directly comparable for any month at any lo- 
cation, the d ’s are weighted by another parameter K such that: 

Z = d K  (12.13) 

2 is called the ‘moisture anomaly index’ and is the heart of the PDSI. There is a K 
value for each month, and as with CAFEC parameters, the K‘s are determined from 
climate records before calculation of the PDSIs begin. K is the parameter that stan- 
dardizes the moisture departures (d) by month and location. The equation for K was 
developed empirically as a function of the average of the absolute values of the 
moisture departures for the entire period of record, and the average water supply 
(F+ L) and water demand ( P E  + + RO)  at the location. The value of 2 from Equa- 
tion (12.13) is used to calculate the monthly PDSI such that: 

(12.14) PDSIt = 0.897PDSIt-l + 0.333Zt 

The stochastic nature of the PDSI is clearly seen in Equation (12.14) where the value 
of the PDSI for the current month t depends on the value of the PDSI in the previous 
month t-1. Palmer could have stopped here, but he further refined the index to make 
it a truly meteorological drought index. The details of this further refinement are 
somewhat complex and not relevant to the current discussion. The ‘unrefined’ index 
given by Equation (12.14) is the ‘new’ Palmer Hydrological Drought Index (PHDI) 
mentioned earlier. 

Palmer conceived of meteorological drought as a departure of precipitation from 
what the established economy in a region has come to expect as normal. According 
to Palmer ( 1965): 

‘A drought period may now be defined as an interval of time, generally on the or- 
der of months to years in duration, during which the actual moisture supply at the 
given place rather consistently falls short of the climatically expected or climatically 
appropriate moisture supply ... the problem here is to develop a method for comput- 
ing the amount of precipitation that should have occurred in a given area during a 
given period of time in order for the ‘weather’ during the period to have been nor- 
mal - normal in the sense that the moisture supply during the period satisfied the av- 
erage or climatically expected percentage of the absolute moisture requirements 
during the period. In other words, the question is how much precipitation should 
have occurred during a given period to have kept the water resources of the area 
commensurate with their established use? ’ 

12.3.1 Analysis of Oklahoma climate division 4 

Figure 12.3 and Table 12.6 show the PDSIs for the same 12-year period in Oklahoma 
climate division 4 as analyzed previously for precipitation. From 1929 to 1933 envi- 
ronmental conditions oscillated between mild wetness and mild drought. The year 
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Figure 12.3. PDSI (1929-1940) for climate division 4 in Oklahoma. Data from Table 12.6 (source: 
NOAA/NCDC 1990). 

Table 12.6. PDSI values for Oklahoma climate division 4 (source: NOAA/NCDC 1990). 
Jan Feb Mar 

1929 0.88 0.99 1.44 

1931 0.87 0.94 1.74 
1932 1.41 0.02 0.33 
1933 -0.42 -0.34 -0.50 

1930 -0.17 -0.67 -1.17 

1934 -2.58 -2.71 -2.65 
1935 -4.20 -4.08 -3.74 
1936 -2.49 -2.65 -3.19 
1937 -2.33 -2.47 -2.18 
1938 -3.03 -2.46 -2.03 
1939 -1.05 -1.26 -1.13 
1940 -2.90 -2.47 -3.05 

Apr 
0.97 

-1.34 
2.18 

-0.14 
-0.86 

-4.06 
-2.74 

-3.68 
-2.46 
-1.72 
-1.35 
-2.47 

May 
1.87 

-1.49 
0.01 

-0.40 
-1.65 
-3.20 
-3.21 
-3.20 
-2.23 
-1.43 
-1.79 
-2.85 

Jun 
1.61 

-1.36 
-0.50 

1.47 
-3 .OO 
-3.87 
-2.99 
-3.53 
-2.13 
-1 .oo 
-1.08 
-3.45 

Jul 
1.97 

-0.65 
1.53 

-3.57 
-5.12 
-3.36 

-1.64 

-4.66 
-2.8 1 
-1.04 
-1.44 
-3.62 

Aug 
-0.72 
-2.10 
-0.88 

1.55 
-2.97 
-4.79 
-3.54 
-5.60 
-2.80 
-1.67 
-1.55 
-3.37 

Sep Oct Nov 
0.10 0.20 0.66 

-2.51 0.75 0.87 
-1.64 -1.58 0.79 
-0.55 -0.73 -1.28 
-2.79 -2.82 -3.02 
-4.07 -4.19 -4.23 
-3.45 -3.54 -2.90 
-3.14 -2.80 -2.84 
-2.71 -2.68 -2.70 
-1.88 -2.59 -2.19 
-2.71 -3.11 -3.16 
-3.20 -3.51 0.98 

Dec 
-0.36 

0.99 
0.75 
1.44 

-2.84 
-4.16 
-2.56 
-2.58 
-2.77 
-2.42 
-3.11 
0.90 

1933 began with near normal conditions that turned into incipient drought by the 
spring. Conditions deteriorated significantly and the drought became severe (PDSI = 
-3.0) by June. For the next 58 months, from June 1933 to April 1938, drought con- 
ditions ranged between moderate and extreme, with the years 1934 and 1936 having 
the two most extreme months. The drought ended abruptly in November of 1940 
when conditions turned wetter than normal. The pattern of drought defined by the 
PDSI is quite different than that defined by the runs analysis of precipitation alone. If 
we use PDSI = -0.50 as the threshold for defining drought occurrence, there are only 
five drought events. The first event in 1929 lasted only one month. The second and 
third droughts occurred in 1930 and 1931 and lasted eight and five months, respec- 
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tively. The fourth is a 3-month event at the end of 1932. The fifth and final drought 
was truly a great drought lasting 92 months from March 1933 to November 1940. 
The most severe drought months as defined by the PDSI usually, but not always, cor- 
respond with severe precipitation deficits (Fig. 12.2). The most extreme period in 
1936 (Fig. 12.3) correlates with the precipitation deficit during seven of the first 
eight months of that year. By contrast the PDSI shows extreme drought in 1934, 
whereas the runs analysis showed only two months qualifying as drought months. An 
even greater discrepancy exists in 1939. The single-driest month in terms of precipi- 
tation over the 12-year period had only a modest impact on the PDSI. The reason of 
course is that the PDSI is based on a water balance that integrates the effects of vari- 
ous hydrologic components. 

Figure 12.4 is the Palmer Hydrological Drought Index (PHDI) for Oklahoma cli- 
mate division 4 for the same period and it bears a strong resemblance to Figure 12.3. 
The years 1929 to early 1933 are characterized by alternating periods of wetness and 
dryness followed by the great drought beginning in June of 1933. The PHDI indi- 
cates only four separate drought episodes (PMDI < -0.50) rather than five as indi- 
cated by the PDSI. One way to compare the PDSI and PHDI is by subtracting one 
index from the other (Fig. 12.5). Negative values on Figure 12.5 represent times 
when the PDSI < PHDI while positive values when the PDSI > PHDI. When their 
difference (either positive or negative) is small it means the two indices are approxi- 
mately the same. When the difference between the two is large their assessment of 
environmental conditions is contradictory. The meteorological PDSI is the more sen- 
sitive of the two and it leads the change to a new environmental state. As an exam- 
ple, the PHDI recorded incipient to slightly wet conditions all throughout 1929. The 
PDSI on the other hand was more variable. It too indicated wet conditions in the first 
half of 1929 but changed to drought in July and then to near normal conditions for 

Figure 12.4. PHDI (1929-1940) for climate division 4 in Oklahoma (source: NOAA/NCDC 1990). 
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most of the remaining months. The result is seen on Figure 12.5 as large negative 
differences in the latter half of 1929. All through the great drought of the 1930s the 
two indices register nearly identical conditions, though the PDSI is always a little 
lower (more severe) than the PHDI. To put the drought of the 1930s in western 
Oklahoma into perspective Figure 12.6 shows the PHDI for the period 1895 to 1989. 
The drought of the 1950s was shorter but more intense than the 1930s. Figure 12.7 

Figure 12.5. Differences between the PDSI and the PHDI for climate division 4 in Oklahoma. 

Figure 12.6. PHDI for Oklahoma climate division 4 from 1895 to 1989 (source: NOAA/NCDC 
1990). 



298 Hydrology for water management 

shows the spatial pattern of drought for a 4-month period in 1936 across the United 
States. The decade of the 1930s saw some of the most devastating droughts in the re- 
corded history of the Great Plains. Drought conditions waxed and waned throughout 
most of the decade, though in a few unfortunate areas on the central and northern 
plains the drought was nearly continuous for the entire decade. It is worth noting that 
since the PDSI (PHDI) is a stochastic time series it can be analyzed using the runs 
approach. The various PDSI categories are set as thresholds for the calculation of 
drought duration, magnitude, intensity and severity. 
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12.4 MARKOV CHAIN MODEL OF DROUGHT 

A Markov chain is a mathematical technique used for modeling discrete stochastic 
processes. The term Markov chain connotes that the model describes a sequence, or 
chain, of observations. The time dependency in the stochastic process can be incor- 
porated using either serial correlation coefficients or state transition probabilities. 
Here we describe a Markov chain that uses state transition probabilities. Later in the 
section on water supply we introduce a Markov streamflow model that utilizes a se- 
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rial correlation coefficient. Markov chains are classified by the number of ‘lags’ 
(previous time steps) that are used to generate the conditions at the current time step 
t. A lag-1 Markov chain uses only the immediately-preceding time step t-1 in mod- 
eling current conditions. A lag-2 Markov chain uses the previous two time steps, and 
so on. The lag-1 Markov model is by far the most common and is the only one dis- 
cussed here. 

A lag-1 Markov chain says that the probability of the environment being in a cer- 
tain ‘state’ at time t depends upon the state of the environment at the previous time 
interval t-1. The probability of having a drought (state) this month depends on 
whether drought conditions existed last month. It is unlikely (low probability) that 
the environment would change from extreme drought this month to extremely wet 
next month. It is more likely (higher probability) to go from extreme drought this 
month to some other drought state next month. The future development of the lag-1 
Markov chain depends only upon the present state; the past history of the process or 
how the present state was reached is irrelevant. However, proportions of past states 
are necessarily included in the current state; hence the Markov chain does possess 
some memory (Thompson 1990). The PDSI could be modeled as a lag-1 Markov 
chain having the eleven states listed in Table 12.5. 

The degree of dependence between states can be expressed as a state transition 
probability. The state transition probability Pii is the probability of moving from the 
current state i to the future state j in the next time step. State transition probabilities 
are conditional probabilities. That is to say the probability of having state j in the 
next time step is conditioned on the fact that the environment is currently in state i. 
Figure 12.8 shows a three-step time sequence. At each step t the environment is in 
one of three possible states - drought (D), normal (N), or wet (W). The state transi- 
tion probabilities for the drought state are P?,, = 0.6, P,, = 0.2, and P,,, = 0.2. In 
other words, if the environment is currently in a drought state there is a 60% chance 
of remaining in a drought in the next period, a 20% chance of changing from drought 
to normal, and a 20% chance of changing from drought to wet conditions. There are 
similar state transition probabilities for the normal and wet states. The state transition 
probabilities sun1 to 1.0 because the environment must move into one of the three 

Figure 12.8. Diagrammatic representation of a 
three-state environment and the state transition 
probabilities between states. The state transition 
probabilities must sum to 1.0 because the envi- 
ronment must move to one of the three states at 
the next time step. See text for further discus- 
sion. 
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states in the next time step. State transition probabilities are determined empirically 
by analyzing a time series (see Example 12.2). 

Example 12.2 
This is an example demonstrating how to calculate state transition probabilities. Assume there 
are three possible states for the environment - drought (D), normal (N), and wet (W) - and we 
observe the following time series for the environment: 

time(t) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
state(S) W W D D D N N W N N D D W W W 

With 15 time steps there are only 14 state transitions. The environment at the last time step does 
not transition into a future state. 

At each time the environment is in one and only one state. With three states there are a total of 
nine possible combinations of transitions between states. The state transition probabilities are 
calculated in groups of three corresponding to each of the three possible initial states. For a given 
initial state i, the transition probabilities are calculated as the observed relative frequencies of 
each transition from state i to state j .  For example, for an initial drought state (D), count the 
number of transitions to each of the three possible subsequent states: 

PD,D = 315 = 0.60 

PD,N = 115 = 0.20 

PD,w = 115 = 0.20 

The denominator is 5 because there were only 5 transitions that started with an initial state D. 
According to the Law of Total Probability (Chapter 3) the sum of the state transition probabili- 
ties must equal 1. In a similar manner the state transition probabilities for the initial states N and 
W are calculated as: 

PN,w = 114 = 0.25 

PN,N = 214 = 0.50 

PN,D = 114 = 0.25 

and 

Pw,w = 315 = 0.60 

Pw,N = 115 = 0.20 

Pw,D = 115 = 0.20 

The denominator for the last group is 5 and not 6 because the last W state at t = 15 does not tran- 
sition into a future state. 

The state transition probabilities can be arranged as a transition probability matrix 
.The transition probability matrix for the example presented in Figure 12.8 and Ex- 

ample 12.2 is shown as Table 12.7. 
If the transition probability matrix is multiplied against itself again and again, the 

individual state transition probabilities Pi approach equilibrium (constant) values. 
These equilibrium probabilities Pi* comprise a new matrix called the n-step 
euuilibrium matrix Pn . Each row in the equilibrium matrix is identical (Table 12.8). 
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Table 12.7. Transition probability matrix for data in Figure 12.8 
____ ~~~ 

Future State j 

D N W  

Current State i D 0.60 0.20 0.20 
N 0.25 0.50 0.25 
W 0.20 0.20 0.60 

Table 12.8. Equilibrium matrix E produced by powering matrix in Table 12.7. 

State j 

D N W  

State i D 0.357 0.286 0.357 
N 0.357 0.286 0.357 
W 0.357 0.286 0.357 

Each element in the equilibrium matrix represents the equilibrium probability of be- 
ing in that state after a large (n) number of time steps. In other words, the equilibrium 
probabilities represent the percentage of time, on average, that the process is in that 
state. Looking at Table 12.8 the environment is in a drought state P; = 35.7% of the 
time, in the normal state P; = 28.6%, and in a wet state Pi = 35.7% of the time. 
Naturally, the equilibrium probabilities must also sum to 1 .O. 

The equilibrium probabilities in Table 12.8 could also be calculated as the relative 
frequency of any state over the entire time period. Referring to the time series in 
Example 12.2, there are 5 drought states out of a total of 14 transitions. The equilib- 
rium probability for the drought state is therefore 5/14 = 0.357. 

12.4.1 Interrelating the Markov chain and runs theory 

From the theory of runs the expected number E(N) of downcrossings (droughts) is 
equal to the probability of a downcrossing PD at any time t multiplied by the length 
of the time period (L): 

(12.15) 

Also from runs theory, the expected length E(E) of a downcrossing is equal to the 
probability that the process is below the threshold value divided by the probability of 
a downcrossing: 

(12.16) 

This is where Markov analysis and runs theory can be combined. The probability of 
a downcrossing can be estimated using state transition and equilibrium probabilities, 
and the expected length of a drought can be determined using equilibrium probabili- 
ties and the probability of a downcrossing. Example 12.3 demonstrates the technique 
for the time series in Example 12.2. 
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Example 12.3 
To find the expected number of droughts in a given period we need to first find the probability of 
a drought occurring at any time. For the data in Example 12.2 droughts can occurs two ways: 
either by having the environment in a wet state and changing to a drought state, or by being in a 
normal state and changing to drought. Thus the probability of a drought occurring can be esti- 
mated as the sum of the equilibrium probability for a each state times the state transition prob- 
ability from that state to drought. 

Expected number of droughts 
Taking first the wet state: 
- Equilibrium probability & = 0.357 
- State transition probability (Pw D) = 0.20 

- Equilibrium probability PG = 0.286 
- State transition probability 

And, for the normal state: 

= 0.25. 
The probability of a drought (downcrossing) at any time is: 

P, = (0.357 x 0.2) + (0.286 x 0.25) = 0.143 

The expected number of droughts in the interval is therefore: 

E(N) = 0.143 x 14 = 2.0 

Indeed, the time series in Example 12.2 shows two droughts. 

The expected length of an individual drought 

E(L) = 0.357/0.143 = 2.5 

Again we see from the time series that one drought is 3 time periods long and the other 2 periods 
long. Their average length is (3 +- 2)/2 = 2.5 periods. 

The author combined runs analysis, Markov chain analysis, and the PDSI in a 
study of drought in the central United States from 1895 to 1988 (Thompson 1990). 
The transition probability matrix for Missouri climate division 4 (southwest Mis- 
souri) is given as Table 12.9. The number of PDSI states w2s reduced from eleven to 

Table 12.9. Transition probability matrix for Missouri climate division 4 (source: Thompson 1990, 
used by permission). 

State . j  

ED SD MD MLD N SW MW VW EW 

State i ED 0.825 0.11 
SD 0.323 0.516 0.097 
MD 0.011 0.087 0.620 0.098 
MLD 0.178 0.580 
N 0.003 0.160 
sw 
MW 0.08 
vw 
EW 

0.063 
0.65 
0.141 0.430 
0.190 0.052 
0.688 0.129 0.013 0.008 
0.228 0.503 0.234 0.035 
0.161 0.186 0.508 0.127 0.008 
0.132 0.191 0.559 0.118 
0.188 0.375 0.438 

ED = extreme drought, SD = severe drought, MD = moderate drought, MLD = mild drought, N = 
normal, SW = slightly wet, MW = moderately wet, VW = very wet, and EW = extremely wet. 



nine by combining the incipient wet and dry categories with the normal category. 
The main diagonal of the state transition matrix (i = j )  is a measure of the persistence 
of any state. In southwestern Missouri extreme drought is the most persistent state 
with a state transition probability of PED,ED = 0.825. Once extreme drought becomes 
established it is very difficult to break. On the other hand extreme wet spells are only 
about half as persistent (0.438). The persistence for drought in general, that is going 
from a drought state to any other drought state, was found to be 0.254. Once drought 
becomes established there is about a one-in-four chance of it continuing in some 
form into the next month. Not all elements of the matrix are filled, which means it is 
impossible to go from certain states to other states, such as extreme wetness to 
extreme drought, in one month. The equilibrium matrix for southwestern Missouri is 
shown in Table 12.10. 

Normal conditions prevailed about 34.8% of the time, while drought in some form 
or another occurred 31.8% of the time. Severe drought was the least common 
drought category. The expected number and length of droughts in this climate divi- 
sion are shown in Table 12.11. The expected (average) drought in southwestern Mis- 
souri is just short of a year (1 1.5 months), while the average observed drought lasted 
10.4 months. 

Figure 12.9 shows the persistence of extreme drought, defined as the value of the 
state transition probabilities (PED,ED), in a five-state region in the central United 
States. Extreme drought tends to be most persistent in the northern part of the region, 
especially along the Nebraska-Kansas boarder where probabilities exceed 90%. It is 
interesting that the pattern for severe drought persistence (not shown) is the reverse 
of Figure 12.9, with the higher probabilities clustering in the south. Figure 12.10 
shows the pattern of extreme drought equilibrium probabilities. Again there is a core 
region of high values in Nebraska and Kansas. The climate divisions in this core re- 
gion spent anywhere from 10.1 to 12% of the 94-year period in the condition of ex- 
treme drought. As was the case for persistence, the climate divisions with the highest 
equilibrium probabilities for severe drought (not shown) tend to be located mostly in 
the south, though the pattern is more variable. Another difference between extreme 
and severe droughts is that the highest equilibrium probabilities for severe drought 
did not exceed 10%. 

Table 12.10. Equilibrium probability matrix for Missouri climate division 4 (source: Thompson 
1990, used by permission). 

State j 
ED SD MD MLD N SW MW VW EW 
0.056 0.027 0.081 0.154 0.348 0.153 0.106 0.061 0.014 

Table 12.11. Comparison of the expected and the observed number and length of droughts in Mis- 
souri climate division 4 (source: Thompson 1990, used by permission). 

Number Length (months) 

Expected 8.9 11.5 
Observed 9.0 10.4 
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The strong persistence of drought in the central plains has been investigated by a 
number of researchers (Karl & Koscielny 1982, Diaz 1983). Their conclusion is that 
droughts are in fact more persistent in the interior plains compared to the coastal re- 
gions of the United States, and this is not an artifact of the PDSI calculation (Karl 
1983). The reasons for the greater persistence and duration in the interior are not 
known but the role of feedback processes forced by land surface conditions, espe- 
cially soil moisture and its effect on the partitioning of radiation, appear to be im- 
portant (Oglesby & Erickson 1989). 

12.5 WATER SUPPLY 

Perhaps the single most important purpose of water-resources planning is the provi- 
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sion of adequate water supply. Whether for drinking, cooking, cleaning in the home, 
or for growing crops and manufacturing products water is essential to modern soci- 
ety. The basic objective of water supply management is to provide enough water of 
acceptable quality when and where it is needed. Failure to meet any of these con- 
straints - quantity, quality, time or space - can cause severe hardship. For most of 
our history the emphasis has been on managing the supply. As population increased, 
new industries developed, or new land brought under irrigation, we met the increased 
demand for water by searching out new sources of supply. Alternatives for increas- 
ing supply include dams to impound water in reservoirs, interbasin diversion proj- 
ects, groundwater mining, desalinization of salt and brackish water, and weather 
modification. If and when more water was needed the traditional response was to go 
find more. This attitude is expressed most recently in the reallocation of water be- 
tween existing uses. In the western United States cities are looking to irrigated agri- 
culture as a new source of supply. Cities can buy water rights in emerging water 
markets and transfer the water for use in their ever expanding suburbs. In the 1970s 
thinking began to change and water managers began speaking of demand manage- 
ment. Since water management is an issue of both supply and demand, rather than 
searching for increasingly scarce and more expensive supplies, managers began to 
take a critical look at current patterns of use and how demand might be reduced. 
Ways to reduce demand include raising prices, universal metering, changing anti- 
quated laws that encourage waste, leak detection, and a host of water conservation 
methods. A wide variety of water conservation alternatives exist for cities, industry 
and agriculture. Low flow shower heads and water-displacement devices in toilet 
reservoirs can significantly reduce water use in the home. In January, 1994 federal 
legislation became effective requiring all new toilets to have a capacity of 1.6 gallons 
per flush, down from the 3.5 or even 5.0 gallon capacity of older models. Industrial 
conservation through recycling is one of the primary reasons that total water with- 
drawals in the United States actually decreased in the late 1980s after decades of ex- 
plosive growth. An important reason for the increase in industrial recycling, how- 
ever, was not a concern for water conservation per se, but the National Pollution 
Discharge Elimination Pennits System (NPDES) of the federal Clean Water Act. In 
order to reduce their pollution discharges industries have turned to recycling. This is 
a good example of the systematic inter-relationship between water quantity and wa- 
ter quality. The following sections examine some methods for estimating and evalu- 
ating water supply, with a focus on supply from surface-water sources. The relation- 
ship to drought should be obvious - drought has always been one of the primary 
concerns for water supply planning. The USGS currently provides a monthly Na- 
tional Water Conditions Report. The report, including color graphics, can be ac- 
cessed through the Internet. The World Wide Web address on the Internet is: 
http://water.usgs .gov/nwc/. 

12.5.1 Streamflow characteristics 

In Chapter 11 we studied hydrographs for individual floods. The continuous hydrog- 
raph for a stream shows the variation in discharge over time. Figure 12.1 1 is the hy- 
drograph of mean monthly discharge for the Yadkin River at Patterson, NC from 
1940 through 1955. The Yadkin River is included in the USGS Hydroclimatic Data 
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Figure 12.1 1. Mean monthly discharge for the Yadkin River at Patterson, NC from 1940-1955. 

Network (HCDN) (Slack & Landwehr 1992). The HCDN is composed of gaging 
stations having good- to high-quality records, and, most importantly, their drainage 
basins have suffered little or no human alteration. The primary purpose of the HCDN 
is to assess the changes in streamflow that may be related to changing climate. 
Monthly mean discharge of the Yadkin River varied from a high of 195 cfs in 
August 1940 to a low of 6.9 cfs in September 1954. These two values happen to be 
the highest and lowest average monthly discharge for the entire 49-year record. The 
range in daily mean discharge is much greater with a maximum of 2130 cfs and a 
minimum of 5.3 cfs. In addition to the monthly mean discharges the 49-year mean 
(straight line) and the 12-month moving average (dashed line) of the monthly means 
are plotted on Figure 12.11. The moving average ‘smooths’ the data and helps eluci- 
date possible trends. Through the 1940s there were wet periods and dry periods, in- 
dicated by the moving average rising slightly above and falling below the 49-year 
mean. The wettest period began in 1948 and continued into 1950. By 1951 below 
normal-low flows dominated and it appears that a hydrologic drought was under way 
during the first half of the decade of the 1950s. 

AJow duration curve is another useful way to present discharge information for 
water planning. Figure 12.12 is the flow duration curve for the Yadkin River con- 
structed from the average daily flows from the 49-year record. The flow duration 
curve shows the percentage of time discharge was below a certain level. 25% of the 
time mean daily discharge on the Yadkin River has been less than 22 cfs, and 50% of 
the time it has been less than 38 cfs. Flow duration curves are used in planning for 
water supply, navigation, hydropower, water quality and maintenance (low) flows 
for aquatic habitat. 

It was mentioned at the beginning of the section on drought that frequency analy- 
sis is one method of analyzing drought. Table 12.12 shows the results of a frequency 
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Table 12.12. Low-flow frequency analysis of annual minimum mean daily flows for the Yadkin 
River, NC (data from Slack & Landwehr 1992). 

Year Q (cfs) Rank m/(n+l) T Number of consecutive days Date of occurrence 

1954 5.3 
1956 5.3 
1988 5.5 
1955 6.0 
1981 7.5 
1982 7.6 
1986 7.6 
1941 9.0 
1953 9.7 
1940 10 
1944 10 
1947 10 
1964 10 
1987 10 
1942 11 
1945 11 
1946 11 
1952 11 
1957 11 
1968 11 
1969 11 
1951 12 
1963 12 
1985 12 
1959 14 
1984 14 
1966 15 
1976 15 
1979 15 
1983 15 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

0.02 
0.04 
0.06 
0.08 
0.10 
0.12 
0.14 
0.16 
0.18 
0.20 
0.22 
0.24 
0.26 
0.28 
0.30 
0.32 
0.34 
0.36 
0.38 
0.40 
0.42 
0.44 
0.46 
0.48 
0.50 
0.52 
0.54 
0.56 
0.58 
0.60 

50.0 1 
25.0 1 
16.7 1 
12.5 1 
10.0 1 
8.3 1 
7.1 1 
6.3 1 
5.6 2 
5.0 1 
4.5 1 
4.2 5 
3.8 1 
3.6 3 
3.3 1 
3.1 1 
2.9 4 
2.8 20 
2.6 7 
2.5 5 
2.4 3 
2.3 3 
2.2 5 
2.1 7 
2.0 3 
1.9 4 
1.9 3 
1.8 1 
1.7 5 
1.7 1 

September 30 
September 17 
August 19 
October 01 
August 29 
October 09 
August 02 
June 22 

May 18 
August 25 

December 16 

October 26 
July 12 

September 09 

September 19 
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Table 12.12. Continued. 

Year Q (cfs) Rank rnl(n+l) T Number of consecutive days Date of occurrence 

1943 16 
1980 16 
1948 17 
1967 17 
1970 17 
1977 17 
1965 18 
1972 18 
1973 18 
1978 18 
1971 19 
1958 21 
1962 22 
1950 24 
1961 24 
1949 25 
1975 25 
1974 27 
1960 29 

31 0.62 
32 0.64 
33 0.66 
34 0.68 
35 0.70 
36 0.72 
37 0.74 
38 0.76 
39 0.78 
40 0.80 
41 0.82 
42 0.84 
43 0.86 
44 0.88 
45 0.90 
46 0.92 
47 0.94 
48 0.96 
49 0.98 

1.6 2 
1.6 3 
1.5 9 
1.5 3 
1.4 5 
1.4 5 
1.4 1 
1.3 9 
1.3 1 
1.3 2 
1.2 1 
1.2 2 
1.2 1 
f.1 4 
1.1 1 
1.1 7 
1.1 4 
1.0 4 
1.0 2 

September 22 

October 16 

September 10 

September 13 

December 22 

analysis of the annual minimum series of daily mean flows on the Yadkin River. A 
minimum mean daily flow of 5.3 cfs can be expected to occur, on the average, once 
every 25 to 50 years. Three of the lowest mean daily flows on record occurred in the 
mid-1950s (Fig. 12.11). Table 12.12 also gives the number of consecutive days the 
low flow was observed that year. The year 1952 ranks 18th with a mean flow of 
11 cfs, but this discharge lasted for 20 days! This certainly could have had a more 
severe impact than a lower flow that lasted for a shorter period of time. For low 
flows that lasted only one day, the date of occurrence is given in Table 12.12. Low 
flows on the Yadkin River are most prevalent during the late summer and fall. 

12.5.2 Estimating water storage requirements 

Stream discharge varies on many time scales. Depending upon the size of the stream, 
discharge can go up and down in a matter of hours or days following individual 
storms. Discharge varies on a seasonal basis in response to the balance between pre- 
cipitation and evapotranspiration, and on an annual basis following wet spells and 
droughts. On large streams where demand is a small fraction of the supply there is 
rarely a problem in meeting the demand. In cases where demand is a significant 
fraction of the supply the challenge to make sure there is enough water to carry over 
through the critical dry period(s). This requires providing reservoir storage to capture 
water during periods of high flow for use during times of low flow. A basic problem 
for water supply planning and management is estimating the amount of storage nec- 
essary to meet a given demand. The water yield is the amount of water that can be 
obtained from a source. Reservoir storage increases the yield by capturing the high 
flows for use at a later time. Assuming no water losses by seepage and evaporation, 
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the maximum yield over time from a stream equals the mean annual streamflow. 
However, storing water in reservoirs inevitably causes losses by seepage and evapo- 
ration and reduces the maximum yield below the mean annual discharge. Two meth- 
ods for estimating reservoir storage are the mass curve and the sequent-peak method. 

12.5.2.1 Mass curve 
One of the earliest methods devised for estimating reservoir storage is a mass curve. 
A mass curve is a curve of the cumulative discharge for a river. The slope of the 
mass curve at any point equals the discharge rate (Fig. 12.13). If demand is constant 
over some time period, the cumulative demand curve is a straight line with a slope 
equal to the demand. The amount of reservoir storage for a given demand is found by 
drawing a line with a slope equal to the demand curve tangent to the high points of 
the mass curve. The required storage is the maximum difference between the cumu- 
lative demand curve and the mass curve. It is important that the period chosen for the 
analysis include a critical period of low flow. The critical dry period might be the 
single driest year (month) or a run of several dry years (months). A sequence of sev- 
eral dry years (months) is preferable since water supply failure is more likely to oc- 
cur during a run of dry years (months). Data for a hypothetical mass curve is given in 
Table 12.13 and plotted on Figure 12.13. In column 2 are the mean annual discharges 
(Q), column 3 the cumulative discharge (mass curve), and column 4 the demand (D),  
which is a constant 3000 cfs. Demand is composed of reservoir releases and losses 
by seepage and evaporation. The required storage capacity for this level of demand 
and this streamflow record is 2700 cfs (Fig. 12.13). To convert storage in units of 
flow (L31"'> into a volume, multiply by time (7). 
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Figure 12.13. Hypothetical mass curve showing the determination of storage as the maximum dif- 
ference between the cumulative supply (mass) curve and the cumulative demand curve. The cu- 
mulative demand is drawn tangent to the supply curve with a slope equal to the demand. 
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Table 12.13. Data for the mass curve shown in Figure 12.13. 

Time Q (cfs) CQ D (cfs) Time Q (cfs) CQ D (cfs) 

1 4000 
2 3380 
3 4610 
4 3940 
5 2480 
6 2750 
7 3760 
8 3650 
9 4900 

10 2080 
11 3210 
12 1710 
13 2300 

4000 
7380 

11990 
15930 
18410 
20560 
24930 
28580 
33480 
35560 
38770 
40480 
42780 

3000 
3000 
3000 
3000 
3000 
3000 
3000 
3000 
3000 
3000 
3000 
3000 
3000 

14 3480 
15 5050 
16 4500 
17 3650 
18 3050 
19 3370 
20 4380 
21 2220 
22 2810 
23 3250 
24 3560 
25 2940 

47080 3000 
52130 3000 
56630 3000 
60280 3000 
63330 3000 
66700 3000 
71080 3000 
73300 3000 
76110 3000 
79360 3000 
82920 3000 
85860 3000 

12.5.2.2 Sequent-peak method 
The sequent-peak method is an alternative way to estimate reservoir storage. The se- 
quent-peak procedure gives the same result as the mass curve method but it is some- 
what easier to use. With the sequent-peak method the cumulative difference between 
supply and demand is calculated and plotted. A horizontal line is drawn from each 
peak to the next higher (sequent) peak. The maximum difference between any hori- 
zontal line (peak) and the intervening valley on the curve is the maximum required 
storage capacity. The method is shown in Table 12.14 and Figure 12.14. 

12.5.2.3 Stochastic streamflow simulation 
The problem of short streamflow records plagues the estimation of reservoir storage 
just as it increased the uncertainty in the estimation of flood peaks. It is unlikely that 
a relatively short streamflow record will contain the lowest-flow sequence that is 
possible for that stream. There may have been a drought many centuries ago, or one 
yet to come in the future, that was or will be more severe than anything in the his- 

Table 12.14. Sequent peak analysis of the same data as in Table 12.13. 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 

4000 
3380 
4610 
3940 
2480 
2750 
3760 
3650 
4900 
2080 
3210 
1710 
2300 

3000 
3000 
3000 
3000 
3000 
3000 
3000 
3000 
3000 
3000 
3000 
3000 
3000 

1000 1000 
380 1380 

1610 2990 
940 3930 

-520 3410 
-850 2560 
1370 3930 
650 4580 

1900 6480 
-920 5560 

210 5770 

-700 3780 
-1290 4480 

14 3480 3000 1300 
15 5050 3000 2050 
16 4500 3000 1500 
17 3650 3000 650 
18 3050 3000 50 
19 3370 3000 370 
20 4380 3000 1380 
21 2220 3000 -780 
22 2810 3000 -190 
23 3250 3000 250 
24 3560 3000 560 
25 2940 3000 -60 

5080 
7130 
8630 
9280 
9330 
9700 

11080 
10300 
101 10 
10360 
10920 
10860 
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Figure 12.14. Hypothetical sequent-peak graph. Storage is equal to the maximum difference be- 
tween the horizontal line and the curve of the cumulative difference between supply and demand. 

torical record. One way to address this problem is by simulating streamflow. Stream- 
flows generated by abstract mathematical models are referred to as ‘synthetic’ 
streamflows. The stochastic model used here is a lag-1 Markov model for annual 
streamflow. The Markov model described here is also called an autoregressive (AR) 
model. Autoregressive simply refers to the stochastic characteristic of persistence. 
Since the Markov model is a lag-1 model it is denoted as an AR(1) model. More 
complex stochastic models for simulating seasonal streamflows can be constructed. 
A major assumption with this model is that the process (streamflow) is stationary. 
The lag-1 Markov model for annual average streamflow is: 

Q, = -I- r(Q,-, - e)+ e,s(l - Y ’ ) ’ ’ ~  (12.17) 

where Q, is discharge in year t, Q is the mean annual discharge, s is the standard de- 
viation of the annual discharges, and r is the serial correlation coefficient between 
discharge Q, - and Q,. The three parameters are estimated from historical stream- 
flow records. The last component of the model is the random variate et. The model 
states that streamflow in the current year t depends upon the long-term average 
streamflow, the previous year’s streamflow, the correlation between streamflows 
from one year to the next, and a random component. The second term on the right- 
hand side of Equation (12.17) models the persistence between flows. The third term 
generates random variations in the model. The random variate et has a mean of 0 and 
a standard deviation of 1, and is chosen from an appropriate probability distribution. 
Many investigators have found that the normal distribution is most satisfactory, in 
which case the random variate is taken from a standard normal distribution. Tables of 
random standard normal deviates are available in many statistics textbooks (e.g. 
Haan 1977). Computer programs are also available for generating random variates 
from different distributions. There is no way to choose the probability distribution a 
priori, and short historical records may not clearly define the underlying distribution. 
Any disparity between the assumed distribution and the true natural process is per- 
petuated in the simulated flow sequence creating an operational bias. The Markov 
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model reproduces annual streamflows having the same mean and variation as found 
in the historical sample. The accuracy of the model is limited by the accuracy of the 
estimated parameters. Whether the lag- 1 dependence structure is adequate in repli- 
cating the long-term persistence in the natural process is subject to debate (Linsley et 
al. 1982). Once the parameters are estimated, synthetic streamflow sequences (called 
traces) of length n can be generated. Given the uncertainty regarding the characteris- 
tics of the long-term persistence it is recommended that n not exceed 100 years. This 
type of stochastic model does not attempt to replicate the actual pattern of historical 
flows, it simply generates statistically similar flows - flows that are statistically pos- 
sible. Figure 12.15 shows mean annual flows for the Yadkin River and a syntheti- 
cally generated trace. The parameters of the model for the Yadkin River are 0 = 
48.9 cfs, s = 14.9 cfs, and r = 0.305. The model requires an initial discharge for Qt- 
to begin the simulation. The initial discharge was set equal to 43.9 cfs, the observed 
discharge for 1940. The trace in Figure 12.15 has a higher peak and a lower mini- 
mum than any found in the historical record. 

Box 2 is a BASIC computer program to generate synthetic streamflows using 
Equation (12.17). The random variate is generated for a standard normal distribution 
in a two-step procedure. First, a random number between 0 and 1 is generated by the 
computer (line 170). This random number is then used to produce a standard normal 
variates using a subroutine (line 1000) that approximates an inverse transformation 
of the normal distribution (Ruckdeschel 1981). The inverse transformation is the 
procedure of finding the corresponding Z-score for a given probability. The proce- 
dure is the exact opposite (inverse) of what we did in Chapter 3. 

12.5.2.4 Frequency estimation of storage requirements 
Using the historical streamflow record we could calculate only one estimate of reser- 
voir storage for a given demand. The synthetic streamflow generation model allows 

90.0 1 

10.0 - 

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 

Year 

Figure 12.15. Graphs of the historical mean annual discharge and a synthetically-generated trace 
for the Yadkin River. 
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BOX 2 MARKOV STREAMFLOW SIMULATION PROGRAM 

10 REM PROGRAM TO SIMULATE STREAMFLOW USING A LAG 1 MARKOV MODEL 
20 REM 
30 REM MAIN PROGRAM WRITTEN BY STEPHEN A. THOMPSON, 1995. 
40 REM NORMAL VARIATE GENERATION IS BASED ON A SUBROUTINE FROM RUCKDESCHEL, 1981 (SEE BELOW). 
50 COLOR 14,l:CLS 
60 DIM Q(500) 
70 PRINT "FOR THE HISTORIC DATA SERIES ENTER FOLLOWING:": PRINT 
80 INPUT "THE MEAN"; QBAR: PRINT 
90 INPUT "THE STANDARD DEVIATION"; SD: PRINT 

110 INPUT "A STARTING FLOW VALUE TO 'SEED' THE MODEL"; Q(1): PRINT 
120 INPUT "HOW MANY YEARS DO YOU WANT TO SIMULATE"; N 
130 CLS 
140 RANDOMIZE TIMER 
150 PRINT "TIME"; TAB( 15); "Q" 
160 FOR I = 2 T O  N 
170 Y = RND(I) 

190 GOSUB 1000 
200 Ei = X 
210 IF FLAG = 1 THEN Ei = -1 * Ei: FLAG = 0 
220 Q(I )  = QBAR + RHO * (Q(1-  1) - QBAR) + Ei " SD * SQR((1 - RHO RHO)) 
230 PRINT I ;  TAB(10); : PRINT USING "#####.#"; Q(l) 
240 NEXT 
250 PRINT:PRINT "NORMAL END OF PR0GRAM":END 
260 REM 
1000 REM ***** INVERSE NORMAL DISTRIBUTION SUBROUTINE ****'** 
101 0 REM 
1020 REM CALCULATES AND APPROXIMATION TO THE INTEGRAL OF THE NORMAL 
1030 REM DISTRIBUTION FUNCTION FROM X TO INFINITY 
1040 REM USING A RATIONAL POLYNOMIAL. 
1050 REM THE INPUT IS Y; THE RESULT IS RETURNED IN X 
1060 REM ACCURACY IS BETTER THAN 0.0005 IN THE RANGE OcY<O.5. 
1070 REM FROM RUCKDESCHEL (1981), BASIC SCIENTIFIC SUBROUTINES VOL. I I ,  
1080 REM BYTWMCGRAW-HILL, PAGE 164-166. 
1090 CO = 2.515517 
1100 C1 = 0.802853 
11 10 C2 = 0.010328 
1 120 D1 = 1.432788 
1130 D2 = 0.189269 
1140 D3 = 0.001308 
1150 IFY  = 0 THEN X = 1 
1 160 IF Y = 0 THEN RETURN 
1170 Z = SQR(-LOG(Y * Y)) 
1180 X = 1 + D1*  Z + D2 Z Z +  D3 * Z ' Z '  Z 

1200 x = z - x 
1210 RETURN 

100 INPUT "THE LAG-1 SERIAL CORRELATION COEFFICIENT"; RHO: PRINT 

180 IF Y > .5 THEN Y = 1 - Y: FLAG = 1 

1190 x = (CO + C l  * z + c 2  Z "  Z) / x  

us to generate multiple streamflow traces, and for each trace a value of reservoir 
storage can be calculated. These values for reservoir storage can then be ranked and 
assigned exceedence probabilities. Example 12.4 demonstrates the procedure. 

Example 12.4 
For this example the hypothetical discharge data from Table 12.14 are taken to represent the 
'historical' data, and the mean, standard deviation and serial correlation coefficient were calcu- 
lated. Twenty traces were generated, with each trace 50 years in length. If we include the histori- 
cal streamflow sequence we have a total of 21 separate streamflow sequences for the frequency 
analysis (Table 12.15). 

For each trace the storage capacity needed to meet the demand of 3000 cfs was determined by 
the sequent-peak procedure. The storage values were then ranked and assigned sample frequency 
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Table 12.15. Frequency analysis of reservoir storage for a demand of 3000 cfs. 

Rank Storage F 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 

6558 
6505 
61 15 
5859 
5482 
5294 
5028 
4938 
4804 
4350 
43 12 
4302 
3854 
3156 
2700 
253 1 
2473 
2374 
2184 
1482 
1179 

0.05 
0.09 
0.14 
0.18 
0.23 
0.27 
0.32 
0.36 
0.41 
0.45 
0.50 
0.55 
0.59 
0.64 
0.68 
0.73 
0.77 
0.82 
0.86 
0.9 1 
0.95 

estimates (exceedence probabilities) using the Weibull formula Fs = m/(n+l ). The original stor- 
age requirement of 2700 cfs from Figure 12.14 would be exceeded 68% of the time. In fact, 50% 
of the time more than 4312 cfs of storage is needed. It is up to the decision makers to choose the 
amount of storage to be provided based on the cost of building storage and the amount of risk 
they are willing to accept. The risk is that the reservoir will go dry. 

The required storage capacity increases as the demand increases. Figure 12.16 
shows the results of a series of simulations of storage capacity with increasing de- 
mand. In this particular example no storage was required until demand exceeded 
75% of the mean annual streamflow. After that the amount of storage increased dra- 
matically. The amount of storage also increases as streamflow variability increases. 
This is one reason the storage capacity for water supply systems in the western 
United States is greater than for systems in the East. To produce the same yield, res- 
ervoirs in the West need to be larger because of the greater variability in discharge. 
Figure 12.17 shows a simulated example of how increasing streamflow variability 
increases the required storage for a given demand. It should be pointed out that the 
simulations that produced Figures 12.16 and 12.17 were run with line 140 of the 
model deleted (see Box 2). Line 140 instructs the computer to use a different random 
number every time to ‘seed’ the random number generator. With line 140 deleted, 
the computer generates the same sequence every time, in which case the sequences 
are not really random at all. 
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Figure 12.16. Results of a series of simulations that show the effect of increasing demand on the 
amount of storage required to meet that demand. For each simulation the mean is 100 cfs, the stan- 
dard deviation 10 cfs and the serial correlation coefficient 0.2. 
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r = 0.2 
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Figure 12.17. Results of a series of simulations that show how increasing streamflow variability in- 
creases the amount of storage required to meet a given demand. For each simulation the mean is 
100 cfs, the serial correlation coefficient 0.2 and the demand 90 cfs. 

SUMMARY 

In this chapter we defined and analyzed drought using a variety of approaches. 
Drought is a difficult phenomena to study because it is a relative rather than absolute 
phenomena, and it effects both the input and the output variables of the hydrologic 
system. The runs approach provides a convenient means of defining drought charac- 
teristics. The most widely used method for defining and analyzing drought, at least in 
the United States, is the Palmer Drought Severity Index or the closely related Palmer 
Hydrological Drought Index. For more limited purposes a narrowly-tailored drought 
index might be used. Frequency analysis can be used, but it requires that droughts 
first be defined by some other means. 

One of the most important impacts from drought is reduced water supply. Water 
supply managers must plan for this contingency and provide adequate water storage 
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to carry the system through the drought period. Mass curves and the sequent-peak 
method calculate storage for a given streamflow and demand regime. Stochastic 
simulation models can be extremely useful in extending limited streamflow records. 
Models are now indispensable in all areas of hydrology from the study of ground- 
water to surface water, and for issues of water quantity to water quality. Chapter 13 
examines hydrologic models and Geographical Information Systems as applied to 
hydrology and water management. 

PROBLEMS 

12.1 Set the truncation level at -1.00 and calculate drought duration, intensity, severity and mag- 
nitude for the droughts contained within the PDSI record of Table 12.6. 

12.2 Find the state transition probability matrix _P for the time series below. Use three environ- 
mental states - drought, normal and wet. 

Time 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 
S t a t e W W N N N D D D N N  D D D D N N N W W N N W 

12.3 Calculate the reservoir storage required to meet a demand of 200 cfs given the following time 
series of mean annual streamflows. 

Year Flow (cfs) Year Flow (cfs) 

1 140 
2 190 
3 230 
4 250 
5 200 
6 270 
7 340 
8 215 
9 275 

10 320 

11 250 
12 235 
13 170 
14 155 
15 175 
16 190 
17 260 
18 250 
19 240 
20 310 

12.4 Use the Markov streamflow model to generate a synthetic streamflow trace for the data in 
Problem 12.3. The serial correlation coefficient for the data is r = 0.36. 



CHAPTER 13 

ydrologic models and geographic information systems 

Computer modeling has become indispensable for understanding and predicting the 
behavior of hydrologic systems, while Geographical Information Systems (GIS) are 
revolutionizing the storage, retrieval and analysis of spatial data. Each by itself is a 
powerful tool for water resources planning and management but some of the most 
promising advances merge the two into a unified resource-analysis system. In this 
chapter we first discuss hydrologic simulation models and then CIS. Two hydrologic 
models HEC-1 and AGNPS are described in detail. In section 13.2.2 we look at some 
applications where the models and GIS have been combined to address water re- 
source problems. 

13.1 HYDROLOGIC MODELS 

Why use models? Kirkby et al. (1987) identify three distinct uses of models. Models 
are used in teaching; they illustrate how complex physical systems work. 
used in research and have redefined traditional research practice by substituting 
computer experimentation for traditional field experimentation. Lastly, models are 
used in forecasting and predication. Government agencies routinely use models to 
forecast weather conditions, snowmelt runoff and stream discharge. 

Some have argued that we may depend too much on computer models and that 
more time should be spent in the field. There is certainly a danger in becoming too 
reliant on any tool, and one of the dangers of models is that we may believe their 
output is true. The output from a model is only as good as the input data and the 
equations used to represent the physical processes. If the data are of low quality, the 
output will be poor no matter how sophisticated the model - garbage in, garbage out. 
If the model's structure poorly approximates the operation of the real system, the 
output will always be poor no matter how good the input data. A good model run 
with good data can provide useful information. In some cases, without models there 
would be no way to begin to understand the subtle interactions within complex real- 
world systems. 

1 3.1.1 Types of models 

There are different types of hydrologic models. Two types of models are scale mod- 
els and mathematical or computer models. A scale 'model is a miniaturized replica of 

318 
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a real physical system and is composed of materials similar to those found in the real 
system. An example of a scale model is the Corps of Engineers’ model of the Missis- 
sippi River system near Vicksburg, Mississippi. The model covers many acres and 
replicates in detail the channel network and the control structures that have been built 
on the river. The model allows the engineers to simulate high flows, low flows and 
the intricacies of contaminant transport. One reason for using scale models is that the 
operation and dynamics of the real system are too complex to simulate on a com- 
puter. Another group of scale models becoming popular among the public at large 
are the small aquarium style models of unconfined aquifers. The models are made of 
alternating layers of sand and clay with a small pump acting as a well. Food coloring 
is added to simulate the release of a pollutant. These models are showing up in ele- 
mentary schools and at local government planning meetings where wellhead protec- 
tion programs are being discussed. The purpose of these models is to improve the 
public’s understanding of groundwater flow and contaminant transport. 

Mathematical models simulate the operation of real systems using mathematical 
equations. Penman’s equation for estimating evaporation is a model of the evapora- 
tion process. While individual equations can be solved readily by hand, more com- 
plex hydrologic models link many equations in sequence andor repetitively solve the 
same set of equations. In this case it is much more efficient to program the equations 
for solution by a computer. Since the mathematical models discussed here are all 
computer models the two are considered synonymous from now on. The focus in this 
chapter is primarily on computer simulation models. Simulation models replicate, 
with varying degrees of complexity and resolution, the time andor space movement 
of mass, energy and momentum. There are other types of mathematical models used 
in water resource management. Optimization models are an example. An optimiza- 
tion model does not attempt to replicate the movement of mass, energy or momen- 
tum. The purpose of an optimization model is to maximize (minimize) some attribute 
of a water resource management system. In the parlance of optimization modeling, 
the goal is to maximize (minimize) some objective function. For example, suppose 
there are two wastewater treatment plants discharging treated wastewater into a 
stream. This water resource management system involves the natural river system 
having certain water quantity and quality characteristics, and the human system 
composed of storm sewers and waste treatment plants. An optimization model is not 
concerned with how the water flows through this system, but only with optimizing 
some characteristic of the system. In this case the objective function might be to 
minimize the total cost of wastewater treatment subject to the constraint that water 
quality meets certain criteria downstream of the plants. The model is a set of equa- 
tions - the objective function and the constraint equations. The constraint equations 
limit (constrain) the values of certain variables within the model. Optimization mod- 
els can be either Linear or nonlinear. The linear models are easier to solve and are 
more common. 

13.1.2 Deterministic versus stochastic simulation models 

The Markov streamflow model in Chapter 12 is a stochastic simulation model. For 
the same model parameters and initial flow the model produces a different sequence 
of streamflows each time it is run. For a given input a stochastic model does not pro- 



duce the same output. Also, the stochastic model does not, and can not, replicate the 
actual historical sequence of flows used to estimate the model parameters. With a 
deterministic simulation model, once the parameters are set, the same input data pro- 
duce the same output every time. For example, if you use the same data in Penman’s 
equation you always get the same result. However, even the parameters of a determi- 
nistic model are based on a sample of data, and different samples can produce differ- 
ent values for the parameters. In this sense even a deterministic model produces 
‘random’ outputs; the outputs belong to a random distribution of possible outputs. 
Our focus in this chapter is exclusively on deterministic simulation models. 

13.1.3 Classijjing deterministic models 

The internal complexity of deterministic simulation models is sometimes described 
as being analogous to a box having different shades of grey. The structure and op- 
eration of a ‘white box’ model is built from the knowledge of the variables in the real 
system and the relationships between those variables (Kirkby et al. 1987). Equations 
(‘transfer functions’) simulate as closely as possible the functioning of the real hy- 
drologic components and processes. The white box model converts inputs (e.g. pre- 
cipitation) into outputs (e.g. streamflow) using explicit transfer functions. The term 
white box implies that the operation of the system is well understood, as if a light 
were illuminating the internal components of the model. At the other end of the 
spectrum are ‘black box’ models. Black box models convert inputs into outputs but 
the system is treated as a single unit with no attempt to understand its operation. The 
unit hydrograph is a black box model that converts rainfall into a hydrograph but 
without any consideration or illumination of the hydrologic processes at work in the 
drainage basin. Empirical regression equations such as those developed for regional 
flood frequency analysis are another example of black box models. The Markov 
streamflow simulation model is also a black box. 

Simulation models have different characteristics, and they have been categorized 
according to one or more of these attributes (Table 13.1). There are models that 
simulate surface water flow, models that simulate groundwater flow, and models that 
simulate combined surface and groundwater flow systems. Some models simulate 
only water quantity, while others simulate water quality; however, most water qual- 
ity models necessarily simulate water quantity as well. Another distinction between 
models is the number of spatial dimensions incorporated in the model - one, two or 
three dimensions. In Chapter 8 spatial dimensions were discussed for groundwater 
models. Still another difference between models is the degree of spatial heterogene- 
ity allowed within the model. Lumped parameter models are spatially 

Table 13.1. Some characteristics used to categorize hydrologic simulation models. 

Surface water, groundwater, both surface and groundwater 
Water quantity versus water quality 
One, two or three spatial dimensions 
Event-based versus continuous simulation 
Lumped parameter versus distributed parameter 
Deterministic versus stochastic 
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homogeneous, while distributed parameter models are more heterogeneous. An ex- 
ample of a lumped parameter model would be a model of a drainage basin that al- 
lows only a single (average) value for infiltration over the entire basin. A distributed 
parameter model would allow infiltration to vary at different locations throughout the 
basin. Some models offer a compromise; for each subbasin the parameter is a con- 
stant, but the model allows the drainage basin to be divided into an unlimited number 
of subbasins. While a distributed parameter model has the potential to be more accu- 
rate, it requires more time and effort in data collection and parameter estimation. In 
modeling we once again face the inescapable tradeoff between accuracy and effort. 
Still another characteristic is whether the model is event-based or a continuous 
simulation model. An example of an event-based, surface water quantity model is a 
rainfall-runoflmodel. The purpose of a rainfall-runoff model is to simulate a stream 
hydrograph (output) from a given precipitation hyetograph (input). Event-based 
means the model simulates individual storms lasting from a few minutes to a few 
days. This type of model does not simulate the entire hydrologic cycle. Certain proc- 
esses and components like evapotranspiration, soil moisture, and subsurface flows 
(interflow and groundwater) are either ignored completely or they are ‘parameter- 
ized’, which means they are not modeled explicitly. A continuous simulation model 
replicates the entire hydrologic system (Fig. 1.2), and continuously updates compo- 
nents and processes at each time step. For example, at each time step a continuous 
model would update soil moisture storage by simulating gains through infiltration 
and losses from evapotranspiration and deep percolation. This type of model is used 
to simulate the operation of a drainage basin over many years. The water balance 
within the Palmer Drought Severity Index program is a continuous model. 

An example of an event-based, rainfall-runoff model is HEC-1 from the Corps of 
Engineers. (HEC stands for Hydrologic Engineering Center at Davis, California.) 
One reason for the model’s popularity is the capability of mixing and matching dif- 
ferent modeling options, and the wide variety of options available. 

13.1.4 Steps in using a computer model 

13.1.4.1 Model identification and selection 
The assumption is that there exists a model capable of doing what it is that you want 
to do. If this is not the case, then you may have to build your own model. Given the 
explosive growth in availability off-the-shelf models it is unlikely you will need to 
build your own model. There are literally dozens of models available, with new ones 
being developed, and old ones being modified all the time. This surge in model 
building also means it is difficult to find an up-to-date listing of the different models 
and their capabilities. The Office of Technology Assessment ( 1982) comparatively 
evaluated different water resource models. More recently the NRC (1990) evaluated 
approaches to groundwater modeling, though not the performance of individual 
models. Dzurik (1990) lists dozens of surface water models for analyzing both water 
quality and quantity. He gives the common acronym for the model, who developed 
the model, and the types of water resource problems that the model is appropriate 
for. A good reference for streamflow models is the text Hydrologic Systems: Water- 
shed Modeling, Volume II (Singh 1989). He devotes two entire chapters to models; 
one chapter for event-based models and one for continuous models. 



322 Hydrology for water management 

Many federal and some state agencies have developed their own simulation 
model(s) including the US Geological Survey, the Soil Conservation Service (now 
called the Natural Resources Conservation Service), the US Forest Service, the Envi- 
ronmental Protection Agency, the National Weather Service, the Corps of Engineers, 
and the US Fish and Wildlife Service. A number of major state universities have de- 
veloped hydrologic simulation models including Ohio State, Penn State, and Colo- 
rado State University. In addition there are three major modeling centers in the 
United States: The Center for Water Quality Modeling of the US Environmental 
Protection Agency in Athens, Georgia, the Hydrologic Engineering Center of the 
Corps of Engineers in Davis California, and the International Groundwater Modeling 
Center of the Holcomb Research Institute in Indianapolis, Indiana (Dzurik 1990). 

Choosing which model to use depends upon your needs and upon the model’s ca- 
pabilities. If you want to simulate the hydrograph from a storm of a certain intensity 
and duration to help determine floodplain boundaries, then an event-based model is 
adequate. If the problem is to simulate the long-term transport and fate of pesticides 
applied to farm fields, then a continuous water quality model simulating both surface 
and groundwater flow may be required. The characteristics of the model determine 
what kind of input data are needed to run the model. There are two types of input 
data - data for estimating model parameters, and the data used to drive the simula- 
tion. Parameters are values that either describe physical characteristics of the hydro- 
logic system, set initial conditions for components, or act as rate constants for pro- 
cesses. For a surface water model the input data to drive the simulation is precipita- 
tion, but it might include air temperature, solar radiation and wind speed if the model 
simulates evaportranspiration. Depending upon the model and problem at hand the 
time interval for the input data could be minutes, days, or even years in the case of 
some groundwater simulations. 

A final consideration in choosing a model is how difficult it is to use. On the one 
hand difficulty is related to the amount of data needed to run the model. On the other 
it depends on the availability and quality of the documentation that explains the op- 
eration and use of the model. Good documentation will explain the model’s structure, 
what the model’s major assumptions are, and how to obtain data for estimating the 
parameters. A good model that is poorly documented can be very difficult to use. In 
the following discussion surface water models are used as examples but the same 
procedures apply to any model. 

13.1.4.2 Model calibration and verification 
The process of setting parameter values is called model calibration. Verification is 
assessing the accuracy of the model’s output, and it could lead to further 
(re)calibration. Model calibration and verification may thus be an iterative procedure. 
Figure 13.1 shows the steps in calibration and verification. There are two basic types 
of model parameters - physical parameters and process parameters. Physical pa- 
rameters describe the model’s physical structure such as soil depth, channel length 
and basin area. Process parameters set initial conditions for components and flow 
rates, and might include initial soil moisture storage, the limiting infiltration rate f,, 
or the rate of baseflow prior to storm-generated runoff. 

Once an appropriate model is selected data must be collected to estimate the 
parameters. The values for most physical parameters are usually determined fairly 
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easily. For other parameter, especially process parameters, determining the best 
value can be more difficult. Finding the best value for a parameter is called parame- 
ter optimization. Two things to keep in mind are that data collection involves sam- 
pling so you want to be sure to get a representative sample, and that a model may be 
more sensitive to certain parameters than to others. If the model has many parame- 
ters, before embarking on an expensive data collection program it is advisable to do a 
sensitivity analysis. Sensitivity analysis means running the model with different val- 
ues for the parameter and comparing the effect on the model’s output. If the output 
does not change much as the parameter’s value changes, then the model is not very 
sensitive to that parameter. You should not spend a lot of time collecting data for a 
parameter that has only a small influence on the model’s performance. Given the 
limits on time and money you should concentrate on getting the best data for the 
parameters the model is most sensitive to. 

Model calibration and optimization involves setting the process parameters and 
comparing the output to a set of observed data (Fig. 13.1). The objective is to mini- 
mize the error (difference) between the observed and the predicted values. Optimal 
parameter values will minimize this error. Once the model is calibrated it must still 
be verified for accuracy. Verification involves running the model again but with a 
different set of data. If the model is well calibrated it should produce acceptable out- 
put using any set of input data, not just the data on which it was calibrated. This is 
why verification uses a different set of data than that used for calibration. If the veri- 
fication run is unacceptable, you may need to go back to the calibration stage. 

13.1.4.3 Types of error measurement 
There are different ways to measure the error between the observed data and simu- 
lated output. The most common measure of error E ,  is the sum of the squares of dif- 
ference between the individual observed values of the variable and the corresponding 
predicted values: 

Calibration 

Verification 

Data collection 
- _ - - _ _ _ _ 

I 
I 

If the error between model output and I 

I Figure 13.1. Steps in model 
I else go back to calibration . .  . .  
I _ _ _ _ _ _ _ _ _ _  t _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  I calibration and venfication. 

If the error is acceptable use the model, 

The verification procedure may 
l - - d  C^ C..AL-- --l:L-.-&:^- us€# tl lt l  lllLJUUl lttilU L U  1u1 Lllttl i; i l l lUI dLIUII. 
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El = f,(Oi - (13.1) 
i=l 

where Oi is the observed value for the variable at time i and Pi is the corresponding 
predicted value. Squaring makes all of the differences positive, which is the same 
approach used in calculating the standard deviation. One problem with this measure 
of error is that small differences in the timing of observed and predicted values can 
cause E, to be large. Two other measures of error used in streamflow modeling are: 

f n  n \’ 

and 

(13.2) 

(13.3) 

E2 compares the volumes of runoff, while E3 compares peak discharges. The objec- 
tive of the simulation exercise dictates which measure of error is most appropriate. 

Another way to express the error between individual observed and predicted val- 
ues is the Root Mean Square Error (RMSE): 

. .  

RMSE = d n 
(13.4) 

The HEC-1 model uses a weighted RMSE that emphasizes the accurate reproduction 
of peak flows rather than 1ow.flows (COE 1987a). 

The previous error formulas all give results that reflect the magnitudes of the ob- 
served and predicted values. This makes it difficult to compare, in a relative way, the 
error between different problems or different models. Willmott (1982) proposed a 
measure called the ‘index of agreement.’ The index of agreement d is a descriptive 
measure of error that allows direct comparison of the relative error. The index is 
bounded by 0 and 1. The closer the index is to 1 the better the agreement (smaller the 
differences) between the observed and predicted values. The index of agreement is 
calculated as: 

where 

(13.5) 

(13.6) 

and 

(13.7) 
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&ample 13.1 
7igure 13.2 shows hypothetical observed and predicted hydrograph ordinates in cubic meters per 
;econd (crns). The arrow on the figure graphically depicts the error at time period 5. Table 13.2 
;ives the observed hydrograph ordinates in column 2 and the predicted hydrograph ordinates in 
:olumn 3. Column 4 is the difference between the observed and predicted values (0 - P), and 
:olumn 5 the square of these differences. 

The five measures of error are: 

E ,  = C(0 - P)2 = 8050 cms2 

E2 = (1753 - 1655)2 = 982 = 9604 cms2 

E2 = (255- 270)2 = (-15)2 = 225 cms2 

RMSE = (8050/15)0.5 = 23.2 crns 

d = 0.97 

The average error measured by the RMSE is 23.2 crns, and the 
shows that the predicted hydrograph is quite close to the observed. 

250 
h 
v) 5 200 
Y 

a 
F 

:: 100 
6 

150 

c 

50 

ndex of agreement d = 0.97 

0 1 1 1 1 1 1 1 1 1 1 1  , , , I  

1 2  3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5  
Time 

Figure 13.2. Hypothetical observed and predicted hydrographs for demonstration of error calcu- 
lations. 

Table 13.2. Hypothetical observed (0) and predicted (P) hydrograph ordinates (crns). 
Time 0 P 0 - P  (0 - P)2 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

25 
57 
56 

25 5 
230 
200 
160 
140 
120 
100 
85 
70 

20 
35 

150 
220 
270 
240 
180 
150 
125 
100 
80 
60 

5 
22 
6 

35 
-40 
-40 
-20 
-10 
-5 
0 
5 

10 

25 
484 

36 
1225 
1600 
1600 
400 
100 
25 
0 

25 
100 
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Table 13.2. Continued. 

Time 0 P 0 - P  (0 - P)* 

13 60 45 15 225 
14 50 30 20 400 
15 45 20 25 625 

Total C 1753 C1655 C 8050 

13.1.5 The HEC-I simulation model 

The HEC-1 model is an event-based, surface water, water quantity simulation model. 
Both mainframe and PC-computer versions of HEC- 1 are available. HEC- 1 does not 
have a single model structure. Different options can be selected and combined for 
modeling different hydrologic processes. In essence you create your own custom 
model by mixing and matching model options. For example, infiltration can be 
simulated five different ways, and runoff hydrographs can be generated using a unit 
hydrograph, synthetic unit hydrographs, or a kinematic wave. In addition to the basic 
rainfall-runoff component HEC- 1 has automatic parameter optimization, it can 
simulate the operation of pumps and water diversions in and out of the basin, it per- 
forms reservoir routing, and can even do economic analysis and optimization. The 
output from HEC-1 can be input directly into the HEC-2 model. HEC-2 calculates 
water surface profiles and elevations for floodplain delineation. In the discussion 
below we only consider the Rainfall-Runoff (RR) part of the model. 

13.1.6 Model components 

13.1.6.1 Stream network development 
Using topographic maps, aerial photos, soil surveys, field measurements and any 
other source of geographic information, the stream network is divided into an inter- 
connected set of components. The basic RR components are subbasin runoff compo- 
nents and channel routing components. Figure 13.3 shows a drainage basin divided 
into three subbasins, A, B, and C. Figure 13.4 is a schematic diagram of the basin 
components. The four-steps for developing the schematic diagram are as follows 
(COE 1987a): 

1. Delineate the basin boundary using geographic data. In urban areas municipal 
drainage maps will be needed to identify drainage via storm sewers. 

2. Divide the basin into subbasins. There is no limit to the number of subbasins. 
Two considerations that control the degree of basin segmentation are: 1) the purpose 
of the study, and 2) the hydrometeorological variability throughout the basin. The 
purpose of the study dictates where information is needed and hence subbasin 
boundaries and outlets. Since HEC-1 is a lumped parameter model, average values 
for model parameters are used for the entire subbasin area. Subbasins should try to 
define areas that have similar hydrologic and hydraulic properties. 

3. Each subbasin is represented by a combination of model components. The ba- 
sic RR components are subbasin runoff components and channel routing compo- 
nents. (Other model components include reservoirs, pumps, and diversion facilities). 
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Figure 13.4. Schematic diagram of the basin 
showing linked model components. 

4. The subbasins and their components are linked together completing the 
interconnected basin system. 

In Figure 13.3 the outlet for the upper subbasins A and B is at 01,  and runoff 
from the two subbasins is combined at this point. The combined runoff flows down 
the channel to the basin outlet 02. At the basin outlet the runoff from subbasin C is 
added to the runoff from A and B. HEC-1 has different options for generating land 
surface runoff and routing it to the subbasin or basin outlet. The circles on Figure 
13.4 are points for hydrograph combination and output analysis. HEC-1 can be in- 
structed to produce graphics (hydrographs) and tabular data about the simulation at 
analysis points. 

13.1.6.2 Land sur$ace runoff 
Modeling land surface runoff from a subbasin begins with a precipitation hyeto- 
graph. The model assumes evapotranspiration for an individual storm is insignificant. 
HEC-1 accepts precipitation input either in the form of recording-gage data or total 
storm precipitation. The model can even generate hypothetical hyetographs for de- 
sign storms. HEC-1 can weight individual gages to determine the area1 average pre- 
cipitation for a subbasin as done in Chapter 4. Infiltration and surface detention are 
subtracted from precipitation using one of four available ‘loss’ options (Table 13.3). 
Both precipitation and infiltration are assumed to be uniform (lumped) over 
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Table 13.3. Options available for rainfall runoff simulation in HEC-1. 

Precipitation Infiltration and detention Runoff 
(losses) 

Historical storms 
- Basin average precipitation 
- Weighted precipitation gages 

Synthetic storms 
- Standard project storm 
- Probable maximum storm 

- From depth-area-duration data 

Snowfall and snowmelt 
- Degree-day method 
- Energy-budget method 

Initial and uniform loss 
(@ index) 
Exponential loss rate 

Unit hydrograph supplied by user 
(this can be synthetic) 
Synthetic unit hydrographs 

SCS curve number 

Holtan loss rate 

Clark unit hydrograph 
Synder unit hydrograph 
SCS dimensionless unit hydro- 

Kinematic wave 
graph 

the subbasin. Excess precipitation is convoluted into runoff and routed to the sub- 
basin outlet using either a unit hydrograph (black box) or the kinematic wave (white 
box) runoff option. The unit hydrograph options produce the runoff hydrograph at 
the subbasin outlet. Referring to Figures 13.3 and 13.4, runoff hydrographs are gen- 
erated for both subbasins A and B at their mutual outlet 0 1. You must tell the model 
to combine the two runoff hydrographs at that point. 

The kinematic wave runoff option generates runoff distributed laterally along the 
length of the channel. The kinematic wave is a more physically-based modeling ap- 
proach. Lateral inflows to the channel accumulate to create the runoff hydrograph at 
point 01 .  Again, HEC must be told to combine the runoff from the two subbasins. 
You could generate runoff from one subbasin using a unit hydrograph and from the 
other basin using a kinematic wave. The kinematic wave option is described further 
below. Note that if a unit hydrograph is used there is no ‘routing’ of flow down the 
channel; the hydrograph is generated at the outlet. 

Baseflow is computed similar to the approach in Example 11.1. Prior to the 
hydrograph rise baseflow is computed using a specified starting value and recession 
constant (l/k). On the recession limb a new (higher) starting value for baseflow is 
specified. Once the computed hydrograph value equals this value, baseflow recession 
begins again. 

13.1.7 Kinematic wave 

The kinematic wave runoff option is composed of three basic elements - overland 
flow elements, collector channels, and the main channel (Fig. 13.5). Runoff from 
overland flow elements enters either collector channels or the main channel. The 
HEC-1 version of the kinematic wave was adapted from the Massachusetts Institute 
of Technology (MIT) catchment model (Harley 1975, Feldman 1981). 

13.1.7.1 Overland flow element 
An overland flow element is modeled as a wide rectangular channel of unit width 
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Overland flow element (striol 

Figure 13.5. Relationship be- 
tween kinematic wave flow ele- 
ments. Overland flow elements 
feed into channels. Smaller col- 
lector channels feed into the 
main channel. 

(COE 1987a). For computational purposes rainfall excess is the lateral inflow to this 
‘channel’. An overland flow element is described by four physical parameters: typi- 
cal overland flow length, slope, roughness, and the percentage of the basin repre- 
sented by this element (COE 1987a). Roughness is defined with Manning’s n for 
overland flow (Table 10.1). If the land use in the subbasin is fairly homogenous only 
a single typical overland flow element is needed. If the basin is more heterogeneous, 
HEC-1 allows two separate overland flow elements to be defined for each subbasin, 
e.g. for different land uses like urban and agricultural. The proportion of the subbasin 
represented by the different element(s) must sum to 100%. 

The HEC-1 model simulates runoff as hortonian overland flow. It does not simu- 
late the process of saturation overland flow described in Section 10.4.2. There are 
models that simulate both runoff generation mechanisms. TOPMODEL (Bevin & 
Kirkby 1979, Bevin et al. 1984) is an example of such a model. In this regard TOP- 
MODEL is a more physically-based model than is HEC- 1. 

13.1.7.2 Channel elements 
Channel elements are defined using the following physical parameters: reach length, 
slope, roughness, shape, width or diameter, and side slope. Figure 13.6 shows the 
dimensional components for a rectangular and trapezoidal cross section. HEC- 1 can 
model circular, square, and triangular shapes as well. The total overland flow in a 
subbasin is uniformly distributed as lateral inflow along the entire length of the 
channel reach. The last channel segment in a subbasin is designated the main chan- 
nel. Any intermediate channels between the overland flow elements and the main 
channel are designated collectors. The use of collector channels is optional. Channel 
flow is then routed downstream. For influent streams HEC-1 can simulate channel 
infiltration. 

13.1.7.3 Element combination 
Overland flow elements feed runoff into channel elements (collector andor main) 
and the channels convey the water to the subbasin outlet. As an example, if we were 
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Figure 13.6. Dimensional components for two channel shapes 
- w +  (source: COE 1987a). 

modeling an urban area we might use two representative overland flow elements - 
one for residential areas and one for commercial land uses. Overland flow from the 
individual lots enters gutters and small storm drains (collectors). The collectors then 
convey the water to the main stream draining the watershed. 

1 3.1.7.4 Channel routing 
HEC- 1 offers five different routing options including the Muskingum, modified Fuls, 
and kinematic wave. The Muskingum method requires that you know the Muskin- 
gum K and x parameters. This means discharge data above and below the reach must 
be available. The kinematic wave routing is based on physical channel characteristics 
that can be measured in the field. The storage-outflow routing methods require data 
for the parameters that define the storage characteristics of the reach. None of the 
routing procedures considers backwater effects. 

13.1.8 Input data file and schematic model structure 

How does HEC-1 know that subbasin A in Figure 13.4 is higher up in the basin than 
subbasin C? The topology of the subbasins and channel reaches is defined by the se- 
quence of the records listed in the input data file. Therefore, you would list the 
commands to calculate surface runoff in subbasins A and B in the input file before 
the commands to calculate runoff in subbasin C. Other records must also follow a 
certain order. For example, you need to give the precipitation data before the com- 
mands for runoff calculation. 

13.1.8.1 File format 
HEC-1 has two general types of data records. First are the input control records. In- 
put control records control diagnostic analyses and the format of input data. Input 
control records have an asterisk in column 1 followed by a command. The input 
control record *DIAGRAM tells the program to draw a schematic diagram of the ba- 
sin similar to Figure 13.4. This is a useful check to see that the topology of the basin 
is correct. The second type of input records are the simulation control records (Table 
13.4). Simulation control records begin with a unique two-letter code followed by 
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Table 13.4. Examples of HEC-1 simulation control records (source: COE 1987a). 

Data Record iden- Description 
category tification 

Job initialization IT 
IM 
I 0  
IN 

Optimization QU 
Job step control KK 

KM 

Hydrograph trans- HC 
formation HQIHS 

Hydrograph data QQ 

QI 
Basin data BA 

BF 

Precipitation data PB 
PI 
PG 
PR 
PT 
PW 

Loss rate data LU 
LS 

Unit hydrograph U1 
data us 

UD 
UK 
RK 

Routing data RL 
RM 
RK 

End of job zz 

Job time control 
Data in metric units 
General output control for program 
Time control for input data arrays 

Optimize unit hydrograph and loss rate parameters 
Stream station identification (identifies separate elements) 
Alphanumeric message (used to insert comments in a pro- 

Combine hydrographs 
Stage/discharge rating curve 

Observed hydrograph values (used for parameter optimiza- 

Direct input hydrograph 

Basin area 
Baseflow characteristics 

Basin-average total precipitation 
Incremental precipitation time series (from a recording gage) 
Gage storm total precipitation 
Recording gages to be weighted 
Storm total gages to be weighted 
Weightings for precipitation gages 

Initial and uniform loss rates 
SCS curve number 

Direct input unit hydrograph 
Snyder synthetic unit hydrograph 
SCS dimensionless synthetic unit hydrograph 
Kinematic overland flow 
Kinematic wave channel (collector, main) 

Channel loss rate 
Muskingum parameters 
Kinematic wave 

Required to end job (this is the last statement in the data file 

gram) 

tion) 

and nothing, not even blank spaces, should come after this) 

either data, parameter values, or text. HEC-1 allows both fixed-field (“FIXED) and 
free-field (*FREE) data formats for the input file. Fixed format is easier for debug- 
ging and is described here. The input file is created using a text editor or a word 
processor that can save files in text (ASCII) format. The computer screen is divided 
horizontally into 80 columns (spaces). The columns are grouped into lofields, with 
each field 8 columns wide (Fig. 13.7). Input data in fixed format are right justified in 
the fields. When entering data do not use a capital letter ‘0’ for a zero ‘0’ because 
computers know the difference. Table 13.4 lists a few of HECs 110 different com- 
mands, and Example 13.2 shows two examples of the full specification for a record. 
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Column 

0 8 16 24 32 40 48 56 

rid’\ 
64 72 80 

~~ 

Field 10 

0 1 2 3 4 5 6 7 8  

Figure 13.7. Diagram showing 80 columns grouped into 10 fixed-length fields. The first two col- 
umns are reserved for simulation control record codes. Input control records have an asterisk * in 
column 1 followed by a text command. 

At this point the best way to further understand the model is to study a simple simu- 
lation example. 

Example 13.2 
This example shows the full input structure for two simulation control records, the IT and the LS 
records. 
IT The IT record is required for all jobs and controls the time interval, starting date and 

time, and length of hydrographs calculated by the program. 

Field Program Value Description 
variable 

Col 1+2 ID IT Record identification. 
1 NMIN + Integer number of minutes in tabulation interval. The 

minimum is one minute. 
2 IDATEa + Day, month, and year of the beginning of the first time 

interval, e.g., 20MAR80 for March 20, 1980. 
3 ITIMEa + Integer number for hours and minute of the beginning 

of the first time interval, e.g., 1545 for 3:45 p.m. 
4 NQ + Integer number of hydrograph ordinates to be computed 

(300 max) If end date and time are specified in Fields 
5 and 6, NQ will be computed from the beginning and 
end dates and times. 

5 NDDATE + Day, month, and year of last ordinate (used to compute 

6 NDTIME + Integer number for time of last ordinate (used to com- 
pute NQ). 

NQ). 

aIDATE and ITIME are the time of initial flow conditions. No runoff calculations are made from 
precipitation preceding this time. 

Example usage of the IT record IT 3 0 2 OMAR8 0 815 35 
With fixed-field input the data are right justified in the 8-column fields. For example, the NQ 

(35) variable is right-justified in Field 4. Fields 5 and 6 are left blank if NQ is specified. If 
NDDATE and NDTIME were specified, then Field 4 would be left blank. 
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LS 
Field Program Value Description 

Col 1+2ID LS Record identification. 

The LS record is the SCS curve number loss rate option. 

variable 

1 STRTL 

2 CRVNBR 

3 RTIMOa 

4-6 

+ Initial rainfall abstraction in inches (mm) for snow-free 
ground. For an optimization job (OU record) this vari- 
able is fixed at the given value. 

Initial abstraction is computed as 
0.2 x (1000 - 10 x CRVNBR)/CRVNBR. For an opti- 
mization job, initial abstraction varies with CRVNBR. 

For optimization only (OU record previously supplied), 
program will assume a starting value and then opti- 
mize. 

Same as (-1) above but program uses this value (after 
sign change) as the starting point for optimization. 

SCS curve number for snow-free ground. If this is an 
optimization job (OU record previously supplied), 
this variable will be fixed at this value and not 
optimized. 

Same as (-1) above but program uses this value (after 
sign change) as the starting point for optimization. 

Percent of drainage basin that is impervious. No 
losses are computed for this portion of the basin. 

Specify loss rate variables similar to Fields 1-3 for 
second kinematic subbasin if used. 

0 

-1 

- 

0, + 

- 

+ 

aThis factor should only be used for directly connected impervious areas not already accounted 
for in the curve number land use. 

Example usage of the LS record: LS 0 65 
In this example placing a 0 in Field 1 means use the’standard’ value for the initial abstraction 

(Ia). The curve number is 65 in Field 2. There is no optimization. Field 3 is left blank because the 
curve number fully accounts for the basin land use. 

13.1.9 Example simulation using HEC-1 

The Swarr Run basin in Lancaster County, Pennsylvania is used for this example. 
The USGS in conjunction with the Lancaster County Planning Commission installed 
a stream gage and recording precipitation gage on Swarr Run, just upstream of its 
junction with the Little Conestoga River. The Swarr Run basin was gaged from 1986 
to 1989. The data were gathered to support the development of urban runoff control 
regulations pursuant to a state law passed in 1978. Table 13.5 lists geographic infor- 
mation about the basin. 

For this example the basin will not be divided into subbasins. The purpose of this 
example is to demonstrate the input file structure for HEC-1, not to achieve the best 
possible output. The following options are used: a single recording precipitation 
gage, the SCS loss rate option, and the SCS dimensionless unit hydrograph. The in- 
put file for this simulation is given in Table 13.6. 
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Table 13.5. Geographic data for the Swarr Run drainage basin, Lancaster County, PA. 

Land use data: 
Urban - Single family residential and roads 
Forested 
Agricultural 
Total 

Soil data 
Bedington silt loam (3-8% slopes) 
Bedington silt loam (8-3% slopes) 
Duffield silt loam (3-8% slopes) 

Morphometric data 
Main channel length (L,,,) 
Maximum basin relief (H,?,) 
Gage elevation 

Area (mi2) Percent of basin 
1.87 21.6 
0.74 8.5 
6.06 69.9 
8.67 100.0 

HSG 
B 
B 
B 

30,000 ft 
225 ft 
3 15 ft (above sea level) 

Table 13.6. Input file for HEC-1 simulation of Swan Run. 

.01 .05 .03 .08 .05 .11 

.05 .06 .05 .03 .02 .03 
-01 .01 .01 .01 . o o  .01 
. o o  . o o  . o o  . o o  . o o  . o o  

ID SWARR RUN SIMULATION 
ID S.A. THOMPSON 
*DIAGRAM 
IT 10 19JUL88 2045 2OJUL88 1500 

I0 0 2 
PGLANDIS 0 
IN 5 19JUL88 2115 
PI .01 .03 .08 .04 
PI .19 .16 .13 .05 
PI .01 .02 .02 .02 
PI .oo .oo .oo -00 
PI .oo .01 
KK SWARR 
KM CALCULATE RUNOFF FROM BASIN 
KM SCS LOSS RATE AND SCS HYDROGRAPH 
BA 8.67 
BF 2.4 21 1.15 
PRLANDIS 
PW 1 
PTLANDZS 
PW 1 
LS 0 73 
UD 1.64 
KK GAGE 
KM COMPARE COMPUTED AND OBSERVED HYDROGRAPHS AT OUTLET 
IN 15 19JUL88 2045 
QO 2.4 2.4 3.0 3.4 4.0 15 37 

QO 102 101 103 107 110 112 112 
QO 258 237 199 165 143 131 123 

QO 80 69 59 50 44 38 32 
QO 21 19 18 17 16 16 15 
QO 12 12 11 11 9.9 9.5 9.5 
QO 8.4 8.1 8.1 7.7 7.7 7.4 7.1 

zz 

141 230 258 
117 111 106 
109 102 92 
28 25 23 
14 13 13 
9.1 8.8 8.4 
7.1 6.9 6.6 
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13.1.9.1 Discussion of input file (Table 13.6) 
The IT record indicates that the simulation begins at 2045 (8:45 p.m.) on July 19, 
1988, and hydrographs will be calculated every 10 minutes. The last hydrograph 
ordinate will be calculated at 1500 (3:OO p.m.) on July 20, 1988. Since the beginning 
and ending times of the simulation are specified, HEC-1 determines the number of 
hydrograph ordinates (NQ). The I 0  card with a 0 in Field 1 and a 2 in Field 2 tells 
HEC-1 to print all output and plot all hydrographs. The PG record with a 0 in Field 2 
means calculate total storm precipitation from the following PI (incremental 
precipitation) records. The precipitation gage name is LANDIS. The IN record 
controls the time interval for the following PI data. The precipitation data are 
measured on a 5-minute interval (Field 1) starting at 2115 (9:15 p.m.) on July 19, 
1988. The data in the PI records are 5-minute incremental precipitation in inches. 
Note that the storm must be continuous from beginning to end. This means if there 
was no recorded precipitation during a particular time interval, that time interval 
must still be included in the input data series with a value of 0.0. 

The KK record identifies the entire basin (SWARR) as the first station for which 
computations are to be made. If the basin were subdivided this would be the first 
(upper-most) subbasin. The KM record is a message line inserted to help clarify the 
program. Text following a KM message is not restricted to fields. BA is the basin 
area in square miles. (If this were a subbasin BA would be the subbasin’s area.) BF is 
the baseflow record. Field 1 is baseflow in cfs at the start of the simulation before 
runoff begins, 21 is the value for baseflow on the recession limb in cfs, and 1.15 is 
the inverse of the baseflow recession constant ( lk ) .  In this case the recession con- 
stant k = 0.87 (see Example 11.1). The PR, PW and PT records tell HEC-1 to use the 
precipitation data from the LANDIS gage. The LS record is the SCS curve number 
loss rate (see Example 13.2). The fields indicate use of the standard initial abstrac- 
tion, and the weighted curve number for the entire basin is 73. The weighted curve 
number was determined before hand from the data in Table 13.5. The UD record cal- 
culates the runoff hydrograph using the SCS synthetic dimensionless unit hydro- 
graph. Field 2 in the UD record is the TLAG variable, which is the time to peak in 
hours. HEC determines this variable as TLAG = 0.6tc, where tc is the time of con- 
centration of the basin. In other words TLAG is what we called tp in Chapter 11 in 
the discussion of the SCS synthetic triangular unit hydrograph. The time of concen- 
tration estimated by Equation (10.22) is tc = 2.73 hours, giving TLAG=1.64 hours. 
(Eq. 10.21 gives tc = 2.33 hours.) 

The KK record identifies the stream gage (GAGE) at the basin outlet as the analy- 
sis point for hydrograph computation. The IN record controls the time interval for the 
observed hydrograph data, which are entered in the QO records. These data are used 
for model calibration and optimization. The final ZZ record ends the job. The plot of 
the observed and simulated hydrographs for this simulation are graphed in Figure 
13.8. 

Inspection of Figure 13.8 and Table 13.7 show that this simulation not very good. 
The simulated peak flow is too low and it comes more than an hour after the ob- 
served peak. The simulated runoff volume (depth) is also too low. Table 13.7 gives 
the various quantitative measures of error. Three parameters that might be recali- 
brated to improve the predicted hydrograph are TLAG (time to peak), STRTL (initial 
abstraction), which might be reduced, or CRVNBR (curve number) which might be 
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Figure 13.8. Observed and predicted hydrographs for the HEC- 1 simulation using the input file in 
Table 13.6. 

Table 13.7. Comparison of observed and predicted hydrographs from Swarr Run simulation (Fig. 
13.8). 

Observed Predicted 
Time to peak (hrs) 2.33 3.67 
Runoff depth (in) 0.185 0.1 17 

Error measures: 
355,334 cfs2 

4,562,496 cfs2 
2401 cfs2 

E ,  
E2 

E3 

RMSE 
HEC weighted RMS 
d 

79 cfs 
84 cfs 
0.66 

increased to generate more runoff. HEC-1 can automatically optimize STRTL and 
CRVNBR if requested. Alternatively we could try different loss and runoff options, 
or the basin could be divided into subbasins. 

13.1.10 Agricultural nonpoint source pollution model (AGNPS) 

The AGNPS simulation model (Young et al. 1989 ) is a PC-based computer program 
that provides basic information on water quality for classifying nonpoint source pol- 
lution problems in agricultural watersheds (Young et al. 1987). The model is a single 
event, distributed-parameter model that predicts runoff volume and peak flow, sedi- 
ment yield from upland areas and channel erosion, nitrogen (N), phosphorous (P), 
and chemical oxygen demand (COD). Runoff is calculated using the SCS curve 
number method. The model is very ‘user friendly’ with pulldown menus, excellent 
graphic and tabular output displays, and good documentation. 

The watershed is segmented into squares called ‘cells’ (Fig. 13.9) and parameters 
are set for each cell. Cells can be any size but should be chosen so that parameter 
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values are representative for the entire cell. Some suggested guidelines for cell sizes 
are 10-acre cells for watersheds less than 2000 acres and 40-acre cells for watersheds 
greater than 2000 acres (Young et al. 1987). The maximum number of cells allowed 
in AGNPS version 5.0 is 1900. The model allows an original initial cell to be subdi- 
vided into smaller subcells. This procedure of cell division can be carried out three 
times resulting in cells 1/64th the size of the original (Young et al. 1990). The first 
subdivision creates level- 1 cells, the second subdivision creates level-2 cells, and the 
third level-3 cells. New parameter values can be assigned to the subdivided cells. 
Cell division is useful for detailed modeling of sensitive areas such as buffer strips 
along watercourses. The topology of the basin is established by first consecutively 
numbering the cells from 1 to the number of cells, starting in the northwest quadrant 
of the watershed and continuing west to east southward (Fig. 13.10). Next the drain- 
age direction for each cell is defined. Drainage direction is the direction of water 
flow from the cell and can be in one of eight possible directions (Fig. 13.1 1). Cells 

Figure 13.9. Drainage basin subdivided into cells. 
The cell on the right side has been subdivided two 
times (level 2). The cell in the upper left has been 
subdivided once (level 1). Three levels of subdivi- 
sion are allowed for each cell. 

Figure 13.10. Cell numbering convention and 
drainage direction. 
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Figure 13.11. Possible drainage paths from a cell and the corre- 
sponding path identification number. 

can be identified as sink holes, in which case there is no outflow from that cell, oth- 
erwise each cell must receive flow from one or more upper cells and send flow out to 
a lower cell. 

13.1.10.1 Data for the model 
The data for the model can be categorized as whole watershed data and cell data. 
Data for the whole watershed include the number of cells, the size of a cell, storm 
data (total precipitation), and basin name and other simulation identification infor- 
mation. Cell data include the SCS curve number, land slope and shape, field slope 
length, surface roughness, soil texture, channel characteristics, data on nutrient appli- 
cation and availability, as well as factors used to calculate soil erosion using the in 
the Universal Soil Loss Equation (USLE) (Wischmeier & Smith 1978). Individual 
cells can also be identified as being a point source for pollution, e.g. a feedlot. 

The authors performed a sensitivity analysis and found the cell variables most 
significantly affecting sediment yield and sediment-associated nutrient yields were 
land slope, the soil erodibility factor ( K ) ,  storm energy intensity (El), the cropping 
factor (0, and the curve number. The soil erodibility factor, storm energy intensity, 
and the cropping factor are all components of the ULSE. The curve number also 
strongly affected the water-soluble nutrient yield. Care should be taken in estimating 
these parameters as accurately as possible (Young et al. 1987). 

13.2 GEOGRAPHIC INFORMATION SYSTEMS (GIS) 

Geographic Information Systems are computer-based systems for storing, retrieving, 
manipulating and displaying spatial data. Spatial data are georeferenced, that is their 
geographic position is known. All of the environmental data we work with in hydrol- 
ogy can be assigned geographic coordinates and analyzed with a GIS. In its simplest 
use GIS computerizes traditional cartographic activities. We can enter into the com- 
puter the geographic coordinates of drainage basin features and have the GIS draw 
maps of the basin. GIS can also do simple arithmetic such as calculating basin area 
or the proportion of the basin underlain by different types of soil. But one of the most 
powerful applications of GIS is the creation of new information. For example, a GIS 
could combine data on soil, slope, and land use and classify areas in a basin by their 
soil-erosion potential (Fig. 13.12). Resource analysts and managers traditionally did 
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Figure 13.12. Schematic represen- 
tation of how a GIS can combine 
different types of environmental 
data to derive new information. 
Here data on soil, slope and land 
use are combined to create a map 
of erosion potential. 

this type of derivative analysis using a base map and transparent overlays of the dif- 
ferent variables. Now it can be done more accurately and much faster using GIS. 
Geographic information systems contain a wide variety of analytical functions for 
manipulating spatial data. They can perform addition, subtraction, multiplication, 
and division; they can do statistical analysis including spatial correlation and regres- 
sion; calculate distances and areas, and even do mathematical interpolation. 

13.2.1 Types of GIS 

There are two types of GIS - vector and raster - and each type has certain advan- 
tages and disadvantages. For both types of GIS space is defined using some geo- 
graphic coordinate system. The coordinate system may be an arbitrary X ,  Y system, 
but it is better to use an actual geographic coordinate system like 1atitudeAongitude 
or a state plane coordinate system. The difference between vector and raster systems 
is in how they represent and store spatial data. 

13.2.1.1 Vector GIS 
A vector GIS defines and describes spatial data as either a point, a line, or a polygon 
(area). A point feature is located and defined by a single set of spatial coordinates 
(Fig. 13.13). A water supply well, a precipitation gage, or an underground storage 
tank are examples of features that are represented as points, and are georeferenced 
with a single 1atitudeAongitude coordinate pair. A line feature is composed of two or 
more points. In the language of GIS the points that make up a line are called nodes 
and the line between the nodes is an arc. At a minimum a line must have two nodes - 
a starting node and an ending node. Each node is assigned a separate coordinate. A 
river, a road, or a sewer line would be represented as a line feature. A polygon fea- 
ture is an enclosed area. A polygon is made up of lines (arcs) with the characteristic 
that the starting node is the same as the ending node. A drainage basin, a soil poly- 
gon, or a particular land use would be represented as a polygon. The GIS knows 
where things are (absolute location) based on the feature’s coordinates. The GIS also 
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I spatial features in a vector GIS. 

X I  Spatial data are represented as ei- 
ther a point, a line, or a polygon. X (longitude) 

knows the topology of the area (relative location); topology is the spatial relationship 
between features. The GIS knows, for example, that one polygon is north of another 
polygon, or that one arc is west of another arc. 

Once features are defined in a vector GIS, any amount of information can be as- 
signed to that feature. This related information is stored in a separate database. Take 
as an example a point representing a water supply well. Related information that 
could be stored about the well include the owner, when it was drilled, the depth, the 
diameter of the casing, and the aquifer in which it was completed. For a polygon 
feature representing a distinct type of soil related information might include texture, 
depth, pH, underlying bedrock, or hydrologic soil group (HSG). This is one of the 
advantages of a vector GIS. The geographic features - point, line, or polygon - are 
defined once and then any amount of related information can be assigned to that 
feature. This is why databases associated with vector GIS are referred to as relational 
databases. The combination of a georeferenced feature and the related database about 
that features constitutes a coverage. So for example there could be a ‘well coverage’ 
or a ‘soil coverage’ or a ‘stream coverage.’ 

13.2.1.2 Raster GIS 
A raster (grid) GIS divides space into a uniform grid and each cell of the grid is geo- 
referenced to the coordinate system (Fig. 13.14). Environmental data are stored in 
the individual cells. Therefore, in a raster system georeferencing and data storage are 
combined within the cells. Data are stored in what are called layers rather than cov- 
erages, and a layer in a raster GIS typically contains only one type of information. As 
an example, suppose you wanted to store information about soil depth, soil pH, and 
soil texture. For the ‘soil depth layer’ each cell in the grid would be given a quantita- 
tive value equal to the thickness of the soil at that cell location. Since a cell can con- 
tain only one value, you need separate layers for pH and texture. In this example 
three separate and complete layers are needed to store the three different types of soil 
information. By contrast, a vector system would have one ‘soil coverage’ composed 
of the soil polygons and a related database containing all the information (thickness, 
pH, texture) for each polygon. This is one of the major drawbacks of the raster GIS; 
it requires a separate layer for each type of data and thus consumes large amounts of 
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Figure 13.14. Representation of 
spatial features in a raster GIS. The 
cells produce a blocky representa- 
tion of point, line, and polygon 
features compared to the vector 
system in Figure 13.13. 

storage space on the computer. Another disadvantage is that the smallest mappable 
unit is the size of an individual cell. If the cell size is, say, 100 m by 100 m, and you 
are mapping well locations, an individual well occupies an entire 1 00-meter-square 
cell. This is why raster systems produce a ‘blocky’ representation of spatial features. 
However, there are advantages to the raster GIS. The uniform grid structure makes 
mathematical manipulation of data much more efficient. Another advantage is that 
digital remotely sensed data from satellites and aerial photography are, or can be, 
stored in raster format. This makes it easy to bring remotely sensed data directly into 
a raster GIS, and remote sensing has become an important means of gathering envi- 
ronmental data. 

13.2.2 GIS applications to hydrology 

GIS applications in hydrology and water resource fall into two main categories - in- 
formational and analytical. Informational uses include data storage, retrieval, and 
display. Water related features like well locations, stream channels, reservoirs, and 
sewer lines can be stored within a GIS. Resource mangers and planners can readily 
use this information to support comprehensive land and water planning activities. For 
example, the USGS operates a National Water Use Information Program. It collects 
data on water use by state, region, and type of use, and publishes this information in 
national water use reports (e.g. Solley et al. 1993). GIS is being used to restructure 
the availability of this water use data (Juracek & Kenny 1993). 

The author participated in a local county-level plan for wellhead protection. A 
vector GIS was used to store all the information on potential groundwater contami- 
nation sources, including above- and underground storage tanks, other hazardous 
chemical use and storage locations, graveyards, landfills and much more. The GIS 
was also used to develop wellhead protection areas around municipal water supply 
wells. The GIS will be valuable in other ways. Lending institutions will be able to 
find out if a particular parcel of land has hazardous materials used or stored upon it, 
or if it is located near a site that uses or stores hazardous waste. 

Analytical uses of GIS are all related to modeling. GIS supports modeling pri- 
marily by storing, reformatting, and generating data used for parameterizing simula- 



tion models. GIS is also used to assist automated procedures for deriving morpho- 
metric drainage basin characteristics. GIS-assisted model parameterization is the 
most common use and new parameterization techniques now so tightly integrate GIS 
with simulation models that it is difficult to say where one program begins and the 
other ends. Morphometric basin characteristics are needed as model parameters as 
well, but the two uses of GIS are discussed separately here. 

13.2.2.1 Model parameterization 
Geographic information systems are excellently suited for organizing data for model 
parameterization. Simulation models, whether of the lumped-parameter or distrib- 
uted-parameter type, require data on soils, land use, slope, and basin boundaries. GIS 
can efficiently store and retrieve this information. Using a GIS for model parameter- 
ization may require writing a computer program that reads the GIS’s files and refor- 
mats the data for use by the simulation model. 

The gridded structure of AGNPS makes it well suited for use with a raster GIS, 
and a number of researchers have explored integrating the two (Mitchell 1993, Chan- 
sheng et al. 1993). Newer versions of AGNPS have a built-in option of writing 
simulation results into a ‘GIS-format’ file. This creates a two-way connection be- 
tween the GIS and the simulation model - GIS is first used to parameterize the 
model, and then the model’s results are sent back to the GIS for further analysis and 
graphic display. Srinivasan and Arnold (1994) integrated a raster GIS with a con- 
tinuous time, distributed-parameter, basin-wide, water quality model. They used 
GRASS (Geographic Resource Analysis Support System) which is a public domain 
raster GIS developed by the US Army Corps of Engineers (COE 1987b). The simu- 
lation model is called SWAT (Soil and Water Assessment Tool) and is a modifica- 
tion of still another model called SWRBB (Amold et al. 1990). 

With advances in computer technology and GIS, two-dimensional, physically- 
based, distributed-parameter models are becoming more and more popular among 
hydrologists. Some of the more recent models operate on watersheds discretized into 
square (raster) elements. These models are being designed expressly for the purpose 
of fully utilizing raster GIS and radar-derived rainfall data from the NEXRAD dop- 
pler radars. The CASC2D model is one of these new breed of models and has been 
directly linked to the GRASS GIS (Julien et al. 1995). 

Orzol & McGrath (1993), Richards et al. (1993) and Hinaman (1993) used a vec- 
tor GIS to parameterize the USGS’s groundwater flow model MODFLOW. They 
used the GIS to process the input data into a standard gridded format required by 
MODFLOW. The GIS facilitates modeling by allowing graphic display of data sets, 
and easy editing of parameters during calibration and verification. The model results 
are brought back into the GIS for display and analysis. 

GIS is used not just to parameterize models, but as a hydrologic model itself. 
Stuebe & Johnson (1990) automated the SCS curve number method for the GRASS 
GIS. First they manually digitized SCS soil survey sheets to create a hydrologic soil 
group layer. Next they created a landcover layer using vegetation data from the 
LANDSAT satellite, and land use data from existing aerial photography. These lay- 
ers were combined using GRASS to create hydrologic response units (HRU), and the 
GIS calculated and assigned curve numbers to each HRU. In addition they had the 
GIS automatically delineate watershed boundaries using Digital Elevation Model 
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(DEM) data, A DEM is a file containing digital elevation data. A Digital Line Graph 
(DLG) file contains digital representations of linear features (lines and polygons) in- 
cluding stream channels, roads and political boundaries. They compared the GIS- 
generated runoff estimates to manual runoff calculations in six watersheds. The wa- 
tersheds had land use/land cover varying from farmland to forest. The GIS-generated 
runoff estimates were similar in four of the six watersheds (Table 13.8). The mean 
difference in these four basins was 9.5%. In two basins (basin 3 and 7 in Table 13.8) 
the mean error was 30.5%. The authors feel that most of the error in these two water- 
sheds resulted from the automated watershed delineation procedure. DEM data con- 
tain subtle elevation errors which can influence watershed boundary delineation in 
areas with flat terrain. A one-meter error in the DEM data may be sufficient to route 
water in a different direction in flat areas, whereas a similar one-meter error in a re- 
gion of steep slopes has minimal effect on the direction of runoff. Since runoff vol- 
ume is sensitive to the contributing area, errors in basin delineation cause errors in 
runoff estimation. Table 13.8 shows that basin areas for watersheds 3 and 7 are un- 
derestimated by the GIS-delineation method. 

Table 13.8. Area and runoff values for study watersheds (source: Stuebe & Johnson 1990, used by 
Dennission). 

Basin 
ID No. 
2 
3 
4 
5 
6 
7 

Area (acres) 
Manual GIS Difference 

% 

900.64 904.02 0.4 
696.30 434.33 37.6 
329.76 362.50 9.9 

1778.85 1753.55 1.4 
455.04 471.91 3.7 
254.20 184.14 27.6 

Runoff (acre-feet) 
Manual GIS Difference 

% 

30.25 35.03 15.8 
47.93 34.35 28.3 
32.01 33.09 3.3 

147.05 148.39 0.9 
32.49 38.38 18.1 
29.93 20.1 1 32.8 

13.2.2.2 Derivation of morphometric properties of a drainage basin 
As an example of an automated procedure for deriving morphometric basin charac- 
teristics, the USGS developed a Basin Characteristics System (BCS) (Eash 1994). 
The BCS was developed as part of a regional study relating flood magnitude and fre- 
quency to drainage basin characteristics (Eash 1993). The BCS is a four-step proce- 
dure. The first step is to create four digital base maps - a drainage-divide map, a ba- 
sin length map, a drainage network map, and a elevation-contour map. The first two 
are created manually by digitizing topographic maps; the third and fourth maps are 
created automatically by a vector GIS using 1:250,000-scale DEM and 1: 100,000 
DLG data. The second step in the BCS uses custom computer programs to assign at- 
tributes to points, lines, and polygons in three of the base maps. For example, 
Strahler stream orders are assigned to each channel segment in the drainage network 
map. The third step uses more custom software to quantify 24 morphometric basin 
characteristics including measurements of area, length, shape, and relief. The fourth 
step digitally quantifies precipitation data for the flood estimation analysis. All of the 
data are stored in the GIS. Compared to manual methods of measurement, the BCS 



significantly reduced the time needed to derive these morphometric characteristics. 
Comparison tests indicated the BCS measurements were not significantly different 
from their manual counterparts for 11 of the 12 primary drainage basin characteris- 
tics. The BCS did significantly underestimate basin slope (Eash 1994). 

Other researchers have developed custom computer programs for automatically 
deriving morphometric basin characteristics. These programs may or may not ex- 
plicitly involve the use of a GIS. Tachikawa et al. (1994) developed a Basin Geo- 
morphic Information System (BGIS) that uses DEM and DLG data. The BGIS repre- 
sents the basin landscape as a set of contiguous non-overlapping triangular facets 
(Fig. 13.15). Modeling the land surface as a set of triangular facets is called a 
Triangular Irregular Network (TIN), and some commercially-available GIS programs 
have routines for creating TINS from DEM files. The BGIS further identifies the di- 
rection of water flow, the channel network, and the contributing basin area to each 
channel segment. Problems can occur with automated systems where basins have 
complicated topography and the grid spacing on which the triangles are created is too 
coarse, or in areas of low relief where the vertical resolution of the DEM is a signifi- 
cant fraction of the local relief. Many raster GIS programs have routines for creating 
three-dimensional surface layers and drainage pathways using DEM and DLG files. 

Martz & Garbrecht (1993a, b) created a computer program that automatically ex- 
tracts basin characteristics using DEM data. When compared to values generated by 
hand the automated procedure was very good at replicating the channel network 
structure, channel lengths, and drainage areas. The difference between the manual 
and computer-generated values is generally less than 2%. The largest difference be- 
tween the two methods occurred in determining channel slopes. The computer- 
generated slopes were consistently less than the manually-generated values by 4.7 to 
26.6%. 

Figure 13.15. 
Schematic repre- 
sentation of a basin 
using a Triangular 
Irregular Network 
(TIN) structure. 
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SUMMARY 

The use of computer simulation models has become routine and even mandatory in 
many hydrologic studies. Simulation models allow experimentation on hydrologic 
systems in a way not before possible. It is now common to do ‘What if?’ type plan- 
ning studies. If a shopping center is built how will the change in land use affect the 
timing and amount of runoff. If a storm of a certain magnitude and duration passed 
over the basin what would be the resulting peak flow at some point downstream? Or, 
what if a certain type of pollutant got into the groundwater? How long would it take 
to reach a water supply well? All of these questions can be explored in the computer. 
The quality of the simulation depends on the model, the input data, and how well the 
model is calibrated. 

Geographic information systems are revolutionizing the handling of spatial data. 
Their biggest impacts on hydrology and water-resource planning are in the handling 
of water related information and improving our use of models. Together they are a 
powerful tool for integrated resource analysis. 
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Appendices 

APPENDIX A: UNIT CONVERSIONS AND EQUIVALENTS 

Length 
multiply 
feet 
feet 
miles 
miles 
miles 
kilometers 
kil ome ters 
meters 
meters 

by 
30.48 
0.3048 
1.6093 
63360 
5280 
0.6214 
1000 
100 
39.37 

Volume 
to get multiply by to get 
centime ters ft3 7.48 1 gallons 
meters ft3 0.02832 m3 

inches acre-feet 1233.62 m3 
feet m3 264.2 gallons 
miles 
meters 
centimeters 
inches 

kilome ters acre-feet 43560 ft3 

Area Pressure 
multiply by to get multiply by to get 
acres 43560 ft2 feet of water 0.02950 atmospheres 
acres 4047 m2 feet of water 62.43 pounds per ft2 
acres 0.4047 hectares bars 2.089 x 10-3 pounds per ft2 
mi2 640 acres bars 0.987 atmospheres 
mi2 2.590 km2 bars 1000 millibars 

millibars 100 pascals 

Temperature 

"C = 5/9( "F - 32) 
"F = 9/5("C) + 32 
"K = "C + 273 

Velocity 
multiply by to get 
meters per second 3.6 kilometers per hour 
meters per second 2.237 miles per hour 
feet per second 0.6818 miles per hour 
feet per second 0.3048 meters per second 

Energy and power Discharge 
multiply by to get multiply by to get 
Joules 0.2389 calories cubic meters per cubic feet per 

second (cms) 35.31 second (cfs) 
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Table Al. Physical properties of water as a function of temperature. 
~~ 

Mass density Weight density Dynamic viscosity Kinematic viscosity 
(P) (Y) (P) (U ) 

"C 
0 
5 

10 
15 
20 
25 
30 

0 
5 

10 
15 
20 
25 
30 

"F 
32 
41 
50 
59 
68 
77 
86 

32 
41 
50 
59 
68 
77 
86 

kg m-3 
999.870 
999.970 
999.730 
999.130 
998.230 
997.070 
995.67 1 

slugs ft-3 
1.9397 
1.93989 
1.93943 
1.93826 
1.93652 
1.93427 
1.93155 

Nm-3 
9799.00 
9799.98 
9797.63 
979 1.75 
9782.93 
977 1.56 
9757.84 

lb ft-3 
62.4600 
62.4662 
62.45 13 
62.4138 
62.3576 
62.285 1 
62.1977 

Pa . s 
0.00 1787 
0.0015 19 
0.00 1307 
0.001 139 
0.00 1002 
0.00089 1 
0.000798 

lb s ft-2 
3.735E-05 
3.175E-05 
2.732E-05 
2.381E-05 
2.094E-05 
1.86 1E-05 
1.667E-05 

m2 s-I 
1.787E-06 
1.5 18E-06 
1.307E-06 
1.399E-06 
1.004E-06 
8.930E-07 
8.009E-07 

ft2 s-' 
1.926E-05 
1.637E-05 
1.409E-05 
1.229E-05 
1.082E-05 
9.624E-06 
8.632E-06 

Important equivalents 
1 Watt = 1 Joule per second, 
1 Watt per m2 = 0.001433 calories per cm2 per minute, 
1 langley = 1 calorie per cm2 per minute, 
1 cfs for 1 day = 1.98 acre-feet, 
1 cfs = 2447 m3 per day, 
1 gallon per minute = 0.002228 cfs, 
1 inch of runoff per hour from 1 acre = 1.008 cfs, 
1 inch of runoff per hour from 1 mi2 = 645.3 cfs, 
1 inch of runoff from 1 mi2 = 2,323,200 ft3 = 53.33 acre-feet. 

APPENDIX B: ANNUAL MAXIMUM SERIES TO PARTIAL-DURATION SERIES 
CONVERSION FACTORS (SOURCE: DUNNE & LEOPOLD 1978) 

Recurrence interval 
2 
5 

10 
20 

Conversion factor 
1.13 
1.04 
1.01 
1 .oo 

To use the conversion factors, multiply the T-year quantity determined from the annual maximum 
series by the conversion factor to get the T-year quantity for the partial duration series. For exam- 
ple, if the 5-year, 6-hour precipitation given by the annual maximum series is 130 mm, the 5-year, 
6-hour precipitation for the partial duration series is 130 x 1.04 = 135 mm. 



Appendices 349 

APPENDIX C: SOURCES OF WATER-RELATED INFORMATION 
IN THE UNITED STATES 

Precipitation data InternetfWWW address 
National Weather Service 

Climatological Data (state) 
Local Climatological Data 

National Climatic Data Center, 
Asheville, North Carolina http://www.ncdc.noaa.gov 

USDA agricultural experiment stations http://hydrolab.arsusda.gov/arswater.htrnl 

Water Data 
US Geological Survey http://water.usgs.gov 

Water Supply Papers 
Water Resources Data (by state) 
Hydroclimatic Data Network 
Water Data Storage and Retrieval 

(WATSTOR) 
US Environmental Protection Agency http://www.epa.gov/waterhome/programs. html 

Storage and Retrieval System (STORET) 
Water Body System (WBS) 

Water-related journals 
Water Resources Research 
Journal of the American Water Resources Association (formerly Water Resources Bulletin) 
Groundwater 
Journal of Hydrology 
Bulletin of the American Meteorological Society 
Monthly Weather Review 
Physical Geography 
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Darcy’s Law 157 
Data 

classified 30 
complete duration series 16 
continuous 12 
discrete 12 
extreme value series 16 
level of measurement 15 
observation 25 
outliers 243 
partial duration series 16 
precision 11 
Systkme International 10 

Dependent variable 25 
Depression storage 3, 134,222 
Deterministic model 3 19 
Dew point temperature 47 
Differential equation 5 
Digital elevation model (DEM) 342 
Digital line graph (DLG) 343 
Dimensions 10 
Double-mass analysis 63 
Drainage basin 3 
Drainage density 207 
Drought 286 

Markov chain 299 
Palmer Drought Seventy Index 292 
runs approach 288 

Dry adiabatic lapse rate 5 1 
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Dupuit-Forchheimer assumptions 159 
Dynamic wave 228 
Dynamic equilibrium 5 

Electromagnetic radiation 83 
Emissivity 88 
Energy flux 85 
Environmental lapse rate 5 1 
Equipotential lines 157, 171 
Error measurement 323 
Evaporation 82 
Evaporation equations 

combination equations 97 
mass transfedaerodynamic approach 95 

Evaporation pan 9 1 
Evapotranspiration 102 
Exceedence probability 65 
Extreme Value I distribution 247 

Field capacity 1 15 
Finite difference model 173 
Flood frequency analysis 242 
Flood waves 228 
Flow duration curve 307 
Flow net 17 1 
Flow routing 268 
Frequency analysis 65, 173, 313 
Frequency factors 38, 246,249,250 
Fronts 49 

Gamma distribution 39, 66 
Geographic Information System (GIS) 338 

applications to hydrology 341 
raster 340 
vector 3 39 

Geometric mean 27 
Goodness of fit test 40,68 
Graphing data 17 
Graphical interpolation 75 
GRASS (GIS) 342 
Gravitational potential 137, 153 
Groundwater 144 
Groundwater flow to wells 164 
Groundwater modeling 173 
Groundwater regions 182 
Groundwater velocity 

darcy velocity 157 
macroscopic velocity 158 

Groundwater zone 137, 145 
Gumbel I distribution 247 

Harmonic mean 27,152 
Head 137, 153 

HEC-1 model 326 
Histogram 30 
Horton’s infiltration equation 13 1 
Hortonian overland flow 221 
Humidity 48 
Hydraulic conductivity 134, 151 
Hydraulic gradient 155 
Hydraulic radius 2 15 
Hydrograph 230 
Hydrograph analysis of infiltration 129 
Hydrograph separation 232 
Hydrologic data series 16 
Hydrologic models 3 18 
Hydrologic response units 209 
Hydrologic Soil Groups 134, 236 
Hydrology 1 
Hyetograph 54 
Hygroscopic particles 50 
Hysteresis 138,272 

Imbrication 152 
Independent variable 25 
Infiltration capacity 12 1 
Infiltration models + index 133 

Horton’s equation 13 1 
Philip’s equation 132 

Infiltrometer 128 
Insolation 83 
Integration 6, 125 
Intensity duration frequency (IDF) 69 
Intefflow 3 
Intrinsic permeability 151 
Isotropy 152 

Jensen-Haise method 11 1 

Kinematic wave 212,228,328 
Kolmogorov-Smirnov test 40,68 

Laminar flow 2 13 
Laplace’s equation 172 
Latent heat 45 
Law of basin areas 209 
Law of stream lengths 207 
Law of stream numbers 206 
Law of Total Probability 34 
Lifting condensation level 52 
Lifting mechanisms 49 
Log-Pearson Type I11 distribution 25 1 
Logarithmic data transformation 19 
Logarithmic wind velocity profile 58 
Lognormal distribution 245 
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Longitudinal profile 210 
Longwave energy 84 
Lysimeter 105 

Manning’s equation 11,214 
Manning’s roughness coefficient 

channel flow 220 
overland flow 2 14 

Markov chain and drought analysis 299 
Markov streamflow simulation 3 12 
Mass curve 3 10 
Mass transfer/aerodynamic method 95 
Maximum basin relief 2 10 
Mean annual flood 249 
Mean annual precipitation for US 54 
Median 26 
Missing (precipitation) data 59 
Mixed distributions 254 
Mode 27 
Modeling 7, 3 18 
Model calibration 322 
Modeling evapotranspiration 1 15 
Multiphase flow 176 
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Net allwave radiation 84 
Non-steady 7 
Non-uniform 7 
Normal precipitation 53 
Normal distribution 34,244 

Open system 5 
Overland flow 208 
Overland flow length 208 
Overland flow travel time 217 
Overland flow velocity 214 

Palmer Drought Severity Index 292 
Pan coefficient 92 
Parameter estimation and modeling 322 
Partial area concept 223 
Peak flow 240 
Pearson Type I11 distribution 249 
Penman equation 98, 113 
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Permeability 122, 145 
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Philip’s equation 132 
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Ponding time 134 
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Potential evapotranspiration 102 
Potentiometric surface 147 
Precipitable water 48 
Precipitation gage 53 
Precipitation measurement 53 
Pressure potential 137, 153 
Probability density function 32 
Probability distributions 38 

use defined 25 
fitting 38 
flood frequency analysis 242 
precipitation analysis 66 
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Rainfall simulator 129 
Rational method 240 
Recurrence interval 65 
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Regional flood frequency analysis 255 
Relative frequency function 3 1 
Reservoir routing 268 
Reservoir storage calculation 309 

mass curve 3 10 
sequent-peak 3 1 1 

Return period 65 
Reynold’s number R 213 
Risk 76 
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Runoff volume 233 
Runs analysis of drought 288 

Safe yield 150 
Saturated adiabatic lapse rate 52 
Saturation overland flow 223 
Saturation vapor pressure 47 
SCS precipitation intensity curves 55 
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SCS curve number 234 
Sensitivity analysis 201, 323 
Sequent-peak method 323 
Serial correlation 25, 3 12 
Simulation models 3 1 1 , 3 19 
Skewness 28,242,252 
Slope 210 
Soil structure 122 
Soil water 135 
Soil water characteristic 138 
Soil water potential 136 
Solar energy 83 
Solar constant 85 
Space-time domain 7 
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Spatial averaging precipitation data 61 
Specific humidity 47 
Specific yield 149 
Stability 52 
Stage-discharge relations 280 
Stagnation point 18 1 
Standard deviation 28 
Standard normal distribution 36 
State transition probability 299 
Steady 5 
Stefan’s Law 86 
Streamflow measurement 278 
Stochastic 26 
Stochastic streamflow simulation 3 11 
Storage coefficient 149 
Stream length 207 
Stream ordering 205 
Stream velocity 220, 278 
Synthetic unit hydrograph 263 
Systems 3 

Theis match point method 166 
Thiem equation 165 
Thiessen polygon 61 
Thornthwaite method 106 
Thornthwaite-Holzrnan equation 96 
Thornthwaite Water Balance 188 
Three point method 156 
Time of concentration 216 
Time series 25 

homogeneous 4 1 , 63 
persistence 64, 3 13 
stationary 41 
stochastic 26 

Transmissivity 158 
Triangular Irregular Network (TIN) 344 
Turbulent flow 213 

Uniform 7 
Unit hydrograph 256 

convolution 262 
S-curve method 260 

Universal Soil Loss Equation 388 

Vadose zone 137, 145 
Vapor pressure 46 
Vapor pressure deficit 90 
Variable source concept 224 
Variance 27 
Vegetation modification 1 18 
Velocity 

channel 220 
overland flow 214 
stream cross section 278 
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evaporation measurement 94 
evapotranspiration measurement 105 
Thornthwaite 188 

Water supply 305 
Water table 3, 137, 145 
Weather modification 50 
Well flow 164 
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Well interference 163 
Wellhead protection 177 
Wetting front 141 
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Zone of contribution 180 
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