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PREFACE

Biotechnology has enabled the development of lifesaving biopharmaceuticals, deci-
phering of the human genome, and production of bioproducts using environmen-
tally friendly methods based on microbial fermentations. The science on which
modern biotechnology is based began to emerge in the late 1970s, when recombi-
nant microorganisms began to be used for making high-value proteins and peptides
for biopharmaceutical applications. This effort evolved into the production of some
key lifesaving proteins and the development of monoclonal antibodies that subse-
quently have provedn to be effective molecules in the fight against cancer. In the
late 1980s and early 1990s biotechnology found further application in sequencing
of the human genome, and with it, sequencing of genomes of many organisms
important for agriculture, industrial manufacture, and medicine.

The human genome was sequenced by 2003. At about the same time the
realization developed that our dependence on petroleum and other fossil fuels was
beginning to have economic consequences that would affect every sector of our
economy as well as the global climate. Modern biotechnology began to be applied
in developing advanced enzymes for converting cellulosic materials to fermentable
sugars. The process engineering to improve grain-to-ethanol plants and the rapid
buildout of an expanded ethanol industry began. This provided the renewable liquid
fuels in small but significant quantities.

Thus biology has become an integral part of the engineering toolbox through
biotechnology that enables the production of biomolecules and bioproducts using
methods that were previously not feasible or at scales previously thought impossible.
We decided to develop this textbook that addresses modern biotechnology in engi-
neering. We started with the many excellent concepts described by our colleagues
by addressing bioprocess engineering and biochemical engineering from a funda-
mental perspective. We felt that a text was needed to address applications while at
the same time introduce engineering and agriculture students to new concepts in
biotechnology and its application for making useful products. As we developed the
textbook and the course in which this textbook has been used, the integration of
fundamental biology, molecular biology, and some aspects of genetics started to
become more common in many undergraduate curricula. This further expanded the

XV



XVi  PREFACE

utility of an application-based approach for introducing students to biotechnology.
This book presents case studies of applications of modern biotechnology in the
innovation process that has led to more efficient enzymes and better understanding
of microbial metabolism to redirect it to maximize production of useful products.
Scaling up biotechnology so that large quantities of fermentation products could be
produced in an economic manner is the bridge between the laboratory and broader
society use.

Our textbook takes the approach of giving examples or case studies of how
biotechnology is applied on a large scale, followed by discussion of fundamentals
in biology, biochemistry, and enzyme or microbial reaction engineering. Innovations
in these areas have occurred at an astounding rate since the mid-1990s. The current
text attempts to connect the innovations that have occurred in molecular biology,
microbiology, and biochemistry to the engineering fundamentals that are employed
to scale up the production of bioproducts and biofuels using microorganisms and
biochemical catalysts with enhanced properties.

The approach that we take treats microorganisms as living biocatalysts, and
examines how the principles that affect the activity of microorganisms and enzymes
are used in determining the appropriate scaleup correlations and for analyzing per-
formance of living and nonliving biocatalysts on a large scale. Our textbook will
hopefully provide the basis on which new processes might be developed, and suffi-
cient background for students who wish to transition to the field and continue to
grow with the developments of modern biotechnology industry. While we cannot
hope to teach all the fundamentals that are required to cover the broad range of
products that are derived using biotechnology, we do attempt to address the key
factors that relate engineering characteristics to the basic understanding of biotech-
nology applied on a large scale.

October 7, 2008 NATHAN MOSIER AND MICHAEL LADISCH
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'CHAPTER ONE
BIOTECHNOLOGY"

INTRODUCTION

y 2008, biotechnology touched the major sectors that define human activity:

food, fuel, and health. The history of biotechnology starts with breadmaking,
utilizing yeast, about 8000 years ago. Fermentation of grains and fruits to alcoholic
beverages was carried out in Egypt and other parts of the ancient world in about
2500 Bc. Other types of food fermentation practiced for thousands of years include
the transformation of milk into cheeses and fermentation of soybeans. However, it
was not until 1857 that Pasteur proved that alcoholic fermentation was caused by
living cells, namely, yeasts. In the ensuing 100 years, the intentional manipulation
of microbial fermentations to obtain food products, solvents, and beverages, and
later, substances having therapeutic value as antibiotics gave rise to a large fermen-
tation industry (Hacking 1986; Aiba et al. 1973; Evans 1965). Biotechnology
emerged as an enabling technology defined as “any technique that uses living organ-
isms (or parts of organisms) to make or modify products, to improve plants or
animals, or to develop microorganisms for specific uses” (Office of Technology
Assessment 1991).

A sea of change in biotechnology occurred in the midtwentieth century with
discovery of the molecular basis of biology—DNA—and again in the twenty-first
century, when it began to be used for obtaining renewable biofuels and enhanced
production agriculture (Houghton et al. 2006). Biotechnology has helped to catalyze
the growth of the pharmaceutical, food, agricultural processing and specialty
product sectors of the global economy (National Research Council 1992, 2001).
The scope of biotechnology is broad and deep. Biotechnology encompasses the use
of chemicals to modify the behavior of biological systems, the genetic modification
of organisms to confer new traits, and the science by which foreign DNA may be
inserted into people to compensate for genes whose absence cause life-threatening
conditions. Twenty-five years later the science of genetic engineering is finding

*Portions of this chapter and Chapter 2 are taken from a previously published section on
bioprocess engineering in Van Nostrand’s Scientific Encyclopedia (Ladisch 2002).
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applications in enhancing microbial and plant technologies to directly or indirectly
fix CO, into renewable fuels (Kim and Dale 2008).

The engineering fundamentals required to translate the discoveries of biotech-
nology into tangible commercial products, thereby putting biotechnology to work,
define the discipline of bioprocess engineering (National Research Council 1992).
Bioprocess engineering translates biotechnology into unit operations, biochemical
processes, equipment, and facilities for manufacturing bioproducts. The biotechnol-
ogy addressed in this book provides a foundation for the engineering of bioprocesses
for production of human and animal healthcare products, food products, biologi-
cally active proteins, chemicals, and biofuels. Industrial bioprocessing entails the
design and scaleup of bioreactors that generate large quantities of transformed
microbes or cells and their products, as well as technologies for recovery, separation,
and purification of these products. This book presents the principles of the life sci-
ences and engineering for the practice of key biotechnology manufacturing tech-
niques and economic characteristics of the industries and manufacturing processes
that encompass biotechnology, agriculture, and biofuels (Ladisch 2002; Houghton
et al. 2006; NABC Report 19 2007; Lynd et al. 2008).

The principles and practice of bioprocess engineering are based in the biologi-
cal sciences. The key technologies based on the biosciences are the (1) identification
of genes, and the products that result from them, for purposes of disease prevention,
remediation, and development of new medicines and vaccines; (2) application of
molecular biology to obtain transformed microorganisms, cells, or animals having
new and/or enhanced capabilities to generate bioproducts; and (3) development of
biological sensors coupled to microprocessors or computers for process control and
monitoring of biological systems (including humans).

The Directed Manipulation of Genes Distinguishes the
New Biotechnology from Prior Biotechnology

New biotechnology represents a technology for manipulating genetic information
and manufacturing products that are of biological origin or impact biological activ-
ity. It is based on methods introduced since 1970, applied in the laboratory since
1973, and has been used on an industrial scale since 1979. The combined use of
restriction enzymes (that cut DNA in a directed manner) and ligases (i.e., enzymes
that join foreign genes with the DNA of the host cell) was demonstrated during this
time period. Stanley Cohen and Herbert Boyer showed that DNA could be cut and
rejoined in new arrangements in a directed manner (Cohen et al. 1973). Their work
gave birth to the field and the industry, based on new forms of organisms obtained
through the sequencing, removal, insertion, and amplification of genes across dif-
ferent species of organisms. This gave rise to a new sector in the biotechnology
industry based on genetically modified organisms.

New biotechnology enables directed manipulation of the cell’s genetic machin-
ery through recombinant DNA techniques. Recombinant DNA is defined by a
“DNA molecule formed in vitro by ligating DNA molecules that are not normally
joined” (Walker and Cox 1988). A recombinant technique is a method “that helps
to generate new combinations of genes that were not originally present” in different
organisms. By 1998, the impact of the new biotechnology on the pharmaceutical
industry was becoming profound, while its potential effect on food processing and
production agriculture resulted in multi-billion-dollar investments by some of the
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world’s largest chemical companies (Fritsch and Kilman 1996; Kilman 1996,
1998). In 1997 Monsanto sold off its chemical business with sales of about $4
billion to form an entity known as Solutia, in order to focus on its more profitable
agricultural, food ingredients, and pharmaceutical businesses with sales over $5
billion (Fritsch 1996a,b). Dupont, Dow Chemical, Novartis, and Monsanto were
investing heavily or acquiring food technology, plant biotechnology, and seed com-
panies by early 1998. Bioengineered food is one target of these acquisitions. Fat-
free pork, vegetarian meat, bread enriched with cancer-fighting compounds, and
corn products that fight osteoporosis were part of these companies’ vision (Kilman
1998a,b). Industrial biotechnology for producing chemicals from plant sugars was
perceived as the next emerging area (Ritter 2004). By 2007, Monsanto’s strategy
paid handsomely, with $8.5 billion in sales attained amid an increasing demand for
grains due to an increasing global population and demand for grain-fed protein.
Similarly, Dow AgroScience, with a total sales in 2007 of $3.4 billion, has been
steadily increasing their share of sales in crop biotechnology to complement their
core business in agrochemicals and home insect control chemicals.

The new biotechnology enables production of mammalian or plant proteins
and other biomolecules having therapeutic value in quantities required for practical
use. Recombinant methodologies also have potential for dramatically improving
production efficiency of products already derived by fermentation through the
directed modification of cellular metabolism: metabolic engineering and when
applied to plants, enhanced agricultural production of food and feedstocks for
renewable fuels. As summarized in the preface of the 1992 National Research
Council Report, “scientists and engineers can now change the genetic make-up of
microbial, plant, and animal cells to confer new characteristics. Biological mole-
cules, for which there is no other means of industrial production, can now be gener-
ated. Existing industrial organisms can be systematically altered (i.e., engineered)
to enhance their function and to produce useful products in new ways.” The results
of biotechnology, and the search for sustainable solutions for producing and fuels,
has catalyzed debate on how this technology, and the agriculture that will provide
the feedstock, might best be employed.

The focus of this book is microbiological engineering and the application of
biotechnology to three major sectors of the economy: pharmaceuticals, food, and
fuel. However, as the demand for the products of biotechnology move from bio-
pharmaceuticals to biofuels, that is, from very high-value, very small-volume mole-
cules to very high-volume lower-value molecules, debates on resource constraints,
land use, alternative liquid fuels, and greenhouse gas generation have entered the
technical considerations in rolling out new approaches to renewable liquid fuels
such as cellulose ethanol. As important as this debate may be, the current text
addresses the technical means of transforming renewable resources to fuels or chemi-
cals via biological means. The larger and very important issues of sustainability and
agriculture are the subject of other monographs (NABC Report 19 2007).

Growth of the New Biotechnology Industry Depends on Venture Capital

The pioneers of the biotechnology industry had a grasp not only of the science but
also an understanding of the financial aspects of taking a new technology from test
tube to market in less than 7 years. In the late 1970s and early 1980s, the technical
success of the insulin project, and the apparent availability of venture capital for
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risky enterprises, converged to promote the industry. Venture capital was available
in part because of government policy that promoted limited partnerships and
relieved taxes on capital gains, although the laws have since changed. The financial
climate of 2008/2009, in which major funds and banks approached insolvency,
temporarily limited new investments.

Some of the pioneers had a sense that the large-scale production, clinical
testing, obtaining government regulatory approval, and marketing required the
infrastructure of a large pharmaceutical company. The first recombinant product
approved by the FDA, human insulin, resulted from the cooperation of the biotech-
nology company Genentech and the pharmaceutical company Eli Lilly. Genentech
ultimately merged with another major international pharmaceutical company,
Hoffmann-LaRoche, in 1990 (see timeline in Table 1.1). Other mergers over the
next 12 years resulted in consolidation of the industry, with acquisitions or licensing
arrangements between biotechnology and pharmaceutical companies resulting in
transfer of technology from small companies to larger ones.

A profound transition occurred around 2005, when the realization that
demand for liquid transportation fuels, derived from petroleum could outpace
demand. Rapid growth in global demand for petroleum-derived fuels and growth
of large economies (China and India) caused demand for liquid fuels to increase
rapidly. Coupled with the fuel ethanol mandate of 2005 that required the United
States to use 7.5 billion gallons of fuel ethanol by 2012, this resulted in rapid
expansion of the grain ethanol industry. The expansion was so rapid that the
mandated requirements were met by 2008, 4 years ahead of schedule. Then corn
prices increased and corn became too expensive for broader use in ethanol
production. This was accompanied by the realization that ethanol derived from
cellulose, a nonfood feedstock, would be needed to enable sustainable expansion
to 22 billion gallons per year by 2020. Significant efforts are now underway to
discover, develop, and implement biological and microbial catalysts that convert
cellulose to ethanol.

Agricultural biotechnology differs from microbiological technology in the
organisms that are modified. For example, the incorporation of a bacterial gene
from Bacillus thuringiensis (Bt) gene, into cotton (Bollguard®) enabled the cotton
to produce proteins that are toxic to cotton bollworm and budworm. The first trials
of the transgenic cotton were a qualified success (Thayer 1997). Approximately
40% of the Bollguard-planted fields' had to be sprayed, although only one to two
pesticide applications were required compared with a more typical four to five.
Cotton growers reported an average 7% improvement in yield, as well as reducing
or avoiding the use of pesticides. The farmers reported a $33/acre cost advantage
of Bollguard cotton compared with insecticide-treated non-Bollguard cotton, after
accounting for the technology licensing fee of $32/acre and supplemental pesticide

! Approximately 3% of Texas’ 3 million acres of cotton and 60-70% of Alabama’s 500,000
acres of cotton were planted with B. thuringiensis cotton in 1996. The potential economic
and environmental benefits are evident when the size of the annual US cotton harvest (9
billion 1bs, worth about $7.2 billion) and volume of insecticides ($400-$500 million/year)
are considered. Bollguard plantings for 1997 were estimated at 2.5 million acres out of 14
million acres of cotton (Thayer 1997). By 2004, worldwide acreage of all genetically modified
crops was 200 million (BIO 2005).
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Timeline of Major Developments in the

Biotechnology Industries through 1998

Date Event
6000BC Breadmaking (involving yeast fermentation)
3000BC Moldy soybean curd used to treat skin infections in China
2500BC Malting of barley, fermentation of beer in Egypt
1790 AD Patent act provides #o protection for plants and animals since they are
considered to be products of nature
1857 Pasteur proves that yeasts are living cells that cause alcohol
fermentation (Aiba, Humphrey, Millis, 1973)
Birth of microbiology
1877 Pasteur and Joubert discover that some bacteria can kill anthrax bacilli
1896 Gosio discovers mycophenolic acid, an antibacterial substance
produced by microbes; too toxic for use as antibiotic
1902 Bacillus thuringiensis first isolated from silkworm culture by Ishiwata
1908 Ikeda identifies monosodium glutamate (MSG) as flavor enhancer in
Konbu
Invertase adsorbed onto charcoal, i.e., first example of immobilized
enzyme
1909 Ajinimoto (Japan) initiates commercial production of sodium glutamate
from wheat gluten and soybean hydrolysates
1900-1920 Ethanol, glycerol, acetone, and butanol produced commercially by
large-scale fermentation
1922 Banting and Best treat human diabetic patient with insulin extracted
from dog pancreas
1923 Citric acid fermentation plant using Aspergillus niger by Charles Pfizer
1928 Alexander Fleming discovers penicillin from Penicillium notatum
1930 Plant Patent Act, which allows for patenting of asexually produced
plants (except tubers)—i.e., plants reproduced by, tissue culture or
propagation of cuttings
1943 Submerged culture of Penicillium chrysogenum opens way for large-
scale production of penicillin
1945 Production through fermentation process scaled up to make enough
penicillin to treat 100,000 patients per year
Beginning of rapid development of antibiotic industry; during World
War II, research driven by 85% tax on “excess” profits, encouraged
investment in research and development for antibiotics—this led to
their postwar growth
1953 DNA structure and function elucidated

Xylose isomerase discovered




6

BIOTECHNOLOGY

Table 1.1. (Continued)

Date Event
1957 Commercial production of natural (L) amino acids via fermentation
facilitated the discovery of Micrococcus glutamicus (later renamed
Corynebacterium glutamicum)
Glucose-isomerizing capability of xylose isomerase reported
1960 Lysine produced on a technical scale
1961 First commercial production of MSG via fermentation
1965 Corn bran and hull replaces xylose as inducer of glucose (xylose)
isomerase in Streptomyces phaeochromogenus
Phenyl methyl ester of aspartic acid and phenylalanine (aspartame)
synthesized at G. D. Searle Co.
1967 Clinton Corn Processing ships first enzymatically produced fructose
syrup
A. E. Staley sublicenses technology
1970 Smith et al. report restriction endonuclease from Haemopbhilis
influenzae that recognizes specific DNA target sequences
1971 Cetus founded
1973 Cohen and Boyer report genetic engineering technique (EcoRI enzyme)
(Cohen et al. 1973)
Aspartase in immobilized E. coli cells catalyzes L-aspartic acid
production from fumarate and ammonia
1973-1974 Oil price increase (Yom Kippur war)
High-fructose corn syrup (HFCS) market at ~500-600 million lbs/year
in USA
Sugar price peaks at 30¢/lb
1975 Kohler and Milstein report monoclonal antibodies
Basic patent coverage for xylose (glucose) isomerase lost in lawsuit
Opens up development of new HFCS processes
1976 Genentech founded
1978 Biogen formed; develops interferons
Eli Lilly licenses recombinant insulin technology from Genentech
3.5 billion Ib HFCS produced in USA
1979-1980 Another major oil price increase (OPEC); sugar price at 12¢/lb
Energy-saving method for drying ethanol using corn (starch) and
cellulose-based adsorbents reported (Ladisch and Dyck 1979)
1977-1982 Fermentation ethanol processes adapted by wet millers for fuel-grade
ethanol
1980 Amgen founded

US Supreme Court rules that life forms are patentable
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7

Date

Event

1981

1982

1983

1984

1986

1987

1988

1989

HIV/AIDS cases identified and reported in San Francisco
Aspartame approved for food use by FDA

Chiron founded

Gene-synthesizing machines developed

Sugar price at 30¢/Ib

FDA approves Humalin (human insulin) made by Lilly
First transgenic mouse; rat gene transferred to mouse
Aspartame comes on market sold by G. D. Searle as Nutrasweet®
Worldwide antibiotic sales at about $8 billion

First product sales of recombinant insulin

HIV virus identified as cause of AIDS

Oil at ~$40/barrel

Process for industrial drying of fuel alcohol using a corn-based
adsorbent in place of azeotropic distillation demonstrated on an
industrial scale

Transgenic pig, rabbit, and sheep by microinjection of foreign DNA
into egg nuclei

Polymerase chain reaction (PCR) developed at Cetus
HIV genome sequenced by Chiron

Phaseout of lead as octane booster in gasoline in USA creates demand
for ethanol as a nonleaded octane booster for liquid fuels

Ethanol production at 500 million gal/year for use as octane booster
Merck licenses Chiron’s recombinant hepatitis B vaccine
Human growth hormone (Protropin®) introduced by Genentech

Interleukin (IL-2), a protein used to treat cancer, by Cetus undergoes
clinical trials

Aspartame sales at $500 million

Oil at $15-$20/barrel

Ethanol production at 800 million gal/year

Cetus requested approval for IL-2 to treat advanced kidney cancer
Tissue plasminogen activator (TPA) introduced by Genentech
Human Genome Project started

American Home Products purchases A. H. Robbins

Amgen introduces erythropoietin (EPO), a protein that stimulates red
blood cell formation (produced in 2-L roller bottles)

Merrill Dow combines with Marion Laboratories for $7.7 billion
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Table 1.1. (Continued)

Date

Event

1990

1991

1992

1993

1994

1995

Bristol Myers and Squibb merge ($12 billion)

Beecham and SmithKline Beckman merge ($7.8 billion)

FDA rejects IL-2 application of Cetus

Hoffmann-LaRoche acquires 60% of Genentech for $2.1 billion

Genentech’s tissue plasminogen activator (TPA), for dissolving
blockages that cause heart attacks, earns $210 million

Protropin (human growth hormone) earns $157 million

Amgen’s EPO sales at $300 million/year in USA; licensed by Kilag
(Johnson & Johnson in Europe) and Kirin (Japan)

First attempt at human gene therapy

HFCS world sales estimated about $3 billion (17 billion 1bs)
Amgen EPO sales exceed $293 million by August 1991

Genetics Institute suit against Amgen for American rights to EPO

American Home Products buys $666 million (60%) share in Genetics
Institute; Chiron purchases Cetus for $650 million

IL-2 (now owned by Chiron) approved for further testing by FDA

TPA (from Genentech) under competitive pressure from less expensive
product by Swedish Kabi

Policy guidelines for the agricultural biotechnology established

Chiron introduces Betaseron (a B-interferon) for treatment of multiple
sclerosis; drug is marketed by Berlex (owned by Schering AG)

Healthcare reform proposals create uncertainty in biotechnology
industry

Merck acquires Medco containment services for $6.6 billion
American Home Products Buys American Cyanimid

Roche Holding, parent of Swiss Drug company Hoffmann-LaRoche
buys Syntex for $5.3 billion

SmithKline Beecham merges with Diversified Pharmaceutical Services
($2.3 billion) and Sterling Winthrop ($2.9 billion)

Eli Lilly acquires PCS Health Systems for $4.1 billion
Bayer purchases Sterling Winthrop NA for $1.0 billion

Process based on corn adsorbent dries half of fermentation ethanol in
USA (750 million gallons/year)

UpJohn and Pharmacia merge to form Pharmacia-UpJohn in a $6
billion stock swap

Hoescht/Marion Merrell Dow merge for $7.1 billion
Rhone-Poulenc Rorer/Fisons merge in a deal valued at $2.6 billion

Glaxo/Wellcome merge in a $15 billion deal
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Table 1.1. (Continued)

Date Event

1996 Monsanto purchases Ecogen for $25 million, Dekalb Genetics for $160
million; Agracetus for $150 million; and 49.9% of Calgene

American Home Products purchases the remaining 40% stake in
Genetics Institute, Inc. for $1.25 billion

Biogen introduces Avonex, to compete with Berlex’s Betaseron for MS
sufferers

$27 billion merger of Ciba-Geigy AG and Sandoz AG to form Norvatis
approved; estimated annual sales of $27.3 billion; US Federal Trade
Commission (FTC) prevents monopoly that doesn’t yet exist by
requiring Norvatis to provide access to key genetic research
discoveries; goal of FTC is to prevent company from dominating
gene therapy research

1997 Monsanto completes purchase of Calgene for $320 million; agrees to
buy Asgrow Agronomics Soybean business for $240 million, and
Holden’s Foundation Seeds (corn, sales of $50 million/year) for
$1.02 billion

Proctor & Gamble pays Regeneron $135 million to carry out research
on small molecule drugs

SmithKline Beecham forms joint venture with Incyte to enter genetic—
diagnostics business

Schering-Plough Corporation Acquires Mallinckrodt Animal-Health
Unit for $405 million

Merck, Rhone-Poulenc form animal healthcare 50/50 joint venture
(Merial Animal Health); estimated annual sales are $1.7 billion)

Novartis purchases Merck & Co.’s insecticide-fungicide business (sales
of $200 million/year) for $910 million

Roche Holding, parent of Swiss Drug Company Hoffmann-LaRoche
buys Boehringer Mannheim for ~$11 billion

Proctor & Gamble signs $25 million agreement with Gene Logic to
identify genes associated with onset and progression of heart failure

Dupont purchases Protein Technologies (division of Ralston Purina) for
$1.5 billion as part of business plan to develop soy protein foods

American Home Products discusses $60 billion merger with SmithKline
Beecham PLC
Monsanto spins off chemicals unit and becomes Monsanto Life Sciences

1998 SmithKline Beecham breaks off talks with American Home Products

Glaxo enters merger discussions with SmithKline Beecham in a deal
valued at $65-70 billion; merger discussions driven by successful
hunt for human genes and opportunities for exploiting these findings
for development of new pharmaceuticals; leads to formation of
Glaxo SmithKline

Note: Developments subsequent to 1998 may be found in Table 1 of Van Nostrand’s
Encyclopedia (Ladisch 2002).
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applications. By 2004, a total of 100 million acres transgenic crops were planted in
the United States (BIO 2005).

This industry has the potential to surpass the computer industry in size and
importance because of the pervasive role of biologically produced substances in
everyday life (Office of Technology Assessment 1991; National Research Council
1992). The transition from basic discovery to production through scaleup of biopro-
cesses is a key element in the growth of the industry. Bioprocess engineering plays
an important role in designing efficient and cost-effective production systems.

Although the industry has grown rapidly, profits were slow in coming. This is
not surprising, given the 7-16-year time required to bring a new product to market.
Nonetheless, the size of the US pharmaceutical and biopharmaceutical industry is
large. It employed 413,000 people in 2004. Estimates suggest the industry will add
122,000 jobs and $60 billion in output to the US economy by 2014. Growth is likely
to continue since every dollar spent on a pharmaceuticals is estimated to save $6.00
in hospital costs (Class 2004). The potential for growth is large, particularly when
combined with the rapid emergence of a biofuels—chemicals production industry.
Chapter 2, on new biotechnology, gives an overview of how advances in the biosci-
ences have impacted the practice of biotechnology and the growth of the industry.

Submerged Fermentations Are the Industry’s Bioprocessing Cornerstone

Submerged fermentations represent a technology in which microorganisms are
grown in large agitated tanks filled with liquid fermentation media consisting of
sugar, vitamins, minerals, and other nutrients. Many of the fermentations are
aerated, with vigorous bubbling of air providing the oxygen needed for microbial
growth. Since the microorganisms are in a liquid slurry, they are considered to be
submerged, compared to microbial growth that occurs on a surface (such as on a
moldy fruit or piece of bread).

The fermentation industry produced food and beverage products and some
types of oxygenated chemicals by submerged fermentations prior to the first sub-
merged antibiotic fermentations in 1943. Products in the early twentieth century
included ethanol, glycerol, acetone, and butanol, with ethanol attracting renewed
interest due to increasing, competitive uses for finite oil resources and the need to
develop renewable energy sources. However, the growth of an efficient petrochemi-
cal industry in the years following World War II rendered some of these fermentation
products economically unattractive. Petroleum sources supplanted many of the
large-volume fermentation products with the exception of ethanol produced with
government subsidies; yeasts for baking, vinegar, carboxylic acids, and amino acids
for use as food additives; and in the formulation of animal feeds (Aiba et al. 1973).
These large-volume fermentations depended on the availability of molasses or
glucose from corn (starch) as the fermentation substrates (Hacking 1986). This
sector of the fermentation industry has begun to reemerge, driven in part by high
oil prices and concerns about energy security. This new growth is motivating agri-
culture to develop responses to the need for renewable feedstocks by growing more
corn and carrying out research on cellulose energy crops.

Oil Prices Affect Parts of the Fermentation Industry

The manufacture of many oxygenated chemicals by fermentation was made uneco-
nomical by the low prices of oil prior to 1973, and conversely economical by the



GROWTH OF THE ANTIBIOTIC/PHARMACEUTICAL INDUSTRY 11

oil price spike of 2006-2008. In the late 1980s large, aerated fermentations utilized
methane or methanol (from petrochemical processing) as the main substrate in order
to grow the cells. The goal was to propagate microorganisms whose protein content
would make them attractive as a food source, using a relatively inexpensive sub-
strate derived from petroleum. Since these fermentations were based on the growth
of unicellular microorganisms, the source of the protein was appropriately named
single-cell protein. However, concerns about carryover of harmful substances from
the petroleum source into the fermentation where it would be incorporated into the
edible cellular biomass, coupled with a sharp rise in oil prices in 1973 and subse-
quent decreases in soybean prices (a vegetable source of protein), made single-cell
protein processes unattractive by the end of the twentieth century.

The prices of crude oil quadrupled in late 1973 and 1974, triggered in part
by a war in the Middle East, decreased in the close of the twentieth century, and
then increased very rapidly as the potential of demand exceeding supply became
real. Reaction to these price spikes generated interest in fuel ethanol each time. After
this initial shock in 1973, oil prices stabilized and interest in fermentation-derived
fuels moderated until the twenty-first century. While the high-volume fermentation
industry decreased in importance during this interlude, a new high-value, lower-
volume biopharmaceutical fermentation industry evolved in the 1980s (Hacking
1986; Olsen 1986). However, by 2003 doubts began to surface on the ability of
OPEC to keep a lid on oil prices (Bahree and Herrick 2003) since the discovery of
new petroleum was slowing (Cummins 2004). Since the late 1990s, recombinant
technology resulted in genetically engineered yeast that increased ethanol yields
from cellulosic biomass by 50% and enhanced enzymatic activity and pretreatments
to improve efficiency of transforming cellulose to fermentable sugars (Mosier et al.
2005; Ho 2004). Dramatic and growing oil price increases between 2004 and 2008
reinvigorated interest in alternative fuels, including ethanol from cellulose and
diesel from soybean oil, and plant-derived sugars to make chemicals (Ritter 2004;
Houghton et al. 2006; Lynd et al. 2008). The four fold rise in oil prices in 2004/07
was followed by an equally steep decrease in 2008/09. Concurrent contraction in
financial markets made financing of renewable energy projects challenging. The
story was still developing in 2009, but need for renewable energy for the sake of
economic stability was evident.

GROWTH OF THE ANTIBIOTIC/
PHARMACEUTICAL INDUSTRY

The Existence of Antibiotics Was Recognized in 1877

In 1877 Pasteur and Joubert discovered that anthrax bacilli were killed by other
bacteria. In 1896 Gosio isolated mycophenolic acid from Penicillium brevi—
compactum. Mycophenolic acid inhibited Bacillus anthracis but was too toxic for
use as a therapeutic agent in humans. By 1917 Grieg-Smith showed actinomycetes
produce substances with antibacterial activity. In 1928 Alexander Fleming showed
that Staphylococcus cultures were inhibited by growing colonies of Penicillium
notatum. Unlike many of the other antibiotics at that time, penicillin was later found
to be effective and suitable for systemic (internal) use. By 1937, actinomycetin, an
antibacterial agent, had been isolated from a streptomycete culture but was too
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toxic for use as a therapeutic agent. In 1939 Dubos obtained gramacidin and tyro-
cidin from the spore-bearing soil bacillus, Bacillus brevis. These agents proved to
be effective for treatment of skin infections (topical use) but again were too toxic
for internal systemic use (Evans 1965).

Penicillin Was the First Antibiotic Suitable for Human Systemic Use

Florey and Chain catalyzed the rediscovery of Fleming’s penicillin, starting in 1939,
during studies of compounds that would lyse bacteria. Their work was carried out
as part of a search for new therapeutic agents for use in World War II. Fleming’s
strain of Penicillium notatum did not produce large amounts of penicillin, and
penicillin itself was relatively unstable. Thus, significant efforts were carried out to
develop isolation and purification procedures that minimized product loss. In a
pattern that continues to be repeated to this day, the researchers developed methods
for isolating small quantities of the therapeutic drug (penicillin, in this case) for
trials with mice. The penicillin was shown to protect the mice against Streptomyces
haemolyticus while being relatively nontoxic. Clinical trials in 1941 were most suc-
cessful, and scaleup to obtain larger amounts of the antibiotic were then initiated
by joint Anglo-American efforts that included the involvement of Merck, Pfizer, and
Squibb with the help of government laboratories (Aiba et al. 1973). Experience with
penicillin during World War II showed it to be one of the few antibiotics available
at that time that was suitable for systemic use in fighting infections and saving
thousands of lives (Evans 1965).

Genesis of the Antibiotic Industry

The genesis of the antibiotic industry that preceded the current era of engineered
organisms was catalyzed by government incentives and support during World War
II. The motivation was the discovery of the beneficial effects of penicillin and the
difficulty of producing penicillin through chemical synthesis. Once the fermentation*
route was chosen over chemical synthesis, events progressed rapidly. The rapid
scaleup of production required development of a cost-effective medium on which
the penicillin-producing microorganism, Penicillin chrysogenum, could be grown,
design of large-scale aerated tanks that could be operated under sterile conditions,
and recovery and purification of the final product (Aiba et al. 1973).

The first submerged fermentations were carried out on a corn steep liquor—
lactose-based medium. Recovery of the labile penicillin molecule was achieved
through a combination of pH shifts and rapid liquid-liquid extraction (Shuler and
Kargi 1992). According to Hacking (1986), “the discovery of penicillin, which has
now virtually passed into folklore, has been one of the major milestones of the
twentieth century, and arguably one of the most beneficial discoveries of all time.
Its impact on biotechnology, and the public perception of biotechnology should not

*Production was tried at first by growing the Penicillium on the surface of moist bran. This
did not work well because it was difficult to control temperature and sterility. The second
approach was to grow the microorganism on the surface of quiescent liquid growth medium
in milk bottles and other types of containers. Yields were high, but potential for mass pro-
duction was limited. This led to fermentations in large, agitated vessels that held a liquid
volume of 7000 gallons or more (Shuler and Kargi 1992).
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be underestimated.” Hacking (1986, p. 6) also points out that the development of
cost-effective processes for manufacture of penicillin provides an example of the
impact of government support in starting up a new technology with the potential
of widespread benefits for society:

During the Second World War, the US government imposed an excess profits tax
of 85% as one measure to pay for the war effort. As many pharmaceutical com-
panies were liable for this tax, additional research cost them effectively only 15%
of its total cost, “the 15¢ dollar.” Several of the early large antibiotic screens and
process development of penicillin were funded on this basis. This led to the growth
of a fermentation-based antibiotic industry (see 1943 in timeline of Table 1.1).

Penicillin was at first produced by surface culture, in which the mold grew on
the surface of a nutrient medium in 1-2-L batches in vessels resembling milk bottles.
Antibiotic yield was improved by discovery of higher-yielding strains of P. notatum
and P. chrysogenum and mutants obtained by ultraviolet and X-ray irradiation of
several Penicillium strains (Coghill 1998).

Scaleup from 1 to 2L to 100,000 L capacity was made possible by the discov-
ery of a strain of P. chrysogenum (on a moldy cantaloupe in Peoria, Illinois) that
could be grown in submerged culture. The development of submerged fermentation
technology for this microbe in large agitated vessels by the US Department of Agri-
culture’s Northern Regional Laboratories in Peoria followed. Mass production was
now possible since the microorganism could be grown in large liquid volumes of
nutrient media to which sterile air was provided to satisfy oxygen requirements for
growth (Aiba et al. 1973; Evans 1965). Prices of penicillin quickly decreased because
of productivity gains made possible by submerged fermentation (Fig. 1.1) (Hacking
1986; Mateles 1998) so that by the 1970s prices (and profits) had fallen precipi-
tously and leveled off. Discovery, selection, and development of microorganisms
suitable for submerged fermentations made penicillin’s mass production possible.

Other Antibiotics Were Quickly Discovered after the Introduction of Penicillin

A different type of antibiotic, streptomycin, which is active against a wider range
of pathogens than is penicillin, including Mycobacterium tuberculosis, was isolated
from a strain of actinomycete from the throat of a chicken by Waksman at Rutgers
in 1944 (Aiba et al. 1973; Evans 1965). Actinomycetes are commonly found in soil
and are intermediate between fungi and bacteria. Numerous other metabolic prod-
ucts of actinomycetes were subsequently isolated and have made a transition from
the bench scale to wide therapeutic use.

Between 1945 and 1965, about 30 new antibiotics® gained the status of estab-
lished therapeutic agents. By 1981 about 5500 antibiotics were identified, but only

3Stinson (1996) gives a clear description of the difference between antibiotics and antibacte-
rial drugs. Antibiotics are drugs that kill bacteria and are derived from natural sources such
as molds. Chemically synthesized antibacterial drugs, whose structures are the same as anti-
bacterials from natural sources, are also antibiotics. Hence, penicillin G from Penicillium
chrysogenum, or organically synthesized ceftriaxone with the same 7-aminocephasosporanic
acid nucleus as compounds derived from Cephalosporium molds, are antibiotics. “Antibiotics
that are toxic to human cells, and to malignant human cells more so than normal ones,” are
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Figure 1.1. Example of process improvements of biotechnology product, and impact on
cost: (a) changes in penicillin broth potency (i.e., product concentration) due to alteration
of microorganisms regulation; (b) history of cost of penicillin from 1943 to 1956. Note
that timescales on the plots do not coincide. [Figures reproduced from A. J. Hacking
(1986), Figs. 5.1 and 5.2, respectively, p. 13. Data from A. L. Demain and P. P. King.]

anticancer antibiotics. Examples of antibacterial drugs are quinolones, oxazalidinones, and
sulfa drugs. Some antibacterial drugs are also active against fungal, viral, or parasitic micro-
organisms. For example, Helicobacter pylori infections are now treated with antibacterial
drugs; H. pylori infections of the stomach wall are found in 95% of patients with duodenal
ulcers and 80% of patients with stomach ulcers (excluding patients who take nonsteroidal,

antiinflammatory drugs).
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100 made it to market. This number grew to about 160 variations of 16 basic
compounds by 1996, but was accompanied by an alarming rise in antibiotic- and
antibacterial-resistant bacterial infections® (Stinson 1996). The discovery of thou-
sands of new antibiotics resulted in only a few hundred being characterized during
the same time period (Aiba et al. 1973; Hacking 1986). This illustrates how suc-
cessful development of therapeutic agents derived from microbial sources requires
tremendous screening efforts. There is a continuing need for antibiotic discovery
and development as drug-resistant infections have begun to appear, with drug-
resistant bacteria viewed as a threat that is just as serious as the AIDS (HIV) epi-
demic (Stinson 1996; Tanouye 1996). There may also be lessons to be applied to
the current status of pharmaceuticals where less than 30% of therapeutics in Phase
II clinical trials make it to market (Whalen 2005).

Discovery and Scaleup Are Synergistic in the
Development of Pharmaceutical Products

This synopsis of penicillin and antibiotic development illustrates the synergy between
discovery and scaleup. Following discovery, enough of the new substance must be
obtained for testing with animals, and later, if warranted, for treating humans. The
ability to rapidly scale up production of a promising therapeutic agent complements
the discovery process. Scale-up provides sufficient material so that it can be char-
acterized and its activity defined. This helps to provide input on where future dis-
covery efforts might be directed. Another role of scaleup is to provide larger
quantities of pure drugs for clinical trials. Last, but not least, if the trials are suc-
cessful, scaleup is needed to provide manufacturing capability to make the new drug
available on a wide basis.

Success of the Pharmaceutical Industry in Research, Development, and
Engineering Contributed to Rapid Growth but Also Resulted in Challenges

The pharmaceutical industry invests heavily in research to invent, screen, develop,
and test new products. The industry has historically invested between 16% and
20% of its earnings in research, and has been continually concerned about develop-
ing new products and keeping its pipeline full of new pharmaceuticals. Costs of
bringing a single drug to market are now between $800 million and $1.7 trillion
(Landers 2003). Although the production of pharmaceuticals is sometimes perceived
to be principally a fermentation-biotechnology based industry, many drugs are
obtained through chemical synthesis or chemical modification of fermentation-
derived molecules. Custom-drug discovery, synthesis, and marketing is carried out
on a timescale similar to biopharmaceuticals, with 10 years often required to move
from discovery to routine production, where routine production is classified as
>500kg/year (Stinson 1992).

A measure of the size of the industry is given by the estimated sales by
large pharmaceutical companies of $259 billion in 2005 (Barrett et al. 2005). The
combination of fermentation-derived and chemically synthesized drugs shows that
there has been a significant increase in the overall sales of the top 10 companies.
While the US sales of drugs by US pharmaceutical companies exceeded $32
billion in 1991, the US sales of protein biopharmaceuticals were only $1.2 billion.
By 1996 the sales value of the biopharmaceuticals had grown to $7.5 billion
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Thayer 1995), and by 2004, sales for the pharmaceutical sector and revenues for
the biopharmaceutical sector were $259 billion and $51 billion, respectively (Barrett
et al. 2005; Tsao 2005). Despite the large increase in sales, the cost of prescription
drugs as a fraction of healthcare costs remained constant at 4-5% of health care
expenditures during this period. Healthcare costs had risen rapidly in the period
from 1982 to 1992—from about $300 billion/year to $820 billion/year, respectively,
and were at $1.9 trillion in 2005.

The need and markets for new pharmaceuticals is large, and will continue to
grow as the population grows and ages. The fit of new biotechnology and drug
products into this growing market and the pending loss of patent protection of
existing drugs help to explain the increasing pace of consolidation in the pharma-
ceutical industry since about 1995 (Thayer 1995). The pending loss of patent
protection will affect, or has affected, major products from Pfizer, Merck & Co.,
Schering-Plough (plans to merge with Pfizer, 2009), Eli Lilly, Glaxo, Bristol-Myers
Squibb, Syntex (now a part of Roche), UpJohn (now part of Pfizer), and Astra AB.
An example of the effect of loss of patent protection is the heart drug Capoten
(Bristol-Myers Squibb) whose US sales fell from $146 million to $25 million within
a year after coming off patent. The price dropped from 57¢/pill to 3¢/pill when
generic versions of the drug entered the market.

Drugs coming off patent in 2000 to 2002 had US sales of $6.8 billion for four
US companies. By 2006, pharmaceuticals that generated $14 billion in revenue for
Pfizer began to face generic competition. The magnitude of change is large, as is the
challenge of managing it. Pfizer had selling, general, and administrative expenses of
$16.9 billion, and research and development (R&D) expenses of $7.68 billion, and
had to cut $2 billion in expenses in 2005 in the face of losing patent protection on
some of its products (Hensley 2005). Declines have continued through 2009.

GROWTH OF THE AMINO ACID/ACIDULANT
FERMENTATION INDUSTRY

Unlike biopharmaceuticals, whose emergence as a major biotechnology business
sector has been relatively recent, the production of o-amino acids has a long history
starting with the isolation of asparagine from asparagus juice in 1806. Other o-
amino acids were isolated from a variety of natural substances. Threonine from
fibrin was the last of these acids to be isolated and identified in 1935 (Anonymous
1985). Glutamic acid, in the form of monosodium glutamate (MSG), was identified
by Ikeda in 1908 as the agent responsible for the flavor-enhancing properties of
konbu, a traditional seasoning (food addition) in Japan. This discovery helped to
initiate the development of an amino acid production industry starting in 1909,
when amino acid hydrolysates of wheat gluten (protein) or soybean protein were
used by Ajinomoto (Japan) to commercially produce MSG (Hirose et al. 1978).
The discovery of the glutamic acid—producing bacteria Micrococcus glutam-
icus (later renamed Corynebacterium glutamicum) in Japan in 1957 (Kinoshita
1985) marked the beginning of a 40-year period of growth in high-volume,
fermentation-derived bioproducts. Initially the multiplicity of names given to glu-
tamic acid bacteria discovered after 1957 was a source of confusion. On the basis
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of the conventional taxonomy, and the 73-100% DNA homology reported for
several strains of Corynebacterium, Brevibacterium, and Microbacterium in 1980,
the glutamic acid bacteria are now regarded as a single species in the genus Cory-
nebacterium (Kinoshita 1985).

Production of Monosodium Glutamate (MSG) via Fermentation

The discovery of the r-glutamic acid producer, M. glutamicus, in 1957 (Hirose
et al. 1978; Kinoshita 1985) and the realization that a critical concentration of
biotin (~2ppb), or biotin together with an antibiotic or nonionic detergent, was
needed to maximize L-glutamic acid production (Aiba et al. 1973; Hirose et al.
1978), marks the transition of an amino acid industry based on processing of natural
materials, to one dominated by fermentation-based technology. Production of food
and feed additives, in addition to products used in therapeutic applications quickly
developed. At about the same time, the first industrial production of another o-
amino acid, L-lysine, was also initiated (Anonymous 1985).

By 1972, the world production of glutamate was 180,000 tons, 90% of which
was made by fermentation (Aiba et al. 1973); and by 1976, Japan produced two-
thirds of the world’s amino acids with an estimated annual sales value of $3 billion
and a volume of 200,000 tons/year. Half of this volume was MSG, which was used
almost exclusively as a food seasoning. A small amount was employed in the pro-
duction of a leather substitute (Hirose et al. 1978). While MSG remains the single
largest fermentation-derived amino acid, a number of other valuable amino acids
are obtained from mutants or related microorganisms of the genus Corynebacte-
rium. Lysine (an animal feed additive) is the second largest amino acid obtained by
fermentation. It had a worldwide production of 40,000 tons/year in 1983 compared
to MSG at 220,000 tons/year. The worldwide lysine market was $600 million/year
in 1996, with half of the sales attributed to Archer Daniels Midland. Some lysine
producers also manufactured the carboxylic acid, citric acid, with annual sales
of $1 billion in 1996. Citric acid is a widely used flavoring agent and acidulant in
beverages (Kilman 1996a,b).

The Impact of Glutamic Acid Bacteria on
Monosodium Glutamate Cost Was Dramatic

In 1950 MSG was obtained from natural products (i.e., soybean) and cost $4/kg.
When the first fermentation process started up in 1961, the price dropped to $2/kg.
By 1970 the price settled to about $1/kg, and in 1983 approximately 220,000 tons
of MSG/year was being produced by fermentation, worldwide, with a sales value
of about $550 million. In 2001 Ajinomoto, a major amino acid producer, estimated
total annual amino acid production was at 2 million tons, with MSG-based flavor
enhancer to be 1 million tons/year (Kusumoto 2001).

Auxotrophic and Regulatory Mutants Enabled

Production of Other Amino Acids

Auxotropic and regulatory mutants are microorganisms whose metabolic pathways
for a specific metabolic product have been altered to reduce or eliminate the produc-
tion of an intermediate metabolite that is essential for cell growth. These organisms,
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also known as nutritionally deficient mutants, can be of commercial value since
measured addition of the missing metabolite enables amplification of control and
production of the desired product. The discovery of glutamic acid bacteria resulted
in a fundamental change in the industry, not only for MSG production but also for
other amino acids that could now be obtained via fermentation. Mutation of glu-
tamic acid bacteria with ultraviolet light, X rays, v rays, and chemicals resulted in
amino acid producing auxotropic and regulatory mutants for the © forms of lysine,
threonine, tyrosine, phenylalanine, ornithine, proline, leucine, citrulline, and homo-
serine, as well as glutamic acid. Many amino acids are small-volume (10-300 tons/
year), high-value products obtained by fermentation, microbial conversion of inter-
mediates, or enzyme synthesis (Hirose et al. 1978). As is the case for antibiotics,
some amino acids are produced by chemical synthesis. In particular, DL-methionine,
DL-alanine, and glycine are obtained via chemical synthesis.

The predominant suppliers of amino acids were Ajinomoto, Takeda, and
Kyowa (in Japan) (Hacking 1986) and Archer Daniels Midland (abbreviated ADM)
in the US (Kilman 1996b). The corn milling division of Cargill, a privately owned
company, entered lysine production in the early 2000s. Degussa was “to build a
165 million Ib/year synthetic* lysine production facility at Cargill’s Blair, Nebraska
complex,” with production initiated in 2000 (Anonymous 1997b). The announce-
ment stated that “Degussa says it is the world’s leading supplier of methionine, and
a leading supplier of threonine. Lysine, synthetically produced by cornfed microor-
ganisms, is used as an additive for feeds for hogs and poultry.” The syntax of this
announcement is as interesting as its content. The term “synthetic,” which has pre-
viously been associated with in vitro chemical methods, began to be used to describe
an in vivo microbial method. This gives an indication of how chemistry and bio-
technology is merging. By 2005, DeGussa was ready to buy out Cargill’s share,
subject to regulatory approval.

Some amino acids are derived by chemical routes, or through enzyme synthesis
and microbial production starting with an intermediate. The highest-volume, chemi-
cally synthesized amino acid is DL-methionine (also an animal feed additive), which
is obtained from propylene, hydrogen sulfide, methane, and ammonia (Anonymous
1985; Tanner and Schmidtborn 1981). Another major chemically synthesized amino
acid is a glycine chemical building block that is an intermediate in the manufacture
of Monsanto’s herbicide, Round-up®. Round-up was estimated to generate about
$2.2 billion in sales in 1995, with sales that grew with the successful introduction
of “Round-up ready” soybean seeds in 1996.° These examples illustrate some of

*This is an example where a fermentation process, which may even be based on a recombi-
nant microorganism, is used for production, is now labeled as a synthetic source. Previously,
the term “synthetic” would have denoted a process based on chemical synthesis. This is
obviously not the case here since Cargill will provide raw materials as well as large-scale
fermentation and separation technology (Anonymous 1997b).

S Commercial quantities of these herbicide-resistant seeds were planted in 1996 and generated
sales of about $45 million. A survey of 1058 farmers (~10% of the farmers who planted the
seed) showed that 90% of those surveyed felt the product met or exceeded expectations
(Fritsch 1996b). These seeds were genetically engineered by inserting a gene from petunia
that confers herbicide resistance to soybean plants (Fritsch and Kilman 1996). This allows
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the crossover and cross-disciplinary characteristics of biotechnology when applied
to a specialty chemical business.®

Prices and Volumes Are Inversely Related

The price of biotechnology products decreases as the total sales volume increases;
the relationship between price and volume falls on a characteristic line when the
data are plotted on a double log scale (Fig. 1.2). This type of plot, previously used
for correlating the cost of thermoplastics to their volume, is relevant for biotechnol-
ogy products according to Hacking (1986). Although the price and volume data are
from 1986, and there is scatter in the data, the plot illustrates the necessity of reduc-
ing production costs to achieve bulk sales. This is both a function of the technology
that must be available if production costs are to be reduced, and market demand
that would drive the production of larger volumes of the product. A variation of
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Figure 1.2. Hierarchy of values represented as a log—log plot of price as a function of
volume for biotechnology products [from Hacking (1986), Fig. 2.1, p. 18].

the fields to be sprayed with the herbicide, thereby killing all other vegetation, followed by
planting of soybean seeds. The soybeans are able to grow since they are not affected by the
herbicides.

®By late 1996, Monsanto had planned to divide itself into two entities: Monsanto Life Sci-
ences and a chemical entity (later given the name Solutia) (Reisch 1996). This occurred within
a year during which Monsanto purchased a plant biotechnology company (Calgene) that held
patents for improved fresh produce, cotton seeds, specialty industrial and edible oils (derived
from seeds), and plant varieties (Anonymous 1997). Analysis of 1995 sales revealed that the
life sciences products accounted for annual sales of $5.3 billion based on the major products
of Round-up herbicide, Round-up-resistant soybeans, Bollguard insect-protected cotton,
Nutrasweet sweetener, and prescription drugs for arthritis and insomnia. This strategy
resulted in Monsanto developing into a $8.6 billion company in 2007.
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Million Acres in 2004,” B10 News, April/May 2005).

this plot is given for a range of products—therapeutic, biocatalytic, and food—in
Fig. 1.3. Some of the single-use high-value biopharmaceutical products fall above
this curve. Nonetheless, the take-home message is clear. Selling price determines
minimum concentration of the product in the initial reaction mixture, extract, or
fermentation broth.

Several examples are instructive. In the case of monosodium glutamate, tech-
nology enabled a reduction in cost, which in turn increased the volume used. The
essential amino acid, tryptophan, would find uses in animal feed and therefore offer
high-volume markets if its price were to decrease from $100/kg to $10/kg [based
on 1986 prices, per Hacking (1986)]. The dramatic decrease in the cost of penicillin
within 12 years after its introduction illustrates that the volume-price relationship
will also affect a high-value drug. Penicillin was a wonder drug when first introduced
in 1941-1945, but then decreased in price from $500/g in 1943 to $0.10/g by 1956
(Hacking 1986). Advances in manufacturing technology, improvements in produc-
tivity and product concentration (Fig. 1.1a), rampup of its volume, and economies
of scale drove the price down.

A more recent and developing story is that of fuel ethanol derived from cellu-
losic biomass. When pretreated celluloses are mixed with cellulase enzymes and
fermented, fuel-grade ethanol results. Feedstocks are wood, switchgrass, corn stover,
and other agricultural residues. In this case the reductions in the cost of enzyme and
development of microorganisms that can ferment both hexoses and pentoses, as
well as generate enzymes that hydrolyze cellulose to fermentable sugars, are key
developments (Mosier et al. 2005; Wyman 2007).
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While the production costs for a high-value therapeutic contribute as little as
10% to the overall price of the product, production economics are secondary only
to the timeline of drug development, competitive pressures, and marketing issues
normally associated with introduction of a new product. The loss of patent protec-
tion and the exclusivity that it provides will challenge the business models of the
biopharmaceutical industry as generic drugs manufactured in a global arena enter
the market. For drugs, function can be mapped according to chemical structure and
generics can be introduced with respect to identical chemical structures. Unbranded
versions of protein pharmaceuticals—that is, biogenerics or biosimilars—face a
more complex situation. The manufacturing process can affect the finished product,
and hence full clinical testing may be needed before approval. Because of the cost

of such testing, biogenerics may not offer as much of a discount as generic versions
of drugs (Class 2004).

Biochemical Engineers Have a Key Function in All Aspects of
the Development Process for Microbial Fermentation

Biochemical engineering was defined by Aiba, Humphrey and Millis in 1973 as
“conducting biological processes on an industrial scale, providing the link between
biology and chemical engineering,” with its heart being “the scale-up and manage-
ment of cellular processes.” It was viewed as the interaction between two disciplines.
The definition was extended by Bailey and Ollis (1977) to encompass “the domain
of microbial and enzyme processes, natural or artificial,” including “wastewater
treatment as well as industrial fermentation and enzyme utilization.” Shuler and
Kargi (1992) described biochemical engineering as “the extension of chemical engi-
neering principles to systems using a biological catalyst to bring about desired
chemical transformations,” and as being “subdivided into bioreaction engineering
and bioseparations.” Blanch and Clark (1996) similarly present an interdisciplinary
viewpoint.

Challenges that a biochemical engineer faces are the prevention of contamina-
tion (sterility), control and promotion of microbial growth and productivity through
media composition, control of growth conditions (pH, temperature, product precur-
sors), oxygen transfer (for aerobic fermentation), and directing metabolic pathways
of organisms to enhance rates and extents of product accumulation (i.e., metabolic
engineering). The engineer must devise efficient and robust methods for recovering
and purifying an often unstable or labile product. These disciplines and skills apply
to manufacture of products from mammalian cells as well as microorganisms that
form the basis of the biopharmaceutical and fermentation industries and that are
enabling components of biotechnology. These fall under the umbrella of bioprocess
engineering, which is the “sub-discipline within biotechnology that is responsible
for translating life-science discoveries into practical products capable of serving the
needs of society. It is critical in moving newly discovered bioproducts into the hands
of the consuming public,” (National Research Council 1992). This applies to food,
fuels, and biopharmaceuticals.
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CHAPTER ONE
HOMEWORK PROBLEMS

1.1. Plot the growth of total annual revenues of the biotechnology industry from
1900 to 2004. Compare this to the total annual revenues of the new biotech-
nology industry from 1991 to 2004.

(a) Briefly discuss the relative growth rates of the two industries.
(b) How do the two sectors differ with respect to products? Technologies?

1.2. When did agriculture begin to feel a major impact from developments in the
“new” biotechnology? On the basis of the data in this chapter, and the BIO
Website, plot the growth in the acreage of genetically engineered crops.
What has been the growth rate? What might limit the rate of growth of these
crops? What are the benefits of genetically modified crops? What are potential
concerns?

1.3. What were the major technological and engineering hurdles that had to be
overcome to enable production of penicillin on a large scale? Categorize your
answer into biological-versus-engineering issues. What happened to the cost
of penicillin over a 10 year time span (starting in 1943)?

1.4. The flavor enhancer MSG has a current usage estimated to be on the order
of 1 million metric tons/year. If the price of MSG had stayed constant, since
1950, what would be the value of MSG, sold? What actually happened (plot
the cost of MSG vs. time, as best possible). What does this suggest for the
value and magnitude of sales of more recently developed biotechnology
products?
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1.6.
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Current concerns in the health sector address cost of healthcare and cost of
biopharmaceuticals (some of which cost $10,000/year or more per patient). If
prior history is any indication, are these costs likely to decrease? Briefly discuss.
Be sure to indicate differences between the manufacture and use of biophar-
maceuticals as compared to antibiotics.

Determine an algebraic correlation for concentration of a bioproduct or bio-
therapeutic compound as a function of selling price. How does this correlate
with price as a function of volume of product (demand)?






'CHAPTER TWO
NEW BIOTECHNOLOGY

INTRODUCTION

New biotechnology is defined by the science that “enabled directed manipulation
of the cell’s machinery through recombinant DNA techniques and cell fusion.
Its application on an industrial scale since 1979 has fundamentally expanded the
utility of biological systems.” Scientists and engineers change the genetic makeup
of microbial, plant, and animal cells to confer new characteristics. Biological mole-
cules, for which there is no other means of industrial production, are generated.
Existing industrial microorganisms are systematically altered (i.e., engineered) to
enhance their function and to produce useful products in new ways. The new bio-
technology, combined with the existing industrial, government, and university infra-
structure in biotechnology and the pervasive influence of biological substances in
everyday life, has set the stage for unprecedented growth in products, markets, and
expectations. This description, taken from the National Research Council report on
Bioprocess Engineering (1992), correctly projected the major impact that genetic
engineering would have on biologically based (biobased) methods for producing
tangible commercial products.

Bioprocess engineers and scientists have put the new biotechnology to work,
first in the biopharmaceutical industry, and now in agriculture and industrial manu-
facture and/or use of biobased products. The laboratory methods developed as part
of the quest for new biopharmaceutical therapeutics starting in 1976, and the goal
of sequencing the human genome starting in 1991 (Table 1.1), provided tools for
obtaining new bioproducts and directing the evolution of plants, animals, and
microorganisms to generate bioproducts in amounts not previously achievable. New
biotechnology has displaced, to some extent, traditional plant and animal breeding
methods with tools that enable cloning and the directed insertion of genes from one
species or genetic donor into another. One example is the cloning of Dolly, the
sheep, by removing the genetic contents of an egg cell, replacing it with the genetic
contents of the cell of another sheep, and then nurturing the cell to birth after the
fertilized egg is implanted in a surrogate mother. Another is the integration of a
gene derived from a microorganism into a corn or cotton plant, so that these plants
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produce a protein with pesticide properties [i.e., Bt (Bacillus thuringiensis) corn or
Bt cotton), and resulted in a new agricultural biotechnology industry as described
in Chapter 1.

This chapter describes the basis and impact of the new biotechnology on the
industry. Chapter 3 presents development of processes and bioproducts that occurred
both before and after the introduction of genetic engineering techniques.

GROWTH OF THE BIOPHARMACEUTICAL INDUSTRY

Traditional biotechnology is based on indirect methods of selecting, improving, and
propagating organisms. Its transition to a new biotechnology, based on genetic
engineering, could be interpreted as an abrupt change in technology when viewed
from a historical (8000-year) perspective. Actually, the technological change in the
industry followed an evolutionary path in both methodology and perceptions that
occurred over a period of about 40 years. Microorganisms, cells, plants, and animals
(collectively referred to as organisms) with enhanced characteristics for the produc-
tion of bioproducts and antibiotics have been selected, manipulated, and improved
since the beginning of the industry. Genetic structures have been purposely altered
using mutagens, radiation, selective pressures, breeding, and strain improvement.
The discovery and development of the structure and function of DNA over a period
of a century allowed genes to be identified, and traits to be correlated to an organ-
ism’s genetic characteristics. These findings advanced both the fundamental under-
standing and practical applications of organisms for generating bioproducts (food,
beverages, medicines, and chemicals). The developments of recombinant technology,
which now benefits the pharmaceutical industry, was catalyzed by, or was “a direct
result of generous governmental funding for basic biomedical research since World
War II” (Olsen 1986).

The discovery of enzymes that cut DNA at specific locations, and the develop-
ment of practical methods for achieving alterations in a cell’s genetic makeup,
changed the field by allowing genetic manipulations—and the determination of the
effects of these alterations—to be achieved in a matter of days to weeks, rather than
years or decades. These methods, carried out in a directed and rational manner,
allowed introduction of completely new traits by design, rather than by chance, into
the host organisms. This gave rise to the expression “genetic engineering,” meaning
that genes could now be engineered and altered in a predetermined manner to confer
a specified end result.

This translated to the birth of a new industry at a time when US government
policy (in the 1980s) regarding limited partnerships in risky ventures and availability
of venture capital encouraged the formation of new startup companies. An estimated
1000 biotechnology companies were formed during 1980-1990. The major product
groups addressed by these companies were (1) diagnostics (human and/or animal
health), (2) therapeutics (human and/or animal health), (3) Ag-bio (agrobiotechnol-
ogy; plant genetics and/or microbial crop protectants), and (4) suppliers to the
industry (Burrill 1988).

A survey of the use of biotechnology in the US industry, published in 2003,
and biotechnology industry facts provided by BIO (Biotechnology Industry Orga-
nization) in 2005 gives an updated snapshot. Websites of these organizations give
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current statistics and trends in this rapidly evolving industry. Revenues of publicly
traded companies in 2003 were $39.2 billion (BIO 2005), with the industry employ-
ing 198,300 as of December 2003 (BIO 2005). According to the BIO Report (2005),
there were 1473 biotechnology companies in the United States, 314 of which were
publicly held in 2003. The US Department of Commerce (2003) survey addressed
3000 firms engaged in biotechnology-related industries (but not all are biotech
companies, i.e., companies whose sole products are biotechnology-related). Accord-
ing to the Department of Commerce survey, 66,000 employees in the industry (in
2002) could be classified as biotech-related technical workers where scientists
accounted for 55% of the total; technicians, 30%; engineers, 8%; and “R&D
focused computer” specialists (6%) the rest. Employees with other biotech-related
responsibilities include administration, production, and legal workers (US Depart-
ment of Commerce 2003), and may form two-thirds of the workforce if the differ-
ence between the BIO and US Department of Commerce statistics are an indication.
These statistics are changing rapidly, hence presenting the authors with a challenge:
referring to employee and revenue estimates that change before the “ink is dry.”
The reader is referred to the BIO Website for the latest estimates.

About 72% of the biotechnology companies are in human health, while the
major part of the remaining companies are in activities related to animals husbandry,
agriculture, or industrial or agriculturally derived processing (US Department of
Commerce 2003). The overall industry was capitalized at $311 billion, and its
aggregate revenues of $33.5 billion in 2001 translated to 0.33% of the $10 trillion
US gross domestic product (US Department of Commerce 2003). By 20035, aggregate
revenues were $50 billion. There is significant room for growth, in both human
health and biofuels. There are 370 biotech drug products and vaccines in clinical
trials targeting more than 200 diseases (BIO 2005). Growth in sectors of the indus-
try, other than human health, will become more important as biotechnology is
applied to ending hunger, meeting energy and environmental needs, defending our
homeland, and catalyzing new innovations in biomaterials.

The analysis of these sales in the context of the growth potential of biophar-
maceuticals is complicated since the effect of major pharmaceutical companies
buying smaller biotechnology companies, and the merging of sales figures is difficult
to place into categories.! The adaptation of biotechnology as a means of production
by some of the large and long-established chemical, agricultural, and food compa-
nies further obscures the definition of a biotechnology company. Furthermore, a
significant volume of pharmaceuticals is manufactured by chemical synthesis, and
these are not considered to be biotechnology products. Examples are antiinflamma-
tory agents and cholesterol-lowering drugs.

"The projections and financial performance of the biotechnology industry did not uniformly
coincide with companies that manufacture and sell biotechnology products. For example, Eli
Lilly and Company and Novo Nordisk are major suppliers of biosynthetic human insulin
derived from recombinant microorganisms, yet these companies are identified as drug or
industrial enzyme companies—not biotechnology companies. Consequently, a complete
accounting of their sales derived from recombinant technology may not be possible. Revenues
will vary significantly and depend on a particular survey’s definition of the biotechnology
industry. A thorough survey by the US Department of Commerce of the industry gives an
excellent accounting.
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The analysis of a new industry, and the terminology used to describe excellent
performance, may be at times be confusing to the student. For example, only 10
out of the 1300 biotechnology companies reported profits in 1997. All the others
had negative earnings as of the first half of 1997 (Thayer 1997a). Nonetheless, the
professional services firm of Ernst and Young, which annually analyzes and reports
on the biotechnology industry, characterized the period between July 1, 1995 and
June 30, 1996 as showing “stunning results” for the industry. This was based on
sales of biotechnology-related products” that rose by 16% to $10.8 billion/year. The
top 10 recombinant therapeutics accounted for nearly $5 billion in sales, and the
top 16 had sales of about $6.8 billion (Thayer 1996). By 2004, the top 10 thera-
peutics had a value of $15 billion. The market capitalization and cash flows of the
top companies tripled between 1996 and 2004. Consequently, an understanding
and anticipation of trends taken in the context of a snapshot of industry revenue is
needed for a sector dominated by startup companies. Similar comments apply to
the emergence of the cellulosic biofuels industry.

Product sales, revenues, R&D expenses, and market value increased signifi-
cantly for the industry between 1991 and 2004. The industry as a whole continues
to show negative earnings and a deferred profit margin. This is consistent with the
characteristics of the “present phase” of the biotechnology industry’s life cycle (Fig.
2.1). For example, in 1997, six leading biotechnology companies dominated the
earnings figures. The single major contributing company was Amgen. In 1992,
Amgen’s total revenue was $1.09 billion with $358 million net income. By 1997
revenue was $2.4 billion and net income $644 million. (Amgen’s revenue for calen-
dar year 2008 was $15 billion with net income of $4.2 billion (Amgen, 1997, 1998,
2009)). The combined 1997 earnings of Biochem Pharma, Biogen, Chiron, Genen-
tech, and Genzyme contributed another $98 million. The remaining 24 firms among
the top 30 combined for a net loss of $120 million. This accounting helps to com-
municate the stage at which the industry found itself in the late 1990s. An under-
standing of the technology and insights into potential applications and markets is
needed if an industry’s tremendous potential for growth is to be understood and
windows of opportunity identified. The growth of the biopharmaceutical industry
from 1997 to 2008 provides examples ranging from vaccines to chemotherapeutic

2Biotechnology products, as defined here, are products sold by the biotechnology companies
and exclude many bioproducts sold by established pharmaceutical, food, or chemical indus-
tries, even though these products are biotechnology-related. While the financial status of
pharmaceutical companies is reported in the context of sales, biotechnology companies report
revenues, which include sales as well as income received for services and contract research.
This method of accounting helps the financial analysis of the industry to clearly track the
progress of companies started up within the last 30 years with 80% of these started up since
1986. The distinction is clearly described by Burrill and Lee (1991):

Biotech companies will transform traditional industries. Pharmaceutical compa-
nies will become biopharmaceutical companies, being themselves transformed as
they partner with biotech companies, acquire biotech companies and their
technologies, and marry traditional pharmaceutical R&D methodologies with
biotechnology’s understanding of cellular behavior. ... we will see emergence
of bioagricultural, biochemical, and bioenergy companies. Biotech companies
will continue to exist with traditional companies transformed through their
partnership.
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Biotechnology industry life cycle and value drivers
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Figure 2.1. Conceptual representation of biotechnology industry life cycle. The early
phase coincides with period of approximately 1975-1990. The present phase started in
about 1990 and is likely to continue through the beginning of the twenty-first century.
[Figure from Burrill and Lee (1991), Ref. 98, p. 3, with permission.]

proteins (monoclonal antibodies), as well as the maturing of many of its early
products.

The Biopharmaceutical Industry Is in the Early Part of Its Life Cycle

The assessment of an industry doing well when it is losing money may seem unusual
to a student in engineering or biological sciences. However, this is consistent with
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Figure 2.2. Cash flows for Amgen during its early growth.

the startup of an entire new sector of the economy, where negative cash flow during
the beginning years of the individual companies cannot be offset until approved
products reach the market and sales are generated. It is only in the later phase of
the industry’s lifecycle that the overall industry becomes profitable.

The key phases of the biotechnology industry’s life cycle was schematically
represented by Burrill and Lee (1991) in Fig. 2.1. This differs from an established
industry where most companies have positive earnings, with only a few startups
that might be experiencing a negative cash flow. The rapid changes between negative
earnings and profitability can be illustrated by the early earnings history of Amgen,
one of the largest biotechnology companies at that time (Fig. 2.2). Kirin Brewery
partnered with Amgen in the mid-1980s to manufacture a human protein that
stimulates production of red blood cells in the body. This protein, Epogen, was
approved by the FDA in 1989. This molecule and related products grew to annual
sales of $8 billion (Weintraub 2005). The biotechnology industry, while risky, has
an enormous earnings potential. Research investments exceed $100,000 per
employee (about 10x higher than in other industries), and its patent award rate is
on the order of 7000-8000 biotech patents/year (BIO 2005; US Department of
Commerce 2003). Some investors were willing to risk capital to get the industry
started. The industry is now in the “future phase” depicted in Fig. 2.1.

An important transition from wild-type to genetically modified industrial
microorganisms occurred approximately 45 years after the discovery of penicillin,
and 30 years after its first large-scale manufacture through submerged fermentation.
The first therapeutics were antibiotics—microbial substances made by microbes for
activity against other microorganisms. Biologically active proteins derived from
humans, referred to as biopharmaceuticals, were made possible by advances in
molecular biology that enabled microorganisms to express mammalian proteins
having therapeutic utility.

Molecular biology and genetic techniques have made it practical to discover
how biological systems function, and how various molecules, not just proteins,
moderate the biological chemistry of living cells. New types of therapeutic
approaches are made practical by this expanded knowledge of biological systems.
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The means by which molecules for therapeutic use are manufactured has proved
to be a key technological shift that differentiated fermentation and pharmaceuti-
cal industry of the twentieth century from the developing biotechnology industry.
Ultimately, the application of the scientific methods that enable manufacture of
high-molecular-weight biotherapeutic molecules to small-molecule production will
change the methods for production of liquid transportation fuels and commodity
chemicals from renewable resources.

Discovery of Type Il Restriction Endonucleases
Opened a New Era in Biotechnology

In 1970 Kelly, Smith, and Wilcox discovered enzymes, known as Type II restriction
endonucleases, which recognize a particular target sequence in duplex DNA. These
enzymes enabled researchers to obtain discrete DNA fragments of defined length
and sequence, and therefore facilitated a key step in carrying out genetic engineering
(Old and Primrose 1981). Unlike mutation and screening procedures that identify
microorganisms that may have randomly attained better properties, genetic engi-
neering entails insertion of a foreign gene into the genetic material of a microbial
cell, so that the cell can produce proteins that would otherwise not be found in the
cell. The impact and commercial possibilities of this technique are credited to
Cohen, Chang, and Boyer, who in 1974 established practical utility of constructing
biologically functional plasmids in vitro and transforming Escherichia coli to express
a foreign protein (Ryu and Lee 1988; MacQuitty 1988). The basis of the technique
is illustrated in Fig. 2.3.

The developments associated with restriction enzymes that facilitate genetic
engineering and hybridomas that produce monoclonal antibodies opened up vistas
for a new range of potential products. Isolated from humans directly, these proteins
can now be produced in microorganisms or by cell culture, and be used in large
concentrations to enhance the body’s ability to fight heart disease, cancer, immune
disorders, and viral infections.

The Polymerase Chain Reaction (PCR) Is an
Enzyme-Mediated, In Vitro Amplification of DNA

Another significant development in enzyme technology was the polymerase chain
reaction (PCR). Since about 1985, this method has enabled the sequencing of
DNA in vitro. PCR was developed by Cetus Corporation (now part of Chiron,
which in turn was bought by Novartis in 2006) scientists in 1984 and 1985. It
is an enzyme-catalyzed reaction that facilitates gene isolation and avoids the
complex process of cloning which requires the in vivo replication of a target DNA
sequence by integrating it into a cloning vector in a host organism.

Polymerase chain reaction is initiated by DNA denaturation at 90 °C, followed
by primer annealing at 70°C, and then addition of a DNA polymerase and deoxy-
nucleoside triphosphates to form a new DNA strand across the target sequence.
This cycle, when repeated 7 times, produces 2" times as much target sequence as
was initially present. Thus 20 cycles of the PCR yields about a millionfold increase
or amplification of the DNA. Applications include comparison of altered, uncloned
genes to cloned genes, diagnosis of genetic diseases, detection of pathogens, and
retrospective analysis of human tissue (Arnheim and Levenson 1990).
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Figure 2.3. “One common way to genetically engineer bacteria involves the use of small,
independently replicating loops of DNA known as plasmids. Certain enzymes can cleave
these plasmids at specific sequences in their genetic codes. DNA from other organisms that
has been treated with the same enzymes can then be spliced into the plasmids with
enzymes that join the cut ends of DNA. These recombinant plasmids are reinserted into
bacteria, where they can reproduce themselves many times over. At the same time, the
bacteria can divide, creating millions of copies of the introduced DNA. This DNA can
then be studied through analytical techniques, or, if a gene within the introduced DNA can
be made to produce the same protein it did in its original location, the genetically
engineered bacteria can be used as microbial factories to make large quantities of the
protein.” [Reprinted with permission from Olsen (1986). Copyright, p. 17, National
Academy Press.]

IMPACTS OF THE NEW BIOTECHNOLOGY ON
BIOPHARMACEUTICALS, GENOMICS, PLANT
BIOTECHNOLOGY, AND BIOPRODUCTS

There are a number of disciplines that impact biotechnology. The fields of biology,
molecular biology, biochemistry, chemistry, and biochemical engineering have made
individual contributions to the rapid advance of biotechnology in a commercial
sense. The demonstration that a gene from human pancreas cells could be intro-
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duced into a B-galactosidase operon, which in turn was introduced into Escherichia
coli, enabling E. coli to produce human insulin, was a key event. The first steps in
initiating this chain of events include the development of techniques for transgeno-
sis, the artificial transfer of genetic information from bacterial cells to eukaryotic
cells by transducing phages; isolation of a restriction enzyme that specifically cleaves
certain parts of a small circular DNA known as a plasmid; the first cloning experi-
ments in 1972 to 1973; electrophoresis and blotting techniques; and in vitro transla-
tion systems for converting mRNA (messenger RNA) into proteins (Old and Primrose
1981; Alberts et al. 1989). Other important enzymes were those that could ligate
pieces of DNA (i.e., ligases), and would otherwise allow manipulation of DNA
strands to obtain predetermined DNA sequences, namely, genes, to be introduced
into a bacterial plasmid.

The plasmid pBR322 was one of the most versatile artificial plasmid vectors
since it contained ampicillin (Ap®) and tetracycline (Tc®)-resistant genes, as well
as desirable replication elements. These genes, when introduced into the cell, enable
the bacteria to make enzymes that hydrolyze the two antibiotics. Hence, when a
foreign gene is purposely engineered into the plasmid, and the plasmid is placed
back into the bacterial host cell to obtain a transformed cell, the transformed cell
will also be able to resist the two antibiotics as well as express a foreign protein
corresponding to the gene. Transformed cells will grow in the presence of the
antibiotic, while all other cells will be killed. Since transformations are not 100%
efficient, the presence of ampicillin and tetracycline resistant genes in a recombined
plasmid enable the researcher to select for the transformed cells by growing them
in a medium that contains the antibiotics. Once a transformation is successful,
the removal of the markers and stably integrating the cloned gene(s) into the
microbial chromosome is a second challenge, since it is undesirable to utilize
antibiotic resistant bacteria on a large scale, where there is a chance these may
be released.

The pBR322 plasmid is 4362 base pairs long, and was completely sequenced
during the early days of the new biotechnology industry (Old and Primrose 1981).
Plasmid pBR322 was the starting point for constructing the plasmid pSomlII-3 con-
taining a chemically synthesized gene for the small hormone, somatostatin (Itakura
et al. 1977). These developments resulted in a new language, as well as a new tech-
nology. Bioprocess engineers involved in applying recombinant technology to com-
mercial practice must know the vocabulary to communicate with bioscientists.

At a meeting convened by Eli Lilly and Co. in Indianapolis in 1976, these tools
together with a method for producing copious quantities of mRNA for insulin by
a special tumor cell known as an insulinoma apparently helped encourage a race
for the cloning of the human insulin gene into E. coli. The ensuing 3 years of intense
activity (ca. 1976-1979) make up the fascinating story told by Hall (1987).

Biotechnology Developments Have Accelerated Biological Research

Genetic engineering techniques have facilitated studies of proteins in plant and
animal cells, which otherwise would not have been possible since these proteins
(such as DNA polymerases, reverse transcriptase, and ribozymes) are normally
present in very small amounts. Their study led, in turn, to their use as tools in
further understanding cellular function and genetics. Genetic engineering techniques
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have been used to amplify mammalian proteins in bacterial systems, so that suffi-
cient protein becomes available for classical study using established enzymology
techniques. Some examples are neural peptides that impact hypertension, and co-
reductases implicated in heart disease.

Drug Discovery Has Benefited from Biotechnology Research Tools

Drug discovery was thought to be the area that would benefit enormously from
techniques developed through genetic engineering. Proteins having possible thera-
peutic value are often difficult to study because their in vivo concentration in mam-
malian systems is very low, or because they are difficult to isolate because of limited
specimen availability. Once a gene can be identified, molecular biology techniques
can be used to produce larger quantities of the protein, thus facilitating its study.
The interleukins are an example of this approach, where it is estimated that more
interleukin was produced during several years of its discovery phase than was gener-
ated since the beginning of mankind. Cytokines examined or used in treatment of
wound healing, cancer, and immune deficiencies since 1990 (Thayer 1991) have
evolved to include proteins against non-Hodgkins lymphoma (Rituximas) and rheu-
matoid arthritis [Humira (adalimumab) and Remicade (infliximab)] (Mullin 2004;
Abboud 2004).

Site-specific mutations can also be achieved using recombinant techniques.
This facilitates study of a protein’s activity if given amino acids are replaced in its
structure. Thus, the protein’s binding properties with respect to inhibitors, where
the inhibitors represent an experimental drug, can be studied.

The Fusing of Mouse Spleen Cells with T Cells
Facilitated Production of Antibodies

Kohler and Milstein are responsible for the third significant development during
this time. In 1975 they demonstrated that cells derived from mouse B lymphocytes,
which secrete antibodies, were fused with myeloma tumor cells from a mouse, which
can grow indefinitely in culture (Fig. 2.4). The resulting fused cell, is a hybrid
myeloma or hybridoma cell (illustrated in Fig. 2.5) that can grow in cell culture and
produce large quantities of chemically identical antibodies, specifically, monoclonal
antibodies, which are excellent probes for diagnostic purposes (Olsen 1986), and
also are being developed for therapeutic uses (Johannes 1996; Mullin 2004). The
history of the early development of monoclonal antibodies is unique in that they
were never patented (Springer 2002).

Regulatory Issues Add to the Time Required
to Bring a New Product to Market

While most scientists and engineers may not be directly involved in regulatory
affairs, students of biotechnology should be aware that these issues have a major
impact on the development of new biotechnology-derived products. The biotechnol-
ogy industry is regulated by the US Food and Drug Administration (FDA), the
Environmental Protection Agency (EPA), and the Department of Agriculture (USDA).
This will continue to be the case for stem cell research, and with respect to the
introduction of biotechnology for biomedical implants and wound repair. The
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Figure 2.4. “To produce monoclonal antibodies, antibody-producing spleen cells from a
mouse that has been immunized against an antigen are mixed with mouse myeloma cells.
Under the proper conditions, pairs of the cells fuse to form antibody-producing hybrid
myeloma (“hybridoma™) cells, which can live indefinitely in culture. Individual hybridomas
are grown in separate wells, and the antibodies that they produce are tested against the
antigen. When an effective cell line is identified, it is grown either in culture or in the

body cavities of mice to produce large quantities of chemically identical, monoclonal
antibodies.” [Reprinted with permission from Olsen (1986), p. 26. Copyright, National
Academy Press.]

student should be cognizant of the impact of regulation, since it touches on
many parts of the discovery and development processes in biotechnology, as is
illustrated by case studies presented in a book edited by Chiu and Gueriguian
(1991). While orthopedic implants and tissue engineering products are regulated as
devices, biopharmaceuticals and drugs are regulated as drugs (chemically identifi-
able entities) or biologics (where the manufacturing process is part of the product’s
characteristic).

A new drug must move through three stages of testing and review. These stages
follow an investigational new drug (IND) application (Thayer 1991):

Phase I Clinical Trials. Safety and pharmacological activity of a drug is estab-
lished using 100 or fewer healthy human volunteers. These require about
1 year.
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Figure 2.5. A mouse spleen cell and tumor cell fuse to form a hybridoma. As the
hybridoma divides, it gives rise to a “clone” of identical cells, giving the name
“monoclonal” to the antibodies that those cells produce. [Reprinted with permission from
Olsen (1986), p. 27. Copyright, National Academy Press.]

Phase II Clinical Trials. Controlled studies are carried out on 200-300 vol-
unteer patients to test drug efficacy together with animal and human studies
for safety. This stage requires about 2 years.

Phase 111 Clinical Trials. Efficacy results are confirmed using about 10 times
more patients than used in Phase II trials. Low-incidence adverse effects are
also identified. This phase requires about 3 years.

A product license application is then filed with the FDA. This type of license appli-
cation requires between 15 months and 2.5 years. Nonetheless, a new product may
require up to 7-10 years to pass from preclinical trials to commercial introduction
(BIO 20035). For serious or life-threatening diseases, promising Phase I results can
lead to combined Phase II and Phase III trials, thus reducing the time by 2 or 3
years.

The approval process is thorough, lengthy, and expensive. Bioprocess engineer-
ing plays a key role in quickly developing means of production for supplying
the needed amounts of pure material required for clinical trials. In this case, the
scaleup of production must follow a timescale that is less than that required for
each trial. Otherwise, completion of the trials can be delayed by a shortage of
the medicine being tested.

The challenge for bioprocess engineers transcends scaleup issues and also
encompasses the drive for a company to be the first to market. As articulated by
Bailey and Ollis (1977), “modifications in the organism or in the process require
some degree of reiteration of earlier tests, or re-examination of the system by regula-
tory authorities. Therefore, a premium exists for engineering strategies that provide
effective a priori guidance ... in organism, product, and process development.”
Because of the associated regulatory costs, incremental process improvements may
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not be commercially significant until relatively late in the product life cycle, when
there are several suppliers and competition for a given drug develops. A similar
analysis was also presented by Wheelwright (1991) in the context of purifying
proteins in a commercial setting.

Barriers to business competitiveness, identified by the US Department of Com-
merce (2003) survey, were the regulatory approval process and costs, research costs,
and access to startup capital. In addition, companies in agricultural, animal health,
marine, and environmental biotechnology are also concerned about foreign and US
laws as well as public acceptance and ethical considerations. This was an issue
identified by the National Research Council biotechnology report in 1992, and
continues to be an issue in 2009. The introduction of a cellulosic biofuels industry
faces the same barriers identified for biopharma in 1992 and re-iterated in 2003:
regulatory challenges, research costs and capital. The impact of success is even larger
given the pervasive use of liquid transportation fuels an annual cost that may exceed
a trillion dollars in the global economy.

New Biotechnology Methods Enable Rapid Identification
of Genes and Their Protein Products

The discovery of the biochemical nature of diseases and identification of ways by
which drugs can interfere with the disease process have been greatly accelerated by
the new biotechnology and the identification of genes that represent underlying
mechanisms of disease. The new genes are patentable, hence giving a 20-year
monopoly to the companies that are the first to identify and patent them (Tanouye
and Langreth 1998). This capability also speeds up drug discovery. The resulting
candidates hold the promise of new and more potent medicines, but often at high
cost. One report places the cost of a 10-month treatment of colon cancer using
Genentech’s Avastin (bevacizumab) at $49,000, and Imclone’s Erbitux (cetuximab)
at $38,400 (Abboud 2005). This has fostered attempts to develop less expensive
biogenerics or biosimilars.

While genomics (i.e., gene-identifying technology) provides information on the
targets or sites on which drugs can act, combinatorial chemistry and automation of
chemical synthesis makes it possible to rapidly generate thousands of candidates
that could be tested against targets identified through genomic methods. This, in
turn, has driven drug companies to commit resources and billion-dollar research
budgets to screen, develop, and test the new drugs resulting from the combination
of computerized gene discovery and automated synthesis of molecules with potential
as drugs.

Genomics Is the Scientific Discipline of Mapping,
Sequencing, and Analyzing Genomes

The definition of all of the human genes was the goal of the Human Genome Project
that was first proposed in 1980 and initiated in 1991 after the National Institutes
of Health (NIH) and the US Department of Energy (DOE) developed a joint research
plan (Watson et al. 1992; Collins and Galas 1993). The goal was to sequence the
human genome by 2005, but this task was completed about § years ahead of
schedule. This resulted in significant excitement on how this information could be
used to identify targets for drugs as well as design new drugs through knowledge
of the proteins that correspond to the genes. At first, scientists hypothesized that
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there were 80,000-100,000 genes in the 3% of the human genome that represents
genes. The actual number turned out to be 34,000. The impact of the sequencing
achievement will require years of research to become clearly defined. Not only must
the protein(s) derived from a gene be identified; its contribution in disease processes
must be understood. This is a “long and painstaking” process (Carey et al. 2000),
and is one that is still in process as of the publication of this book in 2009.

The objectives of this project were to

1. Sequence the genomes of humans and selected model organisms
2. Identify all of the genes
3. Develop technologies required to achieve all of these objectives.

Physical maps of the genes were developed so that locations of the genes could
be identified to within 100 kb (kilobases) of their actual position (1kb = 1000 bases).
In addition, the function of each of these genes must be identified. Finally, the
sequence of the bases that make up the DNA in each gene is needed to give the
details of the map. An important parameter in judging success is that finished DNA
sequences have 99.99% accuracy, so that they contain no more than one error in
every 10,000 bases. According to Pennisi (1998), this goal was initially difficult to
meet. This became apparent when different laboratories exchanged pieces of
sequenced DNA, and found that they could not exactly reproduce each others
sequences (Pennisi 1998). This resulted in the need to resequence the DNA, and
slowed progress.

The final step in DNA sequencing, known as the “finishing step,” required
considerable intuition as well as the assistance of computer programs to piece the
sequence data back into contiguous pieces of DNA. While automated instruments
(robots) carried out many repetitive operations involved in determining nucleotide
sequences, some regions of the DNA could not give a clear sequence of nucleotides,
or could not be determined because of the inability of the enzymes and biochemical
methods to accurately and/or completely depolymerize the DNA into its individual
nucleotides (Pennisi 1998). The most time-consuming step occurred near the com-
pletion of the process. This entailed piecing together the sequenced fragments into
the proper order. When the sequences of DNA fragments did not overlap, the
experiments had to be repeated (Pennisi 1998; Marshall and Pennisi 1998).

Although only about 2-3% of the human genome had been sequenced by early
1998, significant progress had been reported for genomes for microorganisms of
industrial importance including yeast (Schuler et al. 1996), E. coli (Blattner et al.
1997), and Bacillus subtilis, and for microorganisms that cause some types of dis-
eases, including ulcers (Helicobacter pylori) and lyme disease (Borrelia burgdorferi).
Table 2.1 lists some of the microorganisms whose genomes had been mapped and
sequenced at that time (Pennisi 1997). By the beginning of 2008 the list of completed
genomes sequenced exceeded 710 species, with an additional 1300 genome projects
in various stages of completion. The development of powerful database management
software has improved the ability of researchers to analyze, explore, and compare
this enormous amount of data. The basics of cloning are discussed in Chapter 12,
and developments in genomes in Chapter 14.

The goal to sequence the entire human genome resulted in many technical
advances in identifying genes, mapping locations of markers, amplifying 100-300-

]
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Table 2.1.

Progress in Sequencing Genomes of Microorganisms

Organism Genome Size in Millions of Base Pairs
Saccharomyces cerevisiae 12.1
Escherichia coli 4.6
Bacillis subtilis 4.2
Synechocystis sp. 3.6
Archaeoglobus fulgidus 2.2
Haemophilus influenzae 1.8
Methanobacterium thermoautotrophicum 1.8
Helicobacter pylori 1.7
Methanococcus jannaschii 1.7
Borrelia burgdorferi 1.3
Mycoplasma pneumoniae 0.8
Mycoplasma genitalium 0.6

Source: From E. Pennisi, “DNA Sequencers’ Trial by Frie: With 97% of the Human
Genome to Be Deciphered for a Place in World’s Largest Genome Project; Many Have
Stumbled in the Early Going,”Science 280(5365), 814-817 (1998), 1433, and modified
with Updates. Reprinted with permission from AAAS.

kb DNA fragments, sequencing the fragments, and reassembling the sequences of
the fragments into contiguous segments of the larger pieces of DNA from which the
fragments had originally been obtained. By mid-1998, two US agencies—the Depart-
ment of Energy and the National Human Genome Research Institute (NHGRI;
headed by Francis Collins)—and the Wellcome Trust (Britain) had spent over $1.5
billion. Costs of sequencing, that started at $3-$5 per base (pair) in 1988, decreased
to an average of $1.35 per base by April 1998. A cost of $0.35 per base or less was
the ultimate goal, as the technology developed (Pennisi 1998). If an overall average
cost of $1.00/per base were assumed, sequencing of the entire human genome would
have required $3 billion. Now that the genes were sequenced, the challenge remained
to understand and assign functions to all of them. This was a formidable task when
it is considered that the complete function of the genome of E. coli, with 4288 genes,
was not yet resolved even though the entire genome of 4.6 million base pairs was
sequenced in 1998 (Pennisi 1997; Blattner et al. 1997). However, by 2007 44% of
the genes had their function unified experimentally. This represents the complete
functions for known metabolic functions. On going efforts now focus on using
genomics to drive biological discovery (Feist and Palsson 2008).

The development of computational technology helped catalyze the application
of new methodologies to keep track of the information on the location and
sequences of individual genes. The rapid and steady improvements in capabilities
of personal computers have enabled the development of laboratory information
management systems for tracking and recording reagents, protocols, and sequenc-
ing machine performance, as well as automating many of the operations needed
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to sequence genes. The need to handle all of this information also resulted in
creation of a new discipline—bioinformatics. Bioinformatics addressed computer
based methods for acquisition, storage, analysis, modeling, and distribution of the
many types of information embedded in sequence data of DNA and protein
biomolecules (Rowen et al. 1997).

Products from the New Plant Biotechnology Are Changing the
Structure of Large Companies that Sell Agricultural Chemicals

The chemical, food, and agricultural industries also began to experience major
changes by the mid-1990s, catalyzed by advances in plant biotechnology, and the
ability to identify and manipulate traits of economically important crops at the cel-
lular level. The first commercial success of plant biotechnology came in 1996, after
about 20 years of research and development in the genetic engineering of crops. In
this case, Monsanto had shown that soybean seeds, genetically engineered to resist
the herbicide Roundup®, gave higher yields. The herbicide could be applied to kill
all other plants in a field while having no effect on the soybean plants. The intro-
duction of genetically engineered seeds fostered concerns about transgenic super-
crops. Could these breed superweeds if genes from widely planted and cultivated,
weed resistant plants were to migrate to wild relatives (Kling 1996)? The risk was
perceived to be small. By 2004, when 75 million acres of soybeans were grown,
89% “were planted with seed that contained a Monsanto gene” (Kilman 2005).

Another genetically altered product by Monsanto, introduced in 1996, was
cotton seed that contained a gene from bacterium, Bacillus thuringiensis. The gene
enables the bacterium—and now the cotton plants—to make a protein that is toxic
to bollworms and tobacco budworms, thereby reducing the need for pesticides that
are otherwise used to control insect infestations (Fritsch and Kilman 1996). The B.
thuringiensis gene has also been incorporated into potato so that it produces a
protein toxic to the Colorado potato beetle. The potato was first approved for use
in Canada (Yanchinski 1996). By 1996, DowElanco, through its investment in
Mycogen (a San Diego—based biotechnology company that Dow AgroSciences pur-
chased in 1998), had marketed transgenic corn with B. thuringiensis—based resis-
tance to the European Corn Borer (Thayer 1996). France, a major corn producer,
prohibited planting (but not consumption) of transgenic corn (Balter 1997). By
2004, “51% of all corn planted in the US contained a Monsanto gene” (Kilman
2005). The Dow-Elanco joint venture of Dow Chemicals and Lilly was bought by
Dow Chemicals in 1997 and was renamed Dow AgroSciences, a wholly owned
subsidiary of the Dow Chemical Company.

There were 30 crop species that, by 1996, had been engineered to express B.
thuringiensis endotoxins. These proteins are highly toxic to specific insect pests.
There are concerns of the evolution of insects resistant to these toxins may occur
since millions of acres are now being planted with these crops (Ives 1996). If insect
species develop that are resistant to B. thuringiensis endotoxin, strategies for over-
coming this resistance will need to be developed, resulting in a cycle of further
manipulation of the plants’ genes to alter the toxins. Success of the transgenic
soybean seeds, insect-resistant cotton seeds, and other genetically engineered seeds
led to predictions in 1996 that annual sales would grow to $6.5 billion, by 2006
(Fritsch and Kilman 1996). In actuality, genetically engineered seed sales were $6.2
billion in 2006 (ISAAA 2006).
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The current growth of the agricultural biotechnology sector may, in part, have
benefited from a 1992 ruling in which policy guidelines were defined on how the
Food and Drug Administration would oversee new plant varieties, including those
developed through biotechnology. Their basis was “that products would be judged
by their risks ... not by the process which produces them.” Hence if the composition
of a food product is not significantly altered, the FDA’s premarket approval would
not be needed, and special labeling would not be required. However, if “genetic
manipulation were to lead to a product that has increased allergenicity, or that
contains new proteins, fats, or carbohydrates, it will have to pass rigorous pre-
market review. And if approved its new traits will have to be labeled” (Ember
1992a). The widespread tests and apparent initial success of several genetically
engineered crops, about 4-6 years later, may have benefited from this policy, pro-
posed under the first Bush administration. The timeline between 1992 and 1997
(see Table 1.1)° shows that a combination of technical, business, and regulatory
factors coincided at about the same time, and culminated in the first significant
commercialization of plant biotechnology products by 1997. While public opposi-
tion to genetically modified crops has been strong since 1997, especially in Europe,
this technology has been the fastest adopted crop production technology in recent
history. In 2006, genetically modified crops were planted in 22 countries for a total
of 250 million acres, 60 times the number from 1997 (ISAAA 2006).

Bioproducts from Genetically Engineered Microorganisms Will
Become Economically Important to the Fermentation Industry

The economic impact of bioproducts and value-added chemicals derived through
fermentations was initially modest, but the potential was clear. In 1997, Dupont
and Genencor developed an inexpensive and environmentally friendly fermentation
for making polyester building blocks from glucose. This process was based on a
proprietary, recombinant microorganism that combines bacterial and yeast path-
ways so that the fermentable sugar is converted to glycerol, and the glycerol to tri-
methylene glycol, which, in turn, is polymerized to polyester. The resulting polymer
is reported to have properties that are superior to existing polyesters derived from
petrochemical building blocks (Potera 1997).

Another example is a genetically engineered bacteria that converts naphthalene
(priced at $1.00/kg) to indigo (priced at $8-$17/kg). Indigo is used to dye blue

*Hileman (1995) concisely summarized the status of regulation, in 1995, as follows. The
statutes divide agricultural products into six categories: plants engineered for (1) herbicide
resistance, (2) pesticide resistance, (3) delayed (tomato) ripening; (4) plants modified to make
products otherwise obtained from other crops; (5) plants engineered so their crop can be
processed more easily; and (6) bacteria enhanced to fix nitrogen or control insects. Genetically
modified plants and animals for purposes of producing pharmaceuticals are not included in
these categories. While few products from transgenic plants require agency approval, most
companies have voluntarily consulted the FDA to obtain its stamp of approval. Transgenic
plants to be grown on a large scale are regulated by the US Department of Agriculture
(USDA). The US Environmental Protection Agency (USEPA), regulates gene-modified organ-
isms that express a pesticide or function as a pesticide. Genetically engineered microorgan-
isms, such as a bacterium engineered to produce ethanol, would also be regulated by the
USEPA. Bacillus thuringiensis corn is regulated by all three agencies: insecticidal properties
by the EPA, large-scale growing by the USDA, and corn as a food product by the FDA.
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jeans, has an annual market of $250 million, and accounts for 3% of all of the dye
colors currently used. This dye, given the name “bio-indigo,” was proposed to
replace dye currently made using cyanide and formaldehyde (Hamilton 1997). The
enzyme that enables this conversion and the genetically engineered bacteria that
gave the result were discovered at Amgen. The technology was sold to Genencor
International Inc. in 1989, when one of Amgen’s biopharmaceuticals began to take
off and caused Amgen to drop its research on industrial enzymes (see timeline of
Table 1.1).

The realization that there is an interface where biology, fermentation, and
recovery technologies all impact each other (Swartz 1988), gave rise to new chal-
lenges. Questions that may arise as a process is designed, scaled up, and operated
are: If recovery is difficult, can the protein be modified to make it easier to purify?
If protein refolding gives low yields, can the molecular biologist clone the gene to
obtain a proactive form? If test tube scale production gives low yields, can the bio-
process engineer optimize conditions to give a better yield? If the product is intracel-
lular, how can the cell best be programmed to respond to a step input to the
fermentation, to turn on protein production machinery? How can a separation
system be modified to handle complex mixtures containing low titers of the final
product? Another important question in a practical context is: How much will this
cost, and how long will it take?

This philosophy applies to the development of a reinvigorated biofuels and
bioproducts industry, which will be based on renewable and sustainable cellulosic
feedstocks, as well as sugarcane and corn. The development of this industry will
face similar challenges as those encountered in the biotechnology (biopharma)
industry. In addition, to regulatory, research, and financial hurdles, the cellulose
(non-food) based feedstocks such as wood grasses, straws, agricultural residues, and
energy crops will require solids processing, where solids are processed or fermented
in an aqueous solution. Significant challenges in scale-up may be encountered based
on the analysis of Merrow (1985, 1988) and Bell (20035). In the past, first of a kind
plants with refined or raw solid feeds initially operate at 50% or less of design
capacity, with start-up times that may be two to four times longer than planned.
Most problems are solved, and subsequent plants designed with the benefit of com-
mercial experience. These are more readily started up and attain design capacity
more quickly. Bioprocess engineering will play a key role in defining scale-up strate-
gies, mitigating scale-up risk, and empirically linking solids processing to the cost-
effectiveness of commercial production (Merrow, 1985, Bell, 2005). The relevance
of solids handling and processing is illustrated by Hennessey (2009) in accessing
impacts of solids handling in the scale-up of a biorefinery. Corn stover, wheat straw,
bagasse and switchgrass are defined as a raw solid feed. Hence pilot plant operations
are important if not critical to the scale-up process.

The response to these types of questions has fostered evolution of a team,
cross-disciplinary approach to problem solving in the biotechnology industry. This
book attempts to present such an approach by combining basics of biochemistry
and biology, with bioprocess engineering, fundamentals of cell growth, enzyme
reactions, and product purification. The impact of the basic science or engineering
fundamentals on process configurations is illustrated by example. Where possible
or appropriate, this approach is also presented in a manner that facilitates a first
calculation of costs.
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CHAPTER TWO
HOMEWORK PROBLEMS

2.1. Explain how Type II restriction enzymes enabled the development of the new
biotechnology.

2.2. How does the new biotechnology differ from the biotechnology that came
before it? Why is it important?

2.3. Plot the growth of revenues of the new biotechnology industry. What was the
compounded rate of growth? Express your answer in percent (%) per year.

2.4. The plasmid pBR322, is used to construct a vector for growth hormone. The
E. coli cells, after transformation with pBR322, are placed in a growth
medium containing ampicillin. Despite best efforts on the researcher’s part,
the cells do not grow. Provide an explanation.

2.5. What are hybridomas? Why are they important to the biotechnology indus-
try? How is the term “monoclonal” derived?

2.6. Phase III trials are carried out for a new protein biopharmaceutical. Several
patients became ill and treatment is immediately stopped, even though Phase
I and Phase II trials were successful. Explain why adverse effects may be
observed during Phase III trials, even though Phase I and II trials were
successful.



48

NEW BIOTECHNOLOGY

2.7.

2.8.

2.9.

2.10.

Describe some of the regulatory steps that a new biopharmaceutical will face
as it is brought to market. How do regulations differ for drugs as compared
to biologics?

A new biotechnology product is to be introduced to the market. However,
the company that is fielding the new product decides to save $100,000 by
not hiring two more process scientists and an engineer, and rather letting the
existing staff to set up for production of clinical lots of the pharmaceutical.
This slows down product development by 6 months. Sales of the product are
expected to generate revenues of $10,000 the first month, $50,000 the second,
and $100,000 the third before doubling in sales every month thereafter. What
is one possible impact of this decision on revenues? On the company? Is this
a wise decision?

What are genomics? What are potential impacts of the sequencing of the
human genome? Of the genomes of yeast or bacteria?

The experiment described in problem 2.4 is repeated. This time, the cells
grow, and some product is detected by centrifuging down the cells, and ana-
lyzing the cell’s intracellular contents. One analysis requires 50 x 10'* cells.
If the doubling time of the cells is 40 min, and the number of transformed
cells initially present is 100 cells/mL, how long will 50 mL of the broth need
to be incubated to obtain enough cells to do an analysis?



'CHAPTER THREE

BIOPRODUCTS AND
BIOFUELS

INTRODUCTION

New biotechnology was initially driven by the quest to generate pharmaceutical
products not obtainable by other means. This quest required development of
“omics” including genomics, proteomics, and metabolomics. The products of the
research were biologically inspired and biologically manufactured pharmaceuticals.
Hence these were given the name-biopharmaceuticals. The new biotechnology has
resulted in efficient and cost-effective techniques of gene sequencing, metabolic
profiling and pathway engineering of microorganisms that produce other economi-
cally important products. Consequently, foods, biochemicals, and agriculture are
benefiting from the tools of the new biotechnology.

Biofuels, industrial sugars, antibiotics, sweeteners, amino acids used as flavor
enhancers, and enzymes for detergents are examples of bioproducts already pro-
duced prior to the discovery of restriction enzymes and genetic engineering. The
ability to modify or direct pathways that lead to bioproducts enables biocatalytic
routes that have a smaller environmental footprint and result in enhanced products
and more efficient processes. This chapter presents examples of how old meets new
biotechnology to create old products in new ways. These products will impact
society through the food that people eat, renewable low carbon biofuels that they
use, the environment in which they live, and production of drugs that fight infec-
tions and other diseases.

BIOCATALYSIS AND THE GROWTH
OF INDUSTRIAL ENZYMES

Catalysis in biotechnology has traditionally been associated with enzymes. At first
glance the enzyme market would appear to be modest but growing. The value of
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enzymes sold doubled from $650 million (worldwide) in 1996 to $1.4 billion in the
United States alone in 2004. About 40% of the enzymes are used in detergents, 25 %
in starch conversion, and 19% in the dairy (cheese) industry. Most enzymes are
employed as catalysts in hydrolysis of starches (amylases), protein (proteases), and
milk (chymosin and related proteases). Examples of how the new biotechnology has
affected the enzyme business is given by the production of the milk-clotting enzyme
chymosin through a recombinant yeast and the improvement of cellulase enzyme
productivity in fungal fermentations.

Recombinant chymosin is in commercial use in the dairy industry, where it
supplants an enzyme previously derived from calf stomachs. Cellulase enzyme
systems have been used in the clarification of citrus juices, and to impart a
“stone-washed” appearance to cotton fabrics by limited hydrolysis of the cellulose-
containing cotton fabric (Tyndall 1991). More recently, the development of cellu-
lases, microorganisms capable of fermenting glucose and xylose to ethanol, and
microbial systems that generate both hydrolytic enzymes and ethanol (i.e., consoli-
dated bioprocessing) have gained renewed emphasis (Wyman et al. 2005a,b; Lynd
et al. 2008; Mosier et al. 2005a). Schoemaker et al. (2003) point out that broad
application of biocatalysis has yet to develop. Advances in “genomics, directed
evolution, gene and genome shuffling, and the exploration of earth’s biodiversity
aided by bioinformatics and high throughput screening,” facilitate development of
enzymes for bioprocess and chemical catalysis.

Technology for cost-effectively converting cellulosic wastes to fermentable
sugars will be enabled by application of cellulase enzymes and cellulolytic micro-
organisms. A large market for these enzymes and/or microorganisms that combine
hydrolytic and fermentative functions will develop as biotechnology is able to reduce
costs. In the interim, a number of smaller, specialty niches will make up the demand
for enzymes, although the impact of such products in processing bulk agricultural
commodities into value-added products should not be overlooked.

Enzymes for the hydrolysis of cellulosic plant biomass is a major and growing
market that depends on successful development of other technologies needed for
cellulose bioprocessing. These include cellulose pretreatments, fermentation of both
pentoses and hexoses to ethanol, and energy-efficient processing and purification of
the fermentation products (Mosier et al. 2005a; Sedlak and Ho 2004; Gulati et al.
1996; Lynd et al. 2008).

The growth of biofuels has resulted in a new area of growth for biotechnology
for the development of advanced enzymes and microorganisms. The United States
and Brazil are the world’s largest producers of fuel ethanol, with outputs of close
to 7 and 5 billion gallons by 2008. Brazil used about § billion gallons of ethanol
in 2007/2008 and produced sufficient quantities of ethanol from sugarcane to satisfy
its own demand, and export 0.43 billion gallons to the United States (2006). In
Brazil, the price of ethanol is tied to the price of gasoline (EIA 2007; RFA 2007).
Annual gross earnings from sugar and ethanol in Brazil was $20 billion in 2007/2008,
with 54% derived from ethanol (Unica 2009).

Transitioning from sugar and grain crops to nonfood feedstocks (sawdust,
wood, straw, etc.) for producing biofuels in an economical manner requires
improvements in processing technology. Pretreatment and hydrolysis converts the
cellulose and hemicellulose portions of inedible plant material into sugars (Figure
3.1). Pretreatment increases the accessibility of the cellulose to enzymes or microbes
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Figure 3.1. Unit operations of a biorefinery. Biorefinery as represented here is viewed as
being energy self-sufficient through combustion or gasification of residual lignocellulose. If
only corn grain were processed, the remaining solids that are high in protein are recovered
as coproducts and sold as animal feed, which has a higher value than use as a boiler fuel.
If pretreatment uses added chemical catalysts (acid or base) these must be recycled. CO, is
recycled into plant matter through production agriculture. [Adapted from Eggeman and
Elander (2005).]

that hydrolyze it into sugars or ferment it to ethanol. Enzymes are required for
the conversion of cellulose and hemicelluloses into monomeric sugars, and recom-
binant yeast or bacteria are needed for subsequent fermentation of both five-carbon
and six-carbon sugars into ethanol. The growth of biofuels has resulted in a new
growth of biotechnology tools for the development of advanced enzymes and
microorganisms.

Figure 3.1 gives a schematic representation of the key steps in a sequence
of pretreatment, hydrolysis, and fermentation that make up a biorefinery for
converting both starch and lignocelluloses to ethanol.

Pretreatment of biomass renders cell wall structure accessible to enzymes,
and is necessary to achieve maximal monosaccharide and fermentation product
yields. As fundamental knowledge in systems biology enables modifications in cell
wall structure to enable more effective bioprocessing, the need for pretreatment
will decrease (Chapple et al. 2007). The graphic of Fig. 3.2 [from Houghton
et al. (2006)] illustrates how pretreatment opens up the structure. This enables
enzymes to access the structural carbohydrates so that rapid and extensive hydro-
lysis of plant cell wall components to sugars occurs. When fermentative microor-
ganisms secrete the necessary hydrolytic enzymes and directly convert hydrolysis
products to ethanol, hydrolysis and fermentation is said to be consolidated (Shaw
et al. 2008; Lynd et al. 2005). When hydrolysis and fermentation occur through
the same microorganism consolidated bioprocessing occurs (Mascoma 2009).

Glucose Isomerase Catalyzed the Birth of a New
Process for Sugar Production from Corn

Glucose isomerase is an example of an enzyme that catalyzed the development of
several new industries by enabling isomerization reactions for converting glucose
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Figure 3.2. Schematic of pretreatment disrupting physical structure of biomass. [in
Houghton et al. (2006); Fig. 1 of Mosier et al. (2005a).]

(from starch) into fructose and xylose from cellulosic biomass into xylulose. Its first
impact was in the sweetner industry. After being introduced in 1967 (see timeline
of Table 1.1 in Chapter 1), fructose-containing corn syrups grew from 17 billion
Ib/year in 1991, 21 billion 1b in 1997 and 24 billion Ib in 2003 and 2005 (Lastick
and Spencer 1991; USDA Economics Research Service 2009).

Glucose isomerase was initially isolated and identified in 1953 as a xylose
isomerase (Hochester and Watson 1953). Four years later the glucose-isomerizing
capability of xylose isomerase from Pseudomonas bydrophilia was discovered
although arsenate was required to enhance the reaction. This enzyme was thus
impractical for food production (Marshall and Kooi 1957). Commercial prospects
improved in 1961, when it was found that not all glucose isomerases required arse-
nate, and that at least one of the arsenate-requiring enzymes was in fact a glucose
phosphate isomerase that converted glucose-6-phosphate to fructose-6-phosphate.
While Escherichia intermedia had glucose phosphate isomerase (Natake 1966,
1968; Natake and Yoshimura 1964), several other organisms (Lactobacillus brevis,
Aerobacter cloacae, and Streptomyces phaeochromogenus) yielded isomerases that
did not require arsenate (Yamanaka 1963a; Tsumura and Sato 1965a,b, 1970).

Glucose and xylose isomerase activities were proposed to be due to the same
enzyme (Yamanaka 1963b, 1968). Evaluation of the activities of a highly purified
crystallized glucose isomerase from Bacillus coagulans was consistent with this
hypothesis (Danno 1970b). It has been suggested that two enzymes, xylose isomer-
ase (which requires xylose as an inducer, but does not need arsenate for activity),
and glucose phosphate isomerase (which does not require xylose as an inducer, but
needs arsenate for activity), were copurified in the early work, hence giving the
observed properties (Tsumura et al. 1967).

The industry is now based on an enzyme known as glucose isomerase that
catalyzes the conversion of glucose (dextrose) to its chemical isomer (fructose). The
equilibrium mixture of glucose and fructose (58% glucose, 41% fructose) has a
sweetness approaching that of sugar derived from sucrose (cane sugar). Develop-
ment of large scale separation technology for partially separating glucose from
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fructose to give a product with 55% fructose, enabled this sugar to be used in con-
sumer products ranging from soft drinks to donuts in place of sucrose, since 55%
fructose has the same sweetness. Since the glucose was derived from corn, which at
the time was a less expensive agricultural commodity than sucrose from sugarcane
grown in the United States, high-fructose corn syrups displaced hydrolyzed sucrose
(invert) in the majority of high-volume applications. In 2007 to 2009, volatility in
corn prices have complicated the economics of HFCS, but the strong position of
this corn derived sugar as an industrial sugar continues.

Identification of a Thermally Stable Glucose Isomerase and an
Inexpensive Inducer Was Needed for an Industrial Process

The discovery of glucose isomerase from Streptomyces phaeochromogenus, which
was thermally stable at 90°C in the presence of substrate and Co** (Tsumura and
Sato 1965a,b; Tsumura et al. 1967), was important in setting the stage for com-
mercialization. A thermally stable enzyme reduces cost by increasing its useful life-
time, and therefore its overall productivity. The last major barrier to large-scale
production of the enzyme was replacement of the expensive xylose media on which
S. phaeochromogenus had to be grown to obtain glucose (xylose) isomerase enzyme,
with a less expensive carbohydrate source. This turned out to be xylan containing
wheat bran, corn bran, and corn hull (Takasaki 1966; Takasaki et al. 1969). Later
it was found that p-xylose could induce glucose isomerase activity in Bacillus
coagulans cells previously grown on glucose (Danno 1970a). The stage was set for
a new biocatalyst to transform the corn wet-milling industry.

A number of years later the discovery that this enzyme could be used to trans-
form xylose into xylulose, which, in turn, is fermentable to ethanol by yeast helped
to set the stage for growth in technologies for producing cellulosic ethanol (Gong
et al. 1981). This observation opened the way to research on the engineering of
yeast and E. coli to coferment glucose and xylose to ethanol so that almost all of
the structural carbohydrates in corn stover (Schwietzke et al. 2008) may be con-
verted to ethanol (Sedlak and Ho 2004; Mohagheghi et al. 2004; Hahn-Hagerdal
et al. 2007; Kim et al. 2007). In principle, pentose-fermenting microorganisms
enable ethanol yields from biomass to be increased by 40% over the case where
only glucose from cellulose is fermented to ethanol.

The Demand for High-Fructose Corn Syrup (HFCS) Resulted in Large-Scale
Use of Immobilized Enzymes and Liquid Chromatography

In 1965-1966, Clinton Corn Processing Company of lowa (at that time a division
of Standard Brands, Inc.) entered into an agreement with the Japanese government
to develop the glucose isomerase technology for commercial use in the United States
(Tsumura et al. 1967; Lloyd and Horvath 1985). The glucose isomerase was really
a xylose isomerase derived from Strepromyces rubiginosus and had the properties
of thermal stability and high activity, which made it amenable for use at industrially
relevant conditions in batch reactions. The first enzymatically produced fructose
corn syrup was shipped by Clinton Corn in 1967. A. E. Staley licensed the technol-
ogy from Clinton Corn and entered the market.
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The basic patent coverage for use of xylose isomerase to convert glucose to
fructose was lost in 1975 as the result of a civil action suit between CPC Interna-
tional and Standard Brands. This enabled development of alternate processes. By
1978, the estimated US production volume was 3.5 billion Ib and consisted mostly
of syrups containing 42 % D-fructose sold at a 71% solids level (Antrim et al. 1979).
The introduction of large-scale liquid chromatographic purification of the fructose
through simulated moving-bed (SMB) technology enabled production of a 55%
fructose that could be used in soft drinks in place of invert from sucrose.

The growth of the industry both promoted and followed development of large-
scale technologies for carrying out conversion in reactors packed with immobilized
glucose isomerase, and large-scale liquid chromatographic separations of the result-
ing sugars. Immobilized enzyme technology took advantage of the heat stability of
the glucose isomerase by fixing the enzyme within, or on the surface of, solid parti-
cles. These particles, when packed in large vessels, enabled the enzyme, which was
otherwise water-soluble, to be held immobile while the glucose solution (at concen-
trations of <40% solids) was passed through the reactor. This made it possible to
continuously process an aqueous glucose solution by passing it through a fixed-bed,
biocatalytic reactor to convert it to fructose (Fig. 3.1). However, equilibrium and
reaction kinetics limited the conversion to 42% fructose.

Large-scale liquid chromatography enabled purification of 42% fructose to
the 55% required for sweetness equivalent to invert (a hydrolyzed form of sucrose).
Liquid chromatographic separation technology (Sorbex) for continuous sorptive
separation of xylenes in a simulated moving bed was adapted to glucose/fructose
separation by UOP to give the SAREX process for enriching the fructose content.
Part of the effluent from the immobilized enzyme reactor is diverted to the chroma-
tography column. The glucose-rich stream from the chromatography step can be
recycled to the immobilized bed reactor to be converted back to 42% fructose. The
fructose-rich is mixed with the remaining 42% fructose stream to give the 55%
product.

The combination of an enzyme reaction with separation made the 55% HFCS
product economically and technically feasible in about 1975. Subsequently, HFCS
42% and 55% syrups gradually displaced sucrose for commercially produced bever-
ages and baked products.

Figure 3.1 gives a schematic representation of the process. The immobilized
reactor is filled with pellets or particles in which the glucose isomerase is either
entrapped or attached. Glucose solution contains ions required for enzymatic activ-
ity and about 3% residual soluble starch fragments (maltodextrins). The glucose
feed is passed through the reactor, which is maintained at 50-60°C. The immobi-
lized enzyme converts the glucose to fructose. The product leaving the reactor con-
tains about 42% fructose as well as the other ions and maltodextrins that do not
react. The effluent from the reactor enters a large liquid chromatography column,
packed with an adsorbent that selectively, but weakly, retains the fructose over
glucose. The 42% fructose feed is introduced to different parts of the column in a
time-varying manner, through a special valve, in a manner that simulates a moving
bed, so that the use of adsorbent is maximized (Ladisch 2001). Sections of the bed
that are rich in glucose and fructose are formed and maintained at steady-state
operation. This system allows a feed of 42% fructose to be continuously separated
and to upgrade the high-fructose corn syrups from 42% fructose to 55% fructose.
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The glucose that is separated out is returned to the reactor so that it will be con-
verted to fructose.

Rapid Growth of HFCS Market Share Was Enabled by Large-Scale Liquid
Chromatography and Propelled by Record-High Sugar Prices

The “Pepsi taste challenge” showed consumers preferred soft drinks that were made
from 55% HFCS compared to a competing product made from sucrose. By 1984,
production of the 42% and 55% syrups exceeded 8 billion Ib annually, and accounted
for 30% of all nutritive sweeteners in the United States (Lloyd and Horvath 1985).
The 55% fructose was quickly displacing industrial sugars previously derived from
sucrose and accounted for over 50% of the HFCS shipped in the United States in
1984. By 1990 the world market for HFCS had grown to about 17 billion Ib/year.
The US production of high-fructose corn syrup 42% was 8.57 billion lb, while
high-fructose corn syrup 55% was 12.5 billion Ib for a total of 21 billion Ib in 1997
and 24 billion pounds in 2002 through 2005 (Corn Refiners Association 1997,
2003, 2006). The value of the xylose (glucose) isomerase enzyme used in these
processes is estimated at between $15 million and $70 million/year (Petsko 1988;
Lastick and Spencer 1991). Most of the glucose isomerase was produced for captive
or contract use.

The rapid adaption of the combined enzyme reactor/product separation tech-
nology (see Fig. 3.3) in the wet-milling industry coincided with dramatic, but short-
lived, increases in world sugar (sucrose) prices. The demand for industrial sugars
exceeded the supply. This shortfall not only raised prices, but also provided a
window of opportunity for a competing product, HFCS, to enter the market. The
properties of HFCS were the same as dissolved invert (from sucrose) in applications
where sucrose would otherwise be used. The cost was less. By positioning the price
of the HFCS slightly below that of sucrose (invert), HFCS producers were able to
win and retain market share.

When the sucrose prices increased to extraordinary levels, the price of HFCS
was about double its cost of production. Consequently, investments in building new
plants were quickly paid off, making further rounds of expansion possible, and
further entrenching the competing product in the market (Antrim 1979). This is not
typical of other biotechnology products, where higher prices are based on a unique
product, protected by a patent.

Although the annual per capita (US) consumption is 1301b of sugars, the price
spike behavior has moderated. The acceptance of starch-derived and low-calorie
sweeteners being widely accepted as sugar substitutes was a factor. The introduction
of aspartame, in 1981, and several other low-calorie, high-intensity sweeteners
coincided with a significant increase in the US per capita consumption of low-calorie
sweeteners, with low-calorie sweetener use being equivalent to 201b per capita in
sugar sweetness equivalent (SSE). In 1980, this was about 6% of the total sugar
consumption compared to 13% in 1988. Starch-based sweeteners, and to a less
extent low-calorie sweeteners, are poised to take advantage of sugar shortfalls and
high prices, should they recur (Barry et al. 1990).

The history of sugar prices and development of HFCS illustrate the complex
interactions between technology, commodity prices, and market demand for a
product derived from a renewable resource (see Fig. 3.4). It has been suggested that
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Figure 3.3. Schematic diagram of combined immobilized enzyme reactor and simulated
moving-bed chromatography for producing 55% high-fructose corn syrup (HFCS). The
composition shown in the figure is normalized for the total glucose and fructose content,
and does not reflect other dissolved solids.

the impact of weather on commodity prices is now moderated by the ability of
weather forecasters to predict El Nifio weather patterns and their effects on rainfall
in sugarcane-producing regions. The history of sugar production and prices may
serve as a case study for the coming development of the fuel ethanol industry, with
increasing prices and price volatility of oil motivating cyclical patterns of expansion
in fuel ethanol production.

Biocatalysts Are Used in Fine-Chemical Manufacture

Although the total US enzyme market is about $650 million/year, only about 5%
is for biocatalysts used in fine-chemical manufacture. The main biocatalysts are
hydantoinase, B-lactamases, acylases/esterases, and steroid-transforming enzymes
(Polastro et al. 1989). The discovery and development of catalytic antibodies may
expand the role of biocatalysts, since this type of biocatalyst combines specificity
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Figure 3.4. Trends in sugar prices and consumption: (a) price spikes in sugar prices,
1950-1989 (Barry et al. 1990, Fig. 5, p. 29); (b) wholesale fructose prices are strategically
positioned below world sugar prices (Barry et al. 1990, Fig. 4, p. 27); (c) market share of
HFCS increased dramatically between 1972 and 1985, followed by a leveling off (Barry
et al. 1990, Fig. 2, p. 20).
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of binding of an antibody with the ability to chemically transform a target molecule.
Hybridoma technology allows generation of antibodies or haptens to stabilized
transition-state analogs that have catalytic side chains in an antibody-combining
site. Hybridomas also facilitate synthesis of gram quantities of the catalysts with
very high specificity. The antibodies are able to catalyze a large number of different
reactions, including at least one type (Diels—Alder) for which an enzyme has yet to
be isolated (Schultz et al. 1990).

Enzymes in low-water environments may carry out selective transesterification
reactions. Examples in the literature include polymerization of phenols in an organic
solvent, and the formation of the biodegradable polymer sucrose polyester (Ryu
et al. 1989; Patil et al. 1991). This is currently a developing field, but holds promise
for applications in organic synthesis, since some enzymes have been shown to be
active in organic solvents. Fundamental studies have shown the enzyme subtilisin
Carlsberg, which ordinarily hydrolyzes proteins, will carry out transesterification of
N-acetyl-L-phenylalanine 2-chloroethyl ester (NAPCE) with 1-propanol, when the
reactants and enzyme are mixed into tetrahydrofuran containing a small amount of
water (Affleck et al. 1992). This research, and work that has preceded it, gives a
first indication of the potential of proteins, i.e., enzymes, as catalysts in organic
synthesis.

GROWTH OF RENEWABLE RESOURCES AS A SOURCE OF
SPECIALTY PRODUCTS AND INDUSTRIAL CHEMICALS

There are already large industries associated with corn processing and food manu-
facture that utilize enzymes and microbial fermentation on an extremely large scale.
In these cases, production and substrate costs are 70% of the total product costs,
and cost-efficient engineering becomes paramount. The development of the industry
that produces fuel-grade ethanol, used as a nonleaded octane booster and environ-
mentally acceptable fuel oxygenate, had its roots in the development of high-
fructose corn syrup and the oil price shocks of 1973-1980 (see timeline in Table
1.1, Chapter 1). Continuing growth of biofuels is attributable to environmental
regulations relating to clean air and transportation fuels, continued government
subsidy, and tightening of supplies of oil and refined petroleum products.

Success in submerged fermentation of microbes that produced the intracellular
enzyme glucose isomerase was a key step in obtaining a cost-effective enzyme. When
combined with development of processes for utilizing the enzyme at a commercial
scale and an economic separation technology, a new product resulted. The enzyme
glucose isomerase also set the stage for the US fuel alcohol industry, since the major
HFCS-producing companies had the infrastructure and large-scale processing know
how to establish it. The overall US fermentation ethanol industry (both wet and dry
grind processes) grew from about 100 million gal in 1980 to 7.0 billion gal in
2008.

Future potential exists for production of consumer products in an environ-
mentally acceptable manner from renewable and agricultural commodities. These
products include plastics, paints, finishes, adsorbent, and biomaterials. As the impact
of biologically based production grows, so will the need for engineering. Bioprocess
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engineering—the discipline that deals with development, design, and operation of
biologically based processes—will have a major role in the development of biopro-
cesses for transforming renewable resources into industrial chemicals. Numerous
possibilities exist as shown in Figs. 3.3 and 3.4 (USDA 1993).

A Wide Range of Technologies Are Needed to Reduce Costs for
Converting Cellulosic Substrates to Value-Added Bioproducts and Biofuels

The future growth of renewable resources as a source of value-added biochemicals
and oxygenated molecules will be driven by technologies rather than markets, as
long as oil prices remain in the range of $15-$20/barrel. However, in 20035, the cost
of oil jumped to $67/barrel. This enhanced interest in renewables. For most of 2006
and 2007, oil prices remained above $70/barrel, with short spikes above $135/
barrel. In 2008, oil prices approached $140/barrel but then quickly retreated back
to $40 to $50/barrel. The market was extremely volatile. Nonetheless, fermentation
processes or enzyme transformations that achieved low carbon fuels at a reduced
environmental impact become attractive. An example is the production of fumaric
acid by fermentation for fumaric acid used as a food additive, compared to fumaric
acid by chemical synthesis for other purposes (Cao et al. 1997). Some fermentation
processes might offer attractive economics if there were a sustained increase in oil
prices. Temporary spikes in oil prices could also offer windows of opportunity,
although long-term cost advantages would be required to sustain growth of a
renewable-resource-based industry.

The attractiveness of renewable resources lies in their ability to sequester
and/or recycle CO, and their potential to be processed into useful products in an
environmentally friendly manner. This is illustrated by corn, which is used for food,
animal feed, and specialty starches, and as a source of sugars (principally glucose)
that can be fermented or converted to numerous value-added products (See Figs.
3.5 and 3.6). Fats and oils derived from plants and animals provide examples of
another type of renewable resource. These are the basis of industries that already
produce a number of products that range from soaps to lubricants and biodiesel.

A thorough analysis of industrial uses of agricultural materials shows their
potential (USDA 1993). Current products range from fuel ethanol to starch adhe-
sives. Emerging technologies in ethanol production have decreased the cost of
production. The total energy required to process one gallon of ethanol with an
energy value of 76,000 Btu/gal (British thermal units per gallon) was as high as
120,000Btu when the fuel ethanol industry started in 1977 (Hohmann and
Rendleman 1986). Even when an energy credit of 32,000 Btu was assigned to the
coproducts of ethanol production (corn oil, gluten feed, gluten meal, and CO,),
there was still a net energy loss of 12,000 Btu/gal. Research, the rapid implementa-
tion of the resulting process improvements on an enormous scale by some of the
ethanol producers, and process integration decreased energy costs and improved
energy efficiency (USDA 1993). By 1993, the total energy requirement for an
average efficiency ethanol plant was 75,811 Btu/gal. With a coproduct energy credit
of 24,950 Btu, a net energy gain of 25,139 Btu/gal was achieved for modern, large-
scale corn-to-ethanol routes (USDA 1993). This was improved further in the sub-
sequent 10 years. By 2001 the energy output: input ratio increased to 1.34 (Shapouri
et al. 2002).
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Further improvements and decreased costs were anticipated because of better
enzymes, bioreactor designs, and membranes for enhanced recovery of high-value
coproducts. Further significant reductions in cost, however, require lower feedstock
prices. Thus, for example, the conversion of corn fiber, a cellulose containing
coproduct of ethanol production, to fermentable sugars could reduce costs by 3.0-
7.5¢/gal." Further research and analysis has shown that a fiber conversion process,
integrated into a corn-to-ethanol plant could produce ethanol at an incremental cost
of $1/gal or less (Mosier et al. 2005d).

Cellulosic residues have the potential to be a less expensive substrate, but their
composition and physical structure are different from those of starch. The cellulose
structure is crystalline and resistant to hydrolysis. Consequently, a pretreatment is
necessary to soften the cellulose prior to subjecting it to hydrolysis. Less expensive
enzymes (that hydrolyze cellulose to glucose) are also needed to achieve a cost-
effective hydrolysis step. Pentoses and hexoses occur in approximately 4: 5 ratio, in
cellulosic materials, compared to a 1:10-1:135 ratio in corn grain. Conversion of
sugars from the pentosan and hexosan fractions of cellulosic materials will require
microorganisms that ferment both pentoses and hexoses, to a single product
(Hohman and Rendleman 1986). A number of effective glucose and xylose ferment-
ing microorganisms were developed in the subsequent 20 years, with pentose
fermenting yeast and bacteria ceasing to become a gating item by 2009 (Klembara
2009).

Progress has been made in pretreatment and enzyme hydrolysis (Mosier et al.
2005a,b; Weil 1994; Kohlmann et al. 1995; Ladisch et al. 1983), as well as
obtaining genetically engineered microorganisms that convert both pentoses and
hexoses to ethanol (Lynd et al. 1991; Sedlak and Ho, 2004). However, an economi-
cally viable process had not yet been achieved in 1996 (Gulati et al. 1996). Major
improvements were still needed for all three technologies. By 2005, advances had
begun to occur, including pentose-fermenting yeasts, cost-effective pretreatments,
and less expensive enzymes (Ho et al. 1998; Mosier et al. 2005a). The integration
of cellulose technologies into ethanol plants was anticipated in the mid-1980s
(Hohnman and Rendleman 1986), and is now beginning to occur (Klembara 2009).
The emergence of a cellulose-based industry will open the way for production of
many other types of oxygenated chemicals and lead to the growth of a fermentation
based, renewable resources industry. However, development of this industry contin-
ues to require government policies and mandates much as was the case for other
biotechnologies and in particular, HFCS.

The type of processing plants that produce HFCS are also the major source
of fermentation ethanol, large volumes of amino and carboxylic acids, and high-
volume specialty products. These plants are well positioned to implement improve-
ments in cellulose conversion as another source of fermentable sugars, and then
utilizing these sugars in an optimal manner for production of a diverse product mix.
The future of the industry is likely to evolve from being based only on hexoses, to
an industry that utilizes and transforms both hexoses and pentoses to value-added
products. Bioprocess engineering will play a major role in implementing technology

"These cost comparisons were made relative to the cost of producing fermentation ethanol
from corn in 1992, which was at $1.25/gal, down from $1.35 to $1.45/gal in 1980.
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for this transition. The current and massive restructuring and consolidation of the
high-volume bioproducts sector [see timeline from 1992 to 1998 in Table 1.1,
Chapter 1 (Ladisch 2002) and the BIO Website] and the financial industry (starting
in 2007) will shape the business government alliances needed for the evolution of
a biobased industry.

Renewable Resources Are a Source of Natural Plant Chemicals

Chemicals derived from plant products are referred to as phytochemicals. These
chemicals are formed as either primary or secondary metabolites. Balandrin et al.
(1985) proposed that chemicals from primary metabolism could be classified as
high-volume low-value bulk chemicals with prices below $2/lb. Examples are veg-
etable oils, fatty acids (for making soaps or detergents), and carbohydrates (sucrose,
starch, pectin, or cellulose). Secondary metabolites are classified as high-value, with
prices ranging from $100/Ib to $5000/g. Examples are pyrethins and rotenone
(used as pecticides); steroids and alkaloids such as Digitalis glycosides, anticancer
alkaloids, and scopolamine. Secondary metabolites in plants often have an ecologi-
cal role as pollination attractants or for mounting chemical defenses against micro-
organisms and insects. Secondary natural products often consist of complex
structures with many chiral centers that are important to the biological activity of
these molecules. Plant-derived proteins can also be classified as high-value products.
For example, papain is a proteolytic enzyme used as a meat tenderizer. Bromelain
(from pineapple) has applications in milk clotting. Malt extract from barley has
amylolytic enzymes used in beer brewing.

The summary of valuable products derived from plant materials by Balandrin
et al. (1985) is as valid to day as it was in 1985. Their analysis shows that the
recovery of bioactive compounds, classified as secondary metabolites, will continue
to be an important source of medicines, pesticides, and specialty chemicals. The
naturally occurring compounds could be numerous. These include pesticides (pyre-
thrum from flowers, rotenone from roots, and nicotine), growth inhibitors of soil
microorganisms (allelochemicals) plant growth regulators (brassinolide promotes
growth at 1 gram per § acres), insect growth regulators, and medicinal (anticancer
and analgesic drugs).

An example is given by the insecticidal properties of the neem tree (Stone
1992). Neem seeds have chemicals that ward off more than 200 species of insects,
while exhibiting less toxicity to humans than synthetic pesticides, and having little
effect on predators of the insects. Neem seeds were valued at $300/ton in 1992.
However, a lower price is needed if the extracts are to find widespread use as insecti-
cides. The economic potential for naturally derived insecticides is large considering
that about $2 billion of synthetic insecticides are sold annually in the United States.

Another class of plant-derived compounds is known as saponins. Saponins
have an aglycone consisting of a titerpene, a steroid, or a steroidal alkaloid attached
to a single- or multisugar chain containing <11 monosaccharide units. One saponin
derivative (Abrusoside E) is 150 times sweeter than sugar. Another group of sapo-
nins from Yucca schidigera, a medicinal plant used by Native North Americans,
have antifungal activity and could be used as preservatives for processed foods. The
plant itself is reported to be recognized by the FDA as safe for human use. A saponin
from a member of the lily family, Ornithogalum saundersiae, has been found to



64  BIOPRODUCTS AND BIOFUELS

exhibit little toxicity with respect to human cells, but is “remarkably toxic to
malignant tumor cells” (Rouhi 1995). Saponins from the South American tree Q.
saponaria, make animal vaccines more effective. Extracts from two types of African
trees have been used to control schistosomiasis, by eliminating host snails that
harbor the disease.

Genetic engineering of bacteria or yeast to produce complex secondary metab-
olites remains a challenge, since these are formed via the concerted action of many
enzymes (i.e., many gene products). The culturing of plant cells, or plant tissues, to
produce secondary metabolites could be used to produce some of the more valuable
and bioactive compounds, and has been proposed for obtaining the chemotherapy
agent, Taxol (paclitaxel). It was estimated (in 1985) that a yield of 1g of product
per liter of culture for compounds exceeding $1/g in value is needed to obtain an
economically viable process. Such an estimate may be optimistic. Even if successful,
such cultures would still owe their start to the plants from which the compounds
were identified, and the cells derived.

The advances in methods for genetic engineering of plants, and propagating
the transformed species could someday make use of knowledge on the structure and
function of plant metabolites. Numerous projects for mapping plant genomes have
been completed or are working. The combination of these factors is leading to
development of other types of transgenic, pest-resistant species, and perhaps the
development of plant species grown to generate pharmaceuticals that are difficult
or too costly to obtain by other means. These possibilities give strong rationale for
preserving the biodiversity of Earth’s plant life, estimated between 250,000 and
750,000 species (Balandrin et al. 19835). Plants are also being modified to integrate
enzymes into plant tissue. Enzymes are packaged into the plant cell walls so that
the structural carbohydrates may be converted to fermentable sugars after the plants
are harvested and enzymes are activated in a bioprocessing facility (Pollack 2006;
Agrivida 2009; Syngenta 2009). This represents another form of consolidated
bioprocessing.

Bioseparations Are Important to the Extraction, Recovery,
and Purification of Plant-Derived Products

The recovery and processing of plant-derived molecules and the processing of
renewable resources can be classified by the type of product. Primary metabolites
are generally biopolymers. Natural rubber, condensed tannins and lignin, and high-
molecular-weight polysaccharides, pectin, starch, cellulose, hemicellulose, and gums,
are included in this category. Their processing into high-volume, relatively low-value
products is subject to economies of scale (bigger is better), cost constraints (large
volumes = low price), a physical structure that is resistant to processing, and/or low
solubility in water. The separation of the plant material into value-added compo-
nents may require a combination of physical treatments combined with a change in
the material’s structure. For example, the processing of cellulose (in the cell walls
of wood or agricultural residues) requires that the cellulose and hemicellulose be
hydrolyzed to their monomers glucose and xylose and arabinose, respectively. This
can be readily achieved only if the crystallinity of cellulose structure and its close
association with lignin are disrupted and an enzyme or acid catalyst is used to
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depolymerize the cellulose and hemicellulose polymers into their constituent mono-
saccharides. This processing, referred to as pretreatment/bydrolysis, must be carried
out in a very inexpensive manner if it is to be practical. One approach that has
proved to be successful is the pressure cooking of cellulose in water at temperatures
between 160 and 210°C and a pH between 4 and 7 (Ladisch 1989; Mosier et al.
2005b-d; Weil et al. 1994, 1997, 1998).

The recovery of secondary metabolites can be achieved by steam distillation,
aqueous extraction, or extraction with an organic solvent. However, these bioprod-
ucts, whose molecular weights are below 2000 Da, may be chemically unstable or
only sparingly soluble in the extractant, thereby making their processing difficult.
An example is given by annonaeous acetogenins from the Indiana banana (pawpaw)
(Asimina triloba) tree (McLaughlin 1995). These compounds have potential as
chemotherapy agents against breast cancer, and are isolated from 100-g samples of
natural materials. These are chromatographed over a 25cm x 2m-long silica gel
column, in a gradient method that requires over a week to complete. The challenge
is to increase the rate of preparative-scale chromatography so that samples can be
isolated and tested more quickly.

BIOPROCESS ENGINEERING AND ECONOMICS

Evaluation of the engineering economics of bioprocesses is important as new prod-
ucts move from the research and development phase into commercial production
and test marketing. Products of current interest include a wide range of biological
molecules for human or animal health, monoclonal antibodies for diagnostic pur-
poses, enzymes, biochemical intermediates, anbibiotics, amino acids, and biofuels.
Engineers and scientists sometimes need to obtain a first estimate of relative costs
to choose process alternatives and establish magnitude-of-order product costs. Since
there is such a broad range of products with different economic criteria, a single
type of cost calculation approach cannot be used for all these cases. Consequently,
procedures for estimating the relative economics for each type of product on an
internally consistent basis must be used.

Bioprocess economics require the engineer or scientist to be able to quickly
recognize limiting technical parameters that are likely to be encountered on scaleup.
Processing schemes that minimize operational difficulties and costs must be selected
accordingly. Hence, process conceptualization is an important part of the evaluation
process and must reflect regulatory constraints as well as transport and kinetic
phenomena required to size key pieces of equipment. Examples are oxygen transfer,
mixing, and heat removal in a fermentation (i.e., compressor and heat exchange
costs), maintaining sterile conditions in a continuous bioreactor (productivity and
regulatory issues), or predicting resolution in a chromatography column (separation
costs). In some cases it is difficult to carry out calculations since physical properties
(e.g., broth viscosities and heat capacities, or diffusion coefficients of biomolecules)
are not well defined during the early stages of a R&D program. Hence, approaches
and heuristic rules that might be used in this situation are also needed. This book
addresses the basics of microbial growth, biocatalysis, and product properties so
that first estimates of process boundaries may be made.
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BIOSEPARATIONS AND BIOPROCESS ENGINEERING

The large-scale purification of proteins and other bioproducts is the final production
step, prior to product packaging, in the manufacture of therapeutic proteins, spe-
cialty enzymes, diagnostic products, and value-added products from agriculture,
including biofuels. These biochemical separation steps purify biological molecules
or compounds obtained from biological sources and hence are referred to as biosep-
arations (Ladisch 2001). The essence of large-scale bioseparations is both art and
science. Bioseparations often evolve from laboratory-scale techniques. These are
adapted and scaled up to satisfy the need for larger amounts of extremely pure
material, test quantities of the product for analysis, characterization, testing of effi-
cacy, clinical or field trials, and finally, full-scale commercialization. The uncompro-
mising standards for product quality, driven by commercial competition, end-use
applications, and regulatory oversight, provide many challenges to the scaleup of
protein purification and biochemical separations. The rigorous quality control of
manufacturing practices and the complexity of the macromolecules being processed
provide other practical issues that must be addressed.

The emphasis of research and development in bioseparations is currently on
the purification of proteins derived from recombinant fermentations and cell culture.
This is to be expected since the purification of proteins and other bioproducts is a
critical and expensive part of most biotechnology based manufacturing processes,
and may account for 50% or more of production costs (Ladisch 2001; National
Research Council 1992). While overall production costs have been considered to
be secondary to being the first to market, this perspective is changing as the price—
and value—of new bioproducts is decreasing. When the volume of the products is
small and the price is high, being the first to market together with attaining high
product quality (in terms of purity, activity, dependability, or flexibility) are the
major competitive advantages (National Research Council 1992; Wheelwright
1991; Bisbee 1993). Bioseparations are important in ensuring product quality, but
manufacturing cost is likely to be secondary for these types of products. When the
scale of production of new bioproducts increases from kilograms to tons, the need
for cost-effective purification schemes is also increased in importance. High-volume
products could range from serum (blood) proteins produced by recombinant organ-
isms, to organic acids, enzymes, and food additives obtained from large-scale fer-
mentations or from enzyme transformations. The need for low costs is even more
pronounced for commodity bioproducts such as biofuels or industrial sugars.

A major technical challenge in the production of biopharmaceuticals is the
“development of high-resolution protein purification technologies that are relatively
inexpensive, are easily scaled-up and have minimal waste-disposal requirements”
(National Research Council 1992). Separation processes for bioprocessing of renew-
able resources and agricultural products will benefit from development of “more
efficient separations for recovering fermentation products, sugars, and dissolved
materials from water,” and in particular, lowering the cost of separating water from
the product in the fermentation broth. The bioprocess engineer must therefore be
familiar with principles of a wide range of bioseparations techniques, and the prac-
tice of the dominant methods that are likely to be used in the industry.

The most popular method for purifying protein biopharmaceuticals is some
form of liquid chromatography, due to its resolving power. Large-scale liquid chro-
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matography can also be used to purify high-volume bioproducts including sugars,
antibiotics, vitamins, nucleosides, organic acids, and alcohols. However, chroma-
tography is only one of the many steps needed to purify bioproducts. Recovery and
purification steps preceding chromatography may include centrifugation or filtration
in order to remove solids; membrane filtration or fractionation to separate large
molecules from small ones; and precipitation, crystallization, extraction, and/or
adsorption to concentrate the product.

Bioseparations engineering combines the disciplines of engineering, life sci-
ences, chemistry, and medicine in order to match the unique properties of bio-
molecules with the most appropriate techniques for their large-scale purification.
The rapid development of new methods, organisms, and molecules means that
these products will be continually changing, as will the methods by which they
are purified. Consequently, the design of bioseparation processes requires that the
engineering principles of individual separation steps be understood, so that they
can be combined into sequences of steps that result in the needed product purity
at a cost that is clearly defined and calculated. This is the subject of another book
(Ladisch 2001).
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CHAPTER THREE
HOMEWORK PROBLEMS

Describe what is meant by the term “industrial enzymes.” What are the major
uses of industrial enzymes (other than glucose isomerase), and who markets
these? In what forms?

Glucose isomerase is a major industrial enzyme used in producing high-
fructose corn syrup (HFCS). Give its properties:

°C temperature stability

pH at which it is used

microorganism used to produce it

cofactor(s) required for activities

amount of HFCS produced annually in the United States

Explain how the development of technology that utilized enzymes to
produce high-fructose corn syrup (HFCS) was able to win market share from
invert (from sugarcane). Give a brief description of economic factors and
trends.

How did the appearance of low-calorie sweeteners impact sugar consump-
tion? What is the current per capita sugar consumption in the United
States?

On the basis of your answers to questions 3.2-3.4, what factors might be
important in the successful introduction of other types of bioproducts in the
US market?

What are the key steps in transforming cellulose-containing material (referred
to as biomass) to ethanol using bioprocessing? Give a schematic diagram and
show the key steps.

How does the development of glucose isomerase provide some of the scientific
foundation for the economically attractive conversion of biomass to ethanol?
Give names of sugars that may have an impact. Be specific in your answer.
How does genetic engineering of yeast have a possible impact?

What types of bioproducts can be derived from renewable resources, and
what are their uses? Construct a table showing the bioproduct in the left
column and use in the right column. How might the new biotechnology con-
tribute to making such products more economic?
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3.9. What is meant by bioseparations? What role does it play in obtaining
bioproducts?

3.10. How does pretreatment fit into a process for converting cellulose to ethanol?
What is the role of pretreatment? Why is it needed?



'CHAPTER FOUR

MICROBIAL
FERMENTATIONS

INTRODUCTION

he generation of products through microbial culture requires that the cells be

propagated, at conditions where growth of the desired microorganism dominates
in large vessels through processes that are generically referred to as fermentations'.
Products are derived from the metabolism of the microorganism which can be either
wild type (not genetically engineered) or recombinant. However, the presence of
more than one microorganism will result in competition. An undesired microorgan-
ism is often the faster growing species and consumes fermentation media compo-
nents but does not give the desired product. Like weeds in a garden, the undesired
species may take over and cause lost productivity.

Control of fermentation conditions and close attention to sterile procedures
minimize the chance of introducing living microorganisms that will contaminate the
bioreactor. Sterilization of the fermentation medium at 121 °C for 30 min is generally
sufficient to kill both living microorganisms and their spores. Sterilizing the com-
ponents that make up the culture medium and then inoculating the desired micro-
organism into a previously sterilized, closed vessel avoids introduction of foreign
microorganisms.

The term fermentation denotes microbial cell propagation and generation of
products under either aerobic or anaerobic conditions. The secretion of metabolites
from the inside of microbial cells to the surrounding medium and accumulation
of the metabolite in the medium occurs as a consequence of the oxidation of mono-
saccharides, particularly glucose under both aerobic and anaerobic conditions.
Fermentations are classified as Type I, II, or III. The classification is based on the

"The use of the term fermentation is inexact since fermentative conditions should technically
refer to metabolism that occurs through the glycolytic pathway in the absence of oxygen as
described later in this book. This footnote is intended to alert the reader to the sometimes
ambiguous terminology that prevails in the field of biotechnology.

Modern Biotechnology, by Nathan S. Mosier and Michael R. Ladisch
Copyright © 2009 John Wiley & Sons, Inc.
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time at which a specified metabolite (i.e., product) appears in the fermentation broth
relative to the exponential growth phase of the microorganism. This naming conven-
tion was proposed by Gaden in 1959, and has found general utility in classifying
industrial fermentations.?

The utilization of sugars in microbial culture is generally considered as the
independent variable and is used to develop explanations and equations that relate
substrate consumption to growth and product accumulation. While energy is released
when fats and proteins are degraded by cells, monosaccharides are the major energy
and carbon source in microbial cultivation, for metabolic and economic reasons
(Gaden 1959). From a metabolic perspective, monosaccharides are preferred since
the Embden-Meyerhoff and citric acid cycle pathways that utilize these sugars are
found in almost all living organisms (discussed in Chapter 6).

The preferred fermentation substrate is glucose. Glucose is the most common
carbon and energy source for fermentations since it is readily available and relatively
inexpensive at 10¢/lb or less. Glucose, which is also referred to as dextrose or an
industrial sugar, is derived from hydrolysis of starch from corn that has been pro-
cessed by wet milling® or dry milling.* At some point in the future it is probable

2The term fermentation is used here to denote microbial cell propagation and generation of
products under either aerobic, microaerobic, or anaerobic conditions. Aerobic denotes condi-
tion where air is intentionally mixed with the medium; microaerobic refers to air that is ini-
tially present, but is then used up or displaced as microbial growth occurs; while anaerobic
denotes a condition where oxygen is removed and intentionally excluded from the fermenta-
tion media since it is toxic to the cells.

> Corn wet milling is a process in which the corn is steeped at about 130°F in a solution
containing 0.1-0.2% SO,. The SO, inhibits microbial growth and enhances the swelling of
the corn kernels. Corn entering such a process resembles the dry corn kernels found in holiday
decorations, while the soaked corn is wet and resembles the kernels of sweet corn. The liquid
that remains after steeping is steep water. It contains proteins, some sugars, vitamins, and
minerals that were extracted from the corn. Steep water is a valuable byproduct and is used
in the formulation of fermentation media (such as for ethanol production). The wet corn
kernels are processed through a series of grinding mills and wet separations based on screen-
ing and centrifuge techniques. A membrane surrounds the germ that contains the corn oil.
The germ is fractionated from the starch particles. The protein (gluten) holds the starch par-
ticles together, and the fiber (celluose and hemicellulose) is part of the skin that covers the
kernel, or is associated with the starch. The yields on wet milling are about 67g starch, 10g
gluten (containing protein), 6 g germ (contains oil), and 9g fiber per 100 g corn (Ladisch and
Svarczkopf 1991; Gulati et al. 1997; Hoseney 1986; Eckhoff and Tso 1991; Fox and Eckhoff
1993). Echoff and his coworkers give an excellent description, and address engineering issues
of corn wet milling (Eckhoff and Tso 1991; Fox and Eckhoff 1993). The starch has many
uses. If i