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PREFACE

The Wiley Biotechnology Encyclopedias, composed of
the Encyclopedia of Molecular Biology; the Encyclopedia of
Bioprocess Technology: Fermentation, Biocatalysis, and
Bioseparation; the Encyclopedia of Cell Technology; and
the Encyclopedia of Ethical, Legal, and Policy Issues in
Biotechnology cover very broadly four major contemporary
themes in biotechnology. The series comes at a fascinating
time in that, as we move into the twenty-first century, the
discipline of biotechnology is undergoing striking para-
digm changes.

Biotechnology is now beginning to be viewed as an in-
formational science. In a simplistic sense there are three
types of biological information. First, there is the digital or
linear information of our chromosomes and genes with the
four-letter alphabet composed of G, C, A, and T (the bases
guanine, cytosine, adenine, and thymine). Variation in the
order of these letters in the digital strings of our chromo-
somes or our expressed genes (or mMRNAS) generates infor-
mation of several distinct types: genes, regulatory machin-
ery, and information that enables chromosomes to carry
out their tasks as informational organelles (e.g., centrom-
eric and telomeric sequences).

Second, there is the three-dimensional information of
proteins, the molecular machines of life. Proteins are
strings of amino acids employing a 20-letter alphabet. Pro-
teins pose four technical challenges: (1) Proteins are syn-
thesized as linear strings and fold into precise three-di-
mensional structures as dictated by the order of amino acid
residues in the string. Can we formulate the rules for pro-
tein folding to predict three-dimensional structure from
primary amino acid sequence? The identification and com-
parative analysis of all human and model organism (bac-
teria, yeast, nematode, fly, mouse, etc.) genes and proteins
will eventually lead to a lexicon of motifs that are the build-
ing block components of genes and proteins. These motifs
will greatly constrain the shape space that computational
algorithms must search to successfully correlate primary
amino acid sequence with the correct three-dimensional
shapes. The protein-folding problem will probably be
solved within the next 10-15 years. (2) Can we predict pro-
tein function from knowledge of the three-dimensional
structure? Once again the lexicon of motifs with their func-
tional as well as structural correlations will play a critical
role in solving this problem. (3) How do the myriad of
chemical modifications of proteins (e.g., phosphorylation,
acetylation, etc.) alter their structures and modify their
functions? The mass spectrometer will play a key role in
identifying secondary modifications. (4) How do proteins
interact with one another and/or with other macromole-
cules to form complex molecular machines (e.g., the ribo-
somal subunits)? If these functional complexes can be iso-
lated, the mass spectrometer, coupled with a knowledge of
all protein sequences that can be derived from the com-
plete genomic sequence of the organism, will serve as a
powerful tool for identifying all the components of complex
molecular machines.

The third type of biological information arises from com-
plex biological systems and networks. Systems informa-
tion is four dimensional because it varies with time. For
example, the human brain has 1,012 neurons making ap-
proximately 1,015 connections. From this network arise
systems properties such as memory, consciousness, and
the ability to learn. The important point is that systems
properties cannot be understood from studying the net-
work elements (e.g., neurons) one at a time; rather the col-
lective behavior of the elements needs to be studied. To
study most biological systems, three issues need to be
stressed. First, most biological systems are too complex to
study directly, therefore they must be divided into tracta-
ble subsystems whose properties in part reflect those of the
system. These subsystems must be sufficiently small to an-
alyze all their elements and connections. Second, high-
throughput analytic or global tools are required for study-
ing many systems elements at one time (see later). Finally,
the systems information needs to be modeled mathemati-
cally before systems properties can be predicted and ulti-
mately understood. This will require recruiting computer
scientists and applied mathematicians into biology—just
as the attempts to decipher the information of complete
genomes and the protein folding and structure/function
problems have required the recruitment of computational
scientists.

I would be remiss not to point out that there are many
other molecules that generate biological information:
amino acids, carbohydrates, lipids, and so forth. These too
must be studied in the context of their specific structures
and specific functions.

The deciphering and manipulation of these various
types of biological information represent an enormous
technical challenge for biotechnology. Yet major new and
powerful tools for doing so are emerging.

One class of tools for deciphering biological information
is termed high-throughput analytic or global tools. These
tools can be used to study many genes or chromosome fea-
tures (genomics), many proteins (proteomics), or many
cells rapidly: large-scale DNA sequencing, genomewide
genetic mapping, cDNA or oligonucleotide arrays, two-
dimensional gel electrophoresis and other global protein
separation technologies, mass spectrometric analysis of
proteins and protein fragments, multiparameter, high-
throughput cell and chromosome sorting, and high-
throughput phenotypic assays.

A second approach to the deciphering and manipulation
of biological information centers around combinatorial
strategies. The basic idea is to synthesize an informational
string (DNA fragments, RNA fragments, protein frag-
ments, antibody combining sites, etc.) using all combina-
tions of the basic letters of the corresponding alphabet,
thus creating many different shapes that can be used to
activate, inhibit, or complement the biological functions of
designated three-dimensional shapes (e.g., a molecule in a
signal transduction pathway). The power of combinational
chemistry is just beginning to be appreciated.
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A critical approach to deciphering biological informa-
tion will ultimately be the ability to visualize the function-
ing of genes, proteins, cells, and other informational ele-
ments within living organisms (in vivo informational
imaging).

Finally, there are the computational tools required to
collect, store, analyze, model, and ultimately distribute the
various types of biological information. The creation pres-
ents a challenge comparable to that of developing new in-
strumentation and new chemistries. Once again this
means recruiting computer scientists and applied mathe-
maticians to biology. The biggest challenge in this regard
is the language barriers that separate different scientific
disciplines. Teaching biology as an informational science
has been a very effective means for breeching these bar-
riers.

The challenge is, of course, to decipher various types of
biological information and then be able to use this infor-
mation to manipulate genes, proteins, cells, and informa-
tional pathways in living organisms to eliminate or pre-
vent disease, produce higher-yield crops, or increase the
productivity of animals for meat and other foods.

Biotechnology and its applications raise a host of social,
ethical, and legal questions, for example, genetic privacy,
germline genetic engineering, cloning of animals, genes

that influence behavior, cost of therapeutic drugs gener-
ated by biotechnology, animal rights, and the nature and
control of intellectual property.

Clearly, the challenge is to educate society so that each
citizen can thoughtfully and rationally deal with these is-
sues, for ultimately society dictates the resources and reg-
ulations that circumscribe the development and practice of
biotechnology. Ultimately, | feel enormous responsibility
rests with scientists to inform and educate society about
the challenges as well as the opportunities arising from
biotechnology. These are critical issues for biotechnology
that are developed in detail in the Encyclopedia of Ethical,
Legal, and Policy Issues in Biotechnology.

The view that biotechnology is an informational science
pervades virtually every aspect of this science, including
discovery, reduction to practice, and societal concerns.
These Encyclopedias of Biotechnology reinforce the emerg-
ing informational paradigm change that is powerfully po-
sitioning science as we move into the twenty-first century
to more effectively decipher and manipulate for human-
kind’s benefit the biological information of relevant living
organisms.

Leroy Hood
University of Washington
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INTRODUCTION

Activated carbon is a predominantly amorphous solid that
has an extraordinarily large internal surface area and pore
volume. These unique characteristics are responsible for
its adsorptive properties, which are exploited in many dif-
ferent liquid- and gas-phase applications. Activated carbon
is an exceptionally versatile adsorbent because the size
and distribution of the pores within the carbon matrix can
be controlled to meet the needs of current and emerging
markets (1). Engineering requirements of specific appli-
cations are satisfied by producing activated carbons in the
form of powders, granules, and shaped products. Through
choice of precursor, method of activation, and control of
processing conditions, the adsorptive properties of prod-
ucts are tailored for applications as diverse as the purifi-
cation of potable water and the control of emissions from
bioproduct recovery processes.

In 1900, two very significant processes in the develop-
ment and manufacture of activated carbon products were
patented (2). The first commercial products were produced
in Europe under these patents: Eponite, from wood in
1909, and Norit, from peat in 1911. Activated carbon was
first produced in the United States in 1913 by Westvaco
Corp. under the name Filtchar, using a by-product of the
papermaking process (3). Further milestones in develop-
ment were reached as a result of World War 1. In response
to the need for protective gas masks, a hard, granular ac-
tivated carbon was produced from coconut shell in 1915.
Following the war, large-scale commercial use of activated
carbon was extended to refining of beet sugar and corn
syrup and to purification of municipal water supplies (4).
The termination of the supply of coconut char from the
Philippines and India during World War 11 forced the do-
mestic development of granular activated carbon products
from coal in 1940 (5). More recent innovations in the man-
ufacture and use of activated carbon products have been
driven by the need to recycle resources and to prevent en-
vironmental pollution.

PHYSICAL AND CHEMICAL PROPERTIES

The structure of activated carbon is best described as a
twisted network of defective carbon layer planes, cross-
linked by aliphatic bridging groups (6). X-ray diffraction
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patterns of activated carbon reveal that it is nongraphitic,
remaining amorphous because the randomly cross-linked
network inhibits reordering of the structure even when
heated to 3,000 °C (7). This property of activated carbon
contributes to its most unique feature, namely, the highly
developed and accessible internal pore structure. The sur-
face area, dimensions, and distribution of the pores depend
on the precursor and on the conditions of carbonization and
activation. Pore sizes are classified (8) by the International
Union of Pure and Applied Chemistry (IUPAC) as micro-
pores (pore width <2 nm), mesopores (pore width 2-50
nm), and macropores (pore width >50 nm).

The surface area of activated carbon is usually deter-
mined by application of the Brunauer-Emmett-Teller
(BET) model of physical adsorption (9,10) using nitrogen
as the adsorptive (8). Typical commercial products have
specific surface areas in the range 500-2,000 m?/g, but val-
ues as high as 3,500-5,000 m?/g have been reported for
some activated carbons (11,12). In general, however, the
effective surface area of a microporous activated carbon is
far smaller because the adsorption of nitrogen in micro-
pores does not occur according to the process assumed in
the BET model, which results in unrealistically high val-
ues for surface area (10,13). Adsorption isotherms are usu-
ally determined for the appropriate adsorptives to assess
the effective surface area of a product in a specific appli-
cation. Adsorption capacity and rate of adsorption depend
on the internal surface area and distribution of pore size
and shape but are also influenced by the surface chemistry
of the activated carbon (14). The macroporosity of the car-
bon is important for the transfer of adsorbate molecules to
adsorption sites within the particle.

Functional groups are formed during activation by in-
teraction of free radicals on the carbon surface with atoms
such as oxygen and nitrogen, both from within the precur-
sor and from the atmosphere (15). The functional groups
render the surface of activated carbon chemically reactive
and influence its adsorptive properties (6). Activated car-
bon is generally considered to exhibit a low affinity for wa-
ter, which is an important property with respect to the ad-
sorption of gases in the presence of moisture (16). However,
the functional groups on the carbon surface can interact
with water, rendering the carbon surface more hydrophilic
(15). Surface oxidation, which is an inherent feature of ac-
tivated carbon production, results in hydroxyl, carbonyl,
and carboxylic groups that impart an amphoteric charac-
ter to the carbon, so that it can be either acidic or basic.
The electrokinetic properties of an activated carbon prod-
uct are, therefore, important with respect to its use as a
catalyst support (17). As well as influencing the adsorption
of many molecules, surface oxide groups contribute to the
reactivity of activated carbons toward certain solvents in
solvent recovery applications (18).

In addition to surface area, pore size distribution, and
surface chemistry, other important properties of commer-
cial activated carbon products include pore volume, parti-
cle size distribution, apparent or bulk density, particle den-
sity, abrasion resistance, hardness, and ash content. The
range of these and other properties is illustrated in Table
1 together with specific values for selected commercial

grades of powdered, granular, and shaped activated carbon
products used in liquid- or gas-phase applications (19).

MANUFACTURE AND PROCESSING

Commercial activated carbon products are produced from
organic materials that are rich in carbon, particularly coal,
lignite, wood, nut shells, peat, pitches, and cokes. The
choice of precursor is largely dependent on its availability,
cost, and purity, but the manufacturing process and in-
tended application of the product are also important con-
siderations. Manufacturing processes fall into two catego-
ries, thermal activation and chemical activation. The
effective porosity of activated carbon produced by thermal
activation is the result of gasification of the carbon at rela-
tively high temperatures (20), but the porosity of chemi-
cally activated products is generally created by chemical
dehydration reactions occurring at significantly lower tem-
peratures (1,21).

Thermal Activation Processes

Thermal activation occurs in two stages: thermal decom-
position or carbonization of the precursor and controlled
gasification or activation of the crude char. During carbon-
ization, elements such as hydrogen and oxygen are elimi-
nated from the precursor to produce a carbon skeleton pos-
sessing a latent pore structure. During gasification, the
char is exposed to an oxidizing atmosphere that greatly
increases the pore volume and surface area of the product
through elimination of volatile pyrolysis products and from
carbon burn-off. Carbonization and activation of the char
are generally carried out in direct-fired rotary kilns or
multiple-hearth furnaces, but fluidized-bed reactors have
also been used (22). Materials of construction, notably steel
and refractories, are designed to withstand the high-
temperature conditions (i.e., >1,000 °C) inherent in acti-
vation processes. The thermal activation process is illus-
trated in Figure 1 for the production of activated carbon
from bituminous coal (23,24).

Bituminous coal is pulverized and passed to a briquette
press. Binders may be added at this stage before compres-
sion of the coal into briquettes. The briquetted coal is then
crushed and passed through a screen, from which the on-
size material passes to an oxidizing kiln. Here, the coking
properties of the coal particles are destroyed by oxidation
at moderate temperatures in air. The oxidized coal is then
devolatilized in a second rotary kiln at higher tempera-
tures under steam. To comply with environmental pollu-
tion regulations, the kiln off-gases containing dust and vol-
atile matter pass through an incinerator before discharge
to the atmosphere.

The devolatilized coal particles are transported to a
direct-fired multihearth furnace where they are activated
by holding the temperature of the furnace at about 1,000
°C. Product quality is maintained by controlling coal feed
rate and bed temperature. As before, dust particles in the
furnace off-gas are combusted in an afterburner before dis-
charge of the gas to the atmosphere. Finally, the granular
product is screened to provide the desired particle size. A
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Table 1. Properties of Selected U.S. Activated Carbon Products

Gas-phase carbons

Liquid-phase carbons

Manufacturer
Precursor Calgon Norit Westvaco Calgon Norit Westvaco
Product grade coal peat wood coal peat wood
Product form BPL B4 WV-A 1100 SGL SA 3 SA-20
Property Typical range granular extruded granular granular powdered powdered
Particle size, U.S. mesh®? <4 12 X 30 3.8 mm 10 X 25 8 X 30 60% <325  65-85% <325
Apparent density, g/cm? 0.2-0.6 >0.48 0.43 0.27 0.52 0.46 0.34-0.37
Particle density, g/cm® 0.4-0.9 0.80 0.50 0.80
Hardness number 50-100 >90 99
Abrasion number >75
Ash, wt % 1-20 <8 6 <10 6 3-5
BET surface area, N, m?/g 500-2,500 1,050-1,150 1,100-1,200 1750 900-1,000 750 1,400-1,800
Total pore volume, cm®/g 0.5-2.5 0.8 0.9 1.2 0.85 2.2-25
CCl, activity, wt% 35-125 >60
Butane working capacity,
g/100 cm?® 4-14 >11.0
lodine number 500-1,200 >1,050 >900 800 >1,000
Decolorizing index
Westvaco 15-25 >20
Molasses number
Calgon 50-250 >200
Norit 300-1,500 440
Heat Capacity at 100 °C,
J/(g K)° 0.84-1.3 1.05 1.05
Thermal conductivity,
W/(m-K) 0.05-0.10

Note: Specific values shown are those cited in manufacturers’ product literature (19). Typical ranges shown are based on values reported in the open literature.

2Unless otherwise noted.

bApproximate mm corresponding to cited meshes are (mesh:mm 4:4.76; 8:2.38; 10:2; 12:1.68; 25:0.72; 30:0.59; 325:0.04.

“To convert J to cal, divide by 4.184.
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Figure 1. Thermal activation of bituminous coal.

typical yield of activated carbon is about 30—-35% by weight
based on the raw coal.

The process for the thermal activation of other carbo-
naceous materials is modified according to the precursor.
For example, the production of activated carbon from co-
conut shell does not require the stages involving briquet-
ting, oxidation, and devolatilization. To obtain a high-
activity product, however, it is important that the coconut

shell is charred slowly prior to activation of the char. In
some processes, the precursor or product is acid-washed to
obtain a final product with a low ash content (23,25).

Chemical Activation Processes

In contrast to the thermal activation of coal, chemical ac-
tivation is generally carried out commercially in a single
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kiln. The precursor, usually wood, is impregnated with a
chemical activation agent, typically phosphoric acid, and
the blend is heated to a temperature of 450-700 °C (26).
Chemical activation agents reduce the formation of tar and
other by-products, thereby increasing carbon yield. The
chemical activation process is illustrated in Figure 2 for
the production of granular activated carbon from wood
(23,27).

Sawdust is impregnated with concentrated phosphoric
acid and fed to a rotary kiln, where it is dried, carbonized,
and activated at a moderate temperature. To comply with
environmental pollution regulations, the Kiln off-gases are
treated before discharge to the atmosphere. The char is
washed with water to remove the acid from the carbon, and
the carbon is separated from the slurry. The filtrate is then
passed to an acid-recovery unit. Some manufacturing
plants do not recycle all the acid but use a part of it to
manufacture fertilizer in an allied plant. If necessary, the
pH of the activated carbon is adjusted, and the product is
dried. The dry product is screened and classified into the
size range required for specific granular carbon applica-
tions. Carbon yields as high as 50% by weight of the wood
precursor have been reported (26).

Novel Manufacturing Processes. Different chemical ac-
tivation processes have been used to produce carbons with
enhanced adsorption characteristics. Activated carbons of
exceptionally high surface area (>3,000 m?/g) have been
produced by the chemical activation of carbonaceous ma-
terials with potassium hydroxide (28,29). Activated car-
bons are also produced commercially in the form of cloths
(30), fibers (31), and foams (32) generally by chemical ac-
tivation of the precursor with a Lewis acid such as alu-
minum chloride, ferric chloride, or zinc chloride.

Forms of Activated Carbon Products

To meet the engineering requirements of specific applica-
tions, activated carbons are produced and classified as

granular, powdered, or shaped products. Granular acti-
vated carbons are produced directly from granular precur-
sors, such as sawdust and crushed and sized coconut char
or coal. The granular product is screened and sized for spe-
cific applications. Powdered activated carbons are obtained
by grinding granular products. Shaped activated carbon
products are generally produced as cylindrical pellets by
extrusion of the precursor with a suitable binder before
activation of the precursor.

Shipping and Storage

Activated carbon products are shipped in bags, drums, and
boxes in weights ranging from about 10 to 35 kg. Contain-
ers can be lined or covered with plastic and should be
stored in a protected area both to prevent weather damage
and to minimize contact with organic vapors that could
reduce the adsorption performance of the product. Bulk
quantities of activated carbon products are shipped in
metal bins and bulk bags, typically 1-2 m? in volume, and
in railcars and tank trucks. Bulk carbon shipments are
generally transferred by pneumatic conveyors and stored
in tanks. However, in applications such as water treatment
where water adsorption does not impact product perfor-
mance, bulk carbon may be transferred and stored as a
slurry in water.

Specifications

Activated carbon producers furnish product bulletins that
list specifications, usually expressed as a maximum or
minimum value, and typical properties for each grade pro-
duced. Standards helpful in setting purchasing specifica-
tions for granular and powdered activated carbon products
have been published (33,34).

ECONOMIC ASPECTS

Excluding eastern European countries and China, where
production figures have not been published, the world pro-

To To
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Figure 2. Chemical activation of wood.
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duction capacity of activated carbon was estimated to be
375,000 metric tons in 1990 (35). The price of most prod-
ucts was 0.70 to 5.50 $/kg, but some specialty carbons were
more expensive (36, pp. 731.2001P, 731.2001Q). Forty per-
cent of the production capacity was in the United States,
30% in western Europe, 20% in Japan, and 10% in other
Pacific Rim countries (Table 2).

Production capacity was almost equally split between
powdered and nonpowdered activated carbon products.
Powdered activated carbon, a less expensive form used in
liquid-phase applications, is generally used once and then
disposed of. In some cases, however, granular and shaped
products are regenerated and reused (35). In 1990 produc-
tion capacity for granular and shaped products was split,
with about two-thirds for liquid-phase and one-third for
gas-phase applications (37).

Over the last decade, production capacity in the United
States remained essentially unchanged, but minor fluctu-
ations occurred in response to changes in environmental
regulations (36pp.731.2000S—-731.2000Y). A similar reac-
tion was noted worldwide (35). The current demand for
activated carbon is estimated at 93% of production capac-
ity. The near-term growth in demand is projected to be ap-
proximately 5.5%/year (37pp.4,5).

In 1970 the U.S. Congress enacted the Clean Air Act,
the Clean Water Act, and the Safe Drinking Water Act.
Because activated carbon can often be used to help meet
Environmental Protection Agency (EPA) regulations, the
U.S. activated carbon industry reacted by increasing its
production capacity. A proposed amendment to the Safe
Drinking Water Act in 1979 required the use of granular
activated carbon systems, but the amendment was not en-
acted. In response to the projected increase in demand for
activated carbon, production capacity remained high until
the late 1980s, but when the anticipated need did not ma-
terialize, some production facilities were shut down. Cur-
rently, because of stricter EPA regulations implementing
all three acts in 1990, the industry will increase production
capacity by 25% during the next several years (35,38).

The estimated production capacity of activated carbon
in the United States is shown in Table 3 for seven manu-
facturers (35pp.54-65). The principal producers are Cal-
gon Carbon (37%), American-Norit (26%), Westvaco (19%),
and Atochem (10%). Several other companies purchase ac-
tivated carbon for resale but do not manufacture products.

Western Europe has seven manufacturers of activated
carbon. The two largest, Norit and Chemviron (a subsidi-
ary of Calgon), account for 70% of western European pro-
duction capacity, and Ceca accounts for 13% (35p.13),
Japan is the third-largest producer of activated carbon,

Table 2. World Production Capacity, Estimated 1990

Country Capacity (103 t)
United States 146
Western Europe 108
Japan 72
Pacific Rim, other 49

Total 375

Note: Excluding eastern Europe and China.

having 18 manufacturers, but 4 companies share over
50% of the total Japanese capacity (35p.25-32). Six Pacific
Rim countries account for the balance of the world produc-
tion capacity of activated carbon, 90% of which is in the
Philippines and Sri Lanka (35p.13). As is the case with
other businesses, regional markets for activated carbon
products have become international, leading to consolida-
tion of manufacturers. Calgon, Norit, Ceca, and Sutcliffe-
Speakman are examples of multinational companies.

Activated carbon is a recyclable material that can be
regenerated. Thus the economics, especially the market
growth of activated carbon, particularly granular and
shaped products, is affected by regeneration and industry
regeneration capacity. The decision to regenerate an acti-
vated carbon product is dependent on the cost, size of the
carbon system, type of adsorbate, and the environmental
issue involved. Large carbon systems, such as those used
in potable and wastewater treatment, generally require a
high-temperature treatment, which is typically carried out
in rotary or multihearth furnaces. During regeneration,
carbon losses of 1 to 15% typically occur from the treat-
ment and movement of the carbon (39). However, material
loss is compensated for by the addition of new carbon to
the adsorber system. In general, regeneration of spent car-
bon is considerably less expensive than the purchase of
new activated carbon. For example, fluidized-bed furnace
regeneration of activated carbon used in a 94,600-m3/day
water treatment system cost only 35% of new material
(40). For this system, regeneration using either infrared or
multihearth furnaces was estimated to be more expensive
but still significantly less so than the cost of new carbon.

Because powdered activated carbon is generally used in
relatively small quantities, the spent carbon has often
been disposed of in landfills. However, landfill disposal is
becoming more restrictive environmentally and more
costly. Thus large consumers of powdered carbon find that
regeneration is an attractive alternative. Examples of re-
generation systems for powdered activated carbon include
the Zimpro/Passavant wet air oxidation process (41), the
multihearth furnace as used in the DuPont PACT process
(41pp.389-447,42), and the Shirco infrared furnace
(40p.51,43).

Other types of regenerators designed for specific ad-
sorption systems may use solvents and chemicals to re-
move susceptible adsorbates (44), steam or heated inert
gas to recover volatile organic solvents (45), and biological
systems in which organics adsorbed on the activated car-
bon during water treatment are continuously degraded
(46).

ANALYTICAL TEST PROCEDURES AND STANDARDS

Source references for frequently used test procedures for
determining properties of activated carbon are shown in
Table 4. A primary source is the Annual Book of American
Society for Testing and Materials (ASTM) Standards (54).
Other useful sources of standards and test procedures in-
clude manufacturers of activated carbon products, the
American Water Works Association (AWWA) (33,34), and
the U.S. Department of Defense (54).
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Table 3. Production Capacity in the United States, Estimated 1990

Company Location Capacity (10° t)
Acticarb Division, Royal Oak Enterprises Romeo, Fla. 6.8
American Norit Co. Marshall, Tex. 38.6
Barneby and Sutcliffe Columbus, Ohio 3.0
Calgon Carbon Corp. Catlettsburg, Ky. and Pittsburgh, Pa. 53.5
Ceca Division, Atochem NA Pryor, Okla. 15.0
Trans-Pacific Carbon Blue Lake, Calif. 2.3
Westvaco Corp. Covington, Va. 27.2
Total 146.4
Table 4. Source References for Activated Carbon Test Procedures and Standards
Title of procedure or standard Source
Standard Definitions of Terms Relating to Activated Carbon ASTM D2652
Apparent Density of Activated Carbon ASTM D2854
Particle Size Distribution of Granular Activated Carbon ASTM D2862
Total Ash Content of Activated Carbon ASTM D2866
Moisture in Activated Carbon ASTM D2867
Ignition Temperature of Granular Activated Carbon ASTM D3466
Carbon Tetrachloride Activity of Activated Carbon ASTM D3467
Ball-Pan Hardness of Activated Carbon ASTM D3802
Radioiodine Testing of Nuclear-Grade Gas-Phase Adsorbents ASTM D3803
pH of Activated Carbon ASTM D3838
Determination of Adsorptive Capacity of Carbon by Isotherm Technique ASTM D3860
Determining Operating Performance of Granular Activated Carbon ASTM D3922
Impregnated Activated Carbon Used to Remove Gaseous Radiolodines from Gas Streams ASTM D4069
Determination of lodine Number of Activated Carbon ASTM D4607
Military Specification, Charcoal, Activated, Impregnated Ref. 47
Military Specification, Charcoal, Activated, Unimpregnated Ref. 47
AWWA Standard for Granular Activated Carbon Ref. 33
AWWA Standard for Powdered Activated Carbon Ref. 34

BET Surface Area by Nitrogen Adsorption
Pore Volume by Nitrogen Adsorption or Mercury Penetration
Particle Density

Refs. 6, 8, 9, 48
Refs. 10, 49-52
Ref. 53

HEALTH AND SAFETY

Activated carbon generally presents no particular health
hazard as defined by NIOSH (55). However, it is a nuisance
and mild irritant with respect to inhalation, skin contact,
eye exposure, and ingestion. On the other hand, special
consideration must be given to the handling of spent car-
bon that may contain a concentration of toxic compounds.

Activated carbon products used for decolorizing food
products in liquid form must meet the requirements of the
Food Chemical Codex as prepared by the Food and Nutri-
tion Board of the National Research Council (56).

According to the National Board of Fire Underwriters,
activated carbons normally used for water treatment pose
no dust explosion hazard and are not subject to sponta-
neous combustion when confined to bags, drums, or stor-
age bins (67). However, activated carbon burns when suf-
ficient heat is applied; the ignition point varies between
about 300 and 600 °C (58p.353).

Dust-tight electrical systems should be used in areas
where activated carbon is present, particularly powdered
products (58pp.84,85). When partially wet activated car-

bon comes into contact with unprotected metal, galvanic
currents can be set up; these result in metal corrosion (59).
Manufacturer material safety data sheets (MSDS) in-
dicate that the oxygen concentration in bulk storage bins
or other enclosed vessels can be reduced by wet activated
carbon to a level that will not support life. Therefore, self-
contained air packs should be used by personnel entering
enclosed vessels where activated carbon is present (60).

LIQUID-PHASE APPLICATIONS

Activated carbons for use in liquid-phase applications dif-
fer from gas-phase carbons primarily in pore size distri-
bution. Liquid-phase carbons have significantly more pore
volume in the macropore range, which permits liquids to
diffuse more rapidly into the mesopores and micropores
(61). The larger pores also promote greater adsorption of
large molecules, either impurities or products, in many
liquid-phase applications. Specific-grade choice is based on
the isotherm (62,63) and, in some cases, bench or pilot-
scale evaluations of candidate carbons.
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Liquid-phase activated carbon can be applied either as
a powder, granular, or shaped form. The average size of
powdered carbon particles is 15-25 um (62). Granular or
shaped carbon particle size is usually 0.3-3.0 mm. A sig-
nificant factor in choosing between powdered and nonpow-
dered carbon is the degree of purification required in the
adsorption application. Granular and shaped carbons are
usually used in continuous flow through deep beds to re-
move essentially all contaminants from the liquid being
treated. Granular and shaped carbon systems are pre-
ferred when a large carbon buffer is needed to withstand
significant variations in adsorption conditions, such as in
cases where large contaminant spikes may occur. A wider
range of impurity removal can be attained by batch appli-
cation of powdered carbon, and the powdered carbon dose
per batch can be controlled to achieve the degree of puri-
fication desired (61).

Batch-stirred vessels are most often used in treating
material with powdered activated carbon (64). The type of
carbon, contact time, and amount of carbon vary with the
desired degree of purification. The efficiency of activated
carbon may be improved by applying continuous, counter-
current carbon-liquid flow with multiple stages (Fig. 3).
Carbon is separated from the liquid at each stage by set-
tling or filtration. Filter aids such as diatomaceous earth
are sometimes used to improve filtration.

Granular and shaped carbons are generally used in con-
tinuous systems where the liquid to be treated is passed
through a fixed bed (41pp.8-19,64). Compounds are ad-
sorbed by the carbon bed in the adsorption zone (Fig. 4).
As carbon in the bed becomes saturated with adsorbates,
the adsorption zone moves in the direction of flow, and
breakthrough occurs when the leading edge of the adsorp-
tion zone reaches the end of the column. Normally at least
two columns in series are on line at any given time. When
the first column becomes saturated, it is removed from ser-
vice, and a column containing fresh carbon is added at the
discharge end of the series. An alternative approach is the
moving bed column (41pp.8-19). In this design the adsorp-
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Figure 3. Multistage countercurrent application of powdered ac-
tivated carbon.
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Figure 4. Adsorption and breakthrough curve for fixed bed of
granular or shaped activated carbon.

tion zone is contained within a single column by passing
liquid upward while continuously or intermittently with-
drawing spent carbon at the bottom and adding fresh car-
bon at the top.

The total activated carbon consumption for liquid-phase
applications in the United States in 1987 was estimated
to be about 76,700 t, which accounted for nearly 80% of the
total activated carbon use. The consumption by application
is summarized in Table 5 (36pp.731.2000V-731.2001L)

Potable Water Treatment

Treatment of drinking water accounts for about 24% of the
total activated carbon used in liquid-phase applications
(36pp.731.2000V-731.2001L). Rivers, lakes, and ground-
water from wells, the most common drinking water
sources, are often contaminated with bacteria, viruses,
natural vegetation decay products, halogenated materials,

Table 5. Liquid-Phase Activated Carbon Consumption
(10° t) in the United States in 1987.

Granular-shaped Powdered Total

Potable water 45 13.6 18.1
Wastewater

Industrial 6.4 6.6 13.0

Municipal 0.9 2.0 2.9
Sweetener decolorization 6.8 9.1 15.9
Chemical processing

and misc. 4.1 2.3 6.4
Food, beverage, and oils 0.9 3.9 4.8
Pharmaceuticals 2.0 2.3 4.3
Mining 1.6 25 4.1
Groundwater 0.9 2.3 3.2
Household uses 1.4 0.9 2.3
Dry cleaning 0.7 0.4 1.1
Electroplating 0.2 0.4 0.6

Total 30.4 46.3 76.7
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and volatile organic compounds. Normal water disinfection
and filtration treatment steps remove or destroy the bulk
of these materials (65). However, treatment by activated
carbon is an important additional step in many plants to
remove toxic and other organic materials (66—68) for safety
and palatability.

Groundwater Remediation

Concern over contaminated groundwater sources in-
creased in the 1980s, and in 1984 an Office of Groundwater
Protection was created by the EPA (36pp.731.2000V—-
731.2001L). This led to an increase in activated carbon con-
sumption in 1987 for groundwater treatment to about 4%
of the total liquid-phase usage, and further growth is ex-
pected in the 1990s. There are two ways to apply carbon
in groundwater cleanup. One is the conventional method
of applying powdered, granular, or shaped carbon to adsorb
contaminants directly from the water. The other method
utilizes air stripping to transfer the volatile compounds
from water to air. The compounds are then recovered by
passing the contaminated air through a bed of carbon
(69,70).

Industrial and Municipal Wastewater Treatment

Wastewater treatment consumes about 21% of the total
U.S. liquid-phase activated carbon (36pp.731.2000V—
731.2001L), and governmental regulations are expected to
increase demand over the next several years. Wastewater
may contain suspended solids, hazardous microorganisms,
and toxic organic and inorganic contaminants that must
be removed or destroyed before discharge to the environ-
ment. In tertiary treatment systems, powdered, granular,
or shaped carbon can be used to remove residual toxic and
other organic compounds after the primary filtration and
secondary biological treatment (71). Powdered carbon is
also used in the PACT process by direct addition of the
carbon to the secondary biological step (41pp.389—-447).

Sweetener Decolorization

About 21% of the liquid-phase activated carbon is used for
purification of sugar (qv) and corn syrup (36pp.731.2000V—
731.2001L). White sucrose sugar is made from raw juice
squeezed from sugarcane or sugar beets. The clarified li-
quor is decolorized using activated carbon or ion exchange
resins (58pp.87-125,274-292). High-fructose corn sweet-
eners (HFCS) are produced by hydrolysis of corn starch
and are then treated with activated carbon to remove un-
desirable taste and odor compounds and to improve stor-
age life. The demand for HFCS rose sharply in the 1980s
primarily because of the switch by soft drink producers
away from sucrose (83).

Chemical Processing

Activated carbon consumption in a variety of chemical
processing applications is about 8% of the total
(36pp.731.2000V—-731.2001L). The activated carbon re-
moves impurities to achieve high quality. For example,
organic contaminants are removed from solution in the
production of alum, soda ash, and potassium hydroxide

(58pp.87-125,274-292). Other applications include the
manufacture of dyestuffs, glycols, amines, organic acids,
urea, hydrochloric acid, and phosphoric acid (35pp.92—
135).

Food, Beverage, and Cooking Oil

Approximately 6% of the liquid-phase activated carbon is
used in food, beverage, and cooking oil production
(36pp.731.2000V-731.2000L). Before being incorporated
into edible products, vegetable oils and animal fats are re-
fined to remove particulates, inorganics, and organic con-
taminants. Activated carbon is one of several agents used
in food purification processes. In the production of alcoholic
beverages, activated carbon removes haze-causing com-
pounds from beer, taste and odor from vodka, and fusel oil
from whiskey (58pp.87-125,274-292). The feed water for
soft drink production is often treated with carbon to cap-
ture undesirable taste and odor compounds and to remove
free chlorine remaining from disinfection treatment. Caf-
feine is removed from coffee beans by extraction with or-
ganic solvents, water, or supercritical carbon dioxide prior
to roasting. Activated carbon is used to remove the caffeine
from the recovered solvents (35pp.92—-135).

Pharmaceuticals

Pharmaceuticals account for 6% of the liquid-phase acti-
vated carbon consumption (36pp.731.2000V—-731.2000L).
Many antibiotics, vitamins, and steroids are isolated from
fermentation broths by adsorption onto carbon followed by
solvent extraction and distillation (58pp.87-125,274-292).
Other uses in pharmaceutical production include removal
of chromogenic impurities, process water purification, and
removal of impurities from intravenous solutions prior to
packaging (35pp.92-135).

Mining

The mining industry accounts for only 4% of liquid-phase
activated carbon use, but this figure may grow as low-
grade ores become more common (36pp.731.2000V—
731.2000L). Gold, for example, is recovered on activated
carbon as a cyanide complex in the carbon-in-pulp extrac-
tion process (58pp.87-125, 274-292). Activated carbon
serves as a catalyst in the detoxification of cyanides con-
tained in wastewater from cyanide stripping operations
(46pp.8-19). Problems caused by excess flotation agent
concentrations in flotation baths are commonly cured by
adding powdered activated carbon (58pp.87-125,274—
292).

Miscellaneous Uses

Several relatively low-volume activated carbon uses com-
prise the remaining 6% of liquid-phase carbon consump-
tion (36pp.731.2000V-731.2000L). Small carbon filters are
used in households for purification of tap water. Oils, dyes,
and other organics are adsorbed on activated carbon in dry
cleaning recovery and recycling systems. Electroplating so-
lutions are treated with carbon to remove organics that can
produce imperfections when the thin metal layer is depos-
ited on the substrate (58pp.87-127,274-292). Medical ap-
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plications include removal of toxins from the blood of pa-
tients with artificial kidneys (35pp.92-135), and oral
ingestion into the stomach to recover poisons or toxic ma-
terials (58pp.87-125,274-292;72). Activated carbon also is
used as a support for metal catalysts in low-volume pro-
duction of high-value specialty products such as pharma-
ceuticals, fragrance chemicals, and pesticides (73).

GAS-PHASE APPLICATIONS

Gas-phase applications of activated carbon include sepa-
ration, gas storage, and catalysis. Although only 20% of
activated carbon production is used for gas-phase appli-
cations, these products are generally more expensive than
liquid-phase carbons and account for about 40% of the total
dollar value of shipments. Most of the activated carbon
used in gas-phase applications is granular or shaped. Ac-
tivated carbon use by application is shown in Table 6 (74).

Separation processes comprise the main gas-phase ap-
plications of activated carbon. These usually exploit the
differences in the adsorptive behavior of gases and vapors
on activated carbon on the basis of molecular weight and
size. For example, organic molecules with a molecular
weight greater than about 40 are readily removed from air
by activated carbon.

Solvent Recovery

Most of the activated carbon used in gas-phase applica-
tions is employed to prevent the release of volatile organic
compounds into the atmosphere. Much of this use has been
in response to environmental regulations, but recovery and
recycling of solvents from a range of industrial processes
such as printing, coating, and extrusion of fibers also pro-
vides substantial economic benefits.

The structure of activated carbons used for solvent re-
covery has been predominantly microporous. Micropores
provide the strong adsorption forces needed to capture
small vapor molecules such as acetone at low concentra-
tions in process air (75). In recent years, however, more
mesoporous carbons, specifically made for solvent recovery,
have become available and are giving good service, espe-
cially for the adsorption of heavier vapors such as cumene
and cyclohexanone that are difficult to remove from micro-
pores during regeneration (75). Regeneration of the carbon

Table 6. Gas-Phase Activated Carbon Uses in the United
States in 1987

Application Consumption (10° t)
Solvent recovery 4.5
Automotive/gasoline recovery 4.1
Industrial off-gas control 3.2
Catalysis 2.7
Pressure swing separation 11
Air conditioning 0.5
Gas mask 0.5
Cigarette filters 0.5
Nuclear 0.3
Total 17.4

is performed on a cyclic basis by purging it with steam or
heated nitrogen.

Gasoline Emission Control

A principal application of activated carbon is in the capture
of gasoline vapors that escape from vents in automotive
fuel systems (76). Under EPA regulations, all U.S. motor
vehicles produced since the early 1970s have been
equipped with evaporative emission control systems. Most
other auto-producing countries now have similar controls.
Fuel vapors vented when the fuel tank or carburetor are
heated are captured in a canister containing 0.5-2 L of
activated carbon. Regeneration of the carbon is then ac-
complished by using intake manifold vacuum to draw air
through the canister. The air carries desorbed vapor into
the engine where it is burned during normal operation.
Activated carbon systems have also been proposed for cap-
turing vapors emitted during vehicle refueling, and acti-
vated carbon is used at many gasoline terminals to capture
vapor displaced when tank trucks are filled (77). Typically,
the adsorption vessels contain around 15 m?® of activated
carbon and are regenerated by application of a vacuum.
The vapor that is pumped off is recovered in an absorber
by contact with liquid gasoline. Similar equipment is used
in the transfer of fuel from barges (78). The type of carbon
pore structure required for these applications is substan-
tially different from that used in solvent recovery. Because
the regeneration conditions are very mild, only the weaker
adsorption forces can be overcome, and therefore the most
effective pores are in the mesopore size range (79). A large
adsorption capacity in these pores is possible because va-
por concentrations are high, typically 10-60%.

Adsorption of Radionuclides

Other applications that depend on physical adsorption in-
clude the control of krypton and xenon radionuclides from
nuclear power plants (80). The gases are not captured en-
tirely, but their passage is delayed long enough to allow
radioactive decay of the short-lived species. Highly micro-
porous coconut-based activated carbon is used for this ser-
vice.

Control by Chemical Reaction

Pick-up of gases to prevent emissions can also depend on
the chemical properties of activated carbon or of impreg-
nants. Emergency protection against radioiodine emis-
sions from nuclear power reactors is provided by isotope
exchange over activated carbon impregnated with potas-
sium iodide (81). Oxidation reactions catalyzed by the car-
bon surface are the basis for several emission control strat-
egies. Sulfur dioxide can be removed from industrial
off-gases and power plant flue gas because it is oxidized to
sulfur trioxide, which reacts with water to form nonvolatile
sulfuric acid (82,83). Hydrogen sulfide can be removed
from such sources as Claus plant tail gas because it is con-
verted to sulfur in the presence of oxygen (84). Nitric oxide
can be removed from flue gas because it is oxidized to ni-
trogen dioxide. Ammonia is added and reacts catalytically
on the carbon surface with the nitrogen dioxide to form
nitrogen (85).
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Protection against Atmospheric Contaminants

Activated carbon is widely used to filter breathing air to
protect against a variety of toxic or noxious vapors, includ-
ing war gases, industrial chemicals, solvents, and odorous
compounds. Activated carbons for this purpose are highly
microporous and thus maximize the adsorption forces that
hold adsorbate molecules on the surface. Although acti-
vated carbon can give protection against most organic
gases, it is especially effective against high molecular
weight vapors, including chemical warfare agents such as
mustard gas or the nerve agents that are toxic at parts per
million concentrations. The activated carbon is employed
in individual canisters or pads, as in gas masks, or in large
filters in forced air ventilation systems. In air-conditioning
systems, adsorption on activated carbon can be used to
control the buildup of odors or toxic gases such as radon in
recirculated air (86).

Inorganic vapors are usually not strongly adsorbed on
activated carbon by physical forces, but protection against
many toxic agents is achieved by using activated carbon
impregnated with specific reactants or decomposition cat-
alysts. For example, a combination of chromium and cop-
per impregnants is used against hydrogen cyanide, cyan-
ogen, and cyanogen chloride, whereas silver assists in the
removal of arsine. All of these are potential chemical war-
fare agents; the Whetlerite carbon, which was developed
in the early 1940s and is still used in military protective
filters, contains these impregnants (87). Recent work has
shown that chromium, which loses effectiveness with age
and is itself toxic, can be replaced with a combination of
molybdenum and triethylenediamine (88). Oxides of iron
and zinc on activated carbon have been used in cigarette
filters to absorb hydrogen cyanide and hydrogen sulfide
(89). Mercury vapor in air can be removed by activated
carbon impregnated with sulfur (90). Activated carbon im-
pregnated with sodium or potassium hydroxide has long
been used to control odors of hydrogen sulfide and organic
mercaptans in sewage treatment plants (91). Alkali-
impregnated carbon is also effective against sulfur dioxide,
hydrogen sulfide, and chlorine at low concentrations. Such
impregnated carbon is used extensively to protect sensitive
electronic equipment against corrosion by these gases in
industrial environments (92).

Process Stream Separations

Differences in adsorptivity between gases provides a
means for separating components in industrial process gas
streams. Activated carbon in fixed beds has been used to
separate aromatic compounds from lighter vapors in pe-
troleum refining process streams (93) and to recover gas-
oline components from natural and manufactured gas
(94,95).

Molecular sieve activated carbons are specially made
with restricted openings leading to micropores. These ad-
sorbents are finding increasing use in separations utilizing
pressure swing adsorption, in which adsorption is en-
hanced by operation at high pressure and desorption oc-
curs upon depressurization (96). Larger molecules are re-
stricted from entrance into the pores of these carbons and,
therefore, are not retained as strongly as smaller mole-

cules. The target product can be either the adsorbed or
unadsorbed gases. Examples include separation of oxygen
from air and recovery of methane from inorganic gases in
biogas production. Hydrogen can be removed from gases
produced in the catalytic cracking of gasoline, and carbon
monoxide can be separated from fuel gases. Use of pres-
sure swing techniques for gas separation is an area of
growing interest in engineering research.

The hypersorption process developed in the late 1940s
used a bed of activated carbon moving countercurrent to
gas flow to separate light hydrocarbons from each other
and from hydrogen in refinery operations. The application
is of interest because of its scale, treating up to 20,000
mé/h of gas, but the plants were shut down within a few
years, probably because of problems related to attrition of
the rapidly circulating activated carbon (97). It should be
noted, however, that in recent years moving-bed and fluid-
bed adsorption equipment using activated carbon has been
successfully employed for solvent recovery (98).

Gas Storage

Adsorption forces acting on gas molecules held in micro-
pores significantly densify the adsorbed material. As a re-
sult, activated carbon has long been considered a medium
for lowering the pressure required to store weakly ad-
sorbed compressed gases (99). Recent work with modern
high-capacity carbons has been directed toward fueling
passenger cars with natural gas, but storage volume tar-
gets have not yet been attained (100). Natural gas storage
on activated carbon is now used commercially in portable
welding cylinders (101). These can be refilled easily at
about 2,000 kPa and hold as much gas as a conventional
cylinder pressurized to 6,000 kPa (59 atm).

Catalysis

Catalytic properties of the activated carbon surface are
useful in both inorganic and organic synthesis. For exam-
ple, the fumigant sulfuryl fluoride is made by reaction of
sulfur dioxide with hydrogen fluoride and fluorine over ac-
tivated carbon (102). Activated carbon also catalyzes the
addition of halogens across a carbon-carbon double bond
in the production of a variety of organic halides (73) and is
used in the production of phosgene from carbon monoxide
and chlorine (103,104).
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INTRODUCTION

The design of a process for the large-scale purification of
biological molecules is one of the several complex tasks
that must be successfully completed to bring a product
to market. Most downstream processes include some chro-
matography steps as well as other conventional separation
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methods. Chromatography is generally recognized as the
technique that enables the highest degree of purification
of biomolecules. For example, the U.S. Food and Drug
Administration (FDA) recommends that at least two
chromatography steps be used in the purification of
therapeutic-grade monoclonal antibodies.

Chromatography separations are sophisticated and can
be expensive processes, which explains the continuous
development of effective approaches by scientists and en-
gineers to improve the productivity of chromatography
technologies. Fluidized bed adsorption, various column
technologies, computerized optimization strategies, and
continuous and semicontinuous processes are some of the
recent approaches that have been proposed. However, one
of the most important aspects of chromatography technol-
ogy is the choice of matrix.

In this article, we examine the use of inorganic rigid
matrices in chromatography separation processes of bio-
logical molecules, with emphasis on the preparation, prop-
erties, and applications of controlled pore glass (CPG).

CHOICE OF MATRICES FOR BIOPROCESS SEPARATIONS

The subject of matrices for process chromatography and
the requirements of an ideal matrix have been reviewed
by many authors (1-3). In process-scale purification, the
important characteristics of a matrix are chemical and
physical stability, rigidity of the matrix to withstand high
flow rates and differing hydrodynamic pressure, uniform
porosity, and high surface area. In addition, for most chro-
matography applications, surface modification of the ma-
trix will be necessary to facilitate ligand immobilization,
which requires the presence of suitable functional groups
on the matrix. Finally, the cost and commercial availability
of the matrix are also important considerations in selecting
a matrix.

The majority of matrices used in chromatography pro-
cesses can be divided into two categories: natural and syn-
thetic. Natural matrices include glass, silica, ceramic, alu-
mina, agarose, chitosan, and cellulose. Synthetic matrices
are prepared by polymerization of functional monomers.
The incorporation of monomers with suitable functional
groups can provide activation sites on these supports for
ligand attachments. There are also the composite matri-
ces, which are mixed networks constituted of at least two
components. Generally, one component acts as a rigid
skeleton, and the other component has active groups that
interact with the biological molecule to be separated.
Dextran-coated silica and polyacrylamide-agarose are ex-
amples of composite matrices that have been applied to the
separation of biological molecules.

INORGANIC MATRICES

A large selection of inorganic matrices are commercially
available for incorporating homogenous catalysts, and
some have been applied to chromatography separations.
These matrices include silica, alumina, glass, zeolite, clay,
celite, zerconia, titania, magnesium oxide, and carbon.
Only a limited number of these matrices with suitable pore
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structure, particle size, and mechanical stability can be
used for chromatography separation of biomolecules. Sil-
ica, alumina, and glass are available with a large variety
of surface areas, pore structure, and particle sizes, and
some have been used extensively in both analytical and
preparative chromatography of biological molecules.

Controlled Pore Glass

Controlled pore glass (CPG) has excellent mechanical sta-
bility and can be manufactured with a wide range of pore
diameters, a high surface area, and a range of particle
sizes. The material is almost pure silica and has a very
narrow pore size distribution. Surface-modified CPG with
the trade name PROSEP manufactured by Bioprocessing
Limited has been extensively used in large-scale purifica-
tion of biomolecules. (See later sections on CPG for a more
detailed discussion of this material.)

Silica

Silica is extensively used in the analytical field (HPLC)
and to a much lesser extent for preparative chromatogra-
phy of biomolecules. Silica matrices for chromatography
applications are generally produced by a wet process, that
is, by acidification of sodium silicate in water (4,5), and are
available in particle sizes of up to 40 um and pore sizes of
up to 30 nm. In most cases, these materials are unsuitable
for large-scale purification processes. The small particle
size causes excessive backpressure in preparative chro-
matography columns, and the pore size of 30 nm is not
large enough for the separation of most proteins, especially
in the field of affinity chromatography, where both the li-
gand and the ligate could be large proteins.

In our laboratories, we have used Matrex® silica (Ami-
con) for the large-scale purification of biomolecules. This
material is available in a range of pore diameters and par-
ticle sizes (Table 1) and is manufactured by first forming
a hydrosol from organosilicic acid. Hydrosol is then allowed
to set to a jelly-like mass called hydrogel. After setting, the
hydrogel is thoroughly washed to remove salts resulting
from the reaction. Temperature and pH of the washing me-
dium and the washing time influence the specific surface
area, pore volume, and purity of the hydrogel. The hydro-
gel is subsequently dried to give a structurally stable xero-
gel. This material is 99.5% silica, with impurities including
Na*, Ca?*, Fe®**, SOZ~, and ClI~ ranging from 600 to 60
ppm.

Table 1. Properties of Matrex® Silica

Alumina

Alumina-based materials have a much wider pH stability
than silica matrices and therefore are of great interest in
chemical separations and industrial-scale chromatogra-
phy. Commercially available alumina matrices are all al-
uminium oxides prepared by thermal dehydration of alu-
minum hydroxide (6,7). The origin of the starting material
together with other factors, such as the heating rate, dry-
ing time, and temperature, influence the properties of the
final product.

Alumina matrices can be obtained in a wide range of
particles and pore sizes (Table 2). The physical stability of
alumina particles in chromatography columns, even under
moderate flow rates and pressure, has been a major prob-
lem in our laboratories. Generally, the particles break up
and cause a substantial increase in the backpressure gen-
erated by the column. Furthermore, any risk of contami-
nation of the purified product with aluminum may not be
acceptable to the pharmaceutical and biotechnology indus-
tries, particularly when the reports relating to Alzheimer’s
disease to aluminum are considered (8).

Zirconia and Titania

Recently, there has been an increasing interest in zirconia-
and titania-based matrices in chromatography applica-
tions, mainly because of their chemical stability over a
relatively wide pH range and their physical characteris-
tics. Zirconia or titania supports with properties suitable
for preparative chromatography or HPLC are not commer-
cially available, although zirconia and titania powders can
be obtained commercially from a number of sources and
have been used by researchers to prepare matrices with a
small particle size (1-10 gm) and pore sizes of up to 100
nm, suitable for HPLC applications (9). More recently,
larger porous zirconia particles (30—150 um) have been
prepared and used in packed and fluidized beds for protein
purification (10-13).

Zirconia and titania as base stable matrices not only
enable separation of biomolecules at high pH values, but
they can also be sanitized with alkaline media, which is
the standard sanitization procedure in downstream pro-
cessing of biological molecules. Various adsorbents such as
affinity, ion-exchange, and reversed phase can be prepared
from these matrices for protein purification by either poly-
mer coating or reaction with organosilanes (14-17).

Table 2. Properties of Alumina Matrix (Selecto Scientific)

Nominal pore Particle size
diameter Surface area Pore volume range
(nm) (m?/g) (ml/g) (um)
6 540 0.93 20-500
10 320 1.20 45-300
25 160 1.10 45-70
50 90 1.10 50
100 45 1.10 50-130

150 25 1.10 50

Nominal pore diameter Surface area Particle size range

(nm) (m?*/g) (um)
6 120-150 60-120
10 100 60-120
15 75 60-120
30 80 40
50 50 40
100 8 40
180 6-8 20




Hydroxyapatite

Hydroxyapatite is a special crystalline form of calcium
phosphate that has been used in the separation of biologi-
cal molecules. The adsorbent consists of a mosaic of crys-
tals that result from a combination of phosphate and cal-
cium salts after a number of steps of wet alkaline
treatment and heat aging. The application of hydroxyapa-
tite to the field of protein separation was first introduced
by Tiselius et al. (18). The standard procedures for the
operation of hydroxyapatite columns were developed by
Bernardi and Gorbunoff (19,20) using a number of differ-
ent proteins in several solvent systems, Bernardi also pro-
posed a mechanism for protein adsorption to, and desorp-
tion from, hydroxyapatite.

Proteins bind reversibly to hydroxyapatite by a complex
ionic mechanism different from the principle of ion-
exchange chromatography (19,20). Both the amino and
carboxyl groups on the protein molecules act in the ad-
sorption mechanism. The adsorption of proteins to hy-
droxyapatite via the amino groups is the result of their
positive charges and the negative charge on the adsorbent
when the column is equilibrated in phosphate buffer. The
surface of hydroxyapatite crystals consists of sites with
both positive (calcium) and negative (phosphate) charges.
When the hydroxyapatite columns are equilibrated in
phosphate buffers, normally at pH 6.8, the surface of the
adsorbent can be regarded as negative because of partial
neutralization of the positive calcium loci by phosphate
ions. The carboxyl groups act in two ways. First, they are
repelled electrostatically from the negative charge of the
adsorbent; second, they bind specifically by complex for-
mation with the calcium sites.

The elution of basic proteins from hydroxyapatite is
generally carried out by specific displacement with Ca?™"
and Mg?* ions that neutralize the negative charges of the
hydroxyapatite phosphate sites by complex formation.
Acidic proteins are eluted by displacement of their car-
boxyl groups from hydroxyapatite calcium sites by ions,
such as fluoride or phosphate, which form stronger com-
plexes.

The difficulty with using hydroxyapatite in medium-
and large-scale purification of biological molecules is the
physical nature of the material. The crystals are highly
fragile, generating small particles resulting in column
clogging and precluding any long-term usage of the col-
umn. An improved form of hydroxyapatite crystals has re-
cently been prepared and is commercially available from a
number of sources, including Bio-Rad. The new ceramic
material from Bio-Rad is spherical and has been reported
to be stable both chemically and physically.

CONTROLLED PORE GLASS

The method used for the preparation of CPG was originally
invented by Hood and Nordberg (21). They discovered that
by heat treating a certain sodium borosilicate glass com-
position, the glass separated into two intermingled and
continuous glassy phases. One phase, rich in boric oxide,
was soluble in acids; the other phase was high in silica and
stable toward acid solutions. This process was used by the
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inventors to prepare nonporous silica particles by first re-
moving the boron phase with an acid solution to obtain
porous particles and then revitrifying this material by
heating to 900 °C or above to yield transparent homogen-
ous nonporous particles having a composition of greater
than 95% silica.

The porous glass material obtained by this method typ-
ically had an average pore diameter of about 4 to 5 nm. A
procedure for enlarging the pore size to approximately 20
nm was invented by Chapman and Elmer (22). This was
carried out by impregnating a porous glass body with an
aqueous solution of a weakly reactive fluorine-containing
compound, reacting the compound in situ with a mineral
acid to release hydrofluoric acid at a temperature sufficient
to dissolve a portion of the glass body and washing the body
to remove the soluble constituents. Ammonium bifluoride
and nitric acid at 95 °C were applied to a porous glass disc
to enlarge the pore size from 4 to 24 nm.

The process for making porous glass was modified by
Haller (23) to produce the material with a range of con-
trollable pore sizes. This was achieved by varying the tem-
perature and duration of the heat treatment to obtain po-
rous glass with pore sizes from 12 to 250 nm. Larger pore
sizes were also obtained by the addition of a sodium hy-
droxide leaching process.

Manufacturing Process

CPG can be commercially obtained from a number of
sources, and the manufacturing processes are all based on
the process invented by Haller (23). The composition of the
starting metal oxides mixture and the exact conditions
used for the heat treatment and leaching of the glass,
which influence the quality and physical properties of the
porous glass, are the propriety technology of the manufac-
turing companies. An outline of the general procedure used
for preparing CPG is shown in Figure 1.

CPG is manufactured in a range of particle sizes, 40 to
200 um, and different pore sizes, 7 to 300 nm (Table 3). The
manufacturing batch sizes are generally much smaller
than silica particles, possibly because of the heat treat-
ment process. The largest batch size commercially avail-
able is in the region of 50 L (20 kg).

Physical Characteristics

Most commercially available CPG granules are irregularly
shaped and highly porous (Figs. 2 and 3). CPG has a nar-
row pore size distribution, with 80 to 90% of the pores
showing a deviation less than +10% from the nominal
pore diameter (Fig. 4). CPG has a very high surface area
that varies according to the pore diameter and pore vol-
ume. The surface area increases with increasing pore vol-
ume and decreases with increasing pore diameter, as is
shown by the data in Table 3. CPG is a rigid insoluble ma-
trix, compatible with most reagents used in the purifica-
tion of biological molecules. Because CPG is essentially
pure silica, it generally exhibits a high degree of solubility
in alkali solutions. The solubility of CPG is a function of
temperature, time, and pH of the solution.

The surface of native CPG is slightly hydrophobic and
contains acidic hydroxyl groups that could denature bio-
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Glass mix;
Na,0, B,05 and SiO,

Acid leach to
remove silica poor phase
1-3 M HCI, 50-90 °C

Homogenous glass melt
furnace at 1,200-1,500 °C,
continuous stirring

Water wash

[

Chill the melt
to form glass discs

Alkali leach
to remove colloidal silica
0.5 M NaOH, 25-30 °C

Second alkali leach
to enlarge pores
0.5 M NaOH, 25-30 °C

Heat treat in furnace
500-700 °C, 4-16 h,

Acid wash; 3 M HCI

two-phase separation Water wash
Crush the glass discs and Dry in oven
fractionate the particles at > 100 °C

Figure 1. Process for the preparation of porous glass.

Table 3. Properties of Controlled Pore Glass (CPG, Inc.)

Nominal
pore
diameter Surface area (m?/g); Surface area (m?2/g);
(nm) pore volume = 1.0 cm®/g  pore volume = 0.9 cm3/g
75 340 240
12 210 150
17 150 100
24 110 75
35 75 50
50 50 35
70 36 25
100 25 18
140 18 13
200 13 9
300 9 7

logical molecules and cause strong, often irreversible bind-
ing of proteins. For most separation applications, surface
modification of CPG with organosilanes is necessary, al-
though native CPG has been used for the purification of a
number of biological molecules, such as factor VIII (24).
Surface modification also enhances the stability and du-
rability of CPG.

Surface Modification

Siliceous materials such as CPG can be reacted with the
organosilane compounds in a number of different ways to
obtain the desired bonding through hydrolyzable groups of
the organosilane. Depending on the type of organosilane,
the reaction can be performed in organic, aqueous, or va-

pour phase, resulting in matrices suitable for different ap-
plications. The majority of the work cited on this subject
relates to the surface modification of silica material (25),
which is not always applicable to CPG because of the dif-
ference in the surface characteristics of the two matrices.

Surface modification of CPG is carried out by treating
the material with an organosilane containing an organic
functional group at one end and a silylalkoxy group at the
other. Attachment of the silane compound to the matrix is
through the surface silanol or oxide groups to the silyl-
akoxy groups with polymerization between the adjacent
silanes. The result is an inorganic matrix with available
organic functional groups that can be used in the prepa-
ration of chromatography adsorbents. A large number of
different organosilanes are commercially available with
functional groups such as epoxy, amine, and sulfhydryl
(Table 4).

The first step in the surface modification of porous glass
is to clean the surface by washing the matrix in nitric acid
at elevated temperature. The matrix is then washed with
water and dried in the oven at temperatures not exceeding
180 °C. The dry matrix is reacted with the silane compound
dissolved in water or an organic solvent at temperatures
ranging from 40 °C to 120 °C, depending on the solvent.
After removing the excess silane by washing the matrix
with suitable solvents or water, the functional groups on
the matrix can be further modified to obtain various ad-
sorbents. The exact conditions used in the surface modifi-
cation of CPG will depend on the nature of the silane com-
pound and the application of the resulting adsorbent.

Extensive optimization of the surface modification pro-
cedure is usually required to obtain a suitable adsorbent
for a specific application. At Bioprocessing, special tech-



Figure 2. The irregularly shaped granules of CPG matrix.

niques for preparing surface modified CPG (PROSEP®)
have been developed for applications in affinity and other
types of separation processes. PROSEP® has been de-
signed for effective immobilization of both large and small
ligands, resulting in affinity adsorbents with a high capac-
ity for the target molecules, minimum nonspecific binding
of contaminating proteins, and low ligand leakage (26).

Applications

CPG has been effective in the separation of a range of bio-
logical molecules, using a variety of chromatography tech-
niques that include adsorption, size exclusion, affinity, and
ion exchange. It has also been used extensively in the field
of enzyme immobilization for the modification of biological
molecules. The rigidity and incompressibility of the matrix
allows it to be used in large columns at very high flow rates
generating low backpressure (Fig. 5), which makes this
matrix especially useful for processing large volumes of
feedstock in short cycle times.

Application of native CPG in adsorption chromatogra-
phy has been generally limited because of its denaturing
surface characteristics and irreversible binding of pro-
teins. A number of proteins, such as factor VIII (24), have
been purified from plasma by first blocking the surface of
CPG with albumin. The use of CPG in ion exchange chro-
matography applications has also been very limited be-
cause of the instability of the matrix in sodium hydroxide
solution, which is the standard cleaning and sanitization

Table 4. Surface Modification of CPG
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Figure 3. Scanning electron micrograph of CPG matrix.
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Figure 4. Pore size distribution of CPG matrix as determined by
mercury porosimetery method. Average pore diameter was deter-
mined to be 0.1125 u.

solution for ion exchange adsorbents. Furthermore, ion ex-
change adsorbents prepared with CPG as the matrix have
generally shown low functional capacity when compared to
the polymetric matrices. Nevertheless, some applications
of surface-modified CPG in ion exchange chromatography
have been reported (27-29).

The use of CPG in size-exclusion chromatography has
generally been for the separation of macromolecules such

Organosilane

Reactant Activated CPG

3-Aminopropyltriethoxysilane
3-Aminopropyltriethoxysilane
3-Aminopropyltriethoxysilane
3-Glycidoxypropyltrimethoxysilane
3-Glycidoxypropyltrimethoxysilane
3-Glycidoxypropyltrimethoxysilane
Mercaptopropyltrimethoxysilane

Glutaraldehyde
Succinic anhydride

Acid solution
Sodium periodate

CPG-amine
CPG-aldehyde
CPG-carboxyl
— CPG-epoxy
CPG-diol
CPG-aldehyde
— CPG-sulfyhyryl
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Figure 5. Backpressure generated from a column (11.3 X 10.0
cm) packed with PROSEP®.

as viruses, cell components, and polymers (30,31). Sepa-
ration of these species from low molecular weight contam-
inants has been achieved by taking advantage of the very
sharp exclusion limits and narrow pore size distribution of
CPG. Generally, surface-modified CPG has been used for
size-exclusion chromatography to eliminate the problem of
nonspecific and irreversible binding of biological molecules
to native CPG. The surface of the matrix is modified with
glycidoxypropyltrimethoxysilane, converting the solid
phase to diol-CPG (Table 4). This is a nonionic, hydrophilic
coating compatible with aqueous and most solvent systems
(32).

Surface-modified CPG has been widely applied in the
area of affinity chromatography for the purification of bio-
logical molecules. Biologically active molecules will often
bind to other molecules in a reversible and highly specific
manner. The formation of these stable, specific, and dis-
sociable complexes forms the basis of this powerful sepa-
ration technique.

Affinity adsorbents prepared using PROSEP® and other
surface-modified CPG have been used in many applica-
tions for the purification of biological molecules, such as
antibodies (33,34) and enzymes (35). PROSEP® adsorbents
have been used in packed-bed chromatography columns
and in fluidized or expanded bed mode (Fig. 6) for the direct
capture of biological molecules from feedstocks containing

Figure 6. Principle of fluidized-bed adsorption. From left to right:
PROSEP® adsorbent is packed into a column specially adopted for
fluidized-bed operation. The bed is gradually expanded by an up-
ward flow of solution through the column until full expansion is
reached.

particulate or colloidal solids (36,37). Table 5 shows the
application of PROSEP® adsorbents in the field of affinity
purification.

FUTURE TRENDS

The progress of inorganic matrices such as silica and CPG
as adsorbents in the downstream processing of biological
molecules is hampered by their instability toward alkaline
solutions. Sodium hydroxide solution up to 0.5 M concen-
tration is the standard cleaning and sanitizing reagent for
chromatography adsorbents used in the separation pro-
cesses of biomolecules. Furthermore, certain chemistries
used in the surface modification of matrices and some pu-
rification protocols require alkaline conditions.

Alkaline-resistant inorganic matrices are under devel-
opment using different approaches. Development of zirco-
nia and titania matrices by sol-gel techniques have already
been mentioned. Surface coating of silica and CPG with an
inert metal oxide such as zirconium oxide and preparation
of glass—ceramic matrices may result in suitable products
that satisfy all the requirements of an ideal matrix for the
purification of biomolecules.

Methods for coating silica matrices with zirconium ox-
ide were studied by Meijers et al. (38) and applied to CPG
at Bioprocessing. Great improvement in the stability of the

Table 5. Application of Surface-Modified CPG (PROSEP®) in Separation Processes

Product

Trade name

Application

Protein A adsorbent
Protein G adsorbent
Heparin adsorbent

Lysine adsorbent
Metal-chelating adsorbent

Thiophilic adsorbent
Immobilized antibodies

PROSEP®-A High Capacity
PROSEP®-G
PROSEP®-Heparin
PROSEP®-Lysine
PROSEP®-Chelating

PROSEP®-Thiosorb

Purification of 1gG from all species and subclasses except rat 1gG
Purification of 1gG from all species and subclasses

Purification of antithrombin 111 and blood clothing factors
Purification of plasminogen and tPA

A metal-binding adsorbent used in purification of metal-binding proteins

and metal removals from dilute solutions
Purification of antibodies
Purification of specific antigens and second antibodies

Note: 1gG, immunoglobulin G; tPA, tissue-type plasminogen activator.



coated CPG to alkaline solutions were observed; however,
total stability has not yet been achieved.

A preferred approach for making alkaline-stable inor-
ganic matrices is the glass—ceramic route. Porous glass—
ceramic with a skeleton of CaTi,(PO,)s crystals has been
prepared by controlled crystallization of glasses in the
CaO-TiO,-P,05-Na,O system and subsequent acid leach-
ing of the resulting dense glass—ceramic (39). The medium
pore diameter has been reported to be controllable in the
range of 40 to 150 nm by changing the temperature of the
heat treatment. Such an approach is being examined at
Bioprocessing in collaboration with a glass—ceramic re-
search center for developing alkaline stable inorganic ma-
trices suitable for downstream processing of biological mol-
ecules.

LIST OF SUPPLIERS

Bioprocessing Limited, Medomsley Road, Consett, Co
Durham, DH8 657, UK
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Selecto Scientific, 5933 Peachtree Industrial Blvd.,
Bldg. B, Norcross, GA 30092, USA
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CPG Inc., 3 Borinski Road, Lincoln Park, NJ 07035,
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INTRODUCTION

Expanded-bed adsorption is a technique based on fluidiza-
tion for recovery of proteins directly from unclarified feed-
stocks such as fermentation broths, cell homogenates, and
other solutions containing suspended particulates. An ex-
panded bed is a chromatography bed with an increased
void volume between the adsorbent particles, as compared
to a packed chromatography bed. An expanded bed is
formed when high-density adsorbent particles are lifted by
an upward liquid flow through a column specially designed
for expanded bed adsorption. When the bed has expanded
and is stable, the particulate-containing feedstock is ap-
plied, and the protein of interest can bind to the adsorbent
particles while the particulates in the feedstock can pass

unhindered through the void of the bed. Expanded-bed ad-
sorption is a one-passage technique designed for large-
scale recovery processes. Traditionally, when conventional
packed-bed chromatography is used to recover proteins,
the feedstock has to be clarified by centrifugation or filtra-
tion prior to application or the particulates can block the
bed. Expanded-bed adsorption can handle particulate-
containing feedstocks; as a result, clarification, concentra-
tion, and initial purification are accomplished in one unit
operation. Reducing the number of unit operations in a
downstream processing scheme decreases the risk of prod-
uct loss, decreases the processing time, and lowers the
overall production costs. The basic principles of expanded-
bed adsorption and some applications are described in this
article.

BACKGROUND

The biotechnology industry produces proteins for thera-
peutic and diagnostic use by using biological systems such
as bacteria, yeast, and mammalian cells. A common bot-
tleneck in the production of these proteins is the initial
purification, during which the proteins are recovered from
large volumes of cell- and debris-containing feedstocks,
such as fermentation broths and homogenates. The puri-
fication processes are usually based on packed-bed chro-
matography techniques in which the protein is bound to
an adsorbent packed in a column. A packed bed (fixed bed)
cannot handle particulates very well and would eventually
become totally blocked if an unclarified feedstock was
passed through it. Another concern with these types of
feedstocks is that because of the sometimes low production
level of the protein of interest, the feedstock volume is
large. A large volume takes a long time to pass through a
chromatography column, and a long processing time in-
creases the risk of proteolytic breakdown of the protein.
Unit operations to clarify and reduce the volume of these
feedstocks are therefore vital for a successful purification
process. It is not uncommon for a purification process to
consist of a sequence of unit operations just to achieve ini-
tial recovery. The techniques traditionally used for feed-
stock clarification are centrifugation and filtration (1).
Centrifugation is well suited to industrial processes be-
cause the throughput is high and it can be performed in a
contained environment (a requirement when handling re-
combinant host organisms). The efficiency of the centrifu-
gation process will depend on the properties of the feed-
stock, but it is usually difficult to remove all particulates
by centrifugation, and the resulting fluid may therefore not
be sufficiently free of particulates for direct application to
a packed chromatography bed (2). Whole cells are rela-
tively easy to remove by centrifugation but disrupted cells
are not, and cells (especially mammalian) may even be
damaged by the centrifugation process (3) because of shear
stress and centrifugal forces. New and improved centri-
fuges that are more gentle can be used for mammalian
cells (4), but often the clarification problem remains be-
cause at harvest, culture fluids usually contain relatively
large amounts of subcellular particulates, such as debris.
When the feedstock is secreting bacteria or a bacterial ho-



mogenate, for example, clarification is even more difficult
and centrifugation is not very efficient.

When filtration is used for clarification of feedstocks, it
is usually performed in cross-flow mode (5,6). The fluxes
that can be used will depend on the properties of the feed-
stock, but it is often difficult to reach an acceptable eco-
nomic limit (100 L/m?/h) (7) for a cross-flow filtration pro-
cess because fluxes are typically less than 50 L/m?/h.
Cross-flow filtration can easily be operated as a completely
contained system, and it yields a particulate-free solution.
The fouling of the filtration membranes is a major concern,
and the resulting decrease in flux per filter area often leads
to long processing times. In addition, the cost of mem-
branes must be taken into account in a process where
membrane fouling is severe because the membranes have
to be replaced frequently. Because of the drawbacks asso-
ciated with both the centrifugation and the filtration tech-
niques, they are often used in combination in a purification
process to achieve the best clarification of the feedstock.

The volume of the feedstock is not significantly reduced
by either centrifugation or filtration, which is why product
concentration does not usually increase until the protein
has been adsorbed to a chromatography adsorbent in a
packed-bed column. Because the feedstock volume is not
reduced before application to the packed bed, processing
time will be long. Thus, for a number of reasons, the best
option for successful initial recovery of a protein from a
large-volume cell- or debris-containing feedstock is direct
adsorption of the protein.

A variety of methods for direct recovery have been tried.
One such method is to use a batch procedure in which an
adsorbent is added directly to the unclarified feedstock in
a stirred tank (8,9). The advantage of using a batch pro-
cedure is that the feedstock does not have to be clarified.
The disadvantage is that adsorption of protein to the chro-
matography adsorbent is inefficient, because the stirred
tank acts as one single theoretical plate in a separation
process (10). Several attempts, however, have been made
to improve batch adsorption, for example, continuous-
batch adsorption processes (11).

Another alternative for direct recovery is fluidized bed
adsorption. This technique uses high-density adsorbent
particles in an upflow fluidized bed column (12,13). As with
a batch procedure, a fluidized bed behaves like a column
with a low number of theoretical plates. The adsorbent
particles and the feedstock are constantly “back-mixed,”
which usually results in poor adsorption of the protein by
the adsorbent particles, making it necessary to recirculate
the feedstock through the column, leading to long process-
ing times. A number of solutions to improve the efficiency
of fluidized beds have been suggested, such as columns fit-
ted with perforated horizontal plates (14). This creates a
column with a number of smaller, each completely back-
mixed, fluidized beds. The number of fluidized beds de-
pends on the number of plates inserted. The end result is
a column with more than one theoretical plate and conse-
quently a more efficient process. Another way to improve
the efficiency of a fluidized bed is to use magnetically sta-
bilized fluidized beds (15). The adsorbent particles are
magnetically susceptible and are fluidized while being sta-
bilized by a magnetic field. Stabilizing the particles in this
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way prevents back-mixing and gives the column several
theoretical plates. There are, however, drawbacks that
have prevented this technique from being used at indus-
trial scale, such as the heat generated by the magnetic
field.

The concept of expanded-bed adsorption (or expanded-
bed chromatography) was introduced after another at-
tempt to stabilize and prevent back-mixing in a fluidized
bed. An expanded bed is a chromatography bed in which
the bed voidage is larger than in a settled or packed bed.
Furthermore, it displays no or very low back-mixing of ad-
sorbent and liquid. An expanded bed can be also be de-
scribed as a stable fluidized bed because the liquid flow
shows a constant velocity profile over the whole cross-
section of the bed (i.e., plug flow) (Worth mentioning is that
the terms fluidized bed and expanded bed are used differ-
ently in the literature, and sometimes authors do not differ
between the expressions.) The early expanded bed exper-
iments were performed using Sepharose® Fast Flow
(Amersham Pharmacia Biotech, Uppsala, Sweden) as the
adsorbent and a sintered glass filter as the liquid flow dis-
tributor at the bottom of the column (16). The results
showed that if the bed expansion was limited to approxi-
mately twice the settled bed height, the liquid flow through
the column was close to plug flow and the protein adsorp-
tion efficiency was similar to that of a packed bed. These
promising results showed that in an expanded bed it is
possible to combine the fluidized bed’s ability to handle
unclarified feedstocks with a packed bed'’s characteristic of
efficient protein adsorption. The adsorbent used in these
early experiments is intended for use in packed beds. The
density of the particles is relatively low, which meant that
the flow through the expanded bed column also had to be
low, otherwise the bed would expand to an extent that ad-
sorbent would start to pack at the top of the column. For
this technique to be attractive at industrial scale, the flow
velocities must be significantly increased. The sintered
glass filter that was used as a flow distributor is not ap-
propriate for large-scale operations for a number of rea-
sons: particulates may get trapped in the filter, the filter
is difficult to clean, and it is difficult to produce large ho-
mogenous sinters. Hence, it soon became apparent that for
expanded-bed adsorption to be successful at industrial
scale, new types of adsorbent particles and new column
designs were needed.

Many different types of adsorbents have been tested:
agarose (17,18), zirconia, silica (19), glass (20,21), hydro-
philized perfluorocarbon (22), and composites such as kie-
selguhr/agarose (23), cellulose/titanium dioxide (24), and
dextran/silica (25). These adsorbents are suitable for cer-
tain applications, but they lack the combination of prop-
erties needed for an efficient expanded-bed adsorption pro-
cess. Agarose adsorbents are well suited for protein
recovery but they are not dense enough to allow high flow
velocities. Silica cannot withstand the harsh cleaning and
sanitization conditions that are used in early recovery pro-
cesses (26). Zirconia particles are the most dense, are sta-
ble at high pH, and are sterilizable. Porous glass and the
described perfluorocarbons have promising sedimentation
properties, but porous glass sometimes shows quite low
protein-binding capacities (21), and the perfluorocarbons
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have low protein capacities because of the low particle po-
rosity (22).

With the recent development of STREAMLINE®
(Amersham Pharmacia Biotech) adsorbents (agarose/
crystalline quartz composite, agarose-dextran/crystalline
quartz composite, and agarose/metal alloy composite) and
STREAMLINE® columns, it was possible to secure a re-
covery system that has the properties needed for an effi-
cient expanded-bed process. The columns have a flow dis-
tributor in the bottom that generates an even flow
distribution over the whole cross-section of the bed. The
density of the adsorbent permits process flow velocities
(300-500 cm/h), and the size distribution creates a classi-
fied bed that enhances the stability of the expanded bed.
The result is a bed with protein adsorption characteristics
similar to those of a packed chromatography bed. Ex-
panded-bed adsorption is a scalable, one-passage tech-
nique that is intended for industrial-scale operations (27).

There have been a number of applications reported that
use expanded bed adsorption with various feedstocks: se-
creting bacteria (28), periplasmic preparations of bacteria
(29), bacterial homogenates (30,31), secreting yeast (32—
34), yeast homogenates (35,36), mammalian cells (37-45),
milk/whey (46-48), and inclusion body preparations (49).

THEORY

As mentioned earlier, an expanded bed is a fluidized bed
that is devoid of or shows low back-mixing of liquid and
adsorbent. The stability of the expanded bed makes it re-
semble a packed bed in that it shows an almost constant
flow velocity profile and yields a bed with an increased
number of theoretical plates (relative to a fully mixed fluid-
ized bed). These characteristics are achieved by a combi-
nation of column and adsorbent design.

Column

The liquid flow in a column used for expanded-bed adsorp-
tion must be uniform over the entire cross-section of the
bed. A conventional packed-bed chromatography column
with one or a few inlets cannot meet this criterion. In a
packed bed, the bed itself creates a pressure drop that
achieves the desired plug flow. In an expanded bed, there
is a very low pressure drop over the column, thus requiring
a specially designed flow distributor at the bottom of the
column (50). This distributor must ensure that the flow is
directed in a vertical direction only, because radial flow
inside the column will cause disturbances in the expanded
bed. It must also prevent the adsorbent particles from leav-
ing the column while allowing cells and debris to pass
through. Other requirements are that it must not create
high shear stresses, or cells and shear sensitive molecules
may break, and it should be designed to facilitate cleaning.
There should be no stagnant zones in the column where
cells and other contaminants can accumulate and, in the
worst case, escape cleaning.

Adsorbent

The adsorbents used for expanded-bed adsorption must ex-
hibit additional properties to those required of an adsor-

bent used in packed-bed chromatography. The density of
the particles must be relatively high to enable high liquid
flow velaocities through the expanded bed without the ad-
sorbent particles packing against the adaptor. The adsor-
bent particles in a fluidized/expanded bed are in constant
motion; however, an efficient protein adsorption process re-
quires that the solid dispersion (the movement of the ad-
sorbent particles) is reduced to a minimum. This can be
achieved if the adsorbent is polydispersed with respect to
size, that is, the particles exhibit a size distribution. When
such a polydispersed adsorbent with a small variation in
particle density is expanded, each particle will find its
equilibrium position in the upward flow. The result is
called a classified bed (51), and at a closer look the larger
particles will be found at the bottom of the bed and the
smaller ones at the top. A distribution of density with size
(a large particle exhibiting a larger density than a small
particle) will further enhance the classification of the bed.
One way of describing the behavior of such an adsorbent
in an expanded bed is the Richardson-Zaki (52) model for
monodispersed particles:

Uolu, = €"

where u, is the superficial velocity of the fluid, u, is the
terminal falling velocity of a particle in infinite dilution, e
is bed voidage, and n is an index. The model describes ex-
pansion for a bed that has reached equilibrium (the expan-
sion height is constant). The terminal falling velocity u, is
described by Stoke’s law:

ue = ((dp)’glpp — p))/18u

where d,, is particle diameter, g is acceleration due to grav-
ity, p, is particle density, p is fluid density, and x is fluid
viscosity. Stoke’s law can only be used for particles with a
Reynold number lower than 0.2. The Reynold number Re,
for a particle in a fluid is defined by:

Re, = udyp/eu

The Richardson-Zaki model is corrected for the particle
size distribution of the adsorbent by using the perfectly
classified bed model (51):

AH(e) = Ho(l — €)4F, /(1 — ¢€)

where H, is sedimented bed height, ¢, is sedimented bed
voidage, 4F, is the proportion of the total volume of par-
ticles having the diameter within the interval d — 4d/2
<d <d + 4d/2, and € is bed voidage for the particles
within that interval. This means that the particle size
group between d and (d — 4d) is found within the ex-
panded bed between heights h and (h + 4h). Thus, each
segment of height is considered a bed with a specific void-
age that can be calculated using the Richardson-Zaki equa-
tion. The total bed height is obtained by adding up the
heights of each segment.



EQUIPMENT AND METHODOLOGY

Column

The major difference between a standard packed-bed col-
umn and a column used for expanded-bed adsorption is the
liquid distribution system. STREAMLINE® columns are
specially designed for expanded bed adsorption and have
a fixed bottom distributor and a movable top distributor
(adaptor). The bottom and top distributors have essen-
tially the same design: a perforated plate with a single-
weave screen or net facing the adsorbent. The distributor
plate in the adaptor has a lower pressure drop than the
bottom distributor. The purpose of the top distributor plate
is to create a more even flow (compared with a column with
one or a few inlets in the adaptor) when the column is run
in downward mode during elution in settled bed mode. The
steel screens help to stabilize the flow and confine the ad-
sorbent particles to the column. These columns do not
cause cell damage, and it has been shown that shear-
sensitive cells pass through the column without breaking
(40,42).

Expanded-bed adsorption handles unclarified feed-
stocks, and for this reason, harsh cleaning procedures are
necessary. The columns are constructed of materials that
withstand the chemicals used in such procedures and are
also designed to have the minimum of stagnant zones
where cells could accumulate and risk contaminating the
next run. It has been shown that the columns can be effi-
ciently cleaned and sanitized after passage of unclarified
feedstocks such as whole cultures of bacteria and yeast
(27).

Columns range in size from small lab-scale columns
with a 25-mm inner diameter to industrial-scale columns,
presently the largest with a 1,200-mm inner diameter.
They all have essentially the same design, but differ in the
material used for the column tube: the smaller columns
have tubes made of glass and industrial columns have
tubes made of stainless steel. The larger columns also have
a greater number of inlets and a higher pressure drop over
the distributors than the smaller columns. One method of
verifying successful scale-up and comparing the perfor-
mance of different sizes of expanded-bed columns is to de-
termine the axial dispersion of a tracer substance (the
method is described in “Operation of an Expanded Bed”).
Another method is to determine protein breakthrough ca-
pacity using a model protein in a buffer system. The results
obtained from these methods give a good measure of bed
stability, a factor that is crucial for a successful expanded-
bed process. The hydrodynamic properties of the columns
are tested using the axial-dispersion method, and the
“function”—the protein adsorption properties—is evalu-
ated using the protein breakthrough method. The columns
have been tested using both methods, and the results dem-
onstrate that the performance of an industrial-sized col-
umn is very similar to that of a small lab-scale column (27).
Table 1 shows that the number of theoretical plates, and
the axial dispersion varies little between the different col-
umn sizes. Figure 1 compares protein breakthrough curves
(bovine serum albumin [BSA] at 300 cm/h using 15-cm set-
tled bed height), illustrating the maintained protein ad-
sorption characteristics from lab scale to industrial scale.
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Table 1. Number of Theoretical Plates (N and Axial
Dispersion (D,) for Expanded-Bed Columns with Inner
Diameters from 25 to 600 mm

Column N D, (m?/s)
STREAMLINE® 25 50-70 3-510¢
STREAMLINE® 50 40-60 4-610°°
STREAMLINE® 200 35-50 5-710°©
STREAMLINE® 600 35-50 5-710°©

Note: The experiments were performed at 300 cm/h flow velocity and 15 cm
settled bed height adsorbent using acetone as tracer substance.
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Figure 1. Protein breakthrough capacity. Breakthrough curves
for bovine serum albumin (BSA) on STREAMLINE® DEAE (15
cm settled bed height at 300 cm/h flow velocity) using STREAM-
LINE® expanded-bed columns with inner diameters ranging from
25 to 1,200 mm. C, is the concentration of BSA in the applied
feedstock, and C is the concentration in the flowthrough. Source:
Copyright Amersham Pharmacia Biotech, Uppsala, Sweden, mod-
ified and reproduced with permission.

Because industrial-scale columns have to be automated,
these columns are equipped with an adsorbent sensor that
locates the position of the expanded bed surface. In re-
sponse to the signal from the sensor, the adaptor is auto-
matically adjusted to its correct position. Figure 2 shows
different scales of expanded-bed columns.

UpFront® Columns (UpFront Chromatography A/S,
Denmark) offer another approach to expanded-bed column
design (53). The columns are without screens and without
distribution plates, and the feedstock is introduced at the
bottom of the column, right below a stirring device that
distributes the feedstock over the cross-section of the col-
umn. The stirrer causes a mixed zone, but gradually above
that zone plug flow is obtained. Columns of 20-, 50-, and
200-mm inner diameter are available.

BioProcessing Ltd. (England) uses modified standard
chromatography columns for expanded bed adsorption
(54). The standard column bottom support net or screen is
replaced with a 300-um nylon mesh, and then the column
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Figure 2. Different sizes of STREAMLINE® expanded bed col-
umns: 25-mm, 600-mm, and 1,200-mm inner diameters. Source:
Courtesy of Amersham Pharmacia Biotech, Uppsala, Sweden.

is packed with a layer (approximately 3 cm in height) of
surface-modified solid glass beads (0.4-0.52 or 0.85-1.23
mm in diameter). This bed of beads serves as a distributor
of fluid to the bed. The adsorbent particles are then added
directly on top of the distributor beads. During operation
of the column, the bed of the relatively heavy distributor
beads remains static, and the bed of adsorbent particles
expands.

Adsorbent

STREAMLINE® adsorbents are specially designed for ex-
panded bed adsorption. To ensure that the bed does not
expand too much at industrial chromatography flow veloc-
ities, a dense core material has been incorporated into the
agarose particles to increase the apparent density. The ad-
sorbent has a defined Gaussian-like particle size distri-
bution, which yields a stable classified bed when the ad-
sorbent is expanded. The influence of particle size
distribution on protein adsorption performance has been
studied using three different particle fractions (120-160
um, 250-300 um, and 120-300 um) (55). The results
showed that a wide particle size distribution gives an ex-

panded bed with low axial dispersion and that small par-
ticles give high dynamic protein capacity (due to reduced
diffusion length and large surface area). The results also
showed that with increasing (settled) bed heights, the dy-
namic binding capacity increases over a wide range of flow
velocities (due to reduced axial dispersion and increased
numbers of transfer units for pore and film diffusion).

The STREAMLINE® DEAE, Q XL, SP, and SP XL, che-
lating and heparin adsorbents are spherical, macroporous,
cross-linked 6% agarose particles with crystalline quartz
as core material. The Q XL and SP XL adsorbents have
dextran chains coupled to the agarose, and the Q and SP
charged groups are attached to the dextran through chem-
ically stable ether bonds. This increases the exposure of
the Q and SP groups and results in very high protein bind-
ing capacities. The adsorbents can be cleaned with 1 M
NaOH. The matrix used for the protein A adsorbent con-
tains highly cross-linked 4% agarose with a metal alloy
core. The alloy is stable and composed of 77% Ni, 15.5%
Cr, and 7.5% Fe. No leakage of metal was detected in 0.1
M glycine, pH 3.0, a solution commonly used in protein A
chromatography. The metal leakage was below the detec-
tion limit of the analysis method (0.02 ug/mL eluent using
induced coupled plasma atomic-emission spectroscopy).
The protein A adsorbent is stable in all aqueous buffers
commonly used in protein A chromatography and cleaning.
No significant change was observed in chromatographic
performance after either 1 week’s storage or 100 cycles,
normal use, at room temperature with 10 mM HCI (pH 2),
0.1 M sodium citrate (pH 3), 1 mM NaOH (pH 11), 6 M
GUuHCI, or 20% ethanol. Figure 3 shows micrographs of the
adsorbent particles, and Table 2 summarizes the proper-
ties of the various STREAMLINE® adsorbents.

Apart from the purpose-designed column and adsor-
bent, the equipment and the experimental set-up used for
expanded bed adsorption is very similar to that used for
packed bed chromatography. An example of an industrial-
scale set-up with a 600-mm-diameter column is seen in
Figure 4.

Method Development

The strategy for developing an expanded-bed process is in
general analogous to that of a conventional packed-bed
process. In order to save time, it is advisable to do the first
experiments with clarified feedstock, using the expanded-
bed adsorbent in a small, packed-bed column, for example,
15 mm in diameter and with 15-cm bed/height. (A bed
height below 10 cm of these relatively large particles usu-
ally results in a decreased dynamic binding capacity. The
increase in dynamic binding capacity with increased bed
height is an effect of longer residence time for the sample.)
From the packed-bed experiments, the most suitable ad-
sorbent is selected (e.g., ion exchanger or chelating adsor-
bent), and the conditions for protein binding and elution
are determined. It is important to establish that the con-
ditions selected for protein binding are compatible with the
properties of the unclarified, cell- or debris-containing
feedstock (e.g., low pH might cause aggregation). Such
problems are not apparent with clarified feedstock and
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Figure 3. STREAMLINE® adsorbents. Micrographs of
STREAMLINE® DEAE (a) and STREAMLINE® rProtein A (b).
Source: From Bioseparation and Bioprocessing, Vol. 1 Biochro-
matography: Expanded Bed Adsorption Chromatography, Wiley-
VCH Verlagsgesellschaft, Weinheim, Germany, 1998.

should be investigated before the process has progressed
too far. Once the most promising method has been selected
from the packed-bed experiments, it is then optimized in
a lab-scale expanded-bed column using unclarified feed-
stock. At this stage, the effect of the now present cells or
debris on protein binding is evaluated. In theory, if the net
surface-charge of the cells and debris is negative, the pro-
tein and the cells or debris may compete for binding sites
on an anion exchanger. A consequence of this may be that
the feedstock load per milliliter adsorbent has to be de-
creased. When STREAMLINE® DEAE was used to re-
cover insulinase from whole yeast culture, the presence of
cells did not cause any reduction in protein capacity (33).
However, it has been reported that when the same adsor-
bent was used to recover glucose-6-phosphate dehydroge-
nase from a yeast homogenate, the presence of cell debris
did cause a slight reduction in capacity of the adsorbent
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(36). Feedstock properties and their effects on the ex-
panded-bed process are discussed further in “Feedstocks.”
Before the process is transferred into larger columns, ap-
propriate cleaning procedures should be determined. The
whole process is then verified at pilot scale before scaling
up to the final production scale.

Operation of an Expanded Bed

Figure 5 is a schematic representation of how an expanded
bed is operated—essentially as a packed bed. Avoid getting
air into the column; air trapped in the bottom distributor
may disturb the bed. If air does enter the column, it can
usually be removed with high-flow velocity pulses com-
bined with back-flushes (reversal of flow direction). Before
start-up always check that the column tube is positioned
vertically; otherwise, flow will be turbulent when the liquid
hits the inside walls of the column tube. The height of the
settled bed (H,) is noted before start-up.

Bed Expansion and Equilibration. The bed is expanded
and equilibrated with buffer. It usually takes 20—-30 min
at a flow velocity of 300 cm/h before the bed is stable and
has stopped expanding. The height of the expanded bed
(H) is then noted. At this stage, the bed can be checked
empirically, before application of the feedstock, by deter-
mining the axial dispersion of a tracer substance. Figure
6 shows the UV signal recording from such a test proce-
dure. Before applying the tracer substance, the adaptor is
lowered to a position where the adaptor screen is 0.5-1.0
c¢m above the expanded-bed surface. When the signal from
the UV monitor is stable, the solution is changed to buffer-
tracer substance mixture (e.g., 0.25% acetone v/v), that is,
positive step input signal. The solution is changed to buffer
when the UV signal is stable at maximum absorbance
(100%), that is, negative step input signal. The change is
marked on the chart recorder paper, and the UV signal is
allowed to stabilize at the baseline level (0%). The number
of theoretical plates (N) is calculated from the negative
step input signal (57):

N = t?/¢?

where t is the mean residence time, the distance from the
mark on the chart recorder paper to 50% of the maximum
absorbance; and ¢ is the standard deviation, half the dis-
tance between the points 15.85% and 84.15% of maximum
absorbance.

The procedure gives the number of theoretical plates
not only in the column but also the contribution from
pumps, valves, tubing, and so forth. Because different ex-
perimental set-ups may vary in their contribution to N, the
results should only be compared between runs performed
using the same set-up. The negative input signal is rec-
ommended for evaluation (at least when acetone is used as
tracer) because the reproducibility of the results is higher
than that obtained from the positive step input signal
(from 0% to 100%).

The relation between N and the axial dispersion coef-
ficient (D,) is
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Table 2. Properties of STREAMLINE® Adsorbents Used in Expanded-Bed Adsorption

Particle size Breakthrough Total binding
Adsorbent name Ligand and distribution Mean density capacity capacity
and base matrix functionality (um) (g/mL) Ligand density (mg/mL) (mg/mL)
STREAMLINE® DEAE DEAE
Agarose/quarts Anion exchange 100-300 1.15 0.13-0.21 35 55
STREAMLINE® Q XL Q
Agarose-dextran/quartz Anion exchange 100-300 1.2 0.23-0.33 >110 Not done
STREAMLINE® SP SP
Agarose/quartz Cation exchange 100-300 1.15 0.17-0.24 65 75
STREAMLINE® SP XL SP
Agarose-dextran/quartz Cation exchange 100-300 1.2 0.18-0.24 >140 Not done
STREAMLINE® Chelating IDA
Agarose/quartz Metal affinity 100-300 1.15 40 8 40
STREAMLINE®™ Heparin Heparin
Agarose/quartz Affinity 100-300 1.15 4 Not done Not done
STREAMLINE® rProtein A rProtein A
Agarose/metal alloy Affinity 80-165 1.3 6 20 50

Note: Adsorbent name: XL stands for extreme load and consists adsorbents with very high loading capacities. Ligand: DEAE, diethyl aminoethyl; Q, quatenary
amine; SP, sulphopropyl; IDA, iminodiacetic acid; rProtein A, recombinant protein A. Functionality: Functionality of STREAMLINE Heparin was evaluated
by its ability to bind antithrombin from bovine plasma. Ligand density: Ligand densities for STREAMLINE DEAE, Q XL, SP, and SP XL were determined
as millimole charged groups per milliliter of adsorbent. For STREAMLINE Chelating, ligand density is expressed as Cu?* binding capacity in umole per
milliliter adsorbent. Ligand density for STREAMLINE Heparin is milligram of heparin bound per milliliter adsorbent. For STREAMLINE rProtein A, ligand
density is expressed as milligram protein A per milliliter adsorbent. Breakthrough capacity: For STREAMLINE DEAE, SP, and rProtein A, breakthrough
capacity was determined at 300 cm/h linear flow velocity in expanded-bed mode (15 cm settled bed height) at 1% breakthrough of 2 mg/mL bovine serum
albumin (DEAE) or lysozyme (SP) or human immunoglobulin G (1gG) (rProtein A). For STREAMLINE Q XL AND SP XL, the breakthrough capacity was
determined at 300 cm/h in packed bed mode (10 cm bed height) at 10% breakthrough of 2 mg/mL bovine serum albumin (Q XL) or lysozyme (SP XL).
Breakthrough capacity for STREAMLINE Chelating was determined in packed bed mode at 300 cm/h flow velocity (5 cm sedimented bed height) at 1%
breakthrough of 2 mg/mL bovine serum albumin. Total binding capacity: Total binding capacity was determined in packed bed mode at 50 cm/h flow velocity

(15 cm bed height) at 100% breakthrough of 2 mg/mL bovine serum albumin (DEAE, Chelating), lysozyme (SP), or human IgG (rProtein A).

D, = (Up- H)/(2 - N - ¢

where u, is the superficial velocity, H is the expanded bed
height, and € is the bed voidage in expanded mode. € is
calculated from H/Hy, = (1 — €)/(1 — €). In a settled bed,
the bed voidage () is approximately 0.4. The higher the
value for N, the lower the value for D, indicating a low
degree of back-mixing (a flow profile approaching plug
flow). The relation between N and D, is derived from the
coupling between the tanks in series and the axial disper-
sion models by comparing the variances between the mod-
els’ step-response curves. It is not completely accurate to
make this comparison because the responses of the two
different models are never identical (56). But for a system
with a low degree of back-mixing, this way of calculating
the axial dispersion is accurate.

Feedstock Application. The feedstock is applied in ex-
panded bed mode, usually at a constant flow velocity (e.g.,
300 cm/h). The adaptor is kept at its uppermost position,
or at a position 5-10 cm above the expanded-bed surface.
The uppermost position is usually the choice when a new
(unknown properties) feedstock is applied or when there
are feedstock batch variations, making it difficult to pre-
dict how the feedstock will behave in the expanded bed
from run to run. If feedstock properties, such as viscosity
or biomass or others that affect expansion, are known to
be consistent and do not vary, then the adaptor can be left
at a position closer to the bed surface. The feedstock is
always stirred during application to prevent cells and de-
bris from settling. If there is a build-up of cells and debris

on the adaptor, the column is intermittently back-flushed.
The duration of a back-flush is about 5-10 seconds, and
the interval between back-flushes is usually 10 to 30 min-
utes, depending on the properties of the feedstock. Another
method of applying the feedstock is to change the flow ve-
locity (normally lowering it) during the run, so that the
expansion height is kept constant. It has been reported
that this approach, under certain conditions, may give a
higher productivity than the constant flow velocity method
does (58).

Wash. The wash is performed in expanded-bed mode at
the highest possible flow velocity. This means that the flow
velocity at the beginning of the wash is often the same as
during feedstock application, but as the bulk of the cells
and debris are washed out, the flow velocity is increased.
At the beginning of the wash, the column is usually back-
flushed as described in the previous section. During the
wash, when the bulk of the particulates has been washed
out, the adaptor is lowered closer to the bed surface. Low-
ering the adaptor significantly reduces the volume of wash
buffer and shortens the time required for the wash step.
If, instead, the wash is performed with a wide gap between
the bed surface and the adaptor, mixing of the liquids is
usually severe (a low density wash buffer being introduced
after the high density/viscosity feedstock), resulting in a
large wash volume. After the wash, when the UV curve
has levelled out, the column is back-flushed to remove any
trapped cells or debris from the distribution system. The
bed is allowed to settle and the adaptor is lowered to the
bed surface. The wash is continued in settled-bed mode, in
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(e.0.,
buffers
and
cleaning/
saniti-
zation
fluids)

P1 Main pump P Pressure sensor (3)

P2  Hydraulic pump C Conductivity meter

F Flow meter (2) D Zero dead-leg valve (2)
\Y Vent valve (5) UV UV monitor

CV  Check valve pH pH meter

B Back-pressure valve T Temperature sensor (4)
AT Air trap (2) AdS  Adsorbent sensor

AS  Air sensor (2) APS  Adaptor position sensor

S Steam trap (3)
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Figure 4. Experimental set-up for production-scale expanded-bed adsorption using a 600-mm in-

ner diameter column. Source: From Ref. 27.

a downward flow direction at 300 cm/h, for at least one
settled bed volume or until the UV curve levels out. When
the wash step has been optimized approximately, it then
requires 15 settled bed volumes of wash buffer to flush out
particulates and unbound proteins (59).

Elution. Elution is usually performed in settled bed
mode with downward flow. The flow velocity is lower than
during the previous steps, usually 100 cm/h, in order to
keep the elution volume as small as possible. A high flow
velocity during elution will increase the elution volume. It
has been shown that elution in expanded-bed mode may
increase the volume by approximately 40% (58).

Cleaning. Cleaning is performed in expanded bed mode
to allow any trapped particulates in the bed or column to

be flushed out. The adaptor is typically placed at a position
corresponding to twice the settled bed height, and the flow
velocity is about 100 cm/h. Cleaning is facilitated if it is
performed directly after each purification cycle. As with
any protocol for cleaning, it will depend on the adsorbent
and on the nature of the feedstock, etc. A general cleaning
protocol suggested by the manufacturer for the different
types of adsorbents (e.g., ion exchanger) is always a good
starting point, as is a cleaning protocol used for a corre-
sponding packed-bed process (if such exists). As previously
mentioned, the cleaning is facilitated if as many of the par-
ticulates as possible have been washed out during the pre-
vious wash step. Back-flushes disturb the build-up of par-
ticulates, and it has been shown that back-flushes at a high
flow velocity were effective in removing the build-up of
sticky yeast from the distributor plate in an industrial-
scale expanded-bed column (27).
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H
HO
| | | | | |
Settled Expansion Feedstock Wash Elution Cleaning
bed before and application
start-up equilibration

Figure 5. Operational stages in an expanded-bed adsorption process. The arrows indicate the
liquid flow direction. Hy is the settled bed height and H is the expanded bed height.

Positive step Negative step

input signal input signal
Mark t EA
100% ——

UV signal

15.85%

Time

Figure 6. UV signal recording from the test procedure for deter-
mination of the number of theoretical plates (N). N = t?/o2, where
t is the mean residence time and ¢ is the standard deviation.
Source: Courtesy of Amersham Pharmacia Biotech, Uppsala, Swe-
den.

After cleaning, the adsorbent can be stored in the col-
umn in an appropriate storage solution.

Feedstocks

Particulate-containing feedstocks can be applied to an ex-
panded bed without prior clarification steps such as cen-
trifugation and filtration; however, there are certain physi-
cal properties a feedstock must have to make it suitable
for an expanded-bed process. The size and shape of the
particulates must be such that they can pass through the
screen or net in the column, that is, the particulates must
be smaller than approximately 60 um in diameter. Feed-
stocks containing small, round single cells or fine precipi-
tates (e.g., renatured inclusion body preparations) will eas-

ily pass through the screens, but large aggregates of cells
will not. If the particulates are too large, they will build
up under the bottom screen and eventually block the col-
umn. When the feedstock contains particulates that are too
large, they can be removed by centrifugation or by filtering
through a simple mesh screen. It is of course desirable for
these steps to be avoided completely, but they are rela-
tively easy to perform and should not be compared to the
complete clarification procedures needed for a packed-bed
process. It is important to stir all feedstocks during appli-
cation, otherwise the particulates may settle and disturb
the expanded bed. Other parameters that will influence
the performance of an expanded bed are the viscosity and
biomass content of the feedstock. High values for these pa-
rameters will cause the bed to overexpand (relative to a
buffer); if the bed expands up to the adaptor, the adsorbent
particles will start to pack against the adaptor. This build-
up will act as a filter and eventually cause the column to
block. Furthermore, if the viscosity or the biomass content
is too high, flow may become turbulent and channels may
appear in the bed. If the turbulence is severe, the feedstock
will pass through the channels in the bed, resulting in poor
adsorption efficiency. The upper limits for feedstock vis-
cosity and biomass content will vary from case to case, but
for STREAMLINE® with homogenates of Escherichiacoli,
there are a few guidelines (30). A dry weight of 3 to 4%
gives the best result, 5% gives an acceptable result, and 7
to 8% is the upper limit. Viscosities up to 10 mPa s (mea-
sured at a shear rate of 1/s) give the best results; the upper
limitis about 50 mPas (at 1/s). In cases where the viscosity
or biomass content of the feedstock does not cause the bed
to expand too much, build-up on the adaptor can be pre-
vented if the column is intermittently back-flushed. The
only way to lower the biomass content of the feedstock is



to dilute it. The disadvantage is the resulting increase in
feedstock volume. Dilution is only one of way of lowering
viscosity. When the viscosity is caused by nucleic acids, the
feedstock may be treated with a nuclease (30). When such
a feedstock is a homogenate, further homogenization can
be used to shear the nucleic acids and thereby lower the
viscosity. The viscosity of a feedstock decreases with in-
creased temperature, making it advantageous to apply the
feedstock directly from the fermentor without prior cool-
ing. Since temperature also has a positive effect on protein
adsorption (59), expanded-bed adsorption should always
be performed at room temperature (or without feedstock
cooling), unless the protein of interest is, for example, sen-
sitive to proteases.

To keep aggregation of cells and debris to a minimum,
any pH adjustment of the feedstock should be performed
immediately before application to the expanded-bed col-
umn. Aggregation of cells usually occurs at low pH and is
therefore a problem associated with cation exchange,
where pH has to be below the isoelectric point of the pro-
tein for it to bind to the adsorbent. If aggregation of cells
and debris occurs within the expanded bed, when the feed-
stock is in contact with the adsorbent, and blocks the
screen in the adaptor, the expanded bed may be operated
without the adaptor screen (provided that the bed has not
expanded all the way up to the adaptor) (49). As mentioned
previously, cells or debris may, under certain conditions,
interact with the adsorbent particles. If this occurs, it is
usually with anion exchangers because they are positively
charged and may attract the negatively charged cells or
debris. A slight change in the binding conditions can help,
for example, the addition of some salt and/or lowering the
pH.

Alternatively, the feedstock load per milliliter adsor-
bent may have to be decreased, or it might be necessary to
change to an adsorbent with another type of ligand, such
as a cation exchanger.

INDUSTRIAL-SCALE APPLICATIONS

Expanded-bed adsorption is a technique with great poten-
tial for initial purification. The number of published in-
dustrial scale applications is limited because until recently
columns and adsorbents suitable for use in expanded beds
were not available. In addition to the three industrial-scale
applications described below, an IND (Investigational New
Drug) application has been filed with the Food and Drug
Administration for a therapeutic recombinant protein in
which expanded-bed adsorption is central to the purifica-
tion process (60).

Purification of Recombinant Human Serum Albumin from
Whole Yeast Culture

The number of unit operations in the process for purifica-
tion of recombinant human serum albumin (rHSA) from
yeast was reduced by three when expanded-bed adsorption
replaced the conventional packed-bed method (32). In the
conventional packed-bed method, three filtration steps
were necessary to prepare the yeast culture for the first
cation exchange column; when using expanded-bed ad-
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sorption, the unclarified culture could be applied directly
to the expanded cation exchanger. By reducing the number
of unit operations, the total processing time was deceased
and the overall yield was increased. In contrast to the con-
ventional packed-bed process, the expanded bed process
could be performed in a totally closed system, and the qual-
ity (determined as degree of coloring) of the rHSA was re-
ported to be higher using the expanded-bed process. The
process was successfully scaled up (determined by com-
paring yield of rHSA) from a 50-mm diameter column with
300 mL adsorbent to a 1,000-mm diameter process scale
column with 150 L adsorbent. Approximately 2,000 L un-
clarified feedstock (1,000 L culture diluted with 1,000 L
distilled water) was applied to the process scale column,
and the average yield of rHSA from four different runs was
87% (ranging from 82 to 91%). Using a specially made col-
umn with a 4-mm inner diameter, the lifetime of the resin
was investigated. The results showed that the adsorbent
could be reused up to 1,000 times without compromising
performance (61).

Purification of Monoclonal Antibodies from Whole
Mammalian Cell Culture

A process for recovery of recombinant monoclonal antibod-
ies was directly scaled up from a small lab-scale expanded-
bed column containing 70 mL cation exchange adsorbent
to a process-scale expanded-bed column to which 12,000 L
of cell culture was applied (45). In this single process step,
all the cells were removed, the monoclonal antibody was
concentrated fivefold, and the yield of antibody obtained
was 95%.

Purification of Bovine Serum Albumin from Whole
Yeast Culture

In a mimicked purification process, a 4.5% dry weight
yeast culture was spiked with bovine serum albumin (2
mg/mL) and used as feedstock. The bovine serum albumin
was then recovered from the feedstock using expanded-bed
adsorption with an anion exchange adsorbent (27). The
process was scaled up from a 25-mm diameter column to
a pilot scale column with a 200-mm diameter and finally
run in a fully automated system with a production-size col-
umn with a 600-mm diameter. The settled bed height was
15 cm throughout all scales, and the feedstock volume was
approximately 750 mL in the 25-mm column and 430 L in
the 600 mm column. The results from the different scales
showed good agreement. The yield of bovine serum albu-
min was approximately 89% (ranging from 87 to 92%). The
wash volume was approximately 11 settled bed volumes,
and the volume of the elution peak was approximately 2
settled bed volumes.

Potential Industrial-Scale Applications

The successful use of expanded beds at laboratory and pilot
scales has increased significantly during the past few
years, giving rise to a number of potential industrial-scale
applications. One such example is the purification of the
protease inhibitor aprotinin (34), which has good potential
as a therapeutic and diagnostic compound. Aprotinin was
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expressed and secreted from the methylotrophic yeast
Hanensula polymorpha, and the initial recovery was per-
formed using 300 mL cation exchange adsorbent in a 50-
mm diameter expanded-bed column. The only pretreat-
ment of the yeast culture was a 1 + 1 dilution with water
and an adjustment of pH. The final volume of the feedstock
was 6.4 L. The dilution achieved two goals: it lowered the
conductivity to favor binding to the ion exchanger, and it
reduced the biomass and viscosity of the feedstock so that
the bed did not expand too much. The yield of aprotinin
was 76%, the purification factor was 4, and the concentra-
tion factor was 7.

Another example is the recovery of a recombinant mi-
totoxin fusion protein, fibroblast growth factor—saporin
(rFGF-2-SAP) (31), which is a possible therapeutic agent
for the treatment of diseases characterized by cellular pro-
liferation (e.g., cancer). The fusion protein was expressed
in E. coli. After homogenization, it was recovered from the
diluted homogenate using 300 mL cation exchanger in a
50-mm diameter expanded-bed column. Homogenate from
300 to 400 g (wet weight) cells was applied to the
expanded-bed column. The yield of fusion protein was 65%,
and the purification factor was 20. It was also reported that
a somewhat modified process was scaled up to handle
8,000 g (wet weight) cells. This process was carried out
under GLP (good laboratory practice) conditions, and one
such process yielded an average of 1.6 g of protein. The
yield and quality of the fusion protein were comparable
between the different scales.

Recombinant human nerve growth factor (rhuNGF)
produced in Chinese hamster ovary cells is another ex-
ample of a potential industrial scale application (38). Here,
the rhuNGF was recovered using a 25-mm diameter
expanded-bed column with cation exchange adsorbent us-
ing flow velocities up to 375 cm/h. The yield of rhuNGF
was approximately 95% and concentrated approximately
45 to 50 times. During method development, it was found
that the dynamic binding capacity increased when the
feedstock was applied at 37 °C (normally at 25 °C). The
optimal conditions for recovery were determined in this
small scale before the process was scaled up 65-fold.

In another example, E. coli was used to express modi-
fied exotoxin A from Pseudomonas aeruginosa (29). The
exotoxin lacks the enzymatic activity but has retained
binding activity. It accumulates in the periplasm of E. coli.
After release of the exotoxin by osmotic shock, it was re-
covered using expanded-bed adsorption with an anion ex-
change adsorbent. To reduce the viscosity of the extract, it
was treated with a DNase prior to application to a pilot-
scale expanded-bed column with a 200-mm diameter. Cell
extract from 4.5 kg of E. coli was applied to 4.7 L adsorbent
at 400 cm/h. Recovery by expanded-bed adsorption gave
an exotoxin with a concentration three times greater than
that obtained using the conventional packed-bed process
and with a slightly higher yield. Furthermore, the entire
process was completed in one third of the time.

Humanized immunoglobulin G, was affinity purified
from myeloma cell culture using expanded-bed adsorption
at pilot scale (41). A 200-mm diameter expanded-bed col-
umn containing 4.7 L protein A adsorbent was used. The
cell reactor was connected directly to the expanded bed,

and approximately 100 L of cell culture was applied to the
column at 37 °C. The purification process (application,
wash, and elution) took 2.5 h and 40 g of the antibody was
quantitatively recovered. The purity of the antibody was
comparable to that obtained by the corresponding packed-
bed process.

Other potential large-scale processes include the puri-
fication of proteins from milk or whey (46-48).
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INTRODUCTION

Batch adsorption technology has been successfully applied
in a number of important protein separation processes.
The principles of batch adsorption are used in a wide range
of diverse applications, including several commercial-scale
processes for the purification of protein products, a large
number of biochemical assays (e.g., enzyme-linked immu-
nosorbent assays), and design of biosensors and biomedical
devices, where the aim could be to promote or retard pro-
tein adsorption. The focus of this article is on methods for
recovery and purification of proteins, although the princi-
ples and considerations can be readily applied to the full
range of applications.

Batch adsorption is considered here as a separation
technique in which an entire protein-containing solution is
contacted simultaneously with a fixed quantity of adsor-
bent. This is in contrast to adsorption in a fixed-bed column
mode, where the feed stream flows through the column and
is differentially contacted with the adsorbent. After ad-
sorption, the wash and desorption procedures can be per-
formed in a number of different ways. For example, elution
may be performed in the original mixing vessel by chang-
ing the surrounding solution, in a different vessel after ad-
sorbent recovery through an additional step such as cen-
trifugation, or after transfer of the adsorbent into a column
for ease of flowthrough operation. For desorption to be con-
sidered a batch operation, however, the elution must be
performed in a manner consistent with single-stage solid—
liquid contact. This implies that the eluting solution will

have uniform product concentration, which is in contrast
to the differential elution characteristic of chromatogra-
phy.

Protein batch adsorption is often regarded as an out-
dated unit operation now superseded by modern column
chromatography techniques incorporating a new genera-
tion of chromatographic supports. Before the introduction
of rigid resins and high-performance liquid chromatogra-
phy techniques, however, stirred tank batch contactors
were the preferred configuration for scale-up of adsorptive
separation steps, because the highly compressible resins
could not even support their own weight when packed into
process-scale chromatography columns. Nevertheless, an
appropriate train of such stirred tanks could provide a
moderate number of theoretical separation stages.

Although it is true that modern chromatographic tech-
niques in many applications offer efficiencies and purifi-
cation factors far superior to the stirred tank systems,
there remain a number of applications where creative im-
plementations of batch adsorption offer decided advan-
tages. Because of the immediate and uniform contact of
solution and adsorbent, batch adsorption can be performed
faster than column-mode adsorption. Thus, it could offer
an advantage in applications where a large volume of feed
solution must be processed quickly to achieve efficient cy-
cle times or where the limited stability or proteolytic sus-
ceptibility of protein products makes rapid processing es-
sential. Batch adsorption may also be favored for handling
crude feedstreams having high viscosity or debris that can-
not be processed readily through column operations.

This review summarizes the physicochemical principles
that define and control batch adsorption, describes a va-
riety of classical and novel applications of these principles,
and attempts to demonstrate that a widely overlooked unit
operation still has significant utility in bioprocessing.

PRINCIPLES GOVERNING PROTEIN BATCH ADSORPTION

The overall effectiveness of batch adsorption processes will
depend on both the equilibrium adsorbent capacities as
well as the mass transfer and Kkinetic limitations. This sec-
tion reviews the fundamental principles of protein adsorp-
tion phenomena, through which the suitability of batch ad-
sorption as a separation or recovery process may be more
readily understood or predicted.

Models for Protein Adsorption: Capacity and Competition

Single Component Adsorption. The specific mechanisms
by which large macromolecular proteins contact and ad-
sorb to a solid surface are varied and generally highly com-
plex. Depending on the choice of protein, adsorbent, and
solution properties, the surface attachment mechanism
may be driven by several different general types of inter-
actions, such as ion exchange, affinity (protein—ligand re-
action), less-specific hydrophilic, hydrophobic, van der
Waals, or hydrogen bonding. In principle, the thermody-
namic treatment of protein adsorption from solution could
be directly analogous to that for adsorption of small non-
polar molecules from the vapor phase for which there are
several well-developed surface equations of state. For such



simple molecule adsorption, the adsorbent surface geo-
metric and energetic irregularities along with specific
sorbate—surface interactions are generally the chief com-
plexities (1). For protein adsorption in practice, however,
thermodynamic treatment of equilibria is severely limited
by the additional complexities arising from specific
solvent—protein interactions, protein conformational vari-
ations both in solution and on the adsorbent surface, and
frequent multipoint attachment configurations.

As a consequence of the somewhat intractable experi-
mental and mathematical complexities, most models used
for protein adsorption equilibria are simple empirical or
semitheoretical models that are useful according to their
goodness-of-fit to the experimental data. The semitheoret-
ically based Langmuir adsorption isotherm given by

q = dmC/(Kp + C) @

where ¢ is quantity adsorbed per unit of adsorbent, C is
concentration of protein in solution, q,, is maximum quan-
tity adsorbed at high C, and K is the disassociation or
binding constant has been frequently fitted to protein ad-
sorption data with adequate correlation. Although the
physical assumptions underlying the development of this
model are not followed by protein adsorption via ion ex-
change (2), the model nonetheless has provided a good fit
if salt concentration-dependent parameters are used. For
example, Weaver and Carta (3) fitted data for lysozyme on
POROS 50 HS (a macroporous resin based on styrene-
divinyl benzene copolymer) and on S-Hyper D-M
(polystyrene-coated silica filled with functionalized poly-
acrylamide hydrogel), both of which possess strong cationic
functionality. In their studies, the fitted values for g,
ranged from 109 to 262 mg/cm?®, and disassociation con-
stants ranged from 5.3 X 1073t0 2.6 x 10~ mg/cm®. The
isotherms displayed classical protein adsorption charac-
teristics; the nearly rectangular-shaped isotherms indica-
tive of highly favorable adsorption at low salt concentra-
tion moderated to an almost linear-shaped isotherm
indicative of weak adsorption at high salt concentration.
Numerous other ion exchange protein adsorption studies
have been performed with similar relative measures of ad-
herence to the Langmuirian behavior.

Affinity adsorption may be highly selective, depending
on the specific ligand—protein interaction, which may often
be driven by a combination of electrostatic, hydrophobic,
or hydrogen bonding type forces. Some affinity adsorption
data has been successfully correlated with simple equilib-
rium models, based on the assumed simple reaction

[Pl + [L] = [P = L] 2
where [P] and [L] denote concentration of protein and li-

gand, respectively, and from which an equilibrium con-
stant may be defined such as

Keq = [PI[L)[P — Lcomplex] (3)

Generally, K, is small, often ranging between 107* M to
1071° M, implying that binding is nearly irreversible or
that the rate constants are related by Kugsorp = Kgesorp- Ad-
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sorption data for many affinity systems can also be ap-
proximated through the fitted Langmuir model, although
the range of fitted constants vary widely, depending on
substrate—enzyme, antigen—antibody, carrier protein—
hormone, or base sequence nucleic acid interactions. As an
example, Chase describes the fit of data to equation 1
above for f-galactosidase adsorbing onto monoclonal anti-
bodies immobilized on agarose gels, where it was found
that K and q,, typically had values of 1.5 x 1078 M and
6 x 10~° gmol/mL, respectively (4).

Protein adsorption onto dye—ligand modified supports
generally is controlled by a combination of electrostatic
and hydrophobic protein—dye interactions. The Langmuir
equation provides a reasonable fit to the data for many
systems (5), although some data are better correlated
through other models, such as the Freundlich isotherm.
Typically, q,, for such systems is between those observed
for high capacity ion exchange and the lower capacity af-
finity adsorbents. There are many other protein—adsorbent
systems in which adsorption is driven predominantly by
nonspecific mechanisms of interaction that could be used
for either batch adsorption or chromatographic separa-
tions. Some of these systems are adequately fitted by sim-
ple models, whereas others, such as those displaying sig-
moidal isotherms, clearly follow more elaborate adsorption
mechanisms. A listing of representative adsorption capac-
ities for several typical types of protein—adsorbent systems
is shown in Table 1.

As indicated in Table 1, the choice of adsorbent and so-
lution conditions provide a wide range of possible adsor-
bent capacities and relative strengths of adsorption. The
suitability of any particular adsorbent—solution system to
accomplish an effective separation process, however, will
depend significantly on the adsorption capacity for the pro-
tein of interest relative to other competing proteins as well
as on the relative rates of protein component adsorption
and desorption.

Multicomponent Adsorption. Application of adsorption
models to protein mixtures has been much more limited
because of several factors:

1. Limitations of applicability of the empirical or semi-
theoretical models when extended to multiple ad-
sorbing protein components

2. Limited adsorption database available for even
model protein mixtures

3. The fact that industrially important separations,
whether by batch adsorption or chromatographic ad-
sorption processes, typically involve mixtures con-
taining numerous protein components (many of
which may be poorly characterized) or additional im-
purities that substantially confound the analysis

As an example model binary system, adsorption of
mixtures of bovine serum albumin (BSA) and lysozyme on
the strong cation exchanger S Sepharose FF has been stud-
ied (9). For this system, the single component isotherms
were well correlated by the Langmuir equation. For the
mixture data, the authors evaluated both competitive and
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Table 1. Representative Capacities and Binding Constants for Protein Adsorption

Protein Adsorbent Mode Om (Mg/mL) Kp (mg/mL) Ref. no.
BSA DEAE Sepharose CL-6B lon exchange 82.1 6.0 x 1072 6
BSA Q Sepharose (CL-4B) FF lon exchange 41.2 7.0 x 1072 6
a-Chymotrypsinogen SynChroprep Propyl HIC Hydrophobic 70.7 3.7 x 1072 7
p-galactosidase Monoclonal antibody on agararose Affinity (antibody) 32x 1073 8.1 x 107° 4
1gG (human) Avid AL gel Affinity 22.7 58 x 103 8

Note: BSA, bovine serum albumin; 1gG, immunoglobulin G.

noncompetitive multicomponent extensions of the Lang-
muir equation. Neither model gave an accurate correlation
to the data, although from this comparison and from
additional chromatographic data it was concluded that
competitive adsorption was apparent but that additional
factors such as interprotein interactions were likely im-
portant as well. More recently, Lassen and Malmsten (10)
reported on a study of multicomponent adsorption from
ternary mixtures of human serum albumin (HSA), human
immunoglobulin G (IgG) and human fibrinogen (Fgn) in
0.01 M phosphate buffer on three different polymer sur-
faces. The three surfaces were prepared to yield a spec-
trum of overall surface properties covering hydrophobic
and hydrophilic with either positive or negative overall
charge, respectively. For all surfaces, the single component
isotherms were approximately Langmuirian in shape,
with the relative maximum quantities adsorbed falling in
the pattern Fgn > 1gG > HSA. Adsorption from the mul-
ticomponent mixtures was notable in that (1) the total
quantity adsorbed relative to the single component iso-
therms was reduced, and (2) the emergent dominant pro-
tein varied depending on the specific surface evaluated.
Overall, the observed ternary behavior could not be readily
predicted from the single component data.

Although not strictly of concern with respect to equilib-
rium loadings, the so-called Vroman effect, through which
some protein mixtures exhibit sequential adsorption with
smaller molecular weight proteins generally adsorbing
early only to be later displaced by larger molecular weight
proteins, has been noted for several protein—adsorbent sys-
tems (11). This rate-based competitive effect could occur
within the time scale of practical application in separa-
tions, and thereby provide a contributing factor to adsorp-
tive process performance.

The complex adsorption behavior observed even in rela-
tively simple binary or ternary mixtures amply highlights
the limitations of adsorption models and weakness of ex-
tensions thereof to multicomponent mixtures. It is there-
fore clear that the development of batch adsorption sepa-
ration processes must be firmly based on experimental
data.

Implications of Adsorption Performance to Separations.
Equilibrium adsorption capacities (or q vs. C isotherms)
define the first criteria for adsorption process feasibility. If
capacity appears sufficient and if competitive adsorption
is not a major problem, then the next concern would be
fractional recovery. As discussed by Scopes (12), for prac-
tical applications that use small or modest volumes of ad-
sorbent relative to solution (e.g., a ratio of volume adsor-

bent V, to volume solution V4 of ~0.1), the separation
factor «, defined by « = g/(C + q), should be greater than
approximately 0.98. This in turn implies that K., values
less than about 10~® M are needed to achieve high frac-
tional recoveries (e.g., a recovery of >90% in one adsorp-
tive stage).

Assuming loading capacity and fractional recoveries
from solution would be practical, the next major challenge
in applying batch adsorption is to identify appropriate
combinations of adsorbent and solution properties to pro-
vide a useful selectivity. Selectivity among a mixture of n
components may be defined by

S = [(@/C)/(ai/Cy)] (4)

where subscript 1 denotes the desired product and i de-
notes some unwanted component, with i ranging from 2 to
n. The required value for S depends of course on the objec-
tive of the separation. To achieve a 10-fold purification
from an equimolar solution, for example, would require
that S be greater than 10. High selectivity may be achiev-
able through a particular combination of adsorption and
desorption conditions; however, it is uncommon for most
general adsorbents to provide high selectivity between
many proteins. Because of the broad range of proteins gen-
erally present in bioseparation feedstreams (such as clar-
ified broths or cell lysates originating from fermentation
operations), the adsorbent candidates more likely to en-
able a successful application would employ specific inter-
actions. Affinity adsorbents, for example, may be able to
achieve such selectivity, and immunoadsorbents should be
especially capable in light of the highly specific antigen—
antibody complexation. If the selectivities of interest are
low, highly effective separations could be more readily
achieved through non-batch operations such as column
chromatography, which can exploit even modest selectivity
differences in equilibrium loadings or in relative rates of
adsorption.

Dynamics of Protein Adsorption

Kinetic and Mass Transfer Considerations. Separations of
practical industrial application will generally require sub-
stantial adsorbent capacity. The large surface areas con-
sequently required will usually be provided through exten-
sive macroporous structures. A general schematic of the
paths available for a protein molecule in the bulk liquid
phase to adsorb to the surface of such an adsorbent is in-
dicated in Figure 1. The overall process will likely involve
several diffusional steps as well as multiple interactions
with the adsorbent surface moities.
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Figure 1. Schematic representation of available paths for protein
adsorption on macroporous adsorbents.

The bulk phase in batch adsorption applications or ex-
periments will normally be well mixed through appropri-
ate design of mixing conditions in the contacting vessel. As
such, the concentration of protein throughout the bulk
phase will be uniform, as denoted by Cg. Surrounding each
adsorbent particle will be a stagnant fluid layer, the thick-
ness of which (3) will depend on the hydrodynamic condi-
tions. Diffusion through this film is normally approxi-
mated using a linear driving force in concentration

J=-D X (Cg — Co)ld (5)

where J is the protein mass flux, D is the free solution
diffusivity, and Cg is the concentration at the external sur-
face of the adsorbent. Diffusion within the macroporous
structure is generally approximated by an equation of form

J = —¢ X D, X dCldx (6)

where ¢, is the adsorbent void fraction and D, is the effec-
tive diffusivity, related to the free solution diffusivity by
the approximation

D, = Dit @

where 7 is the tortuosity factor. There are a number of
means to measure or estimate values for D and o (13,14)
as well as 7 (15). Although the approximation of pore dif-
fusional mass transfer with such simplistic equations al-
lows for practical modeling and data correlation, the
mechanistic inaccuracies are quite apparent. For example,
because of the irregular geometry of the pores, there will
be a large distribution of actual mass transfer trajectories
(or random walks). Furthermore, because the proteins may
be of comparable size to some pore passageways in certain
adsorbents, there may be frequent opportunities for pore
blocking, diffusional hindrances, or substantial variation
in the number of contacts with the surface.

The Kinetics of interaction between the protein in so-
lution and the adsorbent surface will depend on many fac-
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tors. Because the transitions in three-dimensional confor-
mational states of the protein during the adsorption
process are not well known, simplistic mechanisms are
usually postulated in order to construct a mathematical
representation. Normally, the adsorption kinetics are mod-
eled using first- or second-order reaction rate equations to
describe rates of transition between a few different states
of protein or protein—adsorbent complexes. The kinetic
constants thereby serve as adjustable model parameters.
The rationale for the use and the accuracy of such repre-
sentations is discussed in the next section.

Kinetic Studies: ldeal Surfaces and Industrial Adsorbents.
Recent progress has been made in the study of protein—
adsorption kinetics using well-characterized surfaces. In
contrast to macroporous industrial adsorbents, in which
diffusional limitations will usually be significant, planar
surfaces within small experimental reactor volumes often
will not be diffusion limited and hence can allow intrinsic
adsorption rate measurement. Adsorption onto planar op-
tical waveguide surfaces as monitored through reflectance
techniques can be measured to within approximately +10
molecules per um~2 at high sample frequencies (14). Kur-
rat et al. (16), for example, evaluated the kinetics of HSA
and BSA adsorption onto a hydroxylated silica-titania sur-
face. Approach to half saturation was achieved within 5 to
10 min, although adsorption toward equilibrium loadings
continued out beyond 50 min. In developing and fitting ki-
netic equations, based on an elementary mechanistic
model, they found that the model required at least two
states of protein (distinguished by reversibly and irrevers-
ibly bound, respectively) to provide an acceptable fit to the
data. Within the context of their equations, the adsorption
kinetic constants k, were on the order of 106 cm/s.

Wahlgren and Eloffson (17) studied adsorption kinetics
of f-lactoglobulins A and B to hydrophobic methylated sil-
ica waveguide surfaces. Adsorption of these proteins,
which show complicating self-associating behavior in so-
lution, proceeded to completion over the time course of ap-
proximately 50 min. In applying their kinetic model, which
allowed for both a first-order surface conformational
change as well as an exchange reaction between adsorbed
and solubilized protein, a reasonable fit to the data was
obtained. It appears that an increase in model accuracy,
however, would have to come through an allowance of ad-
ditional nonidealities, such as from the range of protein
orientations and conformations, surface heterogeneity, and
probability factors for interactions, steric hindrances, etc.
Along these lines, Jin et al. (18) attempted to account for
steric hindrance effects by applying random sequential ad-
sorption (RSA) principles to the case where adsorption may
proceed reversibly. The resulting formalism provided an
explanation for why the apparent adsorption kinetic con-
stants can show a functional dependence on surface cov-
erage.

The state-of-the-art adsorption rate modeling exempli-
fied in the works cited earlier are useful for correlation of
data required for practical applications and for aiding the
development of theoretical understanding of viable bio-
physical mechanisms. However, the data analysis and
modeling efforts also highlight a fundamental limitation:



36 ADSORPTION, PROTEIN, BATCH

the inability to experimentally distinguish or measure pro-
tein conformational variations and the distribution thereof
on adsorbent surfaces. Until further progress in technique
is achieved, modeling and understanding will remain lim-
ited to semitheoretical models based on an indirectly as-
sessed distribution of proteins between only a few postu-
lated states of conformation and surface binding.

The kinetics of protein adsorption to industrial macro-
porous adsorbents has been evaluated for many systems,
of course, since the definition of adsorption rates is a pre-
requisite to application of any batch adsorption process.
Basic rate data have generally been obtained through clas-
sical methods using either batch- or column-based exper-
iments. As mentioned above, the adsorption dynamics will
often have some significant diffusional resistances, and
hence the kinetic data will reflect combined mass transfer
and intrinsic adsorption reaction rates.

Modeling of Adsorption Process Dynamics. The ultimate
success of potential applications of batch adsorption sep-
aration depends on the adroit manipulation of the ther-
modynamic and kinetic properties of the adsorbent-solute
system to achieve high process efficiency. This aim can best
be realized through development and application of a
mathematical model for the process dynamics, which nec-
essarily would be based on the underpinning factors gov-
erning intrinsic adsorption kinetics, equilibrium phase dis-
tribution, and mass transfer effects. The model used to
simulate the process dynamics would facilitate the follow-
ing:

1. Feasibility analysis. To assess the performance,
whether for batch or column mode, for approximate
performance in terms of yield and purification
achievable

2. Process design. To enable detailed design, including
scale-up effects, as well as to perform operational
analyses to ascertain cycle times, economics of
operation, etc.

3. Optimization. To readily calculate effects resulting
from changes to the myriad of variables, such as ad-
sorbent properties, relative volumes, initial concen-
tration, contact times, regeneration procedures, etc.,
all of which could have substantial impact on process
viability

Modeling of adsorption process dynamics is straightfor-
ward in principle but requires numerous simplifications at
the detail level in order to retain mathematical tractability
as well as biophysical reality in the adjustable model pa-
rameters. The general approach follows directly from the
differential equations for mass balance, mass transfer, and
kinetics for adsorption and any additional reactions. The
process model, which is the resulting system of differential
equations, will vary in complexity depending on the sim-
plifying assumptions used to approximate the collective
molecular behavior, which is usually highly complex be-
cause of the distribution of interaction rates and pathways
occurring throughout an irregular three-dimensional ge-
ometry.

A number of models for protein adsorption within a fi-
nite batch have been published. As an example, Mao et al.
(19) have presented a model for batch protein adsorption
applicable specifically for nonporous adsorbents along with
a simplified extension for porous adsorbents. By combining
variants of equations 1 and 2, along with the differential
form of the overall mass balance and an assumed second-
order adsorption Kinetic equation, the resulting equations
could then be integrated to provide C and q as functions of
time. The parameters in their model were first fitted to
adsorption data for single component proteins HSA, lyso-
zyme, and ferritin, as adsorbed onto either dye-affinity or
ion-exchange adsorbents. In assessing the model fits, it
was observed that the sensitivity of the models with re-
spect to the kinetic constants may not be significant
enough relative to the accuracy of the adsorption data to
accurately ascertain true values of parameters. This con-
clusion may generally be extended to more elaborate mod-
els as well, where the accuracy of the fitted model may be
improved by including additional kinetic parameters to ac-
count for additional reactions (states of conformation, etc.),
but where the resulting understanding and the accuracy
of extrapolation using the models is not improved. Mao et
al. further used the models to evaluate relationships be-
tween various operational parameters and system perfor-
mance. For example, calculations showed that the initial
concentration of HSA could significantly affect both the fi-
nal concentrations as well as the time required to approach
equilibrium (e.g., time to 90% of final C/C,), where a C,
varied from 0.8 to 0.05 mg/mL increased the required ad-
sorption time from about 10 to more than 30 minutes. Of
particular note was the extreme sensitivity of both the rate
of adsorption and the equilibrium loadings to the ratio of
adsorbent volume to liquid volume, R,(V./V,). This would
clearly be an important parameter to routinely evaluate in
process design and operational optimization.

These sample calculations highlight the real utility of
such models, which is that once proven capable of accu-
rately representing the mass transfer and kinetic reaction
rates of adsorption, they can be readily applied to adsorp-
tive system design and optimization for either batch or col-
umn modes of operation.

Implications and Applications to Batch Separations.
Knowledge of the mass transfer and kinetic limitation
principles provides several general guidelines. In terms of
process timing, for many systems it can be appreciated
that equilibrium loadings may take hours to attain, but
practical process-type loadings may be achieved on the or-
der of 10 minutes. Analogously, adsorbent regeneration
will often require hours, depending on the conditions em-
ployed to induce complete desorption and the require-
ments for regenerated adsorbent site occupancy. Although
some approximate predictions of capacity and adsorption
rates could be made by considering the basic features of
the adsorbent (particle diameter, average pore size, pri-
mary mode of interaction with the protein, etc.) and of the
protein in solution (molecular weight, size and shape, av-
erage surface potential, etc.), it is clear that acquisition of
adsorption rate data for the specific system under consid-
eration will always be an important prerequisite to suc-



cessful process applications. Along these lines, relative to
column-based experiments, batch experiments will gener-
ally be easier to perform and will provide more accurate
information on the fundamentals of equilibrium capacity
and limitations for mass transfer and kinetics of adsorp-
tion for particular protein—adsorbent systems.

The rationale for successful batch adsorption applica-
tions reviewed later in this article can be readily inter-
preted from the performance characteristics of relative ad-
sorption rates and capacities. For example, it can be seen
that if fast adsorption is required because of product labil-
ity, then a batch mode may be preferred to the column
mode of operation. If speed and overall cycle time is a main
driver, it has been shown (20) that a batch system may be
more efficient than a column-based system under some
conditions. Batch-contacting systems may also be sug-
gested if there are other hydrodynamic factors, such as
high solids/debris content or high viscosity which would
negate other column operational advantages. Batch opera-
tions will also allow greater flexibility in choice of adsor-
bent, since even highly compressible gels can readily be
contacted with the solution. On the other hand, if a high
purification factor is desired from the adsorptive separa-
tion process, then a column mode of differential protein-
adsorbent contact will generally be required other than for
highly specific affinity adsorbents.

BATCH ADSORPTION AS A PRIMARY SEPARATION STEP

Except for highly specific affinity methods, batch adsorp-
tion techniques are not generally applicable to high-
resolution separations. Instead, batch adsorption is ideal
for so-called capture applications, where entire classes of
impurities are to be eliminated in advance of high-
resolution purification techniques, such as differential elu-
tion chromatography. Such bulk adsorptions also serve to
reduce large volumes of dilute cell culture fluids or micro-
bial lysates to more manageable volumes for further down-
stream processing.

Whereas solvent extraction is a popular first step in re-
covery of antibiotics from fermentation broths, adsorption
is generally more gentle to proteins, which can be adsorbed
without the denaturation often produced by organic ex-
traction (21). lon exchange adsorbents are preferred for
highly polar molecules that, even in neutral form, exhibit
low distribution coefficients for extraction.

Selectivity in batch ion exchange adsorption can be en-
hanced by judicious choice of adsorption buffer conditions
(e.g., moderate salt concentration) to exploit differences in
properties between the desired product and contaminants.
This may be especially true in the case of recombinant pro-
teins, which may be fundamentally different from the host
organism’s natural proteins. Adsorption equilibria that
rely on weak physical interactions such as hydrophobic in-
teraction, hydrogen bonding, and ion exchange are desir-
able for separations because these low-energy interactions
can be readily reversed. Additional selectivity can be in-
troduced during the desorption step so that adsorption pro-
cesses are not without resolving power. Nonetheless, high
selectivity is not the primary requirement for such an early
process step.
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With the introduction of the more specific nature of af-
finity interactions, well-thought-out batch adsorptions
could accomplish clarification, concentration, and at least
partial purification in one integrated step. Creative new
configurations such as expanded-bed adsorption to ap-
proach this one-step purification ideal are discussed in
more detail later (“Expanded Bed Chromatography”).

CLASSICAL BATCH ADSORPTION PROCESSES

Antibiotic Purification

Much of the technology for batch adsorption of proteins
and other biomolecules was originally developed for anti-
biotic purification from microbial fermentation sources.
Both ion-exchange and hydrophobic adsorbents have been
used for antibiotic purifications. Like other packed-bed ap-
plications, column adsorption is extremely susceptible to
plugging by suspended insoluble materials in a feed-
stream. Therefore, either efficient precolumn filtration or
stirred tank adsorber configurations predominated.

In the late 1950s, Bartels et al. (22) developed the tech-
nology for sorption of the basic antibiotic streptomycin on
cation exchange resins directly from fermentation broths
in well-agitated tanks (actually in the form of upflow col-
umns fitted with agitators to keep solids dispersed) with-
out need for costly and loss-associated prefiltration. This
breakthrough helped make adsorption processes competi-
tive with traditional solvent extraction methods. Belter et
al. published a similar anion exchange process to isolate
the acidic antibiotic novobiocin in a series of specially de-
signed, well-mixed columns with screens to pass mycelia
but retain the resin (23). Periodically, the lead column was
removed from the train, washed free of insolubles, and
eluted in fixed-bed mode. Periodic countercurrent opera-
tion was obtained in the sorption sequence by advancing
each of the uneluted columns one position and placing a
freshly eluted column in the trail position of the train.

Modifications to surface chemistry of nonpolar adsor-
bent resins such as XAD-2 allowed specific capture of
known fermentation by-products, such as removal of de-
sacetylcephalosporin C from cephalosporin C, to produce a
more potent antibiotic (24).

Blood Plasma Fractionation

The well-known Cohn fractionation process, originally de-
veloped in the 1940s to isolate albumin as a blood volume
expander during World War 11, relies primarily on a series
of ethanol fractionation steps to separate the various pro-
teins of human blood plasma from one another according
to their solubility behavior in the presence of ethanol (25).
As the role of other plasma components became recog-
nized, such as factors VII1 and IX for the treatment of clot-
ting disorders and IgG for use in passive immunization,
higher yield and higher purity large-scale purification
methods for these components were sought, and the im-
portance of adsorption techniques grew.

With the development of cellulose ion exchangers in the
mid-1950s, followed by the introduction of agarose-based
resins (Sephadex®) a few years later, new chromatographic
techniques specifically designed for protein separations be-
came available for use in purification of blood plasma com-
ponents. Despite the advances made, large-scale applica-
tion of these methods in the biological industry developed
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slowly. One reason was the aseptic processing require-
ments often specified for biological raw materials. Chro-
matography using saline solutions and biodegradable sup-
ports could result in bacterial contamination if the
appropriate precautions were not strictly followed. An in-
herent advantage of the Cohn fractionation process is that
ethanol is bacteriostatic. But the main cause for the slow
acceptance of chromatography at the large scale (i.e., fixed-
bed operations rather than stirred-tank adsorption) was
the poor mechanical qualities of the available macroporous
supports designed for protein separations. However, these
soft gels were used for some batch adsorption processes in
stirred tank reactors for recovery of various blood products.
Continual advances in resin technology through the 1970s
provided supports that were mechanically strong and had
surfaces and porosities well suited for protein chromato-
graphic separations.

Although there are a number of advantages associated
with column operations, packed beds of adsorptive media
tended to act as depth filters for many of the biological
feedstocks that were commonly used. This problem could
be avoided by carrying out the adsorption in a stirred tank.
This method has been used for many years for factor I1X
isolation from plasma, one of the first major applications
of an adsorption method in plasma fractionation.

Factor IX complex, also known as prothrombin complex,
can be prepared by a number of methods, but one of the
most popular is to use batch adsorption with anion ex-
changers based on diethylaminoethyl (DEAE) groups at-
tached to a stable support matrix such as cellulose, dex-
tran, or agarose. Suomela et al. of the Finnish Red Cross
Blood Transfusion Centre in Helsinki reported on a
method developed to purify coagulation factor X concen-
trate from human plasma (26). The production scale con-
sisted of starting with 150 L of plasma, which was com-
bined with pretreated and autoclaved DEAE-Sephadex
A-50 and mixed for 30 minutes to complete adsorption.
About 95% of the factor 1X along with 5 to 6% of the other
proteins were adsorbed from the plasma. The weakly
bound proteins were removed by a low ionic strength wash.
Adsorption was carried out in stainless steel tanks with
mixing, followed by settling the gel to the bottom of the
tank while the clear plasma was pumped off. The product
containing DEAE-Sephadex gel was then pumped into a
steel cylinder equipped with a bottom screen to retain the
resin. Elution of the factor IX was achieved by increasing
the buffer ionic strength. The resulting factor IX concen-
trate was purified about 100-fold, although it still con-
tained relatively smaller amounts of factors 11, V11, and X.
The overall yield of the process was 60%.

A semicontinuous method for purification of factor 1X
complex from human plasma was described by Tharakan
et al. (27). In the semicontinuous process, cryosupernatant
plasma is pumped through a stirred column containing
resin. Plasma was pumped out of the bottom of the column
through the flow adapter screen at the same flow rate so
that the volume in the column remained constant. After
all the plasma had contacted the resin, the column was
packed by gravity settling, and an upper flow adapter was
installed. The column was washed with low ionic strength
buffer until the absorbance of the effluent was negligible.
The factor IX complex was then eluted with a higher ionic

strength buffer. It was found that a residence time of 15
minutes was sufficient to capture 95% of the factor 1X in
the starting plasma. In the pilot plant, 550 L of plasma
was passed through a 50-L column containing 8.5 L of
resin, yielding a 68% recovery. Comparative studies in-
volving batch, semicontinuous, and packed bed adsorption
methods showed that although the amount of factor IX ad-
sorbed from the plasma remained the same regardless of
contacting mode, the mode of operation did affect the per-
centage of factor IX recovered, with increasing recoveries
encountered as the resin density or ratio of resin to reactor
volume increased (recoveries were 32%, 82%, and 100%
batch, semicontinuous, and packed-bed operations, respec-
tively). These results indicate that the adsorption and de-
sorption process is not simple, and it was speculated that
multipoint attachment resulting in denaturation or com-
petitive binding of other proteins may have played a role.
The semicontinuous method was developed to facilitate
contacting plasma with inexpensive soft resins. It elimi-
nates the need for handling a resin—plasma slurry, and it
reduces total process time and labor requirements in com-
parison to batch adsorption. Furthermore, the resin is con-
tained within one vessel (a modified column) throughout
its use, thus minimizing handling and overall equipment
requirements.

More recently, highly selective chromatography steps
have been combined with the traditional batch adsorption
step to separate factor 1X from the other clotting factors
(28) in human plasma. The factor IX concentrate from
batch adsorption is passed through a more efficient anion
exchanger, and factor VII is removed by stepwise elution.
Separation of factor IX from factors Il and X is carried out
using a highly selective affinity column using heparin-
derivatized agarose. Both factors Il and X have a lower
binding affinity for heparin than does factor IX. The re-
sulting factor IX is purified more than 30-fold, resulting in
an overall purification factor from plasma of about 10,000-
fold.

The DEAE-ion exchangers have also been applied to the
preparation of 1gG, which, unlike other plasma proteins,
is not bound by the DEAE-group at a neutral pH and low
ionic strength. Several methods have been described that
use ion-exchange materials alone or in combination with
ethanol fractionation to purify IgG from plasma. A DEAE-
Sephadex in combination with the ethanol fractionation
technique was reported for the fractionation of 1gG from
blood plasma (29). The plasma proteins were first sepa-
rated into three main fractions by increasing ethanol frac-
tionations (8%, 25%, and 40% ethanol). The y-globulin was
recovered in the 25% ethanol fractionation precipitate. The
paste was then dissolved and the pH adjusted to 6.5 in low
ionic strength. DEAE-Sephadex (A50 coarse) was added at
a level of about 1 g per gram of protein to be adsorbed, and
the mixture was stirred for 30 minutes. The Sephadex gel
was filtered off on a stainless steel Buchner-type funnel,
and the y-globulin, which was nonbound and in the filtrate,
was subsequently dispensed for direct lyophilization.

Hepatitis B Purification

Fused silica, or Aerosil, was first used in a batch adsorp-
tion mode to adsorb lipoproteins from human serum (30).



The methodology was then applied to the adsorption of
hepatitis B surface antigen (HBsAg) to remove hepatitis B
virus from donated plasma (31). In the mid-70s, these
methods were refined with respect to optimizing HBsAg
adsorption selectivity and elution conditions for the pur-
pose of purifying HBsAg from human plasma (32,33).

The classical methods for purification of HBsAg from
sera were by isopycnic banding in a CsCl density gradient,
followed by rate zonal centrifugation on a sucrose density
gradient. It was cumbersome, however, to process large
volumes of plasma or serum containing HBsAg by ultra-
centrifugation as the first step of purification. Duimel et
al. (32) described a method whereby large quantities of an-
tigen contained in serum could be partially purified by
means of batch adsorption to colloidal silica (Aerosil) and
then eluted with low ionic strength buffer (0.01 M borax,
pH 9.3). Human positive serum was first extracted with
Freon, which extracted part of the lipoids from serum, and
then adsorbed with 2% Aerosil at 37 °C for 4 hours. After
centrifugation for 15 min at 3,000 rpm, the Aerosil was
washed four times with physiological saline. The Aerosil
was eluted batchwise twice with borax, pH 9.3, for 30 min
at 37 °C. Recoveries of HBsAg across this step were re-
ported to be about 60%, providing a 15-fold purification
factor. Pillot et al. (33) reported improving the recovery of
the desorption step to 100% by eluting with 0.25% sodium
deoxycholate in 0.01 M borax, pH 9.3, at 56 °C. Further-
more, elution at the higher temperature favored HBsAg
desorption relative to some of the serum proteins, particu-
larly albumin, which often represented the major contam-
inating protein eluted along with HBsAg.

The French vaccine manufacturer, Pasteur Merieux,
used Aerosil adsorption with elution conditions similar to
those described above for the production of a commercial
plasma-derived HBsAg vaccine (34). In the mid-1980s, new
second-generation hepatitis B vaccines based on recombi-
nant DNA technology became available commercially.
Many of the general purification principles that were used
for the plasma-derived products were incorporated into pu-
rification schemes for HBsAg from recombinant sources
(35). In the purification process for RECOMBIVAX HB®
(Merck & Co., Inc.), batch adsorption of HBsAg onto col-
loidal silica is employed. The HBsAg is isolated from the
clarified lysate by adsorption onto colloidal silica (Aerosil).
The silica suspension is then collected by centrifugation,
washed multiple times through resuspension and recen-
trifugation, and finally eluted from the silica by treatment
with warm borate buffer. Sanford et al. reported that the
antigen adsorbs to bare silica by a mixed mode and is spe-
cifically eluted by a chemical interaction between the silica
surface and borate ion (36). More recently, this traditional
batch operation has been evaluated for application in a
fixed-bed column mode using a macroporous silica packing
(37). The elution uses an extended warm borate buffer re-
cycle through the column to achieve an equilibrium distri-
bution between the entire bed volume before product col-
lection. Although the adsorption, washing, and elution
steps all take place within a column, it is still fundamen-
tally a batch operation because the separation is achieved
in a truly single stage contactor. The column mode of
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operation is able to be scaled and is more efficient in terms
of overall cycle time as a result of the elimination of mul-
tiple centrifugation steps, despite the more lengthy column
adsorption loading time.

NOVEL CONFIGURATIONS OF BATCH ADSORPTION

Fluidized Bed Contactors

In practice, batch adsorption generally requires large
amounts of adsorbent because of relatively low product ad-
sorption. Thus, a continuous or semicontinuous operation
would be more efficient, but until recently, this has been
severely constrained by the difficulties in processing vis-
cous or debris-laden streams through fixed beds that act
as depth filters and quickly clog. The use of a fluidized bed
for batch adsorption of biomolecules is not entirely new,
having been demonstrated in hybrid form for antibiotic re-
covery as early as 1958 (22). Because of the limitation of a
well-mixed fluidized system to one theoretical plate, there
was little inherent advantage of fluidized bed contactors
over stirred tank systems. However, the introduction of
segmented beds, magnetic stabilization, and, most re-
cently, Pharmacia’s expanded bed chromatography system
has allowed multistage contacting in fluidized systems
that exhibit comparable dispersion to packed beds of sim-
ilarly sized particles (38).

Expanded-Bed Chromatography. In process-scale chro-
matography of proteins, most separations rely more on se-
lectivity than on a high number of theoretical plates be-
cause achieving the latter necessarily requires high
pressures (small diameter particles) and costly equipment.
Given the accepted preference for low-pressure operations,
a step from conventional packed-bed systems to recently
developed expanded bed systems is often appropriate for
unclarified feeds. These stable fluidized beds show axial
dispersion and dynamic capacities comparable to those
measured in packed bed.

An analogous technique for stabilizing fluidized beds in-
corporating the application of uniform magnetic fields to
beds of magnetically susceptible adsorbent particles was
extensively investigated by Rosensweig (39) and subse-
quently applied to biological separations by Burns and
Graves (40). Although these systems have not been com-
mercialized, they exhibit similar hydrodynamic character-
istics to expanded-bed adsorption, facilitating processing
of debris-laden streams while maintaining dispersion
characteristics not dramatically greater than correspond-
ing fixed beds. In this case, a uniform magnetic field pre-
vents tumbling of the fluidized bed, creating a multistage
contactor for potentially improved separation efficiency.

Whole Broth Adsorptive Extraction

Integrated fermentation and recovery may enable reduc-
tion of feedback inhibition resulting from product accu-
mulation in the bioreactor, thus providing for an overall
more productive system (41). Whereas integrated solvent
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extraction requires intermittent phase separation and cul-
ture recycle, integrated adsorption can be accomplished ei-
ther by inclusion of adsorbents within the bioreactor or by
passing filter-clarified broth through an external contactor
with continuous recycle to the bioreactor.

An improved system for direct-contact broth extraction
was developed by immobilizing finely divided affinity ad-
sorbent particles in a large hydrogel bead (42). The large
bead size facilitates separation from broth components,
and the reversible Ca?™ hydrogel facilitates efficient re-
covery of the costly affinity ligand for recycle and reuse.
Hydrogels, by virtue of their extremely high water content
(>90%), offer limited diffusional resistance to the desired
product while protecting the affinity ligand from fouling
components of the broth. Addition of adsorptive particles
to a cell culture or fermentation broth can also remove
those components from the liquid medium that are respon-
sible for low filtration fluxes frequently encountered in
clarification of untreated streams (43). Even in those cases
where flocculants thus formed raise the viscosity of the me-
dium, the resulting flux is still less significantly impaired
than that decreased by the presence of a significant con-
centration polarization layer.

Incorporation of an external fluidized bed contactor
minimizes attrition to both adsorbent particles and cells
encountered in direct inclusion systems while allowing cir-
culation of whole broth to avoid frequent membrane foul-
ing associated with broth clarification. Single-stage recir-
culating fluidized beds are less susceptible to time-based
changes in biomass and viscosity over the course of a fer-
mentation cycle than expanded beds, which are best suited
to single-pass batch treatments. The greatest limitation on
implementation of such integrated fermentation and re-
covery systems, as in the case of fluidized-bed purification
systems, has been the lack of available supports. Because
of the strict sterility requirements in fermentation or cell
culture applications, any such adsorbents must also with-
stand sterilization.

Continuous Affinity Recycle Extraction

A variant of batch adsorption referred to as continuous
affinity-recycle extraction (CARE) was developed in the
late 1980s. It combines adsorption purification with mem-
brane filtration for the continuous separation of proteins
(44). The method employs two continuous stirred-tank re-
actors (CSTRs), one for adsorption and the other for de-
sorption, between which the adsorbent is recirculated. The
feed solution is continuously added to the adsorption tank,
where the desired product is contacted with the selectively
adsorbing resin. Simultaneously, contaminants are diluted
with the addition of wash buffer and removed by passage
through a screen filter, which allows even crude lysates to
be processed. A stream of the product-containing adsor-
bent is pumped into the second CSTR along with the de-
sorbing buffer. The product is eluted in the tank and re-
covered through an ultrafiltration membrane in the
permeate stream. The regenerated adsorbent is recycled
to the adsorption tank. By controlling the relative rates of
the feed, product, and recycle streams, which are dictated
by the rates of adsorption in CSTR-1 and desorption in

CSTR-2, the system can be operated continuously at a
steady state.

This scheme was demonstrated for both ion exchange
and affinity modes of purification for the recovery of f-
galactosidase from a partially clarified Escherichia coli ly-
sate. A recovery yield of 70% was achieved with a 35-fold
purification factor, although the product was substantially
diluted (45).

Ultrafiltration-Coupled Adsorption Systems

Mattiasson et al. (46) described a method of ultrafiltration
affinity purification to combine purification based on affin-
ity interactions with membrane separation. By selecting
membranes with pore sizes large enough to freely pass the
protein of interest but then introducing recirculating
(membrane-rejected) macromolecular ligands with specific
affinity for this protein, all molecules except the target pro-
tein are rapidly washed from the feed pool. When all pro-
teins not bound to the ligand are removed, the affinity com-
plex may be dissociated, and the liberated material can
pass through the membrane for collection. In batch exper-
iments capturing concanavalin A using yeast cells as li-
gands, yields up to 70% of electrophoretically homoge-
neous product have been obtained. As in column-affinity
chromatography, the adsorption, wash, and desorption
steps can be optimized independently.

Fletcher and Deley (47) applied a similar concept using
recirculating fine adsorbent particles, such as Biocryl bio-
processing aids, to purification of a peptide from highly
colored cell culture streams. After pH adjustment for op-
timal binding to the adsorbent resin and a short incuba-
tion, the bound peptide was concentrated twofold and then
diafiltered to remove remaining color bodies. The permeate
contained colored material but minimal peptide. The
loaded particles were then diafiltered against elution buf-
fer, and product peptide was collected in the permeate.
This preliminary removal of load-limiting contaminant al-
lowed a subsequent reverse phase chromatography step to
be used for polishing purposes, with a 100-fold increase in
column capacity.

OUTLOOK FOR PROTEIN BATCH ADSORPTION

As described in the section on protein adsorption principles
and evidenced within the context of the examples dis-
cussed in the preceding text, the application of batch ad-
sorption operations has been limited by the modest protein
selectivities generally found for most commercially avail-
able adsorbent systems. Development of more sophisti-
cated high-affinity adsorbents through combinatorial
chemistry or phage display approaches, which use high
throughout screening to tailor and design specific ligands,
will certainly enable additional batch adsorption applica-
tions by providing high selectivity separations.

Important future applications of batch adsorption for
biomolecule recovery and purification will likely be devel-
oped for several niche bioseparations. For example,
adsorbent-based purification of very large biomolecules in-
cluding plasmid DNA, viruses, and recombinant viruslike
particles are often characterized by very slow diffusion
through pores in even the most macroporous resins avail-



able. This can make chromatographic-based operations
problematic, because the overall mass transfer can require
long contact times or make the effective surface area ap-
pear quite small. The development of new adsorbent ma-
terials with megapores may provide improvements in sep-
aration performance. Moreover, limitations in column
operation because of slow adsorption can be overcome in
some cases if the separation is performed in a batch opera-
tion mode. Analogously, slow desorption may be handled
optimally through batch operation using either a well-
mixed contactor or a column with column effluent-recycle
configuration. In such cases, the recycle mode may result
in minimal volumes for product elution relative to the large
volume if carried out in a single-pass flow mode.

Improvements in adsorbents and processing equip-
ment, especially for product-laden adsorbent handling to
be consistent with aseptic operations, along with greater
understanding and modeling of protein transport and ad-
sorptive reactions will allow invention of additional
adsorbent-based process technology schemes. The coupling
of purification technologies, such as through adsorptive
membranes or more specific fluidized bed batch adsorbers,
will likely be increasingly applied as enhanced variants of
traditional batch adsorption.

BIBLIOGRAPHY

1. D.M. Ruthven, Principles of Adsorption and Adsorption Pro-
cesses, Wiley, New York, 1984, pp. 29-121.

2. A. Velayudhan and C. Horvath, J. Chromatogr. 443, 13-29
(1988).

3. L. Weaver and G. Carta, Biotechnol. Prog. 12, 342—-355 (1996).

4. H.A. Chase, Chem. Eng. Sci. 38, 1099-1125 (1984).

5. P.M. Boyer and J.T. Hsu, Adv. Biochem. Eng. Biotechnol. 49,
1-44 (1993).

6. G.L. Skidmore and H.A. Chase, in M. Streat ed. lon Exchange
for Industry, Ellis Horwood Limited, Chichester, UK, 1988,
pp. 520-532.

7. A. Tongta, A.l. Liapis, and D.J. Siehr, J. Chromatogr., A 686,
21-29 1994.

8. J.Y. Shi and R.A. Goffe, J. Chromatogr. A 686, 61-71 1994.

9. G.L. Skidmore and H.A. Chase, in D.L. Pyle ed., Separations
for Biotechnology 2, Elsevier, New York, 1990. pp. 112-128.

10. B. Lassen and M. Malmsten, J. Colloid Interface Sci. 186, 9—
16 (1997).

11. S.M. Slack and T.A. Horbett, in T.A. Horbett and J.L. Brash
eds. Proteins at Interfaces I, ACS Symp. Series No. 602,
American Chemical Society, Washington, D.C., 1995, pp. 112—
128.

12. R.K. Scopes, Protein Purification: Principles and Practice, 3rd
ed., Springer, New York, 1994, pp. 121-126.

13. M. Wahlgren, T. Amebrant, and I. Lundstrom, J. Colloid In-
terface Sci. 175, 506-514 (1995).

14. J.J. Ramsden, Chem. Soc. Rev. 24, 73-78 (1995).

15. D. Farnan, D.D. Frey, and C. Horvath, Biotechnol. Prog. 13,
429-439 (1997).

16. R. Kurrat, J.E. Prenosil, and J.J. Ramsden, J. Colloid Inter-
face Sci. 185, 1-8 (1997).

17. M. Wahlgren and U. Elofsson, J. Colloid Interface Sci. 188,
121-129 (1997).

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.
39.
40.

41.

42.

43.

ADSORPTION, PROTEIN, BATCH 41

X. Jin, J. Talbot, and N.-H.L. Wang, AIChE J. 40, 1685-1696
(1994).

Q. Mao, R. Stockman, 1. Prince, M. Hearn, J. Chromatogr.
646, 67-80 (1993).

B. Yang, M. Goto, and S. Goto, Sep. Sci. Technol. 24, 741-754
(1989).

P.A. Belter, E.L. Cussler, and W.-S. Hu, Bioseparations, Wiley,
New York, 1988, pp. 145-177.

C.R. Bartels, G. Kleiman, J.N. Korzun, and D.B. Irish, Chem.
Eng. Prog. 54, 49-51 (1958).

P.A. Belter, F.L. Cunningham, and J.W. Chem, Biotech.
Bioeng. 15, 533-549 (1973).

J.L. Casillas, J.L. Garrido, J. Aracil, M. Martinez, F. Adde-
Yobo, in D.L. Pyle ed. Separations for Biotechnology, Volume
2, Elsevier, New York, 1990, pp. 285-294.

E.J. Cohn, L.E. Strong, W.L. Hughes Jr., D.J. Mulford, J.N.
Ashworth, M. Melin, and H.L. Taylor, 3. Am. Chem. Soc. 68,
459-475 (1946).

H. Suomela, G. Myllyla, and E. Raaska, Vox Sang. 33, 37-50
(2977).

J.P. Tharakan, D.M. Gee, and D.B. Clark, Vox Sang. 57, 233—
239 (1989).

T. Burnouf, in C.V. Prowse ed. Plasma and Recombinant
Blood Products in Medical Therapy, Wiley, New York, 1992,
pp. 67-87.

L.-G. Falksveden and G. Lundblad, in J.M. Curling ed. Meth-
ods of Plasma Protein Fractionation, Academic Press, New
York, 1980, pp. 93-103.

W. Stephan and L. Roka, Z. Clin. Chem. Clin. Biochem. 6,
186-190 (1968).

J.C. Siebke, E. Kjeldsberg, and T. Traavik, Acta Pathol. Mi-
crobiol. Scand., B, 80, 935-936 (1972).

W.J.M. Duimel, H.G.J. Brummelhuis, and H.W. Krijnen, Vox
Sang. 23, 249-255 (1972).

J. Pillot, S. Goueffon, and R.G. Keros, J. Clin. Microbiol. 4,
205-207 (1976).

F. Barin, M. Andre, A. Goudeau, P. Coursager, and P. Maupas,
Ann. Microbiol. 129B, 87-100 (1978).

R.D. Sitrin, D.E. Wampler, and R.W. Ellis, in R. Ellis ed. Hep-
atitis B Vaccines in Clinical Practice, Marcel Dekker, New
York, 1993, pp. 83-101.

W. Sanford, D. Kubek, and R.D. Sitrin, Am. Inst. Chem. Eng.,
Fall Meeting, Abstract 2751, Los Angeles, Calif., November
17-22, 1991.

M. Kosinski, D. Krips, W. Adams, W. Sanford, D. Kubek, and
R. Sitrin, Recovery of Biological Products VIII Meeting, co-
sponsored by ACS and Engineering Foundation, AbstractD.9,
Tucson, AZ, October 20-25, 1996.

V. Goetz and D.J. Graves, Powder Technol. 64, 81-92 (1991).
R.E. Rosensweig, Science 204, 57—60 (1979).

M.A. Burns and D.J. Graves, Biotechnol. Prog. 1, 95-103
(1985).

P. Morton and A. Lyddiatt, in D.L. Pyle ed. Separations for
Biotechnology, Volume 3, Elsevier, New York, 1994, pp. 329—
335.

S.C. Nigam and H.Y. Wang, in J.A. Asenjo and J. Hong eds.
Separation, Recovery, and Purification in Biotechnology, ACS
Symp. Series 314, American Chemical Society, Washington,
D.C., 1986, pp. 153-168.

U.S. Pat. 4,830,753 (May 16, 1989), J.M.S. Cabral, E.M. Rob-
inson, and C.L. Cooney (to Rohm and Haas Company, Phila-
delphia, Penn.).



42 ADSORPTION, PROTEINS WITH SYNTHETIC MATERIALS

44. N.F. Gordon and C.L. Cooney, in M.R. Ladisch ed., Protein
Purification: From Molecular Mechanisms to Large-Scale Pro-
cesses, ACS Symp. Series 427, American Chemical Society,
Washington, D.C., 1990, pp. 118-138.

45. E. Pungor, N.B. Afeyan Jr., N.F. Gordon, C.L. Cooney, Bio-
technology 5, 604 (1987).

46. B. Mattiasson, T.G.I. Ling, and J.L. Nilsson, in I.M. Chaiken,
M. Wilcheck, and I. Parikh eds. Affinity Chromatography and
Biological Recognition, Academic Press, New York, 1983, pp.
223-227.

47. K. Fletcher and S. Deley, in D.L. Pyle ed. Separations for Bio-
technology, Volume 2, Elsevier, New York, 1990, pp. 142—-294.

See also ADSORBENTS, INORGANIC; ADSORPTION,
EXPANDED BED; ADSORPTION, PROTEINS WITH
SYNTHETIC MATERIALS.

ADSORPTION, PROTEINS WITH SYNTHETIC
MATERIALS

JosePH McGUIRE
MicHELLE K. BOTHWELL
Oregon State University
Corvallis, Oregon

KEY WORDS

Adhesion

Adsorption

Adsorption kinetics
Competitive adsorption
Conformational change
Exchange reaction
Interface

Kinetic modeling
Surface energetics
Synthetic materials

OUTLINE

Introduction
Interfaces
Proteins at Interfaces

General Features of Adsorption from Single-Protein
Solutions

Competitive Adsorption
Bibliography

INTRODUCTION

In general, the surfaces of materials of almost any type
that come into contact with protein mixtures tend to be-
come quickly occupied by proteins. These protein films can
and often do lead to profound alterations in the properties

of the material—fluid interface, affecting material perfor-
mance in a number of bioprocess and biomedical applica-
tions. Performance of immobilized enzyme bioreactors, pu-
rification of therapeutic proteins in the biotech industry,
drug formulation strategies, bacterial adhesion and con-
tamination of industrial process equipment, and cell ad-
hesion to natural and synthetic materials in the body are
only a few examples of processes impacted by protein be-
havior at interfaces. The key impediment to needed pro-
gress in all these areas continues to be our inability to pre-
dict what the eventual make-up and nature of these films
will be under a given set of conditions. Protein interactions
with solid surfaces have been studied for decades, and sev-
eral reviews are available (1-5). In this treatment, we de-
scribe some generally well-understood, important results
that have provided a basis for meeting the challenges fac-
ing engineers and scientists in this area.

INTERFACES

Interfaces, as well as the interactions that take place in
interfacial regions, can be complex. In fact, the interface
has been described as a fourth state of matter (6). The
properties of atoms or atomic groups at a material surface
are different than those of the bulk material. The first
layer of atoms, in contact with the fluid phase, is particu-
larly unique. Chemical composition, molecular orientation,
and properties relevant to crystallinity differ at the sur-
face. In addition, surfaces have different electrical and
optical properties and can be characterized by atomic- or
molecular-level textures and roughnesses. Surfaces have
wettabilities or hydrophobic/hydrophilic balances related
to the factors named above. Further, surfaces are generally
energetically heterogeneous. For example, although a sur-
face may be assigned a particular wettability, it would
most likely be the result of a distribution of surface regions
of varying wettabilities.

In spite of this complexity, many researchers have met
with success in describing some aspect of protein adsorp-
tion in terms of one or several surface properties. The ef-
fects of charge distribution, surface energy (i.e., whether it
is high or low), and surface hydrophobicity, for example,
have received much attention (1-5). From a purely ther-
modynamic standpoint, the extent of protein adsorption or
biological adhesion in general could be determined purely
by surface energetics, that is, the surface energies of the
synthetic material, liquid medium, and adsorbates in-
volved. Such an approach would imply that the free energy
of adsorption is minimized at equilibrium. Adsorption
would be favored if it caused the free energy function to
decrease and would not be favored if it caused the function
to increase. In the absence of electrostatic and specific
receptor-ligand interactions, the change in free energy
upon adsorption could be written

AFa4s = Yas — VAL — Vs 1

where F,4(J/m?) is the free energy of adsorption per unit
of surface area, and yas, ya, and ys. (3/m?) are the



adsorbate-solid, adsorbate-liquid, and solid-liquid interfa-
cial energies, respectively.

If all the required interfacial energies of equation 1
could be estimated, one could predict the relative extent of
adsorption among different surfaces. This would lead to a
distinction between two situations (7,8), depending on
whether adsorbate surface energy is greater than or less
than the surface energy of the suspending liquid. Concern-
ing protein adsorption from aqueous media, equation 1
would predict increasing adsorption with decreasing sur-
face energy. In other words, a given protein would be ex-
pected to adsorb with greater affinity to hydrophobic as
opposed to hydrophilic surfaces.

The importance of hydrophobic/hydrophilic balance in
protein adsorption has prompted numerous investigators
to develop techniques for measurement of this property at
solid surfaces. Contact angle methods have been promi-
nent in this regard (9). Contact angle analysis is inexpen-
sive, rapid, and fairly sensitive. However, contact angle
data can be difficult to interpret, and the technique is sub-
ject to artifacts caused by macroscopic, energetic hetero-
geneities in the surface, hysteresis, and drop-volume ef-
fects, among others. Still, useful conclusions regarding
biological interactions with surfaces have been based on
the results of contact angle analysis in areas of red blood
cell adhesion, platelet adhesion, bacterial adhesion, and
protein adsorption (9,10). Surface properties have been
correlated to biological responses using other methods as
well, including electron spectroscopy for chemical analysis
(ESCA), secondary ion mass spectroscopy (SIMS), infrared
and vibrational methods, and scanning probe microsco-
pies. These methods and their relevance to biomedical
technology were reviewed by Ratner and Porter (9).

The properties of a synthetic material’s surface play a
large role in dictating any biological response the material
may evoke. But although much is known about selected
surface property effects on protein adsorption, in a quan-
titative sense we know very little about how the molecular
properties of protein influence its adsorption. Interfacial
behavior is a cumulative property of a protein, influenced
by many factors; among these are its size, shape, charge,
and thermodynamic (thermal, structural, or conforma-
tional) stability. Experimentally observed differencesin in-
terfacial behavior among different protein molecules have
been very difficult to quantify in terms of these factors be-
cause proteins usually vary substantially from one another
in each category. The following discussion is an attempt to
summarize the salient results from a wide range of exper-
iments, focused on study of surface, solution, and protein
effects on adsorption. Note that many observations have
been explained in terms of a protein’s charge, its tendency
to unfold, and contact surface hydrophobicity.

PROTEINS AT INTERFACES

General Features of Adsorption from Single-Protein
Solutions

Solution Chemistry Effects on Adsorption. The net charge
of a protein in solution is dependent on the difference be-
tween pH of the solution and the isoelectric point (pl) of
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the protein. If the pH of the solution is greater than the
pl, the net charge of the protein would be negative,
whereas if the pH is less than the pl, the net charge of the
protein would be positive. It is generally accepted that
maximum adsorption occurs at the isoelectric point. As the
out-of-balance charge of a protein increases, it will be in a
more extended form than when the net charge is zero (11).

Norde and Lyklema (12) suggested that the degree to
which pH affects the adsorption of a protein is determined
by its conformational stability. They found that plateau
values of adsorbed mass were independent of pH for struc-
turally stable proteins, whereas those of less stable pro-
teins varied considerably, apparently because less stable
proteins were able to change structure with solution con-
ditions. The effect of pH on protein adsorption and desorp-
tion can depend on solution history as well (13). Kondo and
Higashitani (14) studied the adsorption of model proteins
with wide variation in molecular properties. They ex-
plained the pH dependence of adsorbed mass in terms of
lateral interactions. In particular, they suggested that lat-
eral interactions between large protein molecules are
stronger than those between small molecules. Large pro-
teins would thus be expected to show maximum adsorption
around their pls, whereas the effect of pH on smaller pro-
teins would be less pronounced.

The degree to which ionic strength affects protein ad-
sorption is a function of the role electrostatic plays in the
adsorption driving force. At low ionic strength, protein sur-
face charge fully contributes to the total electrostatic in-
teraction (11). At high ionic strength, the surface charges
of proteins are shielded, reducing electrostatic interactions
between proteins, whether attractive or repulsive (13).
Luey et al. (15) showed that ionic strength effects on ad-
sorbed mass are very much related to solid surface prop-
erties. They observed that increased ionic strength re-
duced the electrostatic repulsion between negatively
charged p-lactoglobulin molecules and the hydrophilic,
negatively charged surface they studied, increasing ad-
sorbed mass. By contrast, increased ionic strength resulted
in little change in adsorbed mass at hydrophobic surfaces.

Surface-Induced Conformational Changes. It is well ac-
cepted that a given protein can exist in multiple adsorbed
conformational states on a surface (16-20). These states
can be distinguished by differences in occupied area, bind-
ing strength, propensity to undergo exchange events with
other proteins, and catalytic activity or function. All these
features of adsorbed protein are interrelated and can be
time-dependent. For example, decreases in surfactant-
mediated elution of proteins from an adsorbed layer (an
indirect measure of binding strength) are observed as
protein—surface contact time increases (21). This time-
dependence is illustrated in Figure 1. As conformational
change proceeds, the likelihood of desorption decreases.

It has been observed that the extent of conformational
change experienced by adsorbed fibrinogen increases with
contact surface hydrophobicity (22). This is consistent with
findings of Elwing et al. (23), who used ellipsometry to
make inferences regarding conformational changes expe-
rienced by complement factor 111, a plasma protein, on hy-
drophilic and hydrophobic silica surfaces. The results of
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Figure 1. Surface-induced conformational changes undergone by
adsorbed protein, resulting in multiple noncovalent bonds with
the surface and coverage of greater interfacial area per molecule.

Elwing et al. also showed that greater values of adsorbed
mass were found on hydrophobic as opposed to hydrophilic
surfaces. Protein molecules are assumed, in general, to
change conformation to a greater extent on hydrophobic
surfaces. This is due to the effect of hydrophobic interac-
tions between the solid surface and hydrophobic regionsin
the protein molecule. In fact, surface-induced unfolding is
often characterized as entropically driven, because the hy-
drophobic protein interior associates with hydrophobic
regions of the surface during unfolding. These interactions
can give the molecule an extended structure, covering a
relatively large area of the surface. If the repulsive force
normally acting between native protein molecules is de-
creased for such structurally altered molecules, one would
expect to measure a greater adsorbed mass on hydrophobic
as opposed to hydrophilic surfaces. On the other hand, ad-
sorption of positively charged protein to hydrophilic (nega-
tively charged) silica can result in greater conformational
change than adsorption of the same protein to hydrophobic
silica, even with a greater extent of adsorption being ob-
served at the hydrophobic silica surface (24). It is thus im-
portant to recognize that multiple factors affect the extents
of protein adsorption and conformational change.

The concept that adsorbed proteins can exist in multiple
states on a surface plays a role in interpretation of most if
not all experiments in protein adsorption. Biophysicists
rather routinely gain information relevant to protein struc-
ture in solution with circular dichroism (CD). It would be
attractive to use CD in structural study of adsorbed protein
as well. A recent innovation has made CD more applicable
to study of structural changes during adsorption, and that
is the use of colloidal silica particles, or nanoparticles (16—
20). In these tests, particles have ranged from less than 10
to about 30 nm and are small enough not to interfere with
the CD spectra. Individual molecules are allowed to adsorb
to nanoparticles, resulting in a stable suspension of ad-
sorbed protein. In this way, structural changes on adsorp-
tion have been unambiguously measured.

Work by Billsten et al. (19) and Tian et al. (20) have
provided the most direct illustration of the effect of stabil-
ity on structural rearrangements at a solid surface. Using
site-directed mutants of bacteriophage T4 lysozyme, these
investigators showed that both the rate and extent of sec-
ondary structure loss upon adsorption to colloidal silica

were clearly related to protein thermal stability. With the
same mutants, Froberg et al. (25) used the interferometric
surface force technique to study structural characteristics
of adsorbed layers of T4 lysozyme. The results demon-
strated that less-stable mutants lose their tertiary struc-
ture upon adsorption, whereas more stable mutants retain
their globular shape.

Steady-State Adsorption Behavior. A great deal is known
about how various conditions affect the steady-state ad-
sorbed mass of protein. Numerous protein adsorption iso-
therms have been constructed and compared on the basis
of temperature, pH, ionic strength, conformational stabil-
ity of the protein in solution, and solid surface charge and
hydrophobicity. The effects of protein conformational sta-
bility and solid surface properties are perhaps best re-
vealed with reference to effects of pH and ionic strength.

In general, the effect of pH and ionic strength on protein
adsorption is dependent on which type of interactions pre-
dominate (e.g., electrostatic, hydrophobic, or van der Waals
interactions). At a negatively charged surface, if electro-
static interactions predominate, adsorbed mass should be
greater at pH values below the isoelectric point relative to
pH values above it. Below the isoelectric point, the protein
and surface would be of opposite charge, whereas both the
protein and surface would be negatively charged at pH val-
ues greater than the isoelectric point. As ionic strength
increases, the electrostatic interaction would be reduced
because of shielding of the protein by counterions; conse-
quently, increasing the ionic strength should decrease ad-
sorbed mass at pH values less than the isoelectric point
and increase the adsorbed mass at greater values of pH.
The relationship between adsorbed mass and changes in
pH and ionic strength becomes inextricably linked to pro-
tein conformational stability. In general, pH and ionic
strength conditions that lead to a less stable conformation
for the protein in solution will lead to an increased ad-
sorbed mass, assuming that the protein molecule would be
more stable on the solid surface (15).

Another observation of importance is that protein ad-
sorption is often an apparently irreversible process, at
least in the sense that is often irreversible to dilution or
buffer elution. The adsorbed mass remains constant or de-
creases very little when the solution in contact with the
solid surface is depleted of protein. This irreversibility is
more pronounced as protein—surface contact time in-
creases. However, although spontaneous desorption is not
generally observed, adsorbed protein can undergo ex-
change reactions with similar or dissimilar protein mole-
cules adsorbing from solution (26). Such exchange reac-
tions are shown schematically in Figure 2. Adsorbed
protein exchange rates are likely state-dependent, being
slower for more conformationally altered protein.

Some workers have reported that protein adsorbs onto
a solid surface in more than one layer. Arnebrant et al. (27)
studied adsorption of f-lactoglobulin and ovalbumin on hy-
drophilic and hydrophobic chromium surfaces using ellip-
sometry and electrical potential measurements. On hydro-
philic surfaces, their results showed that a highly hydrated
layer is obtained that can be partially removed by rinsing.
They suggested that the protein adopts a bilayer formation
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Figure 2. Exchange reaction between a conformationally altered,
adsorbed protein and a dissimilar protein adsorbing from solution.
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on the surface, with the layer in direct contact with the
surface being unfolded and attached by strong polar bonds.
Rinsing showed that the outer protein layer is loosely at-
tached, which would imply that molecules in the outer
layer have a structure closer to that of their native state.
This adsorption behavior was described in terms of
surface-induced conformational changes and charge inter-
actions between the protein and surface. In particular,
there are always polar amino acid side chains that can in-
teract strongly with a surface, even if both the protein and
surface are negatively charged. Such binding might be ex-
pected to result in unfolding of the protein. A consequence
of this might be exposure of hydrophobic regions into aque-
ous solution; adsorption of a second protein layer would
therefore reduce the interfacial free energy. In the case of
protein in contact with a hydrophobic metal surface, values
of adsorbed mass were found to be consistent with forma-
tion of a monolayer. Arnebrant and Nylander (28) reported
possible bilayer formation upon adsorption of oligomeric
units of insulin as well.

Adsorption Kinetics. In considering the kinetics of any
interfacial process, the question of transport versus reac-
tion control must be addressed. Protein adsorption at an
interface is dependent not only on the intrinsic Kinetic
rate, which is a function of protein, solution, and surface
properties, but also by the rate of protein transport from
the bulk solution through the concentration boundary
layer near the interface.

Proteins are macromolecules, and they can possess do-
mains that differ chemically and physically. Diffusion co-
efficients may vary widely among proteins, depending on
their concentration and the electrostatic condition of the
solution (29). The initial adsorption rate of protein mole-
cules at an interface can be transport-limited at either low
or high concentration. The diffusion limitation exists as
long as there is a significant concentration gradient near
the solid surface. With careful design of an experimental
system to minimize the transport-limited period, however,
an intrinsic adsorption kinetic rate can be estimated. Still,
relatively little is known about the nature of the adsorbed
layer, and predictive models to describe any aspect of ad-
sorption as a function of protein and interfacial properties
are lacking. Protein adsorption is characterized by the
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likely presence of a time dependence in the development
of bonds with the surface, a time dependence in the lateral
mobility and exchangeability of the protein molecules, and
time-dependent conformational changes; it is thus very dif-
ficult to describe mathematically.

Many experimental observations have indicated that a
major portion of the final adsorbed amount had been ad-
sorbed within the first few minutes of contact. Soderquist
and Walton (30) proposed the existence of three distinct
processes contributing to protein adsorption kinetics on
polymeric surfaces. First, rapid and reversible adsorption
of the proteins occurs during a short period of time. At up
to 50 to 60% of surface coverage there is a random arrange-
ment of adsorbed molecules, but then some form of surface
transition occurs that is probably in the direction of surface
ordering, thereby allowing further protein adsorption. Sec-
ond, molecules on the surface undergo structural transi-
tions as a function of time that occur in the direction of
optimizing the protein-surface interaction. Third, as time
increases the probability of desorption decreases, and the
adsorption becomes irreversible to dilution.

Competitive Adsorption

Molecular Structure and Interfacial Behavior. Study of
molecular influences on protein adsorption has received
much attention because of its relevance to better under-
standing of adsorption competition in multiprotein
mixtures. Important contributions to current understand-
ing of molecular influences on protein adsorption have
evolved from several comparative studies of protein inter-
facial behavior, in which similar or otherwise very well-
characterized proteins (31-34), genetic variants (35,36), or
site-directed mutants (19,20,24,25,37-39) of a single pro-
tein had been selected for study. A number of factors are
known to affect protein adsorption, and these studies have
stressed the importance of protein charge, hydrophobicity,
and structural stability in interfacial behavior.

Shirahama et al. (33) studied hen lysozyme, ribonucle-
ase A, and a-lactalbumin adsorption to hydrophilic and hy-
drophobic, polystyrene-coated silica (both negatively
charged surfaces). At hydrophilic silica, they found that
adsorbed mass increased with increasing charge contrast
between the surface and protein. At the hydrophobic sur-
face they found electrostatic interaction to have a lesser
effect, in that the adsorbed mass was not clearly related to
charge contrast between the surface and protein. Arai and
Norde (31) described adsorption from single-protein solu-
tions of hen lysozyme, ribonuclease A, myoglobin, and «-
lactalbumin to synthetic materials varying in surface
charge density and hydrophobicity. They concluded that at
a given surface, adsorption of a globular protein is related
to its structural stability. That is, proteins of high stability
behave like hard particles at a surface, with the interac-
tions governed by surface hydrophobicity and electrostat-
ics, whereas adsorption of proteins of low stability (soft
proteins) may be influenced by structural rearrangement,
allowing adsorption to occur even under conditions of elec-
trostatic repulsion.

Horsley et al. (35) compared isotherms constructed for
hen and human lysozymes at silica derivatized to exhibit
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negatively charged, positively charged, or hydrophobic sur-
faces. Differences in adsorptive behavior observed between
the two lysozyme variants were largely explained with ref-
erence to the fact that human lysozyme contains one less
disulfide bond and is less thermally stable than hen lyso-
zyme. Xu and Damodaran (36) compared adsorption ki-
netic data measured for native and denatured hen, human,
and bacteriophage T4 lysozymes at the air—water inter-
face. Their results showed substantial differences in ad-
sorption dynamics among the three variants, as influenced
by their structural state and the physical and chemical na-
ture of the protein and surface.

Kato and Yutani (37) evaluated the interfacial behavior
of six site-directed mutants of tryptophan synthase «-
subunits, produced by amino acid substitution in the pro-
tein’s interior, using surface tension, foaming, and emul-
sifying property measurements. The stability of these
subunits, as measured by their free energy of denaturation
in water, varied from about 5 to 17 kcal/mol. They were
able to attribute differences in interfacial behavior to pro-
tein stability with good success. In particular, they ob-
served that less stable mutants were most surface active,
that is, they more rapidly adsorbed or more readily un-
folded at the hydrophobic interfaces studied in that work.

Multicomponent Systems. Shirahama et al. (33) used
hen lysozyme, ribonuclease A, and a-lactalbumin to study
sequential and competitive adsorption at hydrophilic and
hydrophobic, polystyrene-coated silica. At hydrophilic sil-
ica, they found that once an adsorbed layer of a given pro-
tein was formed, almost total displacement of that protein
would occur upon introduction of a second protein to so-
lution if the second protein had a more favorable capacity
for electrostatic attraction with the surface (otherwise, se-
quential adsorption was not observed). In addition, when
adsorbed from a mixture, the protein capable of more fa-
vorable electrostatic attraction with the surface preferen-
tially adsorbed, essentially to the exclusion of the other
protein. At the hydrophobic surface, they found that once
an adsorbed layer of a given protein was formed, only par-
tial displacement of that protein would occur upon intro-
duction of a second protein to solution, even if the second
protein had a more favorable capacity for electrostatic at-
traction with the surface. Moreover, the eventual make-up
of a film adsorbed from a mixture was not related to charge
contrast between the protein and surface. Other experi-
mental observations (40,41) indicated that adsorbed pro-
tein molecules undergo exchange with protein from solu-
tion more readily on hydrophilic than on hydrophobic
regions of a surface. Arai and Norde (32) studied the se-
quential and competitive adsorption behavior exhibited
by hen lysozyme, ribonuclease A, myoglobin, and «-
lactalbumin and concluded that whether introduced in se-
guence or in a mixture, adsorption of a globular protein is
related to its structural stability. In particular, interfacial
behavior of proteins of high stability is governed by surface
hydrophobicity and electrostatics, whereas that of proteins
of low stability are more influenced by structural rear-
rangement.

The elution of adsorbed protein by surfactant has been
used to provide a measure of protein binding strength

(21,24,42-51). The essential steps of this type of experi-
ment are illustrated in Figure 3. Adsorption is allowed to
occur, followed by rinsing with protein-free buffer. A sur-
factant solution is then introduced, after which adsorbed
protein is displaced or solubilized (45). This is followed by
rinsing and comparison of the amounts of protein present
before surfactant addition and after the final rinse. Elution
by dissimilar protein has been used as a measure as bind-
ing strength as well. Slack and Horbett (52) evaluated the
strength of attachment of fibrinogen to solid surfaces by
measuring its time-dependent elution in plasma and mod-
eled fibrinogen adsorption, with reference to its rate of con-
version from a weakly bound (exchangeable) to a tightly
bound (nonexchangeable) state. Wahlgren and Arnebrant
(45,46) used in situ ellipsometry to continuously monitor
the different effects of cationic and anionic surfactants on
the elution of fg-lactoglobulin and lysozyme from hydro-
philic and hydrophobic surfaces as well as adsorption from
protein and surfactant mixtures. The elution studies al-
lowed postulation of four mechanisms for surfactant-
mediated elution of adsorbed protein. With the aim of
relating elutability to protein molecular properties, Wahl-
gren et al. (47) studied removal of well-characterized pro-
teins from silica surfaces using dodecyltrimethylammon-
ium bromide. Some general trends regarding molecular
property effects on elutability emerged from that work, but
clear correlations between molecular properties and elut-
ability remained difficult to quantify. By contrast, similar
tests conducted with synthetic mutants of bacteriophage
T4 lysozyme showed a clear correlation between protein
stability and elutability (24). In particular, less stable pro-
teins are more resistant to elution, presumably because
they are more able to alter their conformation at the sur-
faces.

Allow adsorption to occur, then rinse:
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Introduce a surfactant:
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Rinse again:
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Figure 3. Experimental approach to evaluating adsorbed
protein-binding strength using surfactant-mediated elution.
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Modeling the Process. A number of mathematical mod-
els of protein adsorption at air—water and solid—water in-
terfaces have been constructed (38,53-57). The problem is
generally approached as an issue of molecular diffusion
through a potential gradient, a reaction-diffusion problem
involving interactions between diffusive-convective pro-
tein transport from the bulk solution and competitive ad-
sorption and exchange Kkinetics on the surface, or as a ki-
netically controlled phenomenon, involving adsorption,
unfolding, and exchange. Such models and the kinetic sim-
ulations they allow provide a framework with which the
complexity of protein adsorption can be better understood
and quantified. In addition, they can be used to provide
direction for further experiments, particularly involving
surface modification.

Lundstrom (58) presented an equilibrium model of pro-
tein adsorption on solid surfaces. The model described the
fractional surface coverage of adsorbed molecules as a
function of equilibrium concentration and allowed for re-
versible adsorption and conformation change. Later, Lund-
strém and Elwing (26) described a model that allowed for
bulk-surface exchange reactions among proteins in single-
component and binary mixtures. The work featured ma-
nipulation of the equations describing the fractional sur-
face coverage of protein in specific states and simulations
of total surface coverage as a function of equilibrium con-
centration and as a function of time. Although no experi-
mental data were presented, the shapes of the curves were
in qualitative agreement with experimental observations.
Currently, there is no adequate method to directly monitor
changes in fractional surface coverages of protein in dif-
ferent adsorbed states. A less-complex model that can be
statistically compared with the available data would be
useful, because it would enable individual rate constants
to be related to surface, solution, and protein properties.

Past work with synthetic mutants of bacteriophage T4
lysozyme have involved in situ ellipsometry and
surfactant-mediated elution (24,51), ring tensiometry (38),
the interferometric surface force technique (25), CD
(19,20), and spectrophotometric assays of bound enzyme
activity (39). These studies have shown that structural al-
terations definitely occur upon adsorption, with the extent
and rate of structural change being related to thermal sta-
bility. In addition, mutants exhibited resistances to
surfactant-mediated elution that were proportional to
thermal stability and consequently related to extent of
structural change. Finally, concerning a number of T4 ly-
sozyme variants, results could be explained by modeling
adsorption as occurring such that molecules adopt one of
only two states, each varying in binding strength and oc-
cupied area, with differences in behavior among the mol-
ecules attributable to the relative populations in each
state.

The simplest adsorption mechanism consistent with the
fact that adsorbed proteins can exist in multiple states
would include two adsorbed states. Figure 4 shows such a
mechanism. Rate constants k; and k, govern adsorption
into states 1 and 2, respectively. Although the mechanism
is drawn to depict molecules adsorbing directly into states
1 and 2 from solution, a more accurate and detailed mech-
anism might include a multistep path to state 2. However,
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Figure 4. A simple mechanism for adsorption from a single-
protein solution, allowing adsorption into one of two states exhib-
iting different resistances to elution and occupying different in-
terfacial areas.

for modeling purposes, the actual path to state 2 is not
consequential; we need only account for the different rates
of generation of two functionally dissimilar forms of ad-
sorbed protein. If adsorption of practically relevant pro-
teins can be adequately described in this way, extension to
the case of competitive protein adsorption would be
straightforward.

Figure 5 shows a mechanism for competitive adsorption
(between two proteins, A and B) based on Figure 4. In each
case, all associated rate constants can be determined a
priori. The protein-specific k;C and k,C of Figure 4 can be
obtained from single-component kinetic data, and the vari-
ous exchange constants can be determined through se-
guential adsorption experiments (59). Figure 5 can be eas-
ily redrawn to depict competitive adsorption of three
proteins, A, B, and C or more. As long as sequential ad-
sorption data are available for each pair permutation of A,
B, and C, for example, an a priori estimate of all rate con-
stants can be made, and the adsorption competition can be
simulated. Such comparisons would provide a basis for de-
sign of further experiments to better resolve molecular ef-
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Figure 5. A mechanism for competitive adsorption between two
proteins A and B, based on the single-component mechanism of
Figure 4.
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fects on competition in complex mixtures, subsequently en-
abling more quantitative prediction of adsorbed layer
effects on practically relevant phenomena.
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INTRODUCTION

The strong, specific, and well-characterized interaction be-
tween the Fc part of immunoglobulin G (IgG) and Staphy-
lococcus aureus protein A (SpA) was the first biointeraction
exploited for the creation of an affinity fusion system al-
lowing affinity chromatography purification of expressed
recombinant gene products (1). To date, hundreds of pro-
teins have been produced as SpA fusions in a wide variety
of host cells (2-5). During the past decade a large number
of additional affinity fusion systems have been presented
(for reviews, see 2,6-9). Affinity fusions are primarily used
to simplify recovery of a fused target gene product but are
also widely employed for detection and immobilization
purposes (10). Most affinity tags are easy to use as detec-
tion moieties to monitor the production or distribution of
a produced fusion protein, and certain affinity tags are par-
ticularly suited to obtain efficient and directed immobili-
zation of a target protein.

This article describes the use of two affinity tags, the
1gG-binding SpA domains and the serum albumin—binding
region of streptococcal protein G (SpG), which both carry
a number of features that make them highly suited as fu-
sion partners in different applications. The wide spectrum
of applications for affinity fusions in biotechnology is illus-
trated by selected examples in which SpA or SpG fusion
proteins have been used to (1) improve the stability to pro-
teolysis of produced recombinant proteins, (2) allow inte-
grated downstream processing schemes by careful genetic
design, (3) improve in vitro renaturation schemes for ex-
pressed gene products, (4) enable affinity-assisted folding
in vivo of target proteins, (5) prolong the in vivo half-life of
therapeutic proteins, (6) facilitate subunit vaccine devel-
opment and functional cDNA analysis, and (7) select novel
receptor variants with new specificities by the use of phage
display technology.
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COMMONLY USED AFFINITY TAGS

A large number of different affinity fusion systems have
been described involving fusion partners that range in size
from one amino acid to large multisubunit proteins capable
of selective interaction with a ligand immobilized onto a
chromatography matrix. Different types of interactions
have been utilized, such as enzymes—substrates, bacterial
receptors—serum proteins, polyhistidines—metal ions, and
antibodies—antigens (2). The degree of specificity in the in-
teraction and conditions for the affinity purification differ
from system to system. The environment tolerable by the
target protein is an important factor for deciding which
affinity fusion system to choose. Also, other factors, includ-
ing costs for the affinity matrix and buffers and the pos-
sibilities for column sanitation and reuse, are important to
consider. Numerous gene fusion systems for affinity puri-
fication have been described in the literature, all with dif-
ferent characteristics (2,6—9). Some of the most commonly
used systems are listed in Table 1, and some relevant ref-
erences are given for each system. These different affinity
fusion systems, with their advantages and disadvantages,
were described in a recent review (10). The polyhistidyl
tags, which suffer from a somewhat lower specificity, have
the advantage of allowing affinity purification under de-
naturing conditions. The in vivo biotinylated “Bio-tag” is
particularly suited for immobilization purposes because of
the strong interaction (association constant; K, ~ 10°
M~1) between biotin and streptavidin, but is inconvenient
to use for affinity purification purposes because efficient
elution is difficult to accomplish. One of the most exten-
sively used affinity tags is the glutathione S-transferase
(GST) from the parasitic helminth Shistosoma japonicum
(17). GST fusion proteins can be purified using glutathione
as immobilized ligand, also following renaturation from in-
clusion bodies after solubilization with 6 M guanidinium
hydrochloride (18). A possible complication associated with
the GST fusion system is the use of reduced glutathione (a
reducing agent) for elution, which can affect target pro-
teins containing disulfides (10).

Although a multitude of systems have been described,
no single affinity fusion strategy is ideal for all expression
or purification situations. For example, if secretion of the
product into the periplasm or culture medium is desired,

Table 1. Commonly Used Affinity Fusion Systems

fusion to affinity tails derived from normally intracellular
proteins (e.g., the f-galactosidase system) is not applicable,
and if the purification must be performed under denatur-
ating conditions, protein ligands such as monoclonal an-
tibodies (mADbs; e.g., anti-FLAG M1 and M2 mAbs) are un-
suitable. Therefore, to obtain general expression vectors
for affinity gene fusion strategies applicable in several sit-
uations, a combination of affinity fusion domains could be
introduced into a single fusion partner. Such composite fu-
sion partners, consisting of several independent affinity
domains, could potentially be used in different detection,
purification, and immobilization situations, employing the
affinity function that is most suitable for the situation.
However, the included affinity domains should be carefully
chosen not to interfere functionally with each other, and
each moiety should be able to withstand the purification
conditions dictated by the affinity domain requiring the
harshest affinity chromatography conditions. A further ad-
vantage using combined affinity tags is that different
methods for the detection and immobilization of the fusion
protein also can be envisioned.

Recently, a new affinity fusion partner was described in
which this strategy was utilized (26). An affinity-tag com-
bination was designed consisting of the in vivo biotinylated
peptide (Bio), a hexahistidyl peptide (Hisg), and the SpG-
derived albumin-binding protein (ABP) that could allow for
flexible use in different detection, purification, and immo-
bilization situations (26). Fusions to the Bio—Hisg—ABP af-
finity tag could be used for easy detection using commercial
streptavidin conjugates, for purification under both native
and denaturating conditions, and for directed immobili-
zation purposes with an option to choose among three
strong affinity interactions. In addition, the ABP part of
the affinity tag is highly soluble and effectively refolds af-
ter denaturation, which can be an advantage during re-
folding of the target protein fused to the Bio—Hisg—ABP
affinity tag. Such composite affinity tags have the potential
of becoming widely used in the future because they offer
flexibility.

This article does not focus on the description of different
characteristics of various affinity-tag systems, as up-to-
date reviews are available (4,9,10), but instead describes
various application areas in which affinity fusions to the

Fusion partner Size Ligand Supplier Refs.
Protein A 31 kDa hlgG Pharmacia Biotech 511

z 7 kDa hlgG Pharmacia Biotech 12,13
ABP 5-25 kDa HSA 5,14

Poly His ~1 kDa Me?2" chelator Novagen, Qiagen 15,16
GST 25 kDa Glutathione Pharmacia Biotech 17,18
MBP 41 kDa Amylose New England Biolabs 19,20
FLAG 1 kDa MAbs M1/M2 Kodak 21,22
PinPoint? 13 kDa Streptavidin/avidin Promega 23,24
Bio® 13 aa Streptavidin/avidin 25,26

Note: aa, amino acids; ABP, albumin-binding protein; GST, glutathione S-transferase; hlgG, human immunoglobulin G; HSA, human serum albumin; MADb,

monoclonal antibody; MBP, maltose-binding protein.

@A 13-kDA subunit of the transcarboxylase complex from Propionibacterium shermanii, which is biotinylated in vivo by the E. coli cells.
bA 13-amino acid peptide that is selected from a combinatorial library and found to be biotinylated in vivo.



1gG-binding domains of SpA and the serum albumin-
binding regions of SpG have been used.

PROTEIN A AND PROTEIN G AFFINITY FUSION SYSTEMS

SpA (Fig. 1a) is an immunoglobulin-binding surface recep-
tor found in the Gram-positive bacterium Staphylococcus
aureus. SpA has found extensive use in immunological and
biotechnological research (2-4,11,27,28). SpA binds to the
constant (Fc) part of certain immunoglobulins, but the ex-
act biological significance of this property is not clarified
(29). Functional and structural analysis of SpA has re-
vealed the presence of a signal peptide, S, which is pro-
cessed during secretion, five highly homologous domains
(E, D, A, B and C) all capable of binding to 1gG (30), fol-
lowed by a cell wall-attaching structure designated XM
(31-35) (Fig. 1a). Here, X represents a charged and repet-
itive region, postulated to interact with the peptidoglycan
cell wall (31), whereas M is a region common for Gram-
positive cell surface-bound receptors containing an
LPX_,TG motif, linked to a C-terminal hydrophobic region

. Immunoglobulin binding

r 1
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ending with a charged tail (32-35). It has been demon-
strated that the complete M region is required for cell sur-
face anchoring and that the cell wall sorting is accompa-
nied by proteolytic cleavage at the SpA C-terminus and
subsequent covalent linking of the surface receptor to the
cell wall (32—35). SpA binds to 1gG from most mammalian
species, including humans. Of the four subclasses of hu-
man 1gG, SpA binds to IgG1, 1gG2, and 1gG4 but shows
only weak interaction with 1gG3 (36).

Several characteristics of the 1gG-binding domains of
SpA have made them suitable as fusion partners for the
production and purification of recombinant proteins: (1)
SpA is proteolytically stable. (2) The structure of the 1gG-
binding domains, each being a three-helix bundle (37-39),
appears to be favorable for independent folding of the fu-
sion partner and the fused product because the N- and C-
termini of each 1gG-binding domain are solvent exposed
(38,40). (3) It has been demonstrated to be feasible to in-
troduce sequences accessible for site-specific cleavage of
SpA fusion proteins so as to release the target gene product
(41). (4) The high solubility of SpA enables the production

s|eE|lp|lalBlc| x |Mm Staphyloccoccal 155y g
protein A
z z 7z [14 kDa]
(@)
Serum albumin binding J Immunoglobulin binding J
D D Streptococcal
Ss E |Al| B1 |A2| B2 |A3|S| C1 1 c2 > C3 w protein G [63 kDa]
| | | Coo
I I I I I
214 aa BB [25 kDa]
| | |
I I I
121 aa ABP [15 kDa]
| |
46 aa ABD [5 kDa]
(b)

Figure 1. Schematic presentation of staphylococcal protein A (SpA) and streptococcal protein G
(SpG). (a) The complete SpA gene product and the 7-kDa B-domain analog Z, represented in the
most widely used divalent form. (b) The SpG gene product, with the separate albumin- and
immunoglobulin-binding regions indicated, and a presentation of some of the most commonly used
albumin-binding affinity tags. BB (25 kDa) was the first isolated serum albumin—binding affinity
tag (14). More recently, the new tags ABP (15 kDa) and ABD (5 kDa), containing two or one serum
albumin-binding motifs, respectively, were designed on the basis of postulated borders for the
albumin-binding protein domains (13,47). The three postulated minimal albumin-binding motifs

are indicated as bars above the SpG.
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of soluble fusion proteins to very high concentrations
within the Escherichia coli cell (42,43).

To create a “second-generation” affinity tag, an engi-
neered 1gG-binding domain, Z, was designed based on do-
main B of SpA (Fig. 1a) (12). This domain naturally lacks
methionines, making it resistant to CNBr cleavage. In ad-
dition, an NG dipeptide sequence present in all native do-
mains was changed to NA by altering the glycine codon to
a codon for alanine, rendering the Z-domain also resistant
to cleavage by hydroxylamine (12). Analysis of the inter-
action between 1gG and Z domains, polymerized to differ-
ent multiplicities, demonstrated that a dimeric form, ZZ
(Fig. 1a), was the optimal fusion partner by its strong 19gG-
binding (44) and efficient secretion (12).

A different affinity-tag system, which has a number of
features in common with the SpA system but also some
additional advantageous properties, is based on the serum
albumin-binding region of streptococcal protein G (SpG;
Fig. 1b) (14,45). The regions of SpG mediating binding ac-
tivities to serum albumin and IgG have been shown to be
structurally separated (Fig. 1b) (14). Figure 1b illustrates
SpG schematically and presents some existing variants of
albumin-binding affinity tags. SpG binds to serum albu-
mins of different mammalian species, including humans,
mouse, and rat (45). The complete region comprises three
serum albumin-binding motifs (46), each being approxi-
mately 46 amino acids in size. One of these postulated min-
imal motifs has been produced and tested for its serum
albumin binding (47) and is considered to be a suitable
affinity tag in a mono- or divalent fashion. However, tags
comprising one, two, two-and-a-half, or three serum
albumin-binding motifs (Fig. 1b) have all been successfully
produced and used in different applications (4,13,27,47—
50). The affinity tags, denoted BB, ABP (for albumin-bind-
ing protein), and ABD (for albumin-binding domain) (Fig.
1b), are proteolytically stable, highly soluble, and possible
to produce at high yields (13,26,48,51). The 46—amino acid
albumin-binding domain (ABD) was recently subjected to
a heteronuclear nuclear magnetic resonance (NMR) anal-
ysis, concluding that it constitutes a three-helix bundle
(52), remarkably similar to that of the IgG-binding do-
mains of SpA.

Host Cell Systems, Affinity Resins, and Detection Systems

To date, a multitude of proteins have been produced as
fusions to the IgG-binding domains of SpA (native domains
or the engineered Z-domains; see following), in host cells
from all five kingdoms of living organisms: (1) Gram-
negative bacteria, such as E. coli (more than 100 published
examples, including Refs. 13,28,53-55) and Salmonella ty-
phimurium (56,57), as well as Gram-positive bacteria such
as Staphylococcus aureus (58,59), Streptococcus sanguis
(60), and Bacillus subtilis (61); (2) the yeast Saccharomyces
cerevisiae (62—-66); (3) plants (67); (4) insect cells (68,69);
and (5) mammalian cells (70-75).

The SpG-derived expression systems have found sev-
eral applications (as are described later), some completely
new, and some as a complement to the SpA/ZZ systems.
The albumin-binding tags have not yet been evaluated for
production in all host organisms but have been success-

fully expressed for different purposes in Gram-negative
bacteria such as E. coli (13,14,26,47,51), Gram-positive
bacteria such as Staphylococcus xylosus and Staphylococ-
cus carnosus (48,76—-80), and mammalian cells such as Chi-
nese hamster ovary (CHO) cells (81).

The SpA fusion proteins, which bind to the Fc region
of IgG, are commonly affinity purified using 1lgG-Sepharose
(50,82) and the serum albumin-binding SpG fusions
are normally purified on human serum albumin (HSA)
Sepharose (14,50). However, other matrices, such as
protein-coated paramagnetic beads, have also been util-
ized (83). SpA (ZZ) and SpG (BB, ABP, or ABD) fusion pro-
teins can be easily detected during expression, without the
need of specific antisera, by blotting techniques after poly-
acrylamide gel electrophoresis (PAGE) by taking advan-
tage of their 1gG- (Fc) and HSA-binding properties, re-
spectively. SpA fusions are efficiently stained using a
commercially available complex of rabbit anti-horseradish
peroxidase—IgG and horseradish peroxidase (13). SpG fu-
sions are stained using biotinylated HSA and conjugated
streptavidin—alkaline phosphatase (13).

Expression Vector Systems for E. coli

A number of expression vectors based on gene fusions to
the SpA gene, often in the form of the divalent SpA ana-
logue ZZ (12), or all five native 1gG-binding domains, have
been developed for recombinant protein production in E.
coli (11,82,84). The promoter and secretion signals of SpA
are functional also in the Gram-negative E. coli (1). Protein
A fusions expressed in E. coli can thus be efficiently se-
creted to the periplasm of the bacteria, and in many cases
also to the culture medium (50,53,55,85,86) from which
they can be easily purified by 1gG affinity chromatography
(86,87). In the vectors designed for secretion, the expressed
SpA-fusion products are in most examples transcribed
from the SpA promoter, which is constitutive and effi-
ciently recognized in E. coli (27,50).

Analogous expression vectors for production of secreted
fusions also to the serum albumin—binding regions of SpG
have been developed (14,50), taking advantage of the same
SpA promoter and secretion signals. Fusion proteins pro-
duced in this way can be efficiently affinity purified using
human serum albumin (HSA) columns (14).

There exists no general strategy applicable to all recom-
binant gene products to guarantee secretion. Instead, the
inherent properties of the target protein largely dictate if
a secretion route is possible to use. However, a large frac-
tion of the proteins produced as SpA fusions are soluble
and efficiently secreted to the periplasmic space and cul-
ture medium of E. coli (2,55,86). This may at least be par-
tially caused by the high solubility of the ZZ domains,
which most likely increases the overall solubility of the fu-
sion proteins. There are a number of advantages connected
with a secretion strategy. First, the gene product will be
less exposed to cytoplasmic proteases, which might enable
production of also labile proteins (88). Second, disulfide
bond formation, which is occurring in the nonreducing en-
vironment outside the cytoplasm, could improve on the
folding of certain gene products (86). Third, the recovery of
the recombinant protein is simplified because a large de-



gree of the purification from host cell proteins has been
achieved through the secretion (55,86). Hansson and co-
workers (55) described the E. coli production of a fusion
protein ZZ-M5, a malaria subunit vaccine candidate, using
a secretion strategy. More than 65% of the recombinant
gene product was found to be secreted to the culture me-
dium, from which it could be recovered in a single step by
expanded-bed anion exchange adsorption. As the ZZ-M5
protein was to be used in a preclinical malaria vaccine trial
in Aotus monkeys (89), a polishing step was included in
which the 1gG-binding capacity of the fusion protein was
employed. After affinity chromatography on 1gG-Sephar-
ose, contaminating DNA and endotoxin levels were well
below the demands set by regulatory authorities. The over-
all yield of the process, performed in pilot scale, exceeded
90%, resulting in 550 mg product per liter of culture (55).

As mentioned earlier, there is no guarantee that a cer-
tain protein can be secreted even if an expression system
with secretion signals is chosen for the production. Pro-
teins with a strong tendency to precipitate intracellularly
and proteins containing hydrophobic transmembrane
regions may be extremely difficult to secrete (27,80). Intra-
cellular expression of such proteins could be a more at-
tractive alternative because of recent advances in in vitro
renaturation of recombinant proteins from intracellular
precipitates, that is, inclusion bodies (90). The mechanism
for inclusion body formation is not fully elucidated, but ex-
pression driven from exceptionally strong promoters such
as the T7 promoter (91), leading to very high expression
levels, seems to increase the tendency for intracellular ag-
gregation of the produced recombinant protein (90). Pro-
duction by the inclusion body strategy has the main ad-
vantages that the recombinant product normally is
protected from proteolysis and that it can be produced in
large quantities. Levels up to 50% of total cell protein con-
tent have been reported (90).

Vectors for intracellular production of SpA fusions have
thus been constructed in which the transcription is under
the control of inducible promoters, such as lacUV5 (11), Apg
(12), trp (92,93), trc (94), or T7 (13), enabling a more con-
trolled expression. Also, for intracellular production of BB
and ABP fusion proteins, inducible vector systems have
been used, employing trc (94), trp (51,93), or T7 (13) pro-
moters, respectively. The most robust and in addition the
most tightly controlled of these systems seems to be the T7
RNA polymerase-regulated promoter system (91). Using
this system, Larsson and coworkers (13) recently described
the expression of five different mouse cDNAs as fusions to
ZZ and ABP, respectively. Expression levels ranged from 4
to 500 mg gene product per liter of culture.

Intracellularly produced and still soluble fusion pro-
teins can be released by sonication or high-pressure ho-
mogenization of cells before purification by 1gG or HSA
affinity. However, precipitated gene products need to be
solubilized before the affinity purification procedure. It
was recently demonstrated that affinity purification in-
deed can be useful also for the recovery of proteins with a
strong tendency to aggregate during renaturation from in-
clusion bodies following standard protocols (93). Murby
and coworkers (93) devised a recovery scheme for the pro-
duction of such ZZ and BB fusions, applied on various frag-
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ments of the fusion glycoprotein (F) from the human res-
piratory syncytial virus (RSV). Earlier attempts to produce
these labile and precipitation-prone polypeptides in E. coli
had failed, but several different F fusion proteins could by
this novel strategy be produced and recovered as full-
length products with substantial yields (20-50 mg/L). Be-
cause it was demonstrated that the 1gG and HSA affinity
ligands both were resistant to 0.5 M guanidine hydrochlo-
ride, efficient recovery from inclusion bodies of the ZZ-F
and BB-F fusions could be achieved by affinity chromatog-
raphy in the presence of the chaotropic agent throughout
the purification process (93). The described strategy has so
far been successfully evaluated for a number of proteins of
low solubility and should be of interest for efficient recov-
ery of other heterologous proteins that form inclusion bod-
ies when expressed in a bacterial host.

It is, of course, almost impossible to give general infor-
mation concerning the production levels for the described
expression systems because production levels are strongly
dependent on inherent properties of the target gene prod-
ucts. It is however evident that both the secretion strategy
and intracellular protein production in E. coli using the
SpA and SpG expression systems can give high expression
levels. For the secreted production, expression levels of 0.5
to 0.8 g product per liter of culture have been reported
(55,95), and for intracellular production levels up to 3 g
gene product per liter of culture have been obtained (96).
The SpA and SpG expression systems are thus for many
gene products a good choice because high expression levels
can be obtained and efficient affinity purification of pro-
duced fusion proteins can be easily achieved.

Mild Elution of Protein A and Protein G Fusions by
Competition

One possible drawback associated with the SpA and SpG
affinity purification systems has been the need for elution
by low pH from the affinity column. The elution of fusion
proteins at pH 3, used routinely, has for some products
been destructive, yielding biologically inactive products.
By a recently presented concept, the low-pH elution can be
circumvented by competitive elution based on an engi-
neered competitor protein that can be efficiently removed
from the eluate mix after elution. The principle for the
competitive elution strategy was described by Nilsson and
coworkers (47) (Fig. 2). The target protein in the presented
examples was produced as a fusion to a monovalent Z-
domain of SpA. A sample (e.g., crude cell lysate) containing
the recombinant fusion Z-target is passed through an IgG-
Sepharose column. The recombinant fusion protein is thus
captured, enabling extensive washing to remove contami-
nants. A stoichiometric excess of an engineered bifunc-
tional competitor fusion protein ZZ-BB (Fig. 2) was added
in which BB constitutes a second affinity tail capable of
selective binding (association constant; K, ~ 1.4 x 10°
M~1) to HSA. The competitor ZZ-BB, having an affinity to
human 1gG more than 10-fold higher than that to the
monovalent Z, is used for competitive elution of the Z-
fusion at neutral pH. Specific removal of ZZ-BB from the
effluent mix is accomplished by a passage through a second
affinity column (HSA) to which the ZZ-BB fusion is bound.
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Figure 2. The concept of competitive elution, here used for elu-
tion of a monovalent Z-fusion by the competitor ZZ-BB. Source:
Modified from Nisson and coworkers (47).

The described strategy has been used to produce the Kle-
now fragment of E. coli DNA polymerase | as a Z-Klenow
fusion, and the recovered product retained full enzymatic
activity (47).

Stabilization to Proteolysis of Labile Gene Products

When expressing mammalian proteins in a heterologous
host such as E. coli, proteolytic degradation is one of the
more common problems encountered. A review describing
the different strategies available to minimize proteolytic
degradation of recombinant gene products was recently
presented (97). Fusion of a proteolytically labile target pro-
tein to stable fusion partners, such as the ZZ and ABP tags,
has been shown to have a certain, but limited, stabilizing
effect (88,97). However, a much more pronounced stabiliz-
ing effect has been obtained when employing a dual affin-
ity fusion concept (Fig. 3) (98), where the protein of inter-
est, X, is fused between the two different affinity tag

Y Yy
lzz] x | BB |

| IgG-affinity chromatography

Eluate l

l Flowthrough

| | BB |

HSA-affinity

chromatography
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Figure 3. The concept of dual-affinity fusions for recovery of pro-
teolytically labile target proteins. The gene encoding the target
protein X is fused between the genes encoding the ZZ and BB tags,
respectively. A first passage over an 1gG column results in recov-
ery of the full-length product as well as potential degradation
products. A second passage over an HSA column results in recov-
ery of only the full-length product.

proteins, ZZ and BB. The concept was applied to the pro-
duction of proteolytically sensitive human insulin-like
growth factor 11 (IGF-I11) in E. coli. The concept first of all
allows the use of two consecutive affinity chromatography
steps, but in addition, dramatic stabilization effects can be
obtained as compared with more conventional expression
routes. The dual affinity fusion approach was found to have
a stabilizing effect on three small and labile recombinant
proteins, namely human proinsulin, a domain from rat
protein disulfide isomerase, and a fragment from a human
T-cell receptor (88), when expressed in E. coli. The concept
of dual affinity fusions has thereafter been employed also
with affinity tags other than the SpA and SpG tags (99—
102).

Strategies for Integrated Downstream Processing

An important part of modern biotechnology is to develop
simplified schemes for fermentation and downstream pro-
cessing of recombinant proteins by the integration of unit
operations. Genetic product design can be used in several
ways to obtain such schemes, that is, by influencing the
yield and localization of the product as well as to adapt the
gene product by fusion technology to specific unit opera-
tions suitable for large-scale downstream processing.

The recently presented expanded-bed adsorption pro-
cedure (mentioned earlier) constitutes a nice example of
process integration (55). Efficient recovery of a secreted re-
combinant fusion protein ZZ-M5 was achieved directly
from a crude fermentor broth without prior cell removal.
The fusion protein had a relatively low isoelectric point
(p1), which allowed anionic exchange adsorption at pH 5.5
at which most E. coli host proteins are not adsorbed. This



strategy allowed an integration of the cell separation step
with ion exchange adsorption of the gene product with si-
multaneous volume reduction, which resulted in a highly
condensed but still efficient recovery process (55). The two-
step purification process, ion exchange chromatography in
an expanded-bed format followed by IgG affinity chroma-
tography for polishing, demonstrated an overall yield of
more than 90%.

An alternative strategy to simplify downstream pro-
cessing was investigated by Kohler and coworkers (92),
where recombinant technology was applied to alter the
partitioning properties of a ZZ-fusion protein, which
thereby could be efficiently recovered by aqueous two-
phase extraction as the primary purification step. An at-
tractive approach to simplify recovery of products, which
may be produced with modified primary sequences, e.g.,
industrial enzymes, would be to alter the partitioning
properties by substitution of one or more surface amino
acid residues, which are not involved in the biological ac-
tivity, for tryptophans, which are known to influence par-
titioning characteristics. This type of protein engineering
will most probably be used in the future to reduce produc-
tion costs for bulk proteins.

A third example of how unit operations can be inte-
grated by careful design of the gene product and the recov-
ery process was recently demonstrated for the production
of native human insulin and its C-peptide in E. coli
(96,103). Human proinsulin was genetically fused to ZZ,
and recovered from inclusion bodies via solubilization and
refolding of the intact fusion protein, followed by 1gG affin-
ity chromatography. Native insulin, consisting of cystein-
bridged A- and B-chains, as well as the clinically relevant
C-peptide (104), could be released by a single-step trypsin
treatment, cleaving off the ZZ-tail simultaneously to the
processing of the C-peptide (96,103). The careful genetic
design of a fusion protein as an intermediate product,
which could be efficiently converted to the final products,
allowed the design of a pilot-scale process involving few
unit operations (96) that thus might result in a cost-
efficient bioprocess. A further improved bioprocess for pro-
duction of the proinsulin C-peptide was presented (105) in
which the C-peptide-encoding gene fragment was hepta-
merized to increase yields. A fusion protein containing
seven copies of the C-peptide was thus produced, and after
affinity purification, enzymatic digestion was employed to
release native C-peptide (105).

Improved Renaturation Schemes for Recombinant Gene
Products

The recovery of biologically active or native proteins by in
vitro refolding from insoluble inclusion bodies can in some
cases be hampered by the aggregation of the product dur-
ing the procedure, leading to low overall yields. To make
the procedure more efficient, several improved protocols
have been developed, including the addition of different
“folding enhancers” (4). Alternatively, the protein itself can
be engineered to facilitate the refolding. The presence of
hydrophilic peptide extensions during the refolding can
dramatically improve the folding yield, probably by con-
ferring a higher overall solubility of the protein (90). Sam-
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uelsson and coworkers (42) showed that the reshuffling of
misfolded disulfides in recombinant insulin-like growth
factor | (IGF-1) was greatly facilitated by fusion to the
highly soluble ZZ fusion partner (42). Compared to unfused
IGF-1, the fusion ZZ-1GF-1 could be successfully refolded
at a 100-fold higher concentration (1-2 mg/mL), without
forming precipitates (43).

Affinity-Assisted In Vivo Folding

A completely new concept to improve the fraction of cor-
rectly folded recombinant IGF-1 was recently presented
(106). It was demonstrated that coexpression of a specific
binding protein, IGF binding protein 1 (IGFBP-1), signifi-
cantly increased the relative yield of IGF-1 having native
disulfide bridges when expressed in a secreted form in E.
coli. In addition, a glutathione redox buffer was added to
the growth medium to enhance formation and breakage of
disulfide bonds in the periplasm of the bacteria. In the pre-
sented example, both IGF-1 and IGFBP-1 were produced
as affinity fusions, to Z and BB (Fig. 4a), respectively,
which facilitated the purification of in vivo—assembled het-
erodimers by alternative purification methods (106). A fur-
ther development of the strategy would be to express the
target protein as a nonfused gene product and the specific
binding protein in an affinity-tagged configuration (Fig.
4b). Correctly folded target protein would thus be affinity
captured as a heterodimer via the tagged binding protein.
This would employ the benefits of high specificity for affin-
ity chromatography without introducing requirements of
proteolytic processing (see following) to recover the native
target protein.

Affinity-Tagged Proteases for Site-Specific Cleavage of
Fusion Proteins

When gene fusion strategies are used for the production of
native proteins, efficient means for site-specific cleavage of
the fusion protein and subsequent removal of the affinity
fusion partner are needed. In addition, if employing en-
zymatic strategies for cleavage, strategies for the removal
of the proteolytic enzyme itself must be developed. Special
considerations must be taken if the target protein itself
also has to be further processed to give the desired final
product (96,103). Careful upstream design of the fusion
protein construct using genetic strategies can greatly fa-
cilitate the subsequent purification of the target protein
and also allow for integrated systems involving coprocess-
ing of the protein and efficient removal of the affinity fu-
sion partner as well as the protease used for cleavage
(96,102).

Enzymes for use in biotechnological applications should
preferably be highly specific proteases, easy to produce by
recombinant means in large scale. Interesting candidate
enzymes can be found in human picorna viruses, whose
maturation relies on the site-specific cleavage of a large
polyprotein precursor to yield the viral components. Some
of these proteases are functionally produced at high levels
in bacterial expression systems (107,108), and this could
facilitate the production of variants constructed by protein
engineering. Recently, a new general strategy was de-
scribed where the 3C protease of rhinovirus was fused to
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Figure 4. Affinity-assisted in vivo
folding and its use for recovery of
correctly folded gene products.
(a) Schematic description of the ex-

ample presented by Samuelsson and E. coli E. coli
coworkers (106) where a fusion pro- c . C .
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an affinity tag and subsequently used for specific cleavage
of a target protein (108). This enabled removal of the
affinity-tagged protease and the cleaved affinity fusion
partner by simple affinity chromatography steps. It was in
addition possible to add any desired amount of protease to
ensure efficient cleavage because the protease could be
easily removed after cleavage (108). Recently, a different
affinity-tagged protease, consisting of coxsackievirus 3C
(3CP") fused to the serum albumin-binding ABP at the N-
terminus and Hisg at the C-terminus, was produced in E.
coli and used for the production of a truncated Tag DNA
polymerase (4Taq) (102). The heat-stable polymerase was
produced as an ABP-A4Taq fusion protein having a 3CP™
cleavage site introduced between the two protein moieties.
After affinity purification of ABP-4Taq, the fusion was ef-
ficiently cleaved using the affinity-tagged protease ABP-
3CP™, which allowed for subsequent recovery of nonfused,
fully active 4Taq via passage of the cleavage mixture over
an HSA-column (102). Note that the affinity-tagged pro-
tease, ABP-3CP™, is removed together with eventual re-
mains of unprocessed ABP-4Tagq fusion protein.

The use of affinity fusions for recombinant production
of therapeutic target gene products has probably been
hampered by the difficulties with efficiently cleaving off
the affinity tag and thereafter removing not only the tag
but also the used protease. The increasing availability of
affinity-tagged, highly specific proteases for cleavage of fu-
sion proteins to enable straightforward methods for recov-
ery of unfused authentic gene products (102,108) will prob-
ably influence researchers to further increase their use of
fusion strategies for production of target proteins.

Increased In Vivo Half-Lives for Therapeutic Gene Products

Gene fusion technology might also prove to be useful in
prolonging the in vivo half-life of pharmaceutical proteins

(b)

by administering the therapeutic protein as fused to a pro-
tein with extended half-life. The principle was demon-
strated to be efficacious by Capon and coworkers (109),
who showed that by fusing a soluble portion of CD4 (the
target receptor for the human immunodeficiency virus par-
ticle) to the Fc part of 1gG, the serum half-life of CD4 in
rabbits increased 200-fold. Nygren and coworkers (110) de-
scribed an alternative strategy where in vivo stabilization
was achieved by fusion of the unstable CD4 protein to BB,
leading to the formation of complexes between the fusion
protein and serum albumin. The serum half-lives of differ-
ent fusion proteins containing the albumin-binding recep-
tor were tested in mice. In these studies, the half-life of the
CD4 fusion in vivo was shown to be comparable to the CD4-
19G molecule described earlier. Interestingly, the albumin-
binding receptor in macaque monkeys was found to have
a serum half-life similar to that of serum albumin itself
(110). Recently, the same strategy was employed to in-
crease the serum half-life of human soluble complement
receptor type 1 (sCR1) in rats, by fusion to different serum
albumin-binding fragments of SpG (81). These examples
suggest that gene fusions to BB, ABP, or the minimal bind-
ing motif ABD of SpG might constitute useful strategies to
improve the in vivo stability of pharmaceutical proteins. It
may also be possible to combine these approaches with new
methods for drug targeting or slow drug release.

Protein A Fusions in Immunodetection Techniques

Bifunctional SpA fusion proteins have found extensive use
for various analytical purposes, for example, in enzyme im-
munoassays. Protein A fusion proteins can after expres-
sion be efficiently purified using the 1gG-binding activity,
and in most assays the protein A moiety binds antibodies
to be quantified and the activity of the fused gene product
is monitored. Thus, the fusion protein can replace more



traditional reagents, such as secondary antibodies conju-
gated to an enzyme. The concept of genetically engineered
conjugates in immunoassays was recently reviewed (111).
The fusion between catechol dioxygenase and protein A
produced in E. coli was used in an enzyme immunoassay
to quantify antibodies (112). The principle of a biolumi-
nescent immunoassay using the fusion between protein A
and bacterial luciferase has also been demonstrated (113),
and recently a bifunctional fusion between domain D of
SpA and luciferase from sea-firefly was used in a sandwich
enzyme-linked immunosorbent assay (ELISA) (72). Fur-
thermore, an SpA-streptokinase fusion was shown to be
equally useful as a commercial SpA-horseradish peroxi-
dase conjugate for use in immunoassays (60). A fusion be-
tween SpA and LacG, 6-phospho-s-galactosidase from S.
aureus, was shown to be able to replace secondary anti-
bodies in an ELISA (114). In a similar approach, an SpA—
alkaline phosphatase fusion was used in ELISA (115) and
a fusion between maltose-binding protein and protein A
was used for a solid-phase immunoassay, in which the fu-
sion protein was immobilized to determine 1gG concentra-
tions (116).

Recently, the use of SpA-Lacl and SpA-streptavidin fu-
sion proteins in various immunodetection techniques was
reviewed (3). Using sandwich techniques, DNA fragments
also can be involved in various purification and detection
strategies (Fig. 5). Taking advantage of the lac repressor
(Lacl) from E. coli, binding to the lac operator sequence, a
Lacl-SpA fusion protein was produced (117) for simplified
analysis of polymerase chain reaction (PCR) amplified
DNA fragments generated for diagnosis of pathogens (118)
(Fig. 5a). In addition, this Lacl-SpA fusion protein has
been used for mild reversible recovery of protein antigens
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7z
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or whole cells using paramagnetic beads with a coupled
DNA fragment containing the lacO recognition sequence
(119) (Fig. 5b).

An antigen detection system, termed immuno-PCR, has
been described (120) in which the principle of immunode-
tection was combined with the sensitivity of PCR. A
streptavidin-SpA chimera was used to attach a biotiny-
lated DNA fragment to antigen—-1gG complexes immobi-
lized on microtiter plate wells (Fig. 5c¢). Although the
method gives a sensitivity greater than any existing
antigen—antibody detection system, the sensitivity of the
PCR assay could have the drawback of causing false posi-
tives resulting from nonspecific binding of 1gG, fusion pro-
tein, or DNA. Nevertheless, SpA fusion proteins have
through the 1gG Fc binding activity found extensive use in
a vast number of immunodetection techniques.

Protein G Fusion Used to Accomplish “Hot-Start PCR”

Immobilization of enzymes has proven to be a useful pro-
cedure for many applications because of the altered char-
acteristics of the immobilized enzyme as compared with
the enzyme’s soluble counterpart (121). One practical ap-
plication utilizing such differential activities was recently
described in which a heat-mediated release of an affinity-
immobilized recombinant Tag DNA polymerase (TagTaq)
was used to create a hot-start PCR procedure. Tag DNA
polymerase was produced in E. coli as fused to the multi-
functional Bio—Hisg—ABP tag (see foregoing text; 122) for
affinity purification and immobilization. HSA-affinity im-
mobilization of the fusion employing the ABP moiety re-
sulted in an apparent deactivation of the Taq DNA poly-
merase. However, the ABP—HSA interaction was shown to

Figure 5. Schematic presentation of some sandwich
concepts utilizing SpA fusion proteins and interacting
DNA fragments for detection and purification purposes.
(a) Colorimetric detection of DNA fragments containing
the lac operator (lacO) sequence, using a lac repressor
(Lacl)-SpA fusion protein immobilized to 1gG-Sephar-
ose. The colorimetric signal was obtained using a strep-
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tavidin—alkaline phosphatate conjugate. The DNA frag-
ments, generated by the PCR technique, introduce
biotin and the lac operator by the PCR primers. This
assay has been used to detect Plasmodium falciparum
DNA in clinical samples (118). (b) This system takes
advantage of the same interactions as described in a,
with the only difference that paramagnetic beads with
covalently coupled streptavidin are used as solid sup-
port. The technique has been used to purify different
proteins and also whole cells using specific antibodies
reversibly immobilized to the paramagnetic beads via
the Lacl-SpA fusion and a biotinylated DNA fragment.
Mild recovery of the antigen—antibody complexes can be
achieved using deoxyribonuclease (DNase) or restriction
endonucleases (119). (c) In this system, the antigen, im-
mobilized on a microtiter plate, is allowed to react with
a monoclonal antibody, linked to a biotinylated DNA
fragment via an SpA-streptavidin chimera. The detec-
tion is accomplished by PCR amplification using primers
specific for the bound DNA. The generated fragment is
analyzed by agarose gel electrophoresis (120).

or cell
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be disrupted at elevated temperatures (>70 °C), resulting
in a restored DNA polymerase activity of released Taq
DNA polymerase fusion protein. This concept for control-
ling the activity of the Taq DNA polymerase was demon-
strated to be of practical use to achieve a so-called hot-start
PCR procedure, where it is desired to suppress the DNA
polymerase activity until temperatures are reached at
which nonspecific annealing of PCR primers is eliminated.
The affinity immobilization concept for hot-start PCR was
successfully used in full multiple-cycle PCR amplification
and was shown to eliminate artefactual primer-dimer
products in the amplification of the human oncogene K-ras
gene in contrast to standard amplification protocols. Note-
worthy, the ABP affinity fusion partner was still functional
after 30 PCR cycles, allowing post-PCR reimmobilization
of the Tag DNA polymerase fusion protein onto fresh HSA-
Sepharose, facilitating the removal of the DNA polymerase
from reaction mixtures after PCR (122). Further studies
are needed to investigate if this concept for modulating
biological activity can also be applied to other widely used
enzymes, for example, reverse transcriptase.

Protein A and Protein G Fusion Proteins in Subunit Vaccine
Development

Immunogenic proteins and peptides that are produced as
fusion proteins have been frequently used for immuniza-
tion purposes and represent a strategy to construct sub-
unit vaccines against infectious diseases. An important as-
pect regarding production of antigens by recombinant
DNA technology is the purification of the gene product
from contaminating host components. The approach to ex-
press peptides or proteins as one part of a fusion protein,
where the other part constitutes an affinity handle, allows
rapid and efficient affinity purification of the gene product.

As a powerful strategy in subunit vaccine development,
a dual expression system was devised, combining the two
similar affinity-fusion expression systems (ZZ and BB) for
the parallel expression of immunogenic peptides and pro-
teins (Fig. 6) (50). After affinity purification, one fusion
protein is used for immunization while the corresponding
second fusion protein is used to analyze the induced anti-
body response to the fused peptide. This strategy elimi-
nates any background originating from antibodies reactive
with the affinity tag of the fusion used for immunization.
In addition, the second fusion protein can, after immobi-
lization, be used as a ligand for affinity purification of
peptide-specific antibodies (Fig. 6). The dual expression
system has been used to produce immunogenic structures
derived from different Plasmodium falciparum malaria
blood-stage antigens, and the expressed fusion proteins
have been shown to be immunogenic in mice, rabbits, and
monkeys and to induce antigen-specific antibody and T-cell
responses (for review, see Ref. 27). The dual expression
strategy has thus shown to be of significant value in sub-
unit vaccine research.

Besides the use of BB and ABP fusion proteins in the
dual expression concept for analysis of elicited immune re-
sponses, the serum albumin-binding region of SpG has
been shown to have inherent immunopotentiating prop-
erties when used as a carrier protein genetically fused to
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Figure 6. A flow chart representation of how the dual expression
concept has been used in subunit vaccine research. Note that the
BB-P fusion protein can be used both as coating antigen in various
assays to analyze elicited immune responses and also in an im-
mobilized form for enrichment of antigen-specific antibodies from
the immune sera. The use of this concept has been thoroughly
reviewed (27).

the immunogen used for immunization (27,49,123,124).
Recently, it was demonstrated that a BB-fusion protein
(BB-M3), containing a malaria peptide, induced significant
antibody responses in mice strains that were nonrespon-
ders to the malaria peptide (M3) alone, suggesting that BB
has the ability to provide T-cell help for antibody produc-
tion (49). Furthermore, a fusion protein BB-G2N, compris-
ing a 101-amino acid sequence from human RSV, was
shown to induce protective immunity in mice to RSV chal-
lenge (123,124). It was shown that, by inclusion of the BB
part, a more potent G2N-specific B-cell memory response
was evoked (124). This indicates that the SpG-derived BB
can function both as an affinity tag to facilitate purification
and as a carrier protein with immunopotentiating prop-
erties. To date, it is not fully elucidated whether this ca-
pacity results from strong T-cell epitopes (49) or is related
to the serum albumin—-binding activity resulting in a pro-
longed exposure of the immunogen to the immune system,
or is due to a combination of both.

Protein A and Protein G Fusion Proteins in Functional cDNA
Analysis

The principle of dual expression systems was recently also
implemented for functional analysis of cDONA-encoded pro-
teins (Fig. 7) (13). Selected cDNAs were then expressed as
ZZ fusion proteins and used for immunization to elicit an-
tibodies, whereas the corresponding ABP fusion protein,
having the cDNA-encoded portion in common, was used for
purification of target protein—specific antibodies. Such
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Figure 7. A flow chart representation showing how the dual ex-
pression concept has been used in functional cDNA research. The
concept is thus used for the generation of highly specific antibodies
employed in various analyses to assign function to cDONA-encoded
proteins. Such sera have indeed shown to be useful to localize gene
products to a certain cell type within a tissue section and also
further down to subcellular levels (13).

highly enriched antisera should be suitable for functional
analysis of the cDNA-encoded protein, for example, in
Western blots and immunohistology on tissue sections or
within cells. The principle was evaluated by expressing
five cDNAs, isolated from prepubertal mouse testis by a
differential cDNA library screening strategy. All five clones
could be expressed intracellularly in E. coli as fusion pro-
teins with high production levels, and affinity purification
yielded essentially full-length products. Characterization
of affinity-purified antibodies revealed that there existed
no cross-reactivity between the two fusion systems, and
that such antibodies indeed were valuable for various anal-
yses to elucidate the functions of the cDNA-encoded pro-
teins (13). For example, in the presented study a previ-
ously unknown cDNA, with no sequence homology to genes
in the public databases, could be connected with a gene
product found in nuclear bodies within spermatogonial
cells (13).

To make it possible to use the dual expression system
for functional analysis of cDNA, where robustness of the
expression systems is crucial, completely new expression
vectors were constructed. Intracellular expression was
used and transcription was tightly controlled by the T7
promoter system (13). This method should ensure that a
higher fraction of investigated cDNA-encoded proteins are
successfully produced. The different ongoing genome proj-
ects have generated enormous amounts of partially se-
quenced cDNAs, and there exists a significant need for
various alternative systems to take care of this informa-
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tion to elucidate the function of the corresponding proteins.
By automation of some of the unit operations, the system
described by Larsson and coworkers (13) might have the
potential to make large-scale functional analysis of cDNA
libraries possible.

Bacterial Surface Display

The display of heterologous proteins on the outer surface
of bacteria has become an emerging topic in different fields
of research within biotechnology, microbiology, and im-
munology (125,126). Genetic insertion of a target sequence
into the genes for various outer membrane proteins has
constituted the general strategy to enable secretion and
subsequent surface anchoring of the recombinant target
gene products. For Gram-negative bacteria, represented
by E. coli and Salmonella spp., a number of different types
of heterologous proteins have been surface displayed in-
cluding antigenic determinants for the purpose of vaccine
development, enzymes, metal-chelating histidyl peptides,
and single-chain antibodies, as well as entire peptide li-
braries (125-128). Recently, surface display on Gram-
positive bacteria has gained interest in the context of vac-
cine development. Approaches based on the attenuated
mycobacteria (129), commensal streptococci (130), and
nonpathogenic food-fermenting staphylococci have been
presented (48,76-78).

To achieve surface display of various target proteins,
the staphylococcal systems take advantage of the cell sur-
face anchoring regions (XM) of SpA (see Fig. 1). The
surface-exposed proteins are thus genetically fused be-
tween a functional signal peptide, responsible for the
translocation from the cell, and the XM-regions of SpA.
Heterologous antigenic determinants of various origin
(bacteria, protozoa, and human virus) have been expressed
as anchored on recombinant staphylococci, which are being
investigated as a bacterial vaccine delivery system (48,76—
78,80,131-133). Even active single-chain antibody frag-
ments have been surface displayed on recombinant staph-
ylococci (79). Such recombinant bacteria could be envi-
sioned as inexpensive tools in diagnostic tests.

Protein A Domains and Phage Technology for Selection of
“Affibodies”

An example of emerging interest in which gene fusions
have made new technology possible is the display of li-
braries of peptides or proteins on filamentous phage sur-
faces. Phage particles decorated in such manner can be
enriched in vitro from a background of irrelevant phages
by biopanning techniques, employing an immobilized li-
gand capable of binding to the displayed protein. Moreover,
inside its protein coat the captured phage carries the ge-
netic information of the displayed protein, which allows
later identification by DNA sequencing. Thus, the technol-
ogy provides a link between genotype and phenotype and
allows the selection of peptides or proteins of desired func-
tions to be expressed on the surface of the filamentous
phage. This technology, as pioneered by Smith (134), has
emerged into a powerful technology to select, rather than
screen, for rare phages capable of binding to a defined tar-
get molecule from libraries comprising as many as 10%°
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phage species. Such phage libraries are obtained by the
fusion to phage plll or pVIII genes, of cassettes encoding
randomized peptides (usually 6- to 10-mers), antibody rep-
ertoires, or multiple variants of a protein (135). Thus, itis
possible to rapidly and efficiently select high-affinity li-
gands or effector molecules that can be used for analytical
or preparative applications.

The Z-domain from SpA has several features including
proteolytic stability, high solubility, small size, and com-
pact and robust structure, which makes it ideal as a fusion
partner for the production of recombinant proteins. The
residues responsible for the IgG Fc—binding activity have
been identified from the crystal structure of the complex
between its parent B-domain and human 1gG Fc, showing
that these residues are situated on the outer surfaces of
two of the helices making up the domain structure and do
not contribute to the packing of the core (37). The Fc-
binding surface covers an area of approximately 600 A2,
similar in size to the surfaces involved in many antigen—
antibody interactions. Taken together, these data suggest
that if random mutagenesis of this binding surface was
performed, novel domains could be obtained with the pos-

sibility of finding variants capable of binding molecules
other than Fc of 1gG. In addition, these domains would
theoretically share the overall stability and a-helical struc-
ture of the wild-type domain.

Recently, an attempt to obtain such ligands with com-
pletely new affinities was initiated, employing phage dis-
play technology (136) (Fig. 8a). A genetic library was cre-
ated in which 13 surface residues (involved in the 1gG Fc
binding) of the Z-domain were randomly and simulta-
neously substituted to any of the 20 possible amino acids.
This Z-library has, after genetic fusion to the gene for coat
protein 3 of filamentous phage M13, resulted in a phage
library adapted for selection of novel specificities by bio-
panning (137). The library has been subjected to such af-
finity selection against different molecules for investiga-
tion as a source of novel binders (Fig. 8b). So far, novel
Z-variants, so-called affibodies, have successfully been se-
lected to diverse targets, such as Tag DNA polymerase,
human insulin, and a human apolipoprotein variant (137).
This concept suggests that the described strategy might
prove to be beneficial in generating a “next generation” of
ligands or artificial antibodies to various target molecules,

Fc binding surface =
target area for randomization

Helix 1 Helix 2

@)

/
M13 filamentous phage
/

Novel molecular surface,
mediating binding to desired
target molecule

1. Construction of phage-displayed library
2. Selection using biopanning
3. Isolation of domains with novel specificities

-

Hydrophobic core

Helix 3
Wild-type Z-domain

(b)

Variants with novel
binding specificities

Figure 8. Schematic description showing how the Z-domain has been used as molecular scaffold
in search of domain variants with novel binding specificities. (a) Using phage display technology,
Z-variants can be expressed for presentation on the surface of filamentous phage particles. Phage
libraries containing large numbers of phage clones, each displaying an individual Z-variant, can
be subjected to rounds of biopannings in which Z-variants capable of binding to a desired target
molecule can be selected. Identification of binding variants is accomplished through DNA sequenc-
ing of the packed phage DNA, containing the gene of the displayed Z-variant. (b) Top view of the
Z-domain consisting of a triple a-helix. The library is constructed through randomization of amino
acids present at the domain surface and involved in the Fc binding of the wild-type domain. Using
the selection procedure (biopanning), variants with new molecular surfaces are isolated that are

capable of binding the desired target.



to be used for purification, detection, immobilization, and
perhaps even therapeutic purposes.

CONCLUSIONS

In this article, we have illustrated how fusions to the
immunoglobulin-binding domains of SpA and the serum
albumin-binding regions of SpG, respectively, have become
important tools in many fields of research. Several strat-
egies for improved heterologous expression and simplified
recovery are based on such gene fusions. We focused on
some current trends in certain fields of applications for
SpA and SpG fusion proteins. It is apparent that SpA and
SpG fusion proteins will soon find extensive use in novel
applications in medicine, immunology, and biotechnology.
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INTRODUCTION

There is a group of reductases that catalyze the reduction
of various aldehydes and ketones (1,2). They occur widely
in living organisms and are suggested to be involved in the
metabolism of biogenic and xenobiotic carbonyl com-
pounds. From the viewpoint of the practical application of
these reductases, the stereospecific reduction of carbonyl
compounds with enzymes exhibiting stereospecificity is an
effective method for the production of various optically ac-
tive alcohols (3-6).

Among these enzymes catalyzing the reduction of vari-
ous carbonyl compounds, a class of monomeric NADPH-
dependent oxidoreductases with molecular masses of
about 35 kDa, called the aldo-keto reductase superfamily
(7), has been well characterized. This superfamily contains
many reductases, such as aldehyde reductase (EC 1.1.1.2),
aldose reductase (EC 1.1.1.21), and so forth, and these pro-
teins show high similarity in their substrate specificities
and primary amino acid sequences (7). Here we describe
aldehyde reductase and the application of microbial alde-
hyde reductase to the production of chiral alcohols.

ALDEHYDE REDUCTASE AND ALDO-KETO REDUCTASE
SUPERFAMILY ENZYMES

The aldo-keto reductase superfamily is a class of mono-
meric NADPH-dependent oxidoreductases with molecular
masses of about 35 kDa (7). This group includes aldehyde
and aldose reductases (8-14), prostaglandin F synthase
(EC 1.1.1.188) (15), 2,5-diketogluconate reductase (16,17),
morphine dehydrogenase (EC 1.1.1.218) (18), chlordecone
reductase (EC 1.1.1.225) (19), a number of hydroxysteroid
dehydrogenases (EC 1.1.1.62,1.1.1.149,1.1.1.213) (20-25),
plant chalcone reductases (26,27), and so on. From the
strong similarity in their amino acid sequences, p-
crystallin (28) and a yeast protein encoded by the GCY
gene (29), which do not exhibit oxidoreductase activity, are

also included in this superfamily. (A list of current mem-
bers of the aldo-keto reductase superfamily can be seen on
the AKR Web page at http://pharme26.med.upenn.edu.”/.)
Among them, aldehyde reductase and aldose reductase
catalyze the NADPH-dependent reduction of a wide range
of aromatic and aliphatic aldehydes, such as p-nitroben-
zaldehyde, pyridine-3-aldehyde, and glyceraldehyde, to
the corresponding alcohols (8—14). These two enzymes are
widely distributed in various kinds of mammals including
humans, cows, pigs, rats, and mice.

Because aldose and aldehyde reductases cause compli-
cations in diabetes (30), the crystal structures of human
and pig aldose reductases and aldehyde reductases have
been determined by X-ray diffraction methods (31-34). As
oxidoreductases, the enzymes are unique in that they have
a fla—triosephosphate isomerase (TIM) barrel structure,
and are the first oxidoreductases known to possess such a
structure instead of a dinucleotide, or Rossmann, binding
fold. Elucidation of the tertiary structures and reaction
mechanisms of these enzymes will facilitate the design of
specific inhibitors that may be used as drugs for the treat-
ment of diabetic complications.

NOVEL MICROBIAL ALDEHYDE REDUCTASE

Yamada et al. found a novel aldehyde reductase in a red
yeast, Sporobolomyces salmonicolor (35-37), and suc-
ceeded in cloning the aldehyde reductase gene from this
strain (38).

Aldehyde reductase was isolated in a crystalline form
from cells of S. salmonicolor and was characterized in some
detail (35-37). It should be noted that the cellular content
of the enzyme comprised more than 4.5% of the total ex-
tractable protein. The enzyme has a monomeric form of
about 35 kDa. The enzyme absolutely requires NADPH as
a cofactor. The substrate specificity of the enzyme is shown
in Table 1. The enzyme did not catalyze the reduction of
any keto acids or monoketones tested. Several aldehydes
such as p-nitrobenzaldehyde, p-chlorobenzaldehyde,
pyridine-3-aldehyde, or p-glyceraldehyde were readily re-
duced. These aldehydes are typical substrates for aldo-keto
reductase family members, as already described. Qui-
nones, such as p-benzoquinone, a-naphthoquinone, f-
naphthoquinone, and menadione, which are good sub-
strates for carbonyl reductases (14), were not reduced.
Although no detectable oxidation of NADPH was observed
with p-glucuronate, p-glucose, p-xylose, or p-galactose as
the substrate at a low concentration (0.2 mM), the enzyme
effectively catalyzed the reduction of these compounds
when they were present at a high concentration (100 mM).
The K, values for these substrates are quite high in com-
parison with those for other substrates, which suggests
that the affinity of the enzyme for these substrates is very
low. Furthermore, the enzyme effectively catalyzed the re-
duction of 4-haloacetoacetate esters to the corresponding
(R)-4-halo-3-hydroxybutanoate esters (100% ee) (35,36).
Because the reduction products derived from 4-haloaceto-
acetate esters are optically active alcohols, the enzyme can
recognize the stereopositions of these substrates.



2-Chloroacetoacetate esters were also effective substrates.
Initial velocity and inhibition studies indicated that the
enzyme reaction sequence is ordered, with NADPH bind-
ing to the free enzyme, and NADP " being the last product
to be released. Quercetin, dicoumarol, and some SH-
reagents inhibited the enzyme activity. These results of en-
zymological studies suggested that the enzyme of S. sal-
monicolor belongs to the aldo-keto reductase superfamily.

c¢DNA coding the aldehyde reductase was cloned from
cells of S. salmonicolor and sequenced (38). The aldehyde
reductase gene comprises 969 bp and encodes a polypep-
tide of 35,232 Da. The deduced amino acid sequence shows
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a high degree of similarity to that of other members of the
aldo-keto reductase superfamily. The identities between S.
salmonicolor aldehyde reductase and the bovine (39), rat
(40), human (7), rabbit (41), and barley (42) aldose reduc-
tases, human aldehyde reductase (7), and xylose reductase
from Pichia stipitis (43) are 45.1, 45.0, 43.7, 42.9, 39.5,
43.9, and 37.7%, respectively. In general, aldo-keto reduc-
tases exhibit greater similarity in their N-terminal regions
than in their C-terminal regions (Fig. 1). Analysis of the
genomic DNA sequence indicated that the aldehyde reduc-
tase gene was interrupted by six introns (two in the 5’ non-
coding region and four in the coding region).

Table 1. Substrate Specificity of the Aldehyde Reductase from S. salmonicolor

Substrate Relative activity (%) Substrate Relative activity (%)
o) o]
cl \/J\/CO(:)Csz 100 @H 14
o) o)
C|\/J\/coocn—|3 25 cl
H 56
o) o]
cl A _COOCsH,, 240 y
o o 52
Ny A\ COOC,Hy 65 . @H 58
o cl
Br.__*\__COOC,H; 75 /©)‘\H 468
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Q O,N
F. A\ COOC,H; 153 2 \@H 63
o)
o)
o)
NO
Cl 2
¢ f H 228
/\/COOCH3 74 o} SN
cl Z CH 54
(0] N O
H
\H/U\H 74 HO/\i)J\H 64
o B
e) OH
Hac\n)J\H 219 OH OH o
HO H
%o Y > OH 81
H,C OH O
3 \(”\CHg 75 OH OH
o OH OH o
i HO\/V\/?\)J\
Cl\/J\H 17 i Y H 24
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Note: See Refs. 35 and 36 for details.
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Figure 1. Comparison of the primary structures of the aldehyde reductase from S. salmonicolor
and aldo-keto reductase superfamily proteins. The sequences of the aldehyde reductase (SALR),
human aldehyde reductase (hALR), human aldose reductase (hADR), rat aldose reductase (rADR),
bovine prostaglandin F synthase (bPGF), frog p-crystallin (fRHO), the yeast nuclear gene product

(sGCY), and 2,5

diketogluconic acid reductase from Corynebacterium sp. (cDKG) are aligned. Gaps

in the aligned sequences are indicated (-). Identical amino acid residues are enclosed in boxes. See

Ref. 38 for details.
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APPLICATION OF MICROBIAL ALDEHYDE REDUCTASE TO
THE PRODUCTION OF OPTICALLY ACTIVE ALCOHOLS

The asymmetric reduction of carbonyl compounds with mi-
croorganisms or enzymes is a useful method for the syn-
thesis of optically active compounds (3-6). The aldehyde
reductase produced by S. salmonicolor effectively catalyzes
the asymmetric reduction of 4-haloacetoacetate esters to
the corresponding (R)-isomers, which are promising chiral
building blocks for the chemical synthesis of L-carnitine
(Fig. 2) and so forth (44-47).

Stereospecific Reduction of Ethyl 4-Chloroacetoacetate

Ethyl (R)-4-chloro-3-hydroxybutanoate formed through
the reduction of ethyl 4-chloroacetoacetate with cells of S.
salmonicolor showed low optical purity (8.5% ee) because
the cells contained a significant amount of an enzyme(s)
catalyzing the reduction of ethyl 4-chloroacetoacetate to
ethyl (S)-4-chloro-3-hydroxybutanoate in addition to the
aldehyde reductase forming ethyl (R)-4-chloro-3-hydroxy-
butanoate. Because heat treatment and acetone fraction-
ation of a cell-free extract of S. salmonicolor remove the
(S)-isomer-forming enzyme(s) from the cell extract, the cell
extract after these treatments was used as the source of
aldehyde reductase. Commercially available glucose de-
hydrogenase, NADP ", and glucose were added as a cofac-
tor regenerator. A practical preparation can be carried out
in an organic solvent-water two-phase system, as shown

(a)

Glucose \\/ NADP+\/

Gluconate Cl

CAAE

Agueous phase

Glucose

E. coli IM109
[PKAR, pKKGDH]

Gluconate

CAAE

Aqueous phase

COOEt
GDH (R)-CHBE

e’ N 8

COOEt

Organic phase

Organic phase
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Figure 4. Conversion of ethyl 4-chloroacetoacetate to ethyl (R)-
4-chloro-3-hydroxybutanoate in a two-phase reaction system by E.
coli IM109 [pKAR, pKKGDH] cells. Glucose (100 mg/mL) was
added to the aqueous phase periodically (arrows). Symbols: O,
ethyl 4-chloroacetoacetate (CAAE); @, ethyl (R)-4-chloro-3-hy-
droxybutanoate (CHBE). See Refs. 49-52 for details.

in Fig. 3a, because the substrate is unstable in an aqueous
solution, and both the substrate and product strongly in-
hibit the enzyme reaction. In this system, most of the sub-
strate is present in the organic phase; consequently, the
ethyl 4-chloroacetoacetate is quite stable and cannot in-

Figure 3. Outline of the stereospecific reduction of
ethyl 4-chloroacetoacetate by aldehyde reductase
(AR) and glucose dehydrogenase (GDH) (a), and
washed cells of E. coli IM109 [pKAR, pKKGDH] (b),
as catalysts, in an organic solvent-water two-phase
system. CAAE, ethyl 4-chloroacetoacetate; CHBE,
ethyl 4-chloro-3-hydroxybutanoate. See Refs. 48-52
for details.
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hibit the enzyme reaction occurring in the aqueous phase.
n-Butyl acetate is regarded as the most suitable organic
solvent for such a two-phase system because it shows high
partition efficiencies with regard to both the substrate and
product, and both enzymes are stable in the presence of
this organic solvent. In a bench-scale two-phase reaction,
83.8 g/L of ethyl (R)-4-chloro-3-hydroxybutanoate (86% ee)
was produced from ethyl 4-chloroacetoacetate, with a mo-
lar yield of 95.4% (48,53).

Enzymatic Production of Ethyl (R)-4-Chloro-3-
Hydroxybutanoate

The two-phase reaction was improved by using an Esche-
richia coli transformant. The aldehyde reductase gene
from S. salmonicolor (38) and the glucose dehydrogenase
gene from Bacillus megaterium (54) were transformed into
the same E. coli strain; consequently, a transformant over-
producing both aldehyde reductase and glucose dehydro-
genase, E. coli JIM109 [pKAR, pKKGDH], was obtained
(49-52). The reduction reaction was carried out in an or-
ganic solvent-water two-phase system containing ethyl 4-
chloroacetoacetate, glucose, and NADP*, and E. coli
JM109 [pKAR, pKKGDH] cells as the catalyst (Fig. 3b).
When the E. coli cells were incubated in the n-butyl
acetate—water two-phase system, 300 mg/mL of ethyl 4-
chloroacetoacetate was almost stoichiometrically con-
verted to ethyl (R)-4-chloro-3-hydroxybutanoate (92% ee)
in 16 h (Fig. 4). Because the use of E. coli transformant
cells as the catalyst is simple and does not require isolation
of the aldehyde reductase, which is necessary for S. sal-
monicolor cells, it is highly advantageous for the practical
synthesis of ethyl (R)-4-chloro-3-hydroxybutanoate.
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INTRODUCTION

Photosynthetic microorganisms play an important role in
the conversion of solar energy into chemical energy
through their photosynthetic activities. Photosynthetic
conversion can be expected to be an efficient and alterna-
tive process in several industrial fields; for example, mi-
croalgae have been studied because they produce a wide
variety of metabolites.

Attempts to develop large-scale methodologies for the
cultivation of microalgae have been summarized in a doc-
ument produced by the Carnegie Institute of Washington
(1), in which algae were predicted to provide an alternative
to fermentation and agriculture products. Algal biomass
has historically served as fertilizer, and as a food source
for both humans and animals (2—4). They are also used for
secondary wastewater treatment (5). This use of algal bio-
mass is an important industrial application of microalgal
cultures. With advances in processing technology, algal
biomass has come to be seen as a possible source of fuel,
as well as of fine chemicals and pharmaceuticals (6). Sev-
eral microalgae that produce useful chemicals, such as
amino acids, vitamins, carotenoids (f-carotene), fatty acids
(DHA, EPA, y-LA), polysaccharides, and antibiotics have
been reported (Table 1). Several microalgal products have
already been commercialized (7).

It is estimated that there are roughly over 10,000 spe-
cies of microalgae in the natural environment. Unique al-
gal strains may be found in highly diversified marine en-
vironments. We have discovered several marine microalgal
strains that produce useful substances, including novel
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Table 1. Commercial Products from Microalgae

Market
Value (millions
Products Uses (dollars/kg) of dollars)
Phycobiliproteins Research 10,000 1-10
Food coloring 100
B-Carotene Provitamin A 500 1-10
Food coloring 300
Xanthophylls Feed 200-500 10-100
Vitamin C Vitamin 10 10-100
Vitamin E Vitamin 50 10-100
Polysaccharides Viscosifiers 5-10 10-1,000
Amino acids
Proline 5-50 1-10
Arginine 50-100 1-10
aspartic acid Gums 2-5 100-1,000
Single cell protein Animal feeds 10-20 100-2,000

plant-growth regulators that promote redifferentiation,
germination, and plantlet formation; tyrosinase inhibitors;
a sulfated polysaccharide showing anti-HIV activity; novel
antibiotics with light-regulated activity; and a UV-A ab-
sorbing compound (Table 2).

The development of an efficient culture system is nec-
essary for algal mass production and the industrial appli-
cation of microalgae. Hence, we describe several technol-
ogies for microalgal mass cultivation under open and
closed systems. Furthermore, recent studies of applied mi-
croalgal culture investigating the possible use of biological
CO, fixation are presented. Also discussed are examples of
the technical designs for on-site CO, removal systems com-
bined with algal cultures, which promise to play a role in
developing technologies for environmental protection.

MICROALGAL MASS CULTIVATION TECHNOLOGIES

The growth rate and maximum biomass yield of microalgal
strains are affected by culture parameters (light, tempera-
ture, and pH) and nutritional status (CO,, nitrogen, and
phosphate concentrations). On the other hand, increasing

Table 2. Production of Useful Materials by Marine Microalgae

the density of cultures decreases photon availability to in-
dividual cells. Light penetration of microalgal cultures is
poor, especially at high cell densities (Fig. 1), and such poor
photon availability decreases specific growth rates. Higher
biomass yields could be expected if sufficient photons were
provided to high-density cultures of microalgae.

Large-scale culture systems have been constructed
(classified as open and closed systems) with the greatest
attention paid to the light supply (Fig. 2) (28). Strains such
as Chlorella, Scenedesmus, Dunaliella, Spirulina, Por-
phyridium, and Haematococcus have been cultured using
these systems to provide for several useful materials
(6,29-32).

Open Systems

Several different types of open culture systems have been
proposed (Fig. 2a—d). These open culture systems are the
simplest method of algal cultivation and offer advantages
in construction cost and ease of operation. Open culture
systems require a large surface area and shallow depth (ca.
12-15 cm) to improve light utilization. Furthermore, mix-
ing the culture prevents the cells from sinking to the bot-
tom and distributes efficient cell growth with sunlight. The
raceway pound proposed by Oswald (33) has been devel-
oped into various types, including raceway pounds em-
ploying a paddle wheel, which have most generally been
used for outdoor production of microalgae (34,35). The
raceway pounds for commercial production of microalgae
require an area of 1,000-5,000 m?2.

Contamination by different algal species and other or-
ganisms is a serious problem in open culture systems.
Chlorella, Dunaliella, and Spirulina, which are tolerant to
extreme conditions (high nutrients, high salinity, and high
pH), are adequate strains for open culture systems. Von-
shak et al. (36) demonstrated that contamination by Chlo-
rella in outdoor Spirulina culture was prevented by main-
taining the culture medium at a high bicarbonate
concentration (0.2 M). Grazers sometimes found in Spiru-
lina culture were arrested by addition of ammonia (2 mM).

The open culture system is easily affected by weather
conditions. Rain dilutes salinity, causing contamination.

Amount

Product Strain (mg or unit*/g dry wt) Ref.
Coccolith Emiliania huxleyi 740 8-10

Pleurochrysis carterae
y-Linolenic acid Chlorella sp. NKG042401 9.5 11, 12
Palmitoleic acid Phormidium sp. NKBG 041105 47 13
Docosahexaenoic acid (DHA) Isochrysis galbana UTEX LB 2307 15.7 14
Polysaccharide Aphanocapsa halophytia 45 15
Glutamate Synechococcus sp. NKBG040607 15.4 16, 17
Phycocyanin Synechococcus sp. NKBG042902 150 18
UV-A absorbing biopterin glucoside Oscillatoria sp. NKBG 091600 0.2 19, 20
Antimicrobial compound Chlorella sp. NKG 0111 — 21
Plant growth regulator Synechococcus sp. NKBG042902 — 22-24
Lactic acid bacteria growth regulator Synechococcus sp. NKBG040607 —
Tyrosinase inhibitor Synechococcus sp. NKBG15041c

SOD Synechococcus sp. NKBG042902

107* 25, 26
— 27
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Figure 1. The distribution of light intensity as a function of dis-
tance from the surface at various cell concentrations; solid circles,
2.3 x 108 cells/ml; open circles, 7.9 x 107 cells/ml.

Furthermore, several algae that produce useful chemicals
require more restricted conditions for efficient growth and
for metabolite production.

Photobioreactor (Closed System)

Closed systems have been expected to overcome such open
culture system disadvantages, and several photobioreac-
tors have been devised. Figure 2e—i shows some large-scale
closed photobioreactors. These photobioreactors offer sev-
eral advantages: easier maintenance of monoalgal cultures
because of protection from contamination; avoidance of wa-
ter loss and subsequent increase of salinity in the culture
medium; higher productivity with greater cell densities,
reducing harvesting costs; and applicability to varying mi-
croalgal species under favorable culture conditions. How-
ever, for an efficient and reliable large-scale culture sys-
tem, several criteria need to be considered (37), such as
light-utilization efficiency, homogeneous mixing (turbu-
lence), low-shear environment, temperature control, and
efficient gas transfer.

Yield of algal biomass depends on the light path to each
cell, and therefore, surface-to-volume ratio is an important
factor for efficient light utilization in a photobioreactor.
Tubular reactors have been well studied since their devel-
opment by Tamiya et al. (38). The diameter of a tubular
reactor is now less than 40 cm. Richmond et al. (39) dem-
onstrated that reduction of the tube diameter from 5.0 cm
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to 2.8 cm enhanced the biomass yield 1.8 times. Narrower
tube diameters may allow efficient light utilization as well
as a faster flow rate, enhancing the algal productivity and
reducing fouling on the inside walls of the tubes. In tubular
reactors, flow rates of 30-50 cm/s are generally used, and
air-lift is the most effective circulation method of culture,
rather than a centrifugal pump, a rotary positive displace-
ment pump, and a peristaltic pump. The main advantages
of air-lift systems are their low shear and relative simplic-
ity of construction. Furthermore, the advantage of the tu-
bular system in biomass production per volume using An-
abaena siamensis was shown where productivities of an
open raceway (300-L capacity, height of 15 cm) and a tu-
bular reactor with a 2.8-cm-diameter tube were 86 and 550
mg dry wt/L/day, respectively. Several modifications in
tube arrangement have been carried out for optimizing
light penetration. Most of the tubular reactor is laid on the
ground, and the lower parts of the tubes receive less light
than the upper parts. Torzillo et al. (40) have constructed
a two-plane tubular bioreactor for optimizing light avail-
ability, in which each tube in the lower plane was placed
in the vacant space between two tubes in the upper plane.
They showed that this two-plane tubular bioreactor (145
L culture volume) has an effective surface area (ratio of
surface area [m?] to culture volume [m®] = 49/m) and gave
a net volumetric productivity of 1.5 g dry wt/L/day using
Spirulina platensis. Furthermore, a pilot plant called the
Biocoil has been set up (Fig. 2e) (41). This helical tubular
reactor is constructed with a vertical tower coiled up with
a tube, increasing the available efficient land surface area.
When biomass productivity of various tubular reactors is
compared on area basis (surface area), a similar production
range of 15-30 g dry wt/m?/day is obtained for all reactor
types.

The effect of temperature on biomass yield is significant
in algal culture. The culture in the tubular reactor is often
maintained at higher temperature than that in the open
raceway. Richmond et al. (39) demonstrated that the Spi-
rulina culture using the tubular reactor could be warmed
faster than in the open raceway. The culture could be kept
at 35-37 °C, the optimal range for Spirulina growth during
most of the light period. However, the closed reactors are
sometimes overheated and thus are more suitable for the
thermophilic or thermotolerant strains. Temperature con-
trol using a heat exchanger and/or evaporative cooling by
spraying water onto the surface is sometimes required for
the cultivation of general strains (40,42).

A problem in the closed system is photooxidative dam-
age to the cells caused by accumulation of dissolved oxygen
produced by photosynthesis during the light period. In the
open system, evolved oxygen is diffused to the atmosphere.
By contrast, because oxygen cannot escape from the closed
reactors, degasser systems are sometimes required.

The culture part of closed photobioreactors has been
constructed with materials such as glass, methyl polyme-
tacrylate, polyethylene, polypropylene, polyvinylchloride,
silicone, and stainless steel. These photobioreactors have
been designed to utilize external illumination, such as sun-
light. Fiber optics also have been employed as internal
light sources (43). Photobioreactors employing fiber optics
have the merit of controlling the illumination and duration
of the light period. The authors have demonstrated growth
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of a high-density culture using a photobioreactor employ-
ing novel light-diffusing optical fibers (LDOF). Efficient
light distribution was achieved as a result of a bundle of
LDOFs passing through the cell culture (17). The ratio of
surface area to volume was very high (692/m), and uniform
illumination in the cell culture was obtained. Takano et al.
(44) cultured a marine cyanobacterium Synechococcus sp.
in the LDOF photobioreactor, achieving a biomass yield of
2g/L/day.

Photobioreactors are less economical but have many su-
perior aspects to the open culture systems mentioned ear-
lier. Thus, they are limited to high-value products. Suit-
able culture systems have to be adopted according to the
target products and available environmental conditions.

PRODUCTION OF USEFUL MATERIALS BY RECOMBINANT
CYANOBACTERIA

Higher productivity of valuable primary or secondary me-
tabolites in microalgae will be possible by high-density cul-
tivation and/or genetically engineered microalgae. Genetic
engineering of cyanobacteria (blue—green algae) has been
developed in which gene-transfer systems have been es-
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tablished in several cyanobacterial strains (45,46), and
these have been used as hosts for production of foreign
proteins (47).

Recent pharmaceutical interest in unsaturated fatty ac-
ids has triggered a search for sources of these valuable
compounds. Monounsaturated fatty acids such as palmi-
toleic acid (C16:1), undecylenic acid (C11:1), and tridecenic
acid (C13:1) have the potential to prevent several diseases.

Several eukaryotic microalgae are known to produce
highly unsaturated fatty acids such as eicosapentaenoic
acid (EPA; C20:5) and docosahexaenoic acid (DHA; C22:6),
which are valuable dietary components (14,48). They may
be involved in preventing several human diseases (49,50).
However, wild-type cyanobacteria do not possess the bio-
synthetic pathway for these fatty acids. The EPA synthesis
gene cluster (ca. 38 kbp) from the marine bacterium She-
wanella putrefaciens SCRC-2738 was cloned into the ma-
rine cyanobacterium Synechococcus sp. using a broad-host
cosmid vector, pJRD215 (10.2 kbp, Sm" Km"). The con-
structed plasmid (pJRDEPA; ca. 48 kbp) could be trans-
ferred by transconjugation to the cyanobacterial host at a
frequency of 2.2 X 10~7. Cyanobacterial transconjugants
grown at 29 °C produced only 0.12 mg EPA/g dry wt,
whereas those grown at 23 °C produced 0.56 mg/g dry wt.



Furthermore, the content of EPA in cells grown at 23 °C
increased by 0.64 mg/g dry wt after preincubation for one
day at 17 °C (51).

Spirulina spp. are commercially valuable cyanobac-
teria. Several Spirulina genes have been characterized
(52). The genetic study of Spirulina has been focused on
the construction of mutants and the cloning of genes. Gene-
transfer systems have not been developed because Spiru-
lina has high restriction endonuclease activity and is re-
sistant to most antibiotics. Establishment of gene-transfer
systems in Spirulina will contribute to their industrial ap-
plication.

CO, FIXATION USING MICROALGAL CULTURES

Recently, the possible use of biological CO, fixation to re-
duce anthropogenic CO, emission has been investigated.
For development of on-site CO, fixation systems using mi-
croalgae, efficient photobioreactors and strains that can fix
large quantities of CO, are required. Recently, several ap-
plied studies aimed at the direct biological utilization of
CO, in emission gas from power plants have been carried
out. In Japan, coal-fired power plants and the steel and
cement industries produce large quantities of CO,. These
industries also emit NO, and SO,. It is known that NO,
and SO, reduce biological CO, fixation activity, primarily
by inhibiting photosynthesis. Therefore, microalgae that
can grow under such extreme conditions will be required
for direct CO, fixation.

Identification of microalgal strains capable of growing
rapidly in water sparged with emitted gas and under other
extreme conditions, such as at high pH, has been carried
out. Their ability to grow in saline water (e.g., seawater)
and their resistance to other gas constituents (e.g., SO,
and NO,) are additional considerations. Desirable prop-
erties of microalgae for the direct biological utilization of
CO, in gas emitted from a power plant are summarized in
Table 3.Several strains have been isolated from environ-
ments that have some of the properties described above.
Among those strains, the marine alga Chlorococcum littor-
ale (53) is characterized by high CO, tolerance and high
growth rate in the linear growth phase.

A Designed System for the Reduction of CO, Emission: Case
I—Coal-Fired Power Plants

A designed system for the reduction of CO, emission from
coal-fired power plants is presented (28). Microalgal cul-
tivation using CO, in gas emitted from power plants has
been described. In this system, CO,-fixed product by mi-

Table 3. Desired Properties of Microalgae for CO,
Fixation

1. High pCO, tolerance

. Low pH tolerance

. Stable and high growth rate in the linear growth phase
. Capacity to grow at high cell densities

. Acidic gas (NO,, SO,) tolerance

. Thermotolerance

o0 WN
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croalgal culture is used as biomass fuel, which will substi-
tute for fossil fuel (Fig. 3). CO, recycling in coal-fired power
plants will achieve the reduction of CO, emission from
power plants.

Cost of microalgae CO, mitigation using the designed
system has been estimated based on several designed spec-
ifications:

1. Plant size: emission gas from a 500 MW power plant

2. Gas condition: 30.85 kg C/S (CO,) concentration in
dry flue gas: 14.2% (vol)

3. Biofixation conditions

a. One hundred percent of the CO, produced by the
power plant is fed to biological systems, and 90%
of the CO, fed to the system is utilized during
daylight summer hours.

b. Direct biofixation of CO, is applied where CO, in
emission gas from the power plant is directly fed
to algal ponds for photosynthesis.

c. Both 10% (case 1) and 20% (case 2) of photosyn-
thetic efficiency based on visible light are studied
as are 4.5% (case 1) and 9.0% (case 2) based on
total light.

d. The average solar radiation should be greater
than 200 W/m?.

4. Operation of the plant: The power plant is operated
at 70% operation factor. That is to say, the plant is
operated at 100% of rated capacity for 16.8 h (70%
of 24 h) during the day and is shut down for 7.2 h
(30% of 24 h) during the night.

5. CO, production rate
a. Hourly CO, production: 407 tCO,/h
b. Annual CO, production: 2,495,724 tCO,/year

6. Algal Strain: NANNP2 (Nannochloropsis sp. from
the DOE/NREL/ASP culture collection) The ex-

pected productivities of algal biomass: 42 g/m?/day
(case 1) and 84 g/m?/day (case 2)

Table 4 presents preliminary cost estimates for a large-
scale (over 1,000 ha) microalgal system for biomass fuel
production. Two different productivities, 42 and 84 g/m?/
day, were assumed to correspond to about 10 and 20% solar
conversion efficiencies, based on visible light, and 4.5 and

co,

~

Artificial
weathering

co,

Waste concrete HCO,2~ + Ca?

B Coccolithophori
Photosynthesis | algae (biomas:
Calcification coccolith)

Figure 3. Design of CO, fixation by artificial weathering of waste
concrete and culture of coccolithophorid algae.

HCO,2~ + Ca?*




74 ALGAL CULTURE

Table 4. Capital and Operating Costs

Productivity assumption Case 1 Case 2
Avg. ash-free dry weight (g/m?/day)

@20 Mj/m?/day 42 84
Annual productivity (mt/ha/year) 101.9 203.8
Solar conversion efficiency (%) 10 20
CO, fixation (tC/halyear) 48.4 96.8
Average annual utilization of CO, (%) 54 54
Growth pond area required (ha) 7,390 3,700
Land area required (500 MW power

plant, growth pond X 1.2 ha) 8,900 4,500

Capital costs ($/ha)

Ponds (earthworks, CO, sumps,

mixing) 31,000 45,000
Harvesting (settling ponds, centrifuge) 10,500 15,000
Systemwide costs (water, CO, supply,

etc.) 25,100 36,900
Drying 9,800 19,600
Engineering, contingency, fees 16,700 25,700
Land-related costs 3,800 5,800
Total capital cost ($/ha) 96,900 148,000
Capital costs ($tCl/year) 2,002 1,529

Operation costs ($/ha/year)

Power, nutrient, maintenance, labor 15,400 27,000
Annualized capital cost (10% DCF) 10,048 15,346
Credit for biomass fuel (82.4 $/mt) —8,400 —16,793
Net operating cost 17,048 25,553
CO, mitigation cost ($/tC) 352 264

Note: Solar conversion efficiencies are for visible light.
The credit for biomass fuel is $25/barrel of oil.

9%, based on total light. The lower productivity reflects
what could be expected based on present experience. The
higher productivity is the theoretical limit. CO, mitigation
costs greatly depend on the productivity of algae and solar
radiation. Microalgal strains that can achieve higher pho-
tosynthetic efficiency at higher solar radiation are neces-
sary. A photobioreactor, in which microalgae can convert
from CO, to biomass at higher photosynthetic efficiency, is
also required.

Further research into microalgae, photobioreactors, the
downstream process of microalgal culture, and the burning
process of microalgal biomass is still needed. If such re-
search is successful and the economic projections shown in
Table 4 are verified, this system will represent one of the
most promising technologies for future CO, mitigation pro-
cesses.

A Designed System for the Reduction of CO, Emission: Case
II—Cement Plants

Coccolithophorids are unicellular planktonic marine algae
that produce elaborate structures called coccoliths, com-
prising scales or plates of CaCO;. In the oceans, huge
blooms of coccolithophorid algae occur. These blooms have
been recognized as contributing to ocean floor sediment
formation, and algae play an important role in the global
carbon cycle by recycling CaCOs.

We have chosen coccolithophorid algae as model organ-
ism to investigate biomineralization and have focused on
the ecological significance of CaCO; recycling. We have
proposed CO, fixation by artificial weathering of waste
concrete and coccolithophorid algae cultures (Fig. 4). Dur-
ing artificial weathering of waste concrete suspended in
seawater, atmospheric CO, can be absorbed and dissolved
as bicarbonate ions, which are a major source of coccolith
particles. Coccolithophorid algae can use bicarbonate ions
to form CaCOj; particles. As a result, CO, absorbed by ar-
tificial weathering can be mineralized and fixed perma-
nently. Artificial weathering of waste concrete is also a use-
ful method to supply bicarbonate ions to cells of the
coccolithophorid alga Emiliania huxleyi.

The CO, fixation method by artificial weathering of
waste concrete and coccolithophorid algae cultures can be
applied to the reduction of CO, emission in cement plants.
A designed system for the reduction of CO, emission in
cement plant is shown in Fig. 5. Coccoliths can be used as
an alternative to limestone, which is a carbonate source
for cement production. In the cement industry, CO, is
mainly produced by the decomposition of limestone during
the burning of cement clinker. If CaCOj; recycling can be
achieved by artificial weathering of waste concrete and coc-
colithophorid culture, CO, emission by the cement indus-
try might be reduced (Fig. 5).

Moreover, it is proposed that microalgal biomass with
fixed CO, products may be stored in concrete. If microalgal
biomass can be stored in concrete without the decomposi-
tion of the biomass back to CO,, removal of anthropogenic
CO, may be achieved.

CO, absorption by artificial weathering of concrete has
been determined. When concrete (calcium content was 15%
wt/wt) pieces were weathered by CO, and seawater, over
310 mg CO,/g concrete could be absorbed and dissolved in
the form of HCO3 (54). The amount of CO, absorbed is
directly related to calcium content in concrete, 310 mg
CO,/g concrete is equal to almost 1 g CO,/g Portland ce-
ment (calcium content is almost 46%).

On the other hand, amount of emitted CO, during a
cement production is 708 kg CO,/ton cement. The amount
of absorbed CO, by the weathering of waste concrete is
greater than that of emitted CO, during a cement produc-
tion. Moreover, CO, is absorbed by following coccolitho-
phorid algae cultures.

CONCLUSION

The authors reviewed large-scale algal culture systems.
Open pond systems have lower productivity of algal bio-
mass, require larger land areas, and involve larger land
costs. However, their operation cost is lower. On the other
hand, closed systems can achieve high-density culture, and
the volume of algal culture can be reduced. The reduction
of culture volume decreases the land costs. However, a cer-
tain land area is still required for the collection of solar
energy, and the operating cost is larger than that of open
systems. Moreover, solar radiation, temperature, and
other factors regulating algal productivity are significantly
affected by location. Suitable culture systems have to be



jJ

ALGAL CULTURE 75

Flue gas (CO,)
<

Stack 7\\01
TN

Nutrients 45
(s )

-~

Power-plant boiler

( Coagulant )
[

( Seawater //
g
T o ~—=
0”00 o

Effluent

Raceway cultivator

Separater Dewatering

Recirculation

| _ Biomass
fuel

Drying system

Figure 4. Conceptional system of CO, fixation by microalgae.

co
_J\/ 2 \
CO, absorption by artificial
weathering of waste concrete
Limestone \
CO, source in > Cement —> Concrete —————— > Waste concrete
raw materials f Reconstruction

[Use for cement production)

as CaCOg3 source uSes

Application «———— Bjomass
\ Coccolithophorid

- 2+
Storage CO, as biomass HCO;3, Ca

into concrete??

/

algae cultures
CaCO; particles / \

CO, absorption

\

Atmosphere

Figure 5. Design of CO, removal system in cement industry.

adopted according to the target products and available en-
vironmental conditions.

Extensive studies of biological CO, fixation using mi-
croalgal cultures have been pursued for the past 10 years.
A primary goal is the complete removal of CO, in dis-
charged gas emitted by such an on-site system. Because of
the land-area requirements and the current CO, mitiga-
tion cost of $264/ton as carbon, it is to be difficult at pres-

ent to apply microalgal cultures to CO, removal. Most
nations are seriously considering the increase of atmo-
spheric CO, concentration, and intensive efforts to reduce
the anthropogenic CO, emission will be made. Microalgae
culture may be one of the important processes used for
such efforts (55).

Regarding technological use of microalgal biomass, sev-
eral examples, including historical findings, have been pre-
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sented. Microalgal production of useful chemicals and en-
ergy resources have been extensively investigated.
Processes that utilize the majority of the resulting microal-
gal biomass as energy sources would be desired. Such pro-
cesses may allow the recycling of evolved CO, from human
energy consumption rather than a one-way emission, as is
the case with fossil fuels. The following six products can
be produced from microalgal biomass for use as fuels: hy-
drogen (through biophotolysis), methane (through anaer-
obic digestion), ethanol (through yeast or other alcohol fer-
mentation), triglycerides (through extraction of lipids),
methyl ester fuels (through transesterification of lipids),
and liquid hydrocarbon (from Botryococcus braunii).

Increasing attention has been paid to resource sustain-
ability in all industries. It must be considered whether re-
sources used for manufacturing products can be sustain-
able. Developing technologies of microalgal culture will be
expected to provide sustainable resources.
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INTRODUCTION

Glutamic acid was isolated from wheat gluten hydralyzate
by Ritthousen in 1866. Wolff carried out the first chemical
synthesis of glutamic acid in 1890. In 1908, Ikeda (1) iso-
lated the specific taste fraction from the kelplike seaweed
Laminariaceae. Kelp, called konbu in Japan, is tradition-
ally used as a soup-stock component with dried bonito, and
has been identified as the salt of glutamate, used to en-
hance the flavor of foods. He also recognized it as “umami”
taste, which does not belong to the four traditional taste
categories; bitter, sour, salty, and sweet. Immediately after,
Ikeda filed a patent application and began the commercial
production of monosodium L-glutamate monohydrate
(MSG) with his partner, Suzuki, in 1909.

With the increasing demand for MSG is use as a sea-
soning, biochemical procedures were developed for its
production. For example, a-ketoglutaric acid was first fer-
mented from glucose by using a species of Pseudomonas
(2), followed by the conversion with amination to L-
glutamate in a high yield. The vigorous study on the ac-
cumulation of L-glutamate in bacterial cultures by Kinosh-
ita et al. (3) opened the door to the microbial production of
L-glutamate and other amino acids.

The annual amount of production was estimated at
more than 1,000,000 tons in 1997, an amount that in-
creases by about 5% globally every year. Production is in-
creased because of the demand due to changes in eating
habits, and its use in commercially prepared, packaged
foods; ready-made sours; and table seasonings in both
Western and Eastern countries.

METABOLISM

L-glutamic acid is split into a-ketoglutaric acid and am-
monia by glutamate dehydrogenase. By the reverse reac-
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tion, L-glutamic acid is synthesized from a-ketoglutaric
acid, a member of the tricarboxylic acid (TCA) cycle of
glycolysis. Whereas glutamate transaminase is nonspecific
for the pairs of keto acids and amino acids, L-glutamate is
the only amino acid in mammalian tissues that undergoes
oxidative deamination at an appropriable rate. The for-
mation of ammonia from a-amino groups requires their
conversion to the a-amino nitrogen of L-glutamate. Thus,
L-glutamic acid is a key substance in the nitrogen metab-
olism of amino acids. Glutamate dehydrogenase is widely
distributed in microorganisms and higher plants as a
catalyst in the synthesis of L-glutamic acid from o-
ketoglutaric acid and free ammonia. Transaminase is con-
tained in a wide variety of microorganisms.

MICROBIAL PRODUCTION

Although various kinds of microorganisms accumulate
amino acids in culture medium, only bacteria have suffi-
cient productivity to warrant the commercial production of
amino acids. Since amino acids are essential components
of microbial cells, and their biosyntheses are teleologically
regulated to maintain an optimal level, they are normally
synthesized in limited quantities and subject to negative
feedback regulation. It is necessary to overcome this regu-
lation to achieve overproduction of amino acids. Microbial
amino acid overproduction can be achieved using the fol-
lowing procedures and has been attained by introducing
mutation techniques (4):

1. Stimulation of cellular uptake of the starting mate-
rials

2. Hindrance of the side reaction

3. Stimulation of the formation and the activity of the
enzymes for biosynthesis

4. Inhibition or reduction of the enzyme concerned with
the degradation of the amino acids produced

5. Stimulation of the excretion of the product into the
extracellular space

L-Glutamate production by a wild-type strain of Cory-
nebacterium was explained by the release of L-glutamate
regulation and efflux of L-glutamate through the cell mem-
brane by the limitation of biotin or the addition of penicillin
ester of fatty acids to the culture medium (5).

Fermentation Method

Excretion of L-amino acids by Escherichia coli when an ex-
cess of ammonium salt was added was reported in 1950
(6). In 1957, a fermentation process was successfully com-
mercialized (3) that used a strain of bacteria isolated from
soil, later found to be Corynebacterium glutamicum, which
is able to excrete considerable amounts of L-glutamic acid.

Numerous microorganisms have been isolated and
found to be able to overproduce L-glutamic acid, including
Brevibacterium flavum, B. lactofermentum, and Microbac-
terium ammoniaphlum. Because of minor differences in
the character of these bacteria, which are all Gram posi-
tive, non-spore forming, nonmotile, and require biotin for

growth, the name of genus Corynebacterium was suggested
for these coryneform bacteria (7).

For production of L-glutamic acid, the key factors in con-
trolling the fermentation are as follows:

1. The presence of biotin in the range of 5 to 10 ug/L,
which is optimal for the excretion of L-glutamic acid
through cell walls

2. A sufficient supply of oxygen to reduce the accumu-
lation of lactic acid and succinic acid as by-products

When a biotin-rich medium, such as molasses, is used
as the carbon source, the addition of penicillin or cepha-
losporin C favors the overproduction of L-glutamic acid,
supposingly due to the repression of peptide glycan syn-
thesis on the cell membrane. The supplementation of a
fatty acid or surfactant also results in an increased per-
meability of the cell wall, thus enhancing L-glutamic acid
excretion. Kramer (8) reports the existence of specific car-
rier mechanisms that are responsible for active L-glutamic
acid secretion in C. glutamicum.

Generally, the intracellular accumulation of L-glutamic
acid does not reach levels sufficient for feedback control in
glutamate overproducers due to rapid excretion of gluta-
mate. However, the regulatory mechanisms of L-glutamic
acid biosynthesis have been studied intensively to obtain
mutants with increased productivity, as shown in Fig-
ure 1.

Shiio (9) discussed two enzymes that have played key
roles in the biosynthesis of L-glutamic acid. The first, phos-
phoenolpyruvate carboxylase, catalyzes carboxylation of
phosphoenolpyruvate to yield oxaloacetate; it is inhibited
by L-aspartic acid and repressed by both L-aspartic acid
and L-glutamic acid. Second, a-ketoglutaric acid dehydro-
genase converts a-ketoglutaric acid to succinyl-CoA; in L-
glutamic acid-overproducing strains, a-ketoglutaric acid
dehydrogenase limits further oxidation of a-ketoglutaric
acid to carbon dioxide and succinic acid, thus favoring the
formation of L-glutamic acid.

In L-glutamic acid—overproducing strains, the K, value
of a-ketoglutaric acid dehydrogenase was nearly two mag-
nitudes lower than that of L-glutamic acid dehydrogenase,
which catalyzes the last step to L-glutamic acid. Conse-
quently, v, of L-glutamic acid dehydrogenase proved to
be about 150 times higher than that of a-ketoglutaric acid
dehydrogenase. Borman (10) isolated and characterized
the C. glutamicum glutamic acid dehydrogenase.

A strain of Microbacterium ammoniaphlum cultured
under biotin-deficient conditions produced 58% of L-
glutamic acid formed from glucose via phosphoenolpyr-
vate, citrate, and a-ketoglutaric acid; the other 42% was
formed via the TCA cycle or glyoxylate cycle (11).

The mutants are reported as either having sensitivity
in cell permeability (12), having the capability for in-
creased carbon dioxide fixation (13), or having a too-low
activity level of pyruvate dehydrogenase (14).

Another approach focused on the development of ther-
mophilic mutants. A strain of Corynebacterium thermo-
aminogenes is reported to accumulate L-glutamic acid at
temperatures above 43 °C (15).
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CHEMICAL PROPERTIES

Dissociation Constant

Amino acids exit aqueous solutions as dipolar ions (zwit-
terions), and glutamic acid may be represented as follows
(16). Following Bronsted, an acid may be defined as a sub-
stance capable of combining with a proton. When an amino
acid is titrated with HCl and NaOH, a curve exhibiting two
points of inflection is obtained. Thus amino acid can react
either as an acid or as a base, that is, as an ampholyte.

The dissociation constants for glutamic acid are pK;
2.19 (COOH), pK, 4.25 (COOH), and pK; 9.67 (NH3). (It
is customary to designate the pK’ values of amino acids in
order of decreasing acidity.) The isoelectric point (pl) of glu-
tamic acid is the pH 3.2 calculated from the relation pl =
pK; + pK2/,, at which there is no net charge on the amino
acid molecule. At this pH, no migration will occur in an
electric field.

Racemization

Racemization proceeds, in general, in alkali solutions as
shown in Figure 2, such that «-H liberated from o-C by a
base-catalyzed reaction yields carboion (C™—C=0) on a-
C, which equilibrates with «,f unsaturated from C=C—
O~. In the case of acidic solutions, racemization proceeds
the same as in alkali, via carboion, C"—C=0OH~, which
equilibrates with «,f unsaturated from C=C—O .
Racemization in neutral solution occurs at 190 °C with
the loss of taste characteristics after the formation of the
lactam and pyroglutamic acid. This reaction is very slow,
but the equilibrium shifts toward the lactam rather than

Figure 1. Regulation of L-glutamic acid biosynthesis in
Corynebacterium glutamicum (5). Regulatory enzymes:
1, phosphoenolpyruvate carboxylase; 2, pyruvate Ki-
nase; 3, pyruvate carboxylase; 4, pyruvate dehydroge-
nase; 5, citrate synthetase; 6, aconitase; 7, isocitrate de-
hydrogenase; 8, L-glutamate dehydrogenase; 9,
a-ketoglutarate dehydrogenase; 10, isocitrate lyase; 11,
malate synthetase.

//O /O
OH™ R-C=C_ —— R-C=C_
H O | O | O
[ NHZ NH2
R-C-C_
*NH, © \\\\\ OH™ OH
3 + V4 7/
H R-C=C__ +———~ R-C=C
+NH§ OH +NH§ OH

Figure 2. Mechanism of racemization of amino acid.

glutamic acid. Under strongly acidic or alkaline conditions,
the ring-opening reaction requires a very short time; there-
fore, neutralization of L-glutamic acid should be performed
cautiously to avoid intramolecular dehydration even below
190 °C (17).

Racemization is also brought about by a microbial ra-
cemase. As in other amino acids, the racemase of glutamic
acid is found in Lactobacillus fermenti. This enzyme acts
specifically on glutamic acid but cannot act on its simplest
derivatives (18).

PROPERTIES OF L-GLUTAMIC ACID

Salt Formation

An amino acid can react with a copper ion to form a copper
complex of the following type:
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0=C---0- NH,--- CHR

Cu++

RCH---NH, O ---C=0
Formation of the copper complex is the basis of a quanti-
tative procedure for the determination of the amino acid.
In alkaline solution, amino acids react with carbon di-

oxide to form carbamino acids, which may be precipitated
as salts:

0
I
RCHC--- O
CaH,0
NH--- O
I
o

Some of these are quite insoluble and have been used for
isolation of amino acids. Decomposition of carbamino acid
occurs by boiling in aqueous solution.

L-Glu is able to react with various kind of cations, es-
pecially with metallic ions to form their corresponding spe-
cific complexes. The complex constant (log K,) for various
complexes of L-Glu is 10.3 for Ni2*, 8.5 for Zn?*, 8.1 for
Co2*, 4.6 for Fe?", and 3.0 for Mn2" (19). Glutamic acid
reacted with sodium ion to form monosodium L-glutamate,
on the other hand, reacts as a base with sulfuric acid to
form diglutamate sulfate crystals.

Infrared Spectra

Comparison of the infrared (IR) spectra of L-Glu, L-
GIuHCI, and L-GluNa H,0 are shown in Figure 3 (20). The
IR spectra of L-Glu shows strong bands at 1,620 and 1,420
cm~1, which correspond to the COO; these are 1,660 cm !
for COOH and 2,740 cm ™ for NHJ , respectively. The spec-
tra of L-Glu HCI, on the other hand, does not show bands
at 1,620 and 1,420 cm~?! for COO~ and that of L-Glu
NaH,O does not show the band at 1,670 cm~? for COOH,
but does show a strong band at 1,620 and 1,420 cm~* for
COO".

lonic Forms

The four ionic forms of L-Glu exist depending on the pH of
the solution. The dipolar nature of amino acids in solution
has been shown by Raman spectroscopy. The Raman spec-
tra of L-Glu shows a strong line at 1730 cm 2, which cor-
responds to the C=O0 vibration. The spectrum of sodium
L-Glu~, on the other hand, does not show this frequency
because the salt is completely dissociated and its structure
represented is by the resonant forms

C=0 C-0
I ]l
@) @)

This does not have a C=0 group, but instead intermediate

T (%)

(@) L-Glu

T (%)

(b) L-Glu - HCI

T (%)

\ I I I !
3,000 2,000 1,500 1,000 cm™

(c) L-Glu-Na - H,0

Figure 3. IR spectra of L-glutamic acid- related substances.

some between C—O and C=0. The spectra of the amino
acids at the isoelectric point of pH do not show the exis-
tence of C=0, which indicates that the —COOH group is
ionized. In a similar way, the ionization of the —NH, is
indicated.

The optical rotation changes with changing pH in so-
lution at 25 °C; glutamic acid [«],(G™; H,0) is +12.0,
[a],(G™; 5N HCI) is +31.8, [],(G~; NaOH) is —4.2, and
[¢]o(G™; NaOH) is +10.9, which corresponds to the ratio
of ionic form in solution (21).

Solubility

For the production of the umami seasoning MSG, the char-
acteristic solubility changes in L-Glu HCI, L-Glu, and L-
GluNa are used to separate it from other impurities to
meet the category of food additives. The change in solubil-
ity of L-Glu for o- and p-forms, respectively, with tempera-
ture are expressed by the following (22):

log S = 0.0174t — 0.377 (0-30 °C) for a-form
log S = 0.0153t — 0.328 (30-70 °C) for a-form
log S = 0.0159t — 0.461 for p-form

The solubility of the f-form is lower than that of the a-form
throughout the temperature range measured. It follows
that the p-form is a stable form from the aspect of ther-
modynamic Kinetics. In Table 1, the solubility for various
salts of L-Glu versus temperature are summarized (23).
The solubility changes with change in the concentration
of both hydrochloric acid and sodium hydroxide in Figure
4, which corresponds to the existence of solid crystals, in



AMINO ACIDS, GLUTAMATE 81
Table 1. Solubility of Various Salts of L-Glu (g/L)

Temperature (°C) L-Glu pL-Glu L-GluNa pL-GluNa L-GIluHCI pL-GIuHCI

0 341 8.55 514 158 298 471

25 8.64 20.5 627 243 479 698

50 21.9 49.3 765 372 769 1,030

75 55.3 119 933 570 1,240 1,540

100 140 285 1,140 875 1,990 2,280

/ C = 4082, H = 6.17, O = 43.50, N = 9.52 (%)
40~ LGlu - HCl — L-Glu-Na - H,0

L-Glu T
35.38

N w
o o

[y
o

Solubility of L-glutamic acid (%)

7.7 9.33
0 \ || L \
30 20 10 0 10 20 30
<—HCI % NaOH % —

Figure 4. The change in the solubility of L-glutamic acid with
change in the concentration of both hydrochloric acid and sodium
hydroxide.

equilibrium solution, of the hydrochloride, free, and so-
dium salts of L-Glu, respectively (i.e., in the range of 0 to
30% for HCI and of 0 to 20% for NaOH). In the range of 0
to 7.7% of HCI, the solubility increases linearly so that L-
Glu is soluble until the equivalent amount of HCI in solu-
tion in which L-Glu exists as solid crystals. Above the con-
centration of 7.7% HCI, with an increase in the HCI
concentration, the solubility decreases steeply. It flattens
in the vicinity 20% and then becomes a constant of about
1% above 25% HCI. Above 7.7% HCI, the hydrochloride is
a solid crystal in solution. At the invariant point where
equilibrium is attained between L-Glu and L-Glu HCI, the
maximum solubility of 31.1% is obtained.

On the other hand, in the range of 0 to 9.33% of NaOH,
L-Glu solvates an equal amount of NaOH in solution and
exists as a solid crystal. At the invariant point (NaOH
9.33%), the solubility of L-Glu reaches the maximum of
35.38%. Above the concentration of 9.33% NaOH, L-GluNa
H,O exists as solid crystals. A slight decrease in solubility
is observed in the range from 9.33 to about 13%, and then
increases with increasing concentration of NaOH. The
minimum value of the solubility of L-Glu is obtained from
the range of pH 2 to 4, in the vicinity of the pl.

L-GLUTAMIC ACID (L.-GLU)

HOOCCH,CH,CHCOOH; L-Glu

|
NH,

Chemical formula: C;HyO,N Molecular weight: 147.14

Crystal: L-Glu is a polymorph, having two crystal forms,
a and f. Both are anhydrous.

Crystals of the a-form are obtained by crystallization
from the saturated solution of L-Glu at 60 to 70 °C by cool-
ing rapidly with agitation or from the acidic or alkalic so-
lution of L-Glu to which alkali or acid was added to rapidly
neutralize it until the isoelectric point of L-Glu was
reached (pH 3.2).

The crystal shape is a column or pyramid. The a-form
crystals transform gradually to p-form when kept in solu-
tion for a long time at room temperature. f-form crystals
are obtained from either the saturated solution of L-Glu at
80 to 90 °C, which is cooled gradually with agitation, or the
relatively higher concentration of L-Glu hydrochloride or
sodium salt, to which alkali or acid was added to neutralize
it slowly until pH 3.2 was reached. The crystal shape is a
needle or thin plate (24).

Crystal Structure

The a- and g-forms of the crystals belong to the orthorhom-
bic crystal group, and the space group is P2,2,2; with the
crystal-lattice constant for both crystals as follows (25): a
= 7.06, b = 10.3, and ¢ = 8.75 A for the a-form and a =
5.17,b = 17.34,and ¢ = 6.95 A for the p-form. The molec-
ular arrangement obtained from an X-ray diffraction for
two crystals are shown in Figure 5. From the crystal-
structure analysis (25), L-glutamic acid in both forms ex-
ists as a zwitterion; a proton transfers from the a-carboxyl
group to the amino group. The C(1)-O(1) and C(1)-O(2) dis-
tances of 1.24 and 1.27 A, for both crystal forms, are the
values of the ionized carboxyl group. This discrepancy of
0.03 A found in both crystal forms can be attributed to
differences in their intermolecular hydrogen bonds. O(2)
makes a very short hydrogen bond with the OH group and
a NH—O hydrogen bond with the NH3 group, while O(1)
makes one NH—O bond with NH3 .

In the y-carboxyl group, the length of C(5)-O(4) and
C(5)-0(3), 1.21 and 1.37 A for the a-form, and 1.19, and
1.24 A for the p-form, respectively, indicate that it is
un-ionized in both crystal forms.

The bond angles around C(2), C(3), and C(4) in the a-
form are significantly different from the corresponding
ones in the p-form. This discrepancy may be a result of the
steric repulsions that are due to the conformational differ-
ences. The OH—O bond seems to be most predominant of
the four hydrogen bonds. It is reasonable to assume that
considerable amounts of molecules are connected by OH—
O hydrogen bonds to form chains in solution. The neigh-
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(@) (b)

Figure 5. The molecular arrangement of L-glutamic acid crys-
tals: a, a-form; b, p form; Dashed line shows the hydrogen bond
systems in the crystals, O, carbon; @, oxygen, @, nitrogen.

boring chains can be connected by the NH—O hydrogen
bonds, and the conformation and the arrangement of the
molecules are stabilized by these hydrogen bonds.

Stability

When heated as a dried crystal to 150 °C, L-Glu undergoes
cyclization and is converted to an interdehydrated com-
pound of pyrrolidone carboxylic acid. Moreover, heated to
180-200 °C, the optically inactive pL-pyrrolidone carbox-
ylic acid is obtained. At greater than 200 °C, glutamic acid
begins to decompose (26). At pH 4 or 10 when the solution
is heated at 100 °C for about 50 h, more than 98% of L-Glu
undergoes cyclization. At pH 3 and when heated at 120 °C
for 3 h, 100% cyclization is observed.

The melting point of L-pyrrolidone carboxylic acid is 160
to 161 °C, and the specific optical rotation in water is
—11.35 at 20 °C.

This cyclization is a reversible reaction when treated
with strong acid to yield glutamic acid, or when heated
with 2N HCI or 0.5N NaOH at 100 °C for 1 to 2 h.

L-GLUTAMIC ACID HYDROCHLORIDE

Chemical formula: CsH,,O,NCI Molecular weight: 183.61
C =32.71,H =5.49,0 = 34.86,N = 7.53, Cl = 19.33 (%)

L-Glu HCI forms transparent crystals that crystallize from

the high concentration of hydrochloric acid of L-Glu by cool-
ing. The melting point is 160 °C and optical rotation cal-
culated from the ionic form (G*) is +25.65.

The relationship between the solubility of L-GluHCl and
the temperature is (27):

log S = 1.474 + 0.00825t

The solubility of L-glutamic acid hydrochloride crystals at
20 and 30% HCI with changing temperature is shown in
Table 2.

As mentioned earlier, with an increase in the concen-
tration of HCI above 17%, the solubility of hydrochloride
decreases and at more than 30% becomes constant. Con-
versely, when the temperature is lowered, the solubility
decreases sharply. For example, at 3 °C in 30% HCI, the
solubility is only 0.38%.

It is profitable when crystallizing L-GIUHCI crystals to
allow the solution to cool to as low a temperature as pos-
sible. The crystal of pL-GIuHCI is racemic compound, and
it is possible to resolute by the seed method. The solubility
of bL-Glu HCl is log S = 1.673 + 0.00685t.

SODIUM SALTS OF L.-GLUTAMIC ACID
Monosodium L-glutamate (MSG), L-GluNa

HOOCCH,CH,CHCOONa H,0

|
NH,

Chemical formula: CsHgO,N Na H,0
Molecular weight: 187.13

C =32.09,H = 4.31, O = 34.20,
N = 7.49, Na = 12.29, H,0 = 9.63(%)

The monosodium salt of L-Glu crystallizes generally as a
monohydrate. The melting point is 195 °C and dehydration
temperature is 150 °C.

Crystal Structure

This crystal belongs to the orthorhombic crystal group
P2,2,2,. The crystal lattice constant is a = 15.30, b =
17.86,and ¢ = 5.54 A, and the crystal density 1.635 g/cm?.
The packed specific volume is 1.20 to 1.25 cm®/g.

Table 2. The Solubility of L-GIuHCI for 20% and 30% of
HCI

Hydrochloric acid

Temperature (°C) 20% 30%
3 1.15 0.38

7 1.31 0.44

10 1.48 0.47

15 1.38 0.58

25 2.60 1.16

35 5.29 1.19

50 8.42 2.68




The crystal shape is an octahedral column and has bi-
lateral planes at both termini where the atomic coordina-
tion is unstable, causing piezoelectricity. The crystal shows
weak hygroscopic character with increasing temperature,
as summarized in Table 3, which shows the relationship
between the temperature and critical humidity, although
the degree of hygroscopicity was relatively weak, when
compared with that of NaCl. It is easily soluble in water,
and the solubility S is designated by the following relation
(28):

S = 35.30 + 0.098t + 0.012t?
where S is g/100 g H,O and t is in degrees centigrade.

L-Glutamic Acid Monosodium Salt Pentahydrate

HOOCH,CH,CHCOONa 5H,0

|
NH,

Chemical formula of pentahydrate: CsHgO,Na 5H,0
Molecular weight: 259.5

The condensed solution of L-Glu Na was cooled between
—0.8 and —8.5 °C, from which pentahydrate crystals were
crystallized (29). The crystal structure belongs to the tri-
clinic and space group P1, and lattice constant is (30)

a =612, b = 16.06, and ¢ = 6.01 A
a = 99.3, f = 100.9, y = 99.1

The crystal density is 1.480 g/cm?.

As shown in Figure 6, the transition point form mono-
hydrate to pentahydrate is — 0.8 °C. Above —0.8 °C mono-
hydrate crystals exist as the stable form, between —0.8
and —8.5 °C, pentahydrate exists as the stable form, and
below —8.5 °C the solution itself turns into ice. The solu-
bility of pentahydrate is changeable with temperature
compared to monohydrate, and is designated as follows:

S = 3572 + 0.630 t + 0.0016 t?

Table 3. Critical Humidity of L-GluNa and NacCl
Critical humidity (%)

Temperature (°C) MSG NacCl
10 96.1 74.9
20 96.0 75.3
30 94.8 75.1
40 92.6 75.2
50 90.0 75.2
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Figure 6. The solubility of sodium L-glutamate with change in
temperature.

CALCIUM SALT OF L.-GLUTAMIC ACID

Several forms of calcium salt are reported.

(Glu),-CaH,0: An equimolar amount of Ca(OH), was
added to L-Glu solution to crystallize. This is soluble in
water.

(Glu)-CaH,0: L-Glu HCI in solution reacts with
Ca(OH), at 80 °C to form (Glu)-CaH,O. This is sparely sol-
uble in water.

(Glu),-CaCaCl,H,0: Ca(OH), was added to L-Glu-HCI
in solution, saturated with CO,, and boiled. Concentration
yielded the complex salt.

INDUSTRIAL PRODUCTION

Extraction Method

From 1909, when MSG production started, until 1965,
when the extraction process ended, wheat gluten and de-
fatted soybeans were used as the main raw materials, con-
taining as much as 15 to 25% L-glutamaic acid. Crude raw
materials were hydrolyzed by heating with hydrochloric
acid. After concentration under reduced pressure, the hy-
drolyzate was cooled to crystallize L-glutamic acid hydro-
chloride. L-Glutamic acid can be easily separated from
other amino acids in the form of its hydrochloride because
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of its low solubility in concentrated hydrochloric acid. The
crude hydrochloride is dissolved in hot water and filtered
to separate the humic substances formed in the hydroly-
zation process. The pH was adjusted with caustic soda to
3.2, the isoelectric point of L-glutamic acid needed to crys-
tallize L-glutamic acid crystals at a yield of more than 90%.
The crude L-glutamic acid crystals are suspended in water
and neutralized with sodium hydroxide. The solution is de-
colonized with activated carbon and crystallized MSG
(monosodium L-glutamate monohydrate) under reduced
pressure. Commercially preferable crystals are grown with
a small amount of amino acids (31). The crystals are sepa-
rated by centrifuge and then dried for packaging.

Beet, sugarcane molasses or Stefan’s waste (which con-
tained 2-pyrrolidone carboxylic acid) has been used as raw
material for MSG production in the United States and Eu-
rope. The pyrrolidone carboxylic acid was hydrolyzed at 85
°C at pH 10.5 to 11.5 for about 2 h to avoid racemization
(32).

Industrial Fermentation Method

For industrial production of MSG, molasses or starch hy-
drolyzate is generally used as raw material. Sugar molas-
ses usually contains excess amounts of biotin, so when
used, it is necessary to repress the activity of biotin by
adding penicillin or certain surface-active substances at an
early stage of the production to retard microorganism
propagation. Furthermore, sugar concentration in culture
media at below about 10% is necessary so as not to retard
propagation. Additional sugar was fed during fermenta-
tion to obtain a higher concentration of excreted L-
glutamate. This batch-fed fermentation process made pos-
sible a concentration of more than 120 g/L of L-glutamic
acid in media.

Microorganisms used for L-glutamate fermentation are
usually preserved under lyophilization below —80 °C or,
for a short period, by keeping the stock culture below 10
to 15 °C. To refresh the microorganisms, stocked in either
form, they are inoculated on an agar medium composed of
1% yeast extract and polypeptone, 0.5% sodium chloride,
and 2% agar, at an optimum temperature of microorgan-
isms. The refreshed microorganisms are then cultivated in
liquid medium, shaken vigorously, and transferred to a
small fermenter to allow them to propagate to about sev-
eral kiloliters for seed culture. Industrial-scale fermenters
are pressure tight, stainless steel containers, built to hold
up to several hundred Kiloliters of cultivating medium.
They are equipped with aeration and stirring devices, as
well as other automatic controls. Fermentation takes from
30 to 45 h.

Gaseous ammonia or a solution of urea and ammonium
salts are convenient nitrogen sources for fermentation, not
only as the initial medium, but also to maintain the pH of
the medium at 7 to 7.5 for microbial growth and product
formation. The culture medium becomes acidic because of
assimilation of ammonium ions and the formation of L-
glutamate. Gaseous ammonia can be used advantageously
to maintain neutral pH and avoid dilution of culture me-
dium, resulting in the high accumulation of L-glutamate
in the fermentation broth, because it does not contain OH™
ions or water.

Microorganisms required several minerals, such as fer-
rous and potassium ions, which play important roles in L-
glutamate fermentation. Other important conditions in-
clude regulating the aeration stirring. The biosynthesis of
glutamate is performed under regulated aerobic condi-
tions. When oxygen is not sufficiently dissolved, lactic acid
and succinic acids accumulate and reduce the accumula-
tion of glutamate. On the other hand, an excess of dis-
solved oxygen results in the formation of «-ketoglutaric
acid. The optimal oxygen transfer rate was determined by
measuring the rate of consumption of sodium sulfite, which
is considered to depend on the characteristics of microor-
ganisms used (33). The pressure of dissolved oxygen was
usually kept above 1 kPa (0.01 atm) by aeration and agi-
tation in the fermenter. The sterilized air is fed through a
filter. Carbon dioxide is formed during fermentation and
causes the medium to become heavy. Mechanical and
chemical defoaming systems are provided.

The optimum temperature for fermentation is depen-
dant on the character of microorganisms used. Regulation
of the temperature using heat exchangers installed inside
of the fermenter is indispensable. Fermentation is an exo-
thermic reaction, and the temperature critically affects not
only the propagation of microorganisms, but also the for-
mation of glutamate.

In large-scale production the formation of trehalose
very often reduces the product yield of glutamate. Treha-
lose consists of two «-1,1-bond glucose molecules and is
excreted by the bacteria as an osmoprotectant. A process
has been developed and successfully industrialized in
which trehalose formation is controlled and decreased by
culturing the overproducing mutant in media with in-
verted sucrose from molasses (34).

When fermentation is complete and after sterilization
of the broth, the glutamate-recovery process is performed.

Separation Process

The separation process consists mainly of the following
two processes (35):

1. Recovery of L-glutamic acid crystals from the fer-
mentation broth

2. The purification of L-monosodium glutamate mono-
hydrate from crude L-glutamic acid crystals

The typical outline of a production flow sheet of L-MSG
from the fermentation broth is shown in Figure 7.

Hydrochloric acid at 35%% is added to the fermentation
broth with agitation to crystallize the L-glutamic acid crys-
tals at pH 3.2, the isoelectric point of L-glutamic acid. The
crude L-glutamic acid crystals, retaining some mother li-
quor when removed from the slurry, are dissolved in water
with equimolar sodium hydroxide; then the solution is ap-
plied to the activated carbon column to obtain the decolo-
nized L-MSG solution, on which most of the color-related
and hydrophobic substances are adsorbed. This purified
L-MSG solution is fed continuously to a vacuum crystal-
lizer to crystallize L-MSG crystals. L-MSG crystals sepa-
rated by centrifugation are dried, sieved, and finally pack-
aged to deliver to the consumers.
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Figure 7. Flow diagram of production of MSG from the fermen-
tation broth.

Crystallization of L-Glutamic Acid

In the fermentation broth, L-glutamic acid exists as an am-
monium salt in the vicinity of pH 7. For obtaining L-MSG
directly from the fermentation broth, it is necessary to ex-
change ammonium ion for sodium ions. This process is
rather complicated, taking into account an environmental
approach. To avoid this complexity, as a first step, crystal-
lization of the o-form of L-glutamic acid crystals, which
show lower solubility as compared to L-MSG and fairly
good sedimentation as compared to -form crystals, is em-
ployed in actual industrial production. The presence of
salts can affect solubility of L-glutamic acid in solution. For
example, the chloride-related inorganic substances NacCl,
CaCl,, NH,CI, and KCI increase the solubility of L-
glutamic acid.

When crystallized under ordinary conditions, pyramid-
type o-form crystals are obtained by the effect of the im-
purities contained in the fermentation broth.

Pyramid Type

In the growing of crystals, only those faces having the low-
est translation velocities survive. The face of [001] of the
a-form are fast-growing (high translation velocities) and

AMINO ACIDS, GLUTAMATE 85

this face tends to disappear, as overlapped by slower [111]
faces, and finally results in the pyramid type.

If Ostwald’s step theory is obeyed, as a-form crystals
are unstable from the thermodynamic point of view, a-form
crystals first appear and then gradually transform to g-
form. But this theory is not based on the thermodynamics,
but on the kinetics, so exceptions frequently occur.

The conditions to obtain «-form crystals are summa-
rized as follows (36):

1. When neutralized, 35% hydrochloric acid is added as
quickly as possible to the fermentation broth and
then cooled to below 10 °C instantly with vigorous
agitation.

2. A small amount of a third substance is added to af-
fect the stability of a-form, such as a peptide, active
surfactant, protein hydrolyzate, or amino acid, es-
pecially L-phenylalanine and L-cysteine.

Centrifugation

The a-form of L-glutamic acid crystals are separated by a
centrifuge. Residual mother liquor after centrifugation
amounts to 5 to 15% of the weight of the crystals, depend-
ing on the viscosity of the mother liquor and the degree of
uniformity of crystal size. It is more effective to wash the
crystals on the centrifuge with fresh water to reduce im-
purities than recrystallization. In this process, the bacte-
rial cells remain effectively in the mother liquor, and with-
out another bacterial cell separation process, L-glutamic
acid crystals remain effectively separated from the bacte-
rial cells.

Transformation of a-Crystals to f-Crystals

When the a-form crystals are poured into the water and
the temperature is elevated to 60 to 80 °C, the transfor-
mation of a-form to f-form occurs within about 1 h. During
this solvent-mediated transformation, a large amount of
adhering impurities are rejected out of the crystals, and
higher purified p-form miceous plate-shape crystals are ob-
tained (37). This transformation process has so marked an
efficiency for removing impurities, especially color-related
substances, that when higher purity is required, a small
amount of activated carbon is used to obtain a transparent
MSG solution.

For another purification of L-glutamic acid solution, the
application of UF membrane or NF membrane is investi-
gated: When these membranes are applied to permeate the
fermentation broth, the permeate solution obtained is neu-
tralized followed by cooling. Purified p-form crystals are
obtained directly, without a-form crystallization.

Crystallization of L-MSG

Neutralized L-glutamic acid solution (L-MSG solution) is
applied to the activated carbon column to obtain decolo-
nized solution, which is fed to the continuous evaporator
to concentrate until the saturation of L-MSG (50% at 60
°C). To meet the requirements for L-MSG monohydrate
crystals—crystal size, crystal shape (aspect ratio), and size
distribution—it is necessary to strictly control the opera-
tional conditions of the crystallization process, in which
nucleation and crystal growth occur simultaneously. The
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result of the combined processes on the mentioned require-
ment for crystals depends on the relative rates of nuclea-
tion and growth. To obtain a more uniform product, nucle-
ation is controlled by adding the desired number of
crystals, usually crushed, to the crystallizer when the so-
lution is either saturated or supersaturated. In a contin-
uous crystallizer, the number of nuclei formed per unit
time will be continuous and will equal the number of crys-
tals withdrawn from the crystallizer, so that all nuclei can
receive the same time of growth. Otherwise, there must be
a classifying action in the crystallizer that will retain the
small crystals under treatment until they have grown to
the proper size, when they can be removed from the crys-
tallizer.

For practical control, it is necessary to reduce as much
as possible the local variation in the temperature or con-
centration of the solution that causes excess nucleation.
Usually, the objective of the crystallizer operator is to
achieve the maximum growth rate, consistent with low nu-
cleation rate. More importantly, impurities in solution may
inhibit the formation of new nuclei or retard crystal
growth. The degree of the effect of a given impurity cannot
be predicted; in general, higher molecular weight materi-
als seem to be more effective inhibitors.

Crystal Shape (Aspect Ratio)

When no impurity is contained in the solution the aspect
ratio (referred to as L/D in crystal) is 7 to 8 which is not
convenient for umami seasoning for cooking. To overcome
this problem, the appropriate amount of amino acids is
added. The crystal shape is determined by the change in
the difference in the relative crystal growth of constituted
crystal faces. For L-MSG crystals, a small amount of amino
acids changes the crystal shape, the amino acids such as
L-alanine, L-lysine, and L-arginine are easily adsorbed on
the [110] face of the L-MSG crystal and inhibit the growth
of this face, those having the lowest translation velocities
survive, and the aspect ratio is 4 to 5, which satisfies the
demand of users (38).

Recovery of L-Glutamic Acid from Mother Liquor

In mother liquor—separated L-glutamic acid crystals other
than L-glutamic acid, many impurities derived from the
raw material used as the carbon source, as well as am-
monium hydrochloride and bacterial cells, are found. For
recovery of L-glutamic acid from this mother liquor, the
following process is proposed: The mother liquor is con-
densed and ammonium chloride crystallized by cooling for
a day and night followed by filtration to obtain the am-
monium chloride crystals that are used as fertilizer. The
separated mother liquor is hydrolyzed with excess hydro-
chloric acid to convert the L-glutamic acid to hydrochloride
and the bacterial cells and other debris to insoluble mat-
ters (so-called humic acid). The humic acid is separated by
filtration. The filtrate is condensed, then cooled to crystal-
lize the hydrochloride crystals at lower than 10 °C for more
than several days. This is recycled in the process of L-
glutamic acid crystallization from the fermentation broth
to curtail the consumption of hydrochloric acid. The resid-
ual mother liqguor combined with humic acid is used as raw
material for the organic fertilizer.

USES

Seasoning

MSG is widely used as a long-established seasoning or fla-
vor enhancer to improve the palatability of foods. The ef-
fect of MSG is due to its characteristic taste, umami. The
development of food science, including electrophysiology,
psychophysics, and nutrition, have provided evidence that
umami should be regarded as a basic taste, independent
from the traditional four basic tastes—sweet, salty, sour,
and bitter. Glutamate is ubiquitous in foods such as to-
mato, cheese, human milk, and seaweed. Other umami
substances, that is, the 5'-ribonucleotides disodium 5’-
inosinic acid and disodium 5’-guanylic acid, are found in
meats, fish, vegetables, and mushrooms.

When glutamate and nucleotides coexist, a very strong
synergistic effect occurs, and even a small amount of glu-
tamate added to a food containing nucleotide causes
umami to be dramatically enhanced—seven to eight times
as much as the original umami of the food (39).

The taste threshold of MSG is about 0.03% in aqueous
solution. The intensity of umami increases linearly with a
logarithmic increase in the concentration of MSG. The syn-
ergistic effect of MSG with 5’-ribonucleotides is expressed
by the following relation (41):

y=u-+Auv

where y is the intensity equivalent to the concentration of
MSG alone, and u and v are the concentrations of MSG
and 5’-ribonucleotides, respectively. A is a constant that is
1,200 for disodium 5’-inosinate (IMP) and 2,800 for diso-
dium 5’-guanylate (GMP). In some commercial umami sea-
sonings, 5’-ribonucleotides are mixed in to take advantage
of the synergistic effect with MSG.

Although MSG increases the palatability of food, it is
not always palatable by itself. When MSG is tested in crys-
tal form or in simple solutions, it does not cause a pleasant
sensation. It gives a pleasant taste only in flavored solution
or in actual foods. Another important property of MSG is
the concentration dependence of its pleasantness rating.
An excess of MSG causes an unpleasant sensation, and
thus the amount of MSG that is added to foods should be
limited (41).

The desirable usage level of MSG depends on the prop-
erties of the food, including the amount of original umami
substances. Results of extensive taste studies indicate that
the optimum MSG level in food ranges from 0.1 to 0.8 wt
%, varying from food to food. In most cases, MSG is used
in combination with salt. A relationship between the levels
of MSG and salt, and palatability of foods, has been clari-
fied. The lower the salt concentration, the higher the MSG
concentration required to maintain the palatability, and
vice versa. When umami substances are added to meals,
the amount of salt can be reduced without a decrease in
the palatability or degree of satisfaction.

Umami taste is considered to be a universal taste
sensation for humankind. An ethnic comparison of taste
sensitivity has shown that there is no difference in the
thresholds of MSG and IMP between Japanese and
European-American Caucasians (42).



Industrial Use

Depending on the pH, glutamic acid can be used to neu-
tralize acidic or basic compounds, that is, arginine gluta-
mate is used as a pharmaceutical and as a raw material
for cosmetics. The reaction of glutamic acid with hydro-
chloric acid affords glutamic acid hydrochloride, which is
used as a gastric acidifier. The property of glutamic acid
as an amphoteric electrolyte is exploited in chelating
agents, buffers, and builders for detergents.

The sodium salt of pyroglutamic acid (43), which is ob-
tained by dehydration of glutamic acid followed by neu-
tralization with sodium hydroxide, is very hydroscopic and
used as a component of a natural moisturizing factor for
human skin and as a humectant for cosmetics. The N-
acylated compound (44) produced by reaction with a long-
chain fatty acid is an anionic surfactant and is popularly
used for skin and hair cleansers due to its mildness and
high safety. The dibutylamine of the N-acyl-glutamate ge-
latinizes nonpolar oils and can be used as a recovering
agent for marine-oil spills (45).

SAFETY

Monosodium L-glutamate is metabolized in the same way
as glutamic acid from any digested protein. After oral in-
gestion, glutamate is absorbed from the intestine by an
active-transport system. During this process, a large por-
tion is metabolized to alanine and a-ketoglutarate, which
enters the tricarboxylic acid cycle. Glutamate is further
metabolized in the liver to give glucose, lactate, glutamine,
and other amino acids. Consequently, blood glutamate lev-
els do not rise significantly unless very large doses are ad-
ministered. Blood glutamate levels transiently rise when
large doses are ingested on their own, but the coingestion
of foods that contain metabolizable carbohydrate increases
the metabolism of monosodium L-glutamate and elimi-
nates or greatly attenuates this rise. Human infants, in-
cluding premature infants, metabolize glutamate similar
to adults (46,47).

The acute toxicity of MSG is low (48), the oral LDg, for
humans, calculated on the basis of doses administered in
different ways to various animals, would represent a single
dose greater than 1 kg for a person weighing 70 kg. In
contrast, the oral LDs, for sodium chloride in rats is 3.75
kg/kg body weight (49).

The main use of MSG is as a umami seasoning or a food
ingredient, and so its safety when used in the diet is the
most important aspect of its use. Both short-term and
chronic toxicity studies on MSG in the diet of several spe-
cies at doses of up to 4% (approximately 6 to 8 g/kg body
weight/day) in the diet showed no specific toxic effects and
no evidence for carcinogenicity or mutagenecity. Reproduc-
tion studies of up to three generations did not reveal any
adverse effects of dietary MSG ingestion. Fertility, gesta-
tion, viability, and lactation indexes, or the pre- and post-
weaning performance of offspring, were unaffected. In pri-
mates, it was found that the placenta serves as an effective
barrier to the transfer of glutamate from the oral ingestion
of large doses of MSG.

The concentration of glutamate is higher in the brain
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than in the blood. The demonstration that injected or force-
fed neonatal rodents given extremely high doses of MSG
showed evidence of brain leisons has led to much addi-
tional research to determine any possible link between
neurotoxicity and human use of MSG (50). However, from
animal tests on monkeys, guinea pigs, rat, and mice, glu-
tamate levels in the brain remain unchanged after the ad-
ministration of large oral doses of MSG (51). Numerous
experiments on rodents, as well as dogs and monkeys, us-
ing dosage levels up to 43 g MSG/kg body weight have
failed to show any link between dietary use of MSG and
brain damage. In the case of dogs and monkeys, even ex-
periments involving injection of MSG have not shown any
effects on the brain.

An anecdotal report in 1968 triggered interest in Chi-
nese restaurant syndrome (CRS), a reaction associated
with transient subjective symptoms of burning, numbness,
and a tight sensation in the upper part of the body. Possible
association with food ingredients such as MSG was sug-
gested. No objective changes in skin temperature, heart
rate, ECG, or tone were observed, and no correlation was
seen between plasma glutamate levels and symptoms. In
1979 a questionnaire survey of more than 3,000 people in
the United States was conducted for CRS. Only 1.8% of
those surveyed acknowledged that they experienced pos-
sible CRS feelings (52), and 0.19% of those with symptoms
attributed them to eating in Chinese restaurants. These
feelings were also found to occur after consumption of spicy
tomato juice, orange juice, coffee, and tea. In 1986 self-
identified MSG responders were challenged in a properly
controlled double-blind study, and it was concluded that
the link between MSG and CRS was not supportable (53).
In 1987, the Joint FAO/WHO Expert Committee on Food
Additives (JECFA), a scientific advisory body to the World
Health Organization and Food and Agriculture Organiza-
tion of the United Nations, concluded that properly con-
ducted double-blind studies among individuals who
claimed to suffer from the syndrome did not confirm MSG
as the causal agent (54).

In 1981 Chinese restaurant asthma was reported fol-
lowing capsule administration of MSG to several asthmat-
ics (55), but the researchers failed to account for other al-
lergens to which the subjects could have been exposed and
did not utilize the scientific practice of a “control” sub-
stance that would have helped to determine if glutamate
triggered this response. In a double-blind crossover study
in which chronic asthmatics were challenged with MSG or
a placebo, no decrease in pulmonary function was observed
(56).

JECFA reviewed the safety studies of glutamate and
endorsed its safety by allocation of an acceptable daily in-
take (ADI) for L-glutamic acid and its monosodium salt,
potassium salt, ammonium salt, calcium salt, and mag-
nesium salt as being “not specified.” This result is ascer-
tained by the scientific committee for food of EC (57).
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INTRODUCTION

Monosodium L-glutamate (MSG) was found by lkeda in
1908 as a flavoring component of konbu, or sea tangle. This
was the start of the later development of the amino acid
industry. Initially, MSG was produced industrially by ex-
traction from a protein hydrolysate, more specifically,
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first from wheat gluten hydrolysate with hydrochloric acid,
and then from defatted soybean hydrolysate or by conver-
sion from pyrrolidone-5-carboxylic acid in beet molasses,
for use as a seasoning agent. This latter process was not
sufficient to meet the increasing demand because it in-
volved the problem of by-products disposal, requiring the
development of new production processes. Patent appli-
cations filed around that time related to chemical synthe-
sis of MSG from succinate semialdehyde or cyclopentane.
In 1956, Kinoshita et al. discovered a microbial process for
L-glutamic acid production by direct fermentation of a mi-
croorganism (Corynebacterium glutamicum) from sugar
and ammonia (1). Consequently, industrial production of
MSG as a seasoning was rapidly enlarged, and at the same
time, a new industry of amino acid production by fermen-
tation of microorganisms emerged. In 1958, Kinoshita, Na-
kayama, and Kitada found that an auxotrophic mutant of
C. glutamicum requiring homoserine accumulated L-lysine
in a medium (2), which enabled industrial production of L-
lysine by fermentation. Establishing the basis for the de-
velopment of the amino acid fermentation industry, this
technology suggested the possibility of producing various
other amino acids by auxotrophic mutants and also the
importance of research in fermentative production of bio-
logical components with regulatory mutants. Since then,
direct fermentation of various amino acids has been
broadly studied.

Reduction of the cost of amino acids, owing to the de-
velopment of fermentation techniques together with the
establishment of their production processes, facilitated ex-
tended application of amino acids to uses other than as a
seasoning. Particularly, L-lysine, an essential amino acid
that is lacking in several food proteins, has been enjoying
remarkably increased demand as a feed additive. Table 1
shows the production of the major amino acids. Most of the
amino acids produced in large quantities are still manu-

Table 1. Estimated Worldwide Production of Amino Acids
(1996)

Estimated production

Amino acids (ton/year) Process?
Glycine 22,000 C
L-Aspartic acid 7,000 E
L-Arginine 1,200 F
L-Cysteine 1,500 E
Monosodium L-Glutamate 1,000,000 F
L-Glutamine 1,300 F
L-Histidine 400 F
L-Isoleucine 400 F
L-Leucine 500 Ex, F
L-Lysine HCI salt 250,000 F
pL-Methionine 350,000 C
L-Phenylalanine 8,000 F C
L-Proline 350 F
L-Threonine 4,000 F
L-Tryptophan 500 F E
L-Tyrosine 120 Ex

Source: Ref. 3.
2C, chemical synthesis; E, enzymatic method; EX, extraction; F, fermenta-
tion.
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factured by fermentation, except for glycine, which does
not have optical isomers, and methionine, which has a
similar effect as a feed additive in both L- and pbL-forms.

In addition to being used as a seasoning agent and a
feed additive, amino acids are currently used widely as a
raw material for the sweetener Aspartame (N-L-a-
aspartyl-L-phenylalanine 1-methyl ester), for pharmaceu-
ticals and agrichemicals, for infusion and oral nutrition,
for surfactants, and so forth, based on their reactivities
and nutritional, pharmacological, and flavoring effects.

In connection with amino acid fermentation, many re-
ports have been published on the physiological properties
of amino acid—producing microorganisms. The following
discussions stress problems from the standpoint of prac-
tically manufacturing amino acids on an industrial scale.

FERMENTATION PROCESSES

Amino acid fermentation may be defined in two ways. One
is a definition in the narrow sense and refers to direct ac-
cumulation of amino acids in a medium containing a sugar,
ammonia, and other nutrients, and the other is a broad
definition that covers the fermentation process involving
the addition of specific precursors and amino acid produc-
tion by reaction using enzymatic functions of microorgan-
isms. Here, mainly direct fermentation of the former type
is discussed.

Fermentation processes generally have a number of ad-
vantages and benefits that accrue to the user of the pro-
cess. On the other hand, they also have drawbacks. Both
are summarized as follows:

Benefits

= Mild conditions are used both in fermentation and in
product recovery; hence, little product degradation
takes place.

= Fermentation requires relatively less complex opera-
tion.

= Once the plant is built and operation has begun,
there are relatively low maintenance costs.

= Only L-form amino acids are obtained.

Problems

= Operations provide low product concentrations com-
pared with chemical synthesis processes and require
large volumes of water, large fermenter capacity, and
comparatively high capital investment.

= The requirements for strict sterility add to capital
costs and operation costs.

= Large amounts of energy for oxygen transfer and
mixing are required.

= Product recovery may be complex, difficult, and ex-
pensive.

= The process time necessary to reach maximum con-
centrations of the desired product is usually compar-
atively long.

The aforementioned narrow-sense definition of direct
fermentation of amino acids includes three types of fer-
mentation: batch-type, fed-batch-type, and continuous.

Batch Fermentation

Industrial fermentation is mostly performed using batch
processes. In a batch process, a large volume of a medium
containing nutrients and substrate material is inoculated
with a viable culture of one or more appropriate microor-
ganisms. Microbial growth and biochemical synthesis are
allowed to proceed until an optimum yield of metabolite or
a desired biochemical transformation has been obtained.
Although this process is the basic form of fermentation, it
is not frequently practiced on an industrial scale because
productivity is limited by the amount and nature of the
nutrients present at the time of inoculation. In most amino
acid fermentation, enhanced product concentration is im-
portant to improve production efficiency and requires more
advanced fermentation processes.

Fed-Batch Fermentation

Fed-batch fermentation types are classified in Table 2.
This fermentation method is aimed at efficiently carrying
out fermentation and is characterized by a low concentra-
tion of components in the initial medium to minimize met-
abolic regulation. At the time of inoculation the medium
promotes initial growth of microbes; subsequent supplies
of more raw materials drive the desirable increase in me-
tabolite biosynthesis. Feeding is effected either intermit-
tently or continuously. Industrial fermentation of most
amino acids is accomplished with this method. Fed-batch
fermentation requires feeding equipment in addition to the
equipment required for batch fermentation and therefore
leads to higher fixed costs (Fig. 1). However, the process
can provide improved productivity as a whole because of
the enhanced yield and reduced fermentation time. Actual
product cost depends on the cost of the carbon source or
specific precursors that are used for feeding. The nitrogen
source is supplied generally through pH control with am-
monia. This process is of particular importance in indus-
trial operations where the reaction of the microbial cata-
lyst does not last long; hence, continuous fermentation
cannot be practiced, unlike in the case of L-glutamic acid
fermentation from cane molasses using penicillin, de-
scribed next.

Table 2. Classification of Fed-Batch
Microbial Reaction Processes

Case 1 (nonfeedback regulation)

Constant feeding-rate method
Exponential feeding method
Optimized feeding method
Others (intermittent feeding, etc.)

Case 2 (feedback regulation)

Indirect control
Direct control
Constant control
Program control
Others

Source: Ref. 4.
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Figure 1. Typical system for fed-batch fermentation. AF, air filter; DF, defoamer; PC, penicillin;
FIC, flow indication control; PHIC, pH indication control; TIC, temperature indication control; PIS,
pressure indication sum; PIA, pressure indication alarm; HIC, highest indication control; FRCS,

flow record control sum.

Continuous Fermentation

In continuous fermentation, a complete medium is fed to
a fermenter after an appropriate period of batch fermen-
tation, and the same quantity of broth is continuously
taken from the fermenter to maintain the fermentation
broth at a fixed volume. This may be performed either by
the chemostat method using a substrate or limiting sub-
stance, or by the turbidostat method in which the cell level
is adjusted to maintain constant cell mass. Because the
continuous fermentation process allows improvement of
productivity compared with the ordinary fermenter, the
initial investment in equipment is small relative to the
production volume, and operation cost is low. However, one
drawback is that it is not suitable for small-scale produc-
tion, and the challenges of sterile operation and equipment
maintenance are more necessary than they are for batch
and fed-batch fermentation.

This process shifts from batch fermentation to contin-
uous fermentation when productivity per unit time in the
former is relatively high. There are many reports analyz-
ing the steady-state condition in continuous fermentation.
Most of them relate to cell culture, but a few reports are
available specifically on amino acid fermentation (5). One
of the reasons may be that studies on amino acid fermen-
tation have been mainly directed to the influence of met-
abolic regulation, as in the case of the penicillin addition
method in glutamic acid fermentation, or because some
amino acid processes have a distinct growth phase and pro-
duction phase, and continuous culture cannot be used.
Many of the microbial strains used in amino acid fermen-
tation are released from metabolic regulation to a remark-
able extent. This makes it easier to analyze continuous

processes and thereby optimize them. It is necessary to
study optimum conditions for each process and to optimize
their industrial application.

Unlike processes of chemical synthesis, continuous fer-
mentation processes have their own restrictions and du-
ration. This is because microbes undergo spontaneous mu-
tation within the system, and an increase in the fraction
of microbes with decreased productivity may lead to rapid
reduction in productivity (Fig. 2). Hence, it is necessary to
breed a strain with high genetic stability.

Enzymatic Method

Of the amino acid production processes using direct enzy-
matic biotransformation, those for L-alanine (6), L-aspartic
acid (7), L-lysine (8), and L-tryptophan (9,10) have been the
most extensively studied, and some of the results have led
to standard industrial processes. Although the enzymatic
production process of L-lysine from pL-aminocaprolactam
did not result in practical application, this technology is
interesting because of its use of petrochemical products for
fermentation raw materials. The outline of the process is
shown in Figure 3.

MICROORGANISMS

In amino acid fermentation, screening/breeding of micro-
organisms to be used for the process is the most important
step. These microorganisms are classified into (1) wild-
type strains isolated from nature to meet a specific pur-
pose, (2) mutants that provide the desired properties that
are developed by spontaneous or artificial mutation of
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Figure 2. Comparison of L-arginine continuous culture profile of
MC-13 and SC-190. Source: Ref. 5.

wild-type strains, and (3) recombinant strains bred or con-
structed through genetic recombination technologies.

Wild-Type Strains

Microorganisms suitable for the purpose are selected from
nature. They are cultured under adjusted fermentation
conditions so as to produce excess amounts of the desired
products. Typical examples are C. glutamicum and Brevi-
bacterium flavum used for L-glutamic acid fermentation.

Mutant Strains

Auxotrophic strains and amino acid analog-resistant
strains fall into the mutant strain category. Most amino
acids can be produced by these types of microorganisms.
Currently, most fermentative production of amino acids is
accomplished in this fashion. Tables 3 and 4 and Figure 4
show L-lysine producers and L-tryptophan producers as
typical examples of strain improvement.

(a) Synthetic reaction

NOH NH,
<:> NOCI NH,
Cyclohexon Aminooxime
H o
' M
N___ C
NH, H,SO,
Beckman'’s transposition
pL-Aminocaprolactam reaction

(b) Enzymatic reaction

D-Aminocaprolactam

Achromobacter obae
(Racemase)

Cryptococcus laurentii
L-Aminocaprolactum = L-Lysine
(Hydroxylase)

Figure 3. L-Lysine production by a combination of synthetic and
enzymatic reactions. Source: Ref. 8.

Table 3. L-Lysine-Producing Microorganisms

L-Lysine HCI
productivities
Conc. Yield
Microorganisms? (g/L) (%) Ref.
C. glutamicum (Hse™) 13 13 2
B. flavum (Thr—, Met™) 34 34 11
B. flavum (AEC") 32 32 12
C. glutemicum
(Hse™, Leu~, Pant~, ACE") 42 42 13

Source: Refs. 2, 11-13.
2AEC, S-(2-aminoethyl)-L-cysteine; Pant, pantothenate.

Table 4. Isolation and Productivities of Tryptophan-Producing C. glutamicum

Strains Phenotype® Production of L-Trp (g/L)
KY 9456 Phe™, Tyr~ 0.15

MT-11 Phe~, Tyr~, SMT", TrpHXx", 6FT", 4AMT" 4.9

PFP-2-32 Phe™, Tyr~, SMT", TrpHx", 6FT", 4AMT", PFP" 5.7
PAP-136-50 Phe~, Tyr~, 5SMT", TrpHX", 6FT", 4MT", PFP", PAP" 7.1

TX-49 Phe™, Tyr—, SMT", TrpHx", 6FT", 4MT", PFP", PAP", TyrHx" 10.0
Px-115-L-67 Phe™, Tyr—, SMT", TrpHX", 6FT", 4MT", PFP", PAP", TyrHx", PheHx" 12.0

Source: Ref. 14.

a5Mt, 5-methyltryptophan; TrpHx, tryptophanhydroxamate; 4MT; 4-methyltryptophan; 6FT, 6-fluorotryptophan; PFP, p-fluorophenylalanine; PAP, p-amino-

phenylalanine; TyrHx, tyrosinehydroxamate; PheHx, phenylalaninehydroxamate.
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Recombinant Strains

There are many reports on the strains prepared by recom-
bination of the various genes required for amino acid bio-
synthetic enzymes, as well as their possible applications to
amino acid fermentation. Self-cloning recombinants are of-
ten reported in the literature because they are highly prac-
tical from the viewpoint of regulation. They will be put to
use in the future as a primary technology for amino acid
fermentation. Table 5 shows two L-threonine-producing
strains. Whichever types of strains are constructed, con-
ditions such as raw materials, temperature, process, and
so on, as well as the by-products to be produced must be
determined.

MEDIA

Components

Components of a medium are decided upon with regard to
the microorganism, cost, purification process, waste treat-
ment, and so forth. Except for particular cases, the cost of

Table 5. Accumulation of Amino Acids by E. coli Strain
No. 29-4 and g-IM4

Amino acids produced (g/L)
Strain Thr Lys Pro Glu® lle Asp Phe

f-1M4P 382 031 025 020 014 0.09 0.06
No. 29-4° 1340 003 0.00 013 0.12 0.00 0.02

Source: Ref. 15.

20r homoserine.

"Threonine-overproducing mutant.
°Recombinant (self) or -IM4 with pBR322-thr.

p-Hydroxyphenylpyruvate

+ Phenylpyruvate

,,,,,,,

Figure 4. Metabolic regulation of aromatic amino acids
in C. glutamicum. 1, DAHP synthetase; 2, chorismate
mutase; 3, anthranilate synthetase; 4, prephenate de-
hydrogenase; 5, prephenate dehydratase. PEP, phospho-
enolpyruvate; EP, erythrose 4-phosphate; DAHP, 3-
deoxy-D-arabinoheptulosonic acid 7-phosphate; ,
repression; - 0, inhibition; ------0, activation.
Source: Ref. 14.

the carbon source, a main raw material, accounts for most
of the cost of raw materials. Hence, its selection is of pri-
mary importance.

Cane molasses, beet molasses, glucose, methanol, n-
paraffin, and other carbon source materials have been
studied. In enzymatic processes and fermentation pro-
cesses with addition of precursors, petrochemical products
may be used as a precursor for the desired product. Carbon
sources currently used for the industrial production of
amino acids are mostly sugars, including cane molasses,
beet molasses, and corn syrup (glucose), because of their
relatively low cost and availability. When a natural sub-
stance such as molasses is used as a carbon source, com-
position of the medium must be properly adjusted and em-
pirically optimized because natural substances contain
additional components.

Typically, the concentration of the nitrogen source is
relatively low in an initial medium to avoid overregulation
of the biosynthetic pathways, and nitrogen is supple-
mented by way of pH control with ammonia. Because
amino acid fermentation is a process of converting am-
monia into amino groups, the importance of the nitrogen
source is second only to that of the carbon source.

In addition, phosphate and other minerals are added in
the required amounts. When an auxotrophic strain is used
for fermentation, the required substance is added at an
optimum concentration. Furthermore, an antifoam agent
must be added to prevent foaming of the broth at the ster-
ilization and fermentation stages.

Sterilization

When the fermenter has a capacity of approximately
10,000 L or less, the preparation of raw materials and
steam sterilization are often both carried out within the
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fermenter. On the other hand, when a large fermenter
(40,000-L capacity or more) is used, as in the case of amino
acid fermentation, each piece of equipment is separately
sterilized with steam and cooled with sterile air, and raw
materials other than sugar are prepared in a make-up
tank and subjected to steam sterilization and cooling.
Sugar is sterilized separately and sent to the fermenter
with other nutrients. The flow diagram is shown in Fig-
ure 5.

Similar procedures apply to preparation of the feed tank
and the feeding solution in fed-batch fermentation. Feed-
ing is carried out from the feed tank through a sterilized
line while controlling the flow.

FACTORY FERMENTATION OPERATION

Figures 1 and 6, respectively, show a process flow diagram
of amino acid fermentation. The process comprises the
steps of laboratory seed culture, factory seed culture (Fig.
6), and fermentation (Fig. 1), and the size of culturing is
scaled up in this order.

Laboratory Seed Culture and Factory Seed Culture

The most important feature in the steps of laboratory and
factory seed culture is to ensure active microbes. This pro-
motes initial growth of microbes at the fermentation step
and stabilizes fermentation. Although the cost required for

these steps accounts for a relatively large portion of that
of the whole process, the steps are of much importance to
properly operate the process; it is thus necessary to carry
out the steps only under optimum conditions. Laboratory
seed culture requires an exceedingly high level of sterility
because all subsequent steps for all of the lots may be lost
as a result of contamination at this step. Likewise, transfer
from laboratory seed culture to factory seed culture must
be performed under highly sterile conditions. Typically, all
transfer steps after laboratory seed culture are closed, and
the whole fermentation train of equipment must be ster-
ilized carefully before the initiation of transfer. Because
amino acid fermentation is generally carried out under
aerobic conditions at a neutral pH, the process will easily
support the growth of a contaminant.

Fermentation Equipment

Figure 7 illustrates a typical fermenter. Amino acid fer-
mentation is performed aerobically, so an efficient oxygen
supply is required. The effect of oxygen supply on amino
acid fermentation is shown in Table 6, which indicates that
the sufficiency rate of oxygen required (r,,/KrM) by mi-
crobes is controlled by the oxygen transfer efficiency of the
fermenter. Oxygen transfer efficiency correlates with aer-
ation and agitation conditions. It strongly affects the re-
sults of fermentation and at the same time constitutes the
main factor of the cost of utilities.

STM (high)

Hot water _
Hot water tank <—| Ingredients
Hot water | |
\A/
Molasses _L ] AN Hl_l__l ST
Heat exchanger \
Diluted
molasses
tank =l @_ E
Make-up
—@ tank
Coolin @
Waterg N/ To fermenter and feeding tanks
A
/N Hot water tank
Heat exchanger
Retention tube

Figure 5. Piping and instrumentation drawing of the sterilizing section of a continuous sterilizer.
1, Cushion tank, 2, strainer; FIS, flow indication sum; T1, temperature indication; STM, steam LI,
lowest indication; LICA, lowest indication control alarm; FIC, flow indication control; TIC, tem-
perature indication control; FRCS, flow record control sum; FY, flow indication converter; UJR,

point recorder. Source: Ref. 16.



AMINO ACIDS, PRODUCTION PROCESSES 95

Laboratory
seed
Air STM Air STM
() "
AF AF
Ingredients
N N/ — > To fermenter
|: Clean box @
>
| [] r Sl—> ATM
2
Yl P—> ATM
© o
= 2nd factory
Cooling 1st factory Cooling seed tank
water seed tank water
—

Figure 6. Factory seed culture equipment. AF, air filter; FIC, flow indication control; STM, steam;
TIC, temperature indication control; PIC, pressure indication control; ATM, atmosphere.

Process Measurement and Control

In a fermentation process, aeration, pH, feed rate, dis-
solved oxygen, temperature, and foaming level must be
measured and controlled. Parameters automatically mea-
sured during fermentation generally include fermenter
temperature, volume and temperature of cooling water,
volume of air supplied into the fermenter, concentrations
of O, and CO, in the exhaust gas, pressure within the tank,
feed volume, agitation rate, agitation energy, pH, dissolved
oxygen, and degree of foaming. Sampled broth is analyzed
mainly for optical density, sugar concentration, amino ac-
ids, and organic acids. Fermentation temperature, pH, aer-
ation, feed volume, and foaming level are automatically
controlled. In continuous fermentation, equipment capable
of controlling the volume of both discharged and the liquid
surface is provided.

Downstream Processing

Amino acids are typically recovered and purified either by
chromatographic methods or by concentration—direct
crystallization methods. Although most amino acids may
be isolated and purified using an ion exchange resin, this
tends to increase the cost of waste-liquor treatment be-
cause of the large volume of diluted waste liquor. On the
other hand, with the concentration—direct crystallization
method, the discharged mother liquors have a high bio-
logical oxygen demand and contain a large amount of
plant-growth-promoting factors and may thus be used as
fertilizer. This makes the cost of waste-liquor treatment
less burdensome; however, this method cannot be applied
to all amino acids because the chemical composition of fer-
mentation broth strongly affects the purification steps.

Wastewater Treatment

In recent years, treatment of fermentation waste liquor
has become more and more important in the planning pro-
cess. When chromatographic purification is employed, the
low concentration and large volume of waste liquor is bur-
densome, and the cost of treatment by the active sludge
method is high, exerting much influence on the cost of the
final product. In this respect, the direct crystallization
method is advantageous, though it may not be applicable
to many products due to characteristics peculiar to those
products. It is necessary to construct a process that takes
waste treatment into consideration as soon as the raw ma-
terials have been selected.

ECONOMY OF THE FERMENTATION PROCESS

As already mentioned, economy of the fermentation pro-
cesses must consider the cost of waste-liquor treatment. It
is difficult to accurately estimate the economic contribu-
tion of waste treatment because this factor is affected by
many factors other than fermentation, such as environ-
mental regulation around the location of the plant and so
forth. In this discussion, process economics is limited to the
steps that begin with the selection of raw materials and
end with the desired products. A primary part of the cost
of fermentation processes is the cost of the carbon source,
which is decided by the (1) unit price of the carbon source,
(2) fermentation yield, and (3) purification yield. In L-
glutamic acid fermentation, because the carbon source to
be used directly affects these three points, selection of the
carbon source is particularly important. On the other
hand, in the case of fermentation of other amino acids in
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Figure 7. Example of an industrial fermenter. R/M, revolutions
per minute; ¢, diameter; all distances in millimeters. Source: From
Y. Su and K. Yamada, Bull. Agric. Chem., 1960, cited in Ref. 17.

Table 6. Rate of Oxygen Sufficiency for L-Glutamic Acid-
Family Amino Acids

Rate of oxygen Rate of
Amino acid sufficiency?® productivity
Glutamic acid 0.2 0.1
0.43 0.41
1 1
Arginine 0.22 0.2
0.4 0.44
0.6 0.64
1 1
Proline 0.22 0.2
1 1
Glutamine 0.55 0.39
0.25 0.1
0.4 0.2
0.9 0.8
1 1

Source: Ref. 18.

2r./KrM, where r,, is the respiratory rate of the microbe (mol of O, mL~?*
min~?Y), and KrM is the maximum respiratory rate of the microbe (mol of
0, ML~ min~%).

which auxotrophic strains are used, the cost of the required
nutrient also is a major factor. Thus, it is necessary to use
a strain requiring a low concentration of such a nutrient.
Production of pharmaceutical-grade neutral amino acids
requires difficult separation of analogous amino acids by-
produced to the level at which they contribute to increased
cost. To overcome this problem, it is necessary to minimize
by-produced amino acids to a level at which purification of
the desired product is not affected, and to this end, breed-
ing of suitable strains and improvement of fermentation
processes that result in few by-products are important.
The cost of utilities supporting fermentation is generally
high because although the fermentation is carried out
mostly at normal temperature and atmospheric pressure,
the following factors create additional demands:

1. Sterility must be secured.
2. Aerobic fermentation is involved.

3. Itis necessary to more intensely concentrate the fer-
mentation broth because of low product concentra-
tion compared to other processes.

AMINO ACID PRODUCTION

Monosodium Glutamate

Corynebacterium glutamicum, which produces L-gluta-
mate, requires biotin for growth but excessively forms L-
glutamic acid at a biotin concentration suboptimal for
growth. Under the condition of excess biotin, L-glutamic
acid can be produced by (1) adding penicillin (19) or a
surface-active agent (20), or (2) culturing an oleic acid—
requiring strain at growth-limiting oleic acid concentra-
tions (20,21). Cane molasses, beet molasses, and corn
syrup are mainly used as the carbon source because of
their low cost. By way of example, L-glutamic acid fermen-
tation by the fed-batch method using cane molasses is de-
scribed here. Although cane molasses contains most of the
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Figure 8. Typical fermentation profile (L-glutamate): C. glutam-
icum, 120-kL fermenter, fed-batch culture, cane molasses me-
dium, penicillin method. R-S, residual sugar; PCV, packed cell vol-
ume.



carbon, nitrogen, phosphate, and minerals for microbial
growth, its use as a carbon source is basic, and the growth
medium is optimized by supplementing with other nutri-
ent sources. Such medium contains an excess concentra-
tion of biotin. Potassium salt of penicillin G (8 units/L) is
added to the culture broth late in the logarithmic growth
phase. Upon addition of penicillin, the microorganism pro-
duces L-glutamic acid—mainly due to a change of the per-
meating system and/or the enzyme activities in TCA cycle
(22)—and L-glutamic acid is excreted into the broth. Fer-
mentation is continued while feeding molasses and con-
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Figure 9. Recovery process flow of monosodium L-glutamate.
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trolling the pH to neutrality with liqguid ammonia. Molas-
ses is fed until L-glutamic acid is no longer produced in the
broth. The final L-glutamic acid concentration is around 95
g/L. Figure 8 shows a typical fermentation profile in a com-
mercial plant. The method of penicillin addition provides
remarkably high productivity of this amino acid compared
with fermentation under suboptimal biotin conditions.

For purification of L-glutamic acid, two methods are
available: the direct crystallization method and the chro-
matographic ion exchange resin method. Because it is well
known that the resin method can be used to purify all
amino acids produced by fermentation, only the direct
crystallization method is discussed here.

An outline of the recovery process (monosodium L-
glutamate from L-glutamic acid fermentation broth) in a
commercial plant is shown in Figure 9. The purification
process may comprise an L-glutamic acid (GA) extraction
process and an MSG process to obtain MSG from L-
glutamic acid. In Figure 9 the GA extraction process dis-
charges impurities out of the system as a GA mother liquor
(containing microbial cells) to recover high-purity GA from
the fermentation broth and an MSG mother liquor pro-
duced from the MSG process. High purity can be secured
by efficiently washing crystals with water at a pH range
near the isoelectric point. To this end, the crystal type
(there are a- and f-types) must be in the a-form, which can
be easily separated by centrifugation.

In the MSG process it is essential to maintain the purity
of the product while securing a high yield. These may be
achieved by enhancing the purity of L-glutamic acid in the
GA process and efficiently using the carbon source to
achieve minimum levels of residues. Because the MSG
mother liquor contains a high concentration of dissolved
MSG, it is sent back into the GA process to augment the
total yield of L-glutamic acid.

The GA mother liquor (containing spent cells) and a de-
colorized active carbon cake are the main fractions dis-
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Figure 10. Typical fermentation profile (L-lysine): C. glutamicum
(Homoser~, Leu-, AEC"), 120-kL fermenter, fed-batch culture,
molasses medium. OD, indicated cell concentration; R-S, residual
sugar.
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charged out of the system. Therefore, it is clear that the
properties of the fermentation broth strongly affect the to-
tal yield of MSG. How the mother liquor of the GA process
is used is also important. Hence, with the direct crystalli-
zation method of MSG production, there is unification of
the whole process from raw materials to final product.

The yield of MSG from the fermentation broth after pu-
rification is 65—70 wt %. This is an excellent and effective
production system with an attractive process economy if
the mother liquor by-product can be used as a fertilizer. As
already mentioned, yield is strongly affected by the ratio
of L-glutamic acid concentration to total solids in the fer-
mentation broth. This ratio varies, depending upon the pu-
rity of raw material sugar and the fermentation efficiency.
Whereas the latter depends on the strain of bacteria used,
purity of the sugar depends on the quality of the raw ma-
terial.
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Figure 11. Effect of dilution rate on steady-state parameters for
C. glutamicum B-6; S-(2-aminoethyl)-L-cysteine’; rifampicin’,
streptomycin”, 6-azauracil”. Culture conditions: 5-L jar fermenter,
molasses medium, pH 7.0, 32 °C, 600 rpm, air at 3 L/min, working
volume of 2.5 L. Stable L-lysine production for over 300 h. Feeding
sugar concentration: A, 12%; O, 20%; @, 28%. Source: Ref. 23.

L-Lysine HCI

L-Lysine HCI is demanded in large quantities for animal
feed and must be available at low cost. Reduction of cost
through the improvement of productivity is very impor-
tant, as is the quality of the product.

Mutants of C. glutamicum (regulatory mutants such as
homoserine and/or leucine leaky mutants, which are rev-
ertants from auxotrophic mutants and/or lysine analog—
resistant mutants) are used. The main raw material for L-
lysine fermentation is either molasses or corn syrup.
Addition of a biotin source may be required, depending on
the raw materials. Molasses contains a sufficient amount
of biotin. Because the strains used for L-lysine fermenta-
tion are released from metabolic regulation to a remarka-
ble extent, propagation and product formation proceed si-
multaneously. This is one of the characteristic features of
L-lysine fermentation.

In L-lysine fermentation carried out by the fed-batch
method, more nitrogen must be supplied compared to the
amount required for L-glutamic acid production because L-
lysine is a basic amino acid. It is necessary to add ammo-
nium sulfate to the feed solution to supplement the NH;
supplied for pH control and to neutralize the L-lysine
formed. Furthermore, the feeding rate of the solution is
controlled to maintain the sugar in the broth at a low con-
centration because a rapid increase causes catabolite re-
pression. Fermentation is usually complete in about 60 h
at a concentration of 95 g/L (as L-lysine HCI). Figure 10
shows a typical profile of the L-lysine fermentation process
in a commercial plant. Continuous fermentation of L-lysine
is interesting from the viewpoints of productivity and the
price required by the market. There has been a report on
laboratory-scale steady-state production of L-lysine HCI at
a concentration of 80—-100 g/L with a productivity of more
than 3 g/L per h (Fig. 11). To be successful, however, the
following conditions must be satisfied:

1. The equipment for industrial fermentation must en-
sure a pure culture of C. glutamicum.

2. The strain’s production of L-lysine must not be de-
creased in the presence of a high concentration of L-
lysine.

3. The strain must be genetically stable.

If these conditions are met, high productivity is secured by
determining the optimal dilution rate (feeding volume/
working volume) for stable operation (Fig. 11). Continuous
fermentation is superior to batch fermentation in that the
productivity per fermenter is higher. However, it is difficult
to operate a continuous fermenter for a long period, unlike
synthetic chemical processes, due to the three require-
ments just listed. All factors must be taken into consider-
ation when deciding whether to employ this process.
Figure 12 shows a flow diagram of the purification
process for feed-grade L-lysine HCI according to the
adsorption-desorption method using a cation exchange
resin. After separation of the cells, sulfuric acid—acidified
broth is passed through the resin for adsorption, followed
by washing with water and elution with ammonia. (Lysine
is removed from the broth and spent water is sent to the



waste treatment step.) Fractions containing L-lysine are
collected and concentrated by removing ammonia (ammo-
nia recovery). The concentrate is neutralized, further
concentrated in a vacuum pan, and subjected to crystalli-
zation. The resulting mother liquor is spent on the resin-
adsorption step and recovered. The yield of the final prod-
uct from the broth is 80—82 wt %. This process is readily
operable and provides stable product quality. However, the
relatively high cost of wastewater treatment is a problem
because there is a large volume of wastewater with a low-
concentration chemical oxygen demand.

L-Threonine

L-Threonine is used in pharmaceuticals and animal feed.
In recent years, there has been a growing demand for L-
threonine as an additive to low-protein feeds.

The strains used include mutants of C. flavum and
Escherichia coli (mutants requiring diaminopimeric acid,
methionine, or isoleucine, or their partial revertants) and
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recombinants of genes involved in the biosynthetic path-
way of threonine. The fermentation process is basically
similar to that of L-lysine. Because L-threonine is a neutral
amino acid, less nitrogen is required compared with L-
lysine fermentation. The purification process differs de-
pending on whether the product is of feed grade or for phar-
maceutical use. In the case of feed-grade L-threonine, the
resin adsorption method or the concentration—direct crys-
tallization methods may be selected depending upon the
composition of the fermentation broth.

L-Tryptophan

L-Tryptophan is used in pharmaceuticals and animal feed.
As with L-threonine, feed-grade L-tryptophan has been in
increasing demand. L-Tryptophan is produced by direct
fermentation, fermentation with a precursor, or an enzy-
matic method using indole and L-serine as raw materials.
In the direct fermentation method, strains of the genus
Corynebacterium requiring aromatic amino acids and hav-
ing a resistance to aromatic amino acid analogues or re-
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Figure 12. Purification process flow of L-
lysine HCI salt (feed-grade).
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combinants of aromatic amino acids biosynthetic genes in
E. coli are used. The direct fermentation method using mu-
tants and recombinants and the enzymatic method are
currently practiced. Because L-tryptophan is not highly
soluble in the aqueous media, the purification methods
have been developed to take this into consideration.

CONCLUSION

Further technical improvement of amino acid fermenta-
tion is expected to greatly reduce the production cost of
amino acids. Development of L-glutamic acid fermentation
resulted in the growth of the seasoning market, and that
of L-lysine promoted development of the market for amino
acids used in animal feed. Likewise, it is expected that low-
cost amino acid production will lead to the development of
new uses of amino acids.
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INTRODUCTION

N-Carbamoyl-p-amino acid amidohydrolase (hereinafter
abbreviated as DCase) is the enzyme that catalyzes the
following reaction:

H H
| |

R-C-COOH + H,0 == ==~ ~ R-C-COOH + CO, + NH,
NHCONH, NH,,

The DCase converts N-carbamoyl-p-amino acids to b-
amino acids with strict p-form specificity and is expected
to be applicable to the industrial b-amino acid production
process instead of chemical diazonation, in which N-
carbamoyl-p-amino acids are converted by DCase after hy-
drolysis of the corresponding 5-substituted hydantoins by
the hydrolyzing enzyme, p-hydantoinase. These reactions
can be performed separately as two serial reactions or as
one batch reaction with microorganisms possessing both
enzymes.

H

I D-Hydantoinase I DCase !
R-C-CO~  , ---=---—=-- ~ R-C-COOH -----= ~ R-C-COOH

NHCO” NHCONH, NH,

D-Amino acids are useful compounds for the prepara-
tion of physiologically active peptides and g-lactam anti-
biotics such as semisynthetic penicillins and cephalospo-
rins. DCase activity was first found in rat liver (1) and
microbial cells (2-5) about 40 years ago. These enzymes
were examined as to their properties and substrate speci-
ficities, and their reaction mechanisms and biological func-
tions were deduced. The enzymes from rat liver and Clos-
tridium uracilicum (2) were found to be involved in the
degradation of pyrimidine, and the enzyme from Pseudo-

Table 1. Substrate Specificities of Screened Enzymes

Mesophile (30 °C) Thermophile (45 °C)

KNK KNK KNK KNK

712 1415 003A 505
c-p-Ala +4+++ +++ ++++ ++
¢-D-Val 4+ + +++ +++ ++
c-p-Leu ++++ ++++ +++ 4+ +++
¢-D-Phe ++++ +++ +++ ++
¢-D-PEG +++ +++ ++ +
¢-0-PG +++ +++ + - + -
¢-0-HPG +++ +++ ++ + -

Note: With 1 mL culture broth of each isolated strain, the resting cell re-
action was performed under standard conditions at 30 °C (mesophile, 3-h
reaction) or 45 °C (thermophile, 24-h reaction), followed by analysis by TLC.
Seven N-carbamoyl-p-amino acids (c-p-amino acids) were examined, and
the amount of p-amino acid produced in the reaction is represented ap-
proximately as follows: + —, 0.1 g/L; +,0.2g/L; ++,054g/L; + + +,1-2
g/L; ++ + +, 4 g/L. PEG and PG represent phenetylglycine and phenyl-
glycine, respectively.

Table 2. Properties of DCases from Agrobacterium sp.
KNK712 and Pseudomonas sp. KNKO0O3A

KNK712 KNKO003A
Molecular weight (monomer)
SDS-PAGE 37,000 38,000
DNA sequence 34,300 35,400
Thermal stability (60 °C, 20 min)
(residual activity) 5% 95%
Optimal temperature 67 °C
Optimal pH 6.8-7.3 7.0-7.5
Number of amino acids (deduced)
Total 304 312
Hydrophobic 162 154
Neutral 50 51
Hydrophilic 92 107
Cystein 5 5
G + C Content 60.3% 62.9%
Homology
DNA 62%
Amino acid 60%
<
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Figure 1. Restriction maps of pAD108 and pPD304. The thin line
indicates the vector DNA and the boxed line the inserted DNA
fragment. The open reading frame is represented from ATG to
term (the black-boxed line).
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(@)

GTCGACGGCGGGCTCGCGCGAGAGCTTGTCAAGCAGCGCAAATTCCGGTTCCGCTCCGGTTGACAGATCAAAAATTTTACGCCTGTTATTGTCGTGCTGC 100
ATGTAATATTTCGTACTTTATGTAGAATTTGCATTGCGCCGCGAGTCACAAAGCCGGTTTTCGGCGATGTGTTTCACAACGTTTTCCCGGCCGCTGGGCC 200

GGACATCACCTAGGAAGGAGCAGAGGTTCATGACACGTCAGATGATACTTGCAGTGGGACAACAAGGTCCGATCGCGCGCGCGGAGACACGCGAACAGGT 300

M T R Q ™M I L AV G Q Q G P 1 A R A E T R E Q V

CGTCGTTCGTCTTCTCGACATGCTGACGAAAGCCGCGAGCCGGGGCGCGAATTTCATTGTCTTCCCCGAACTCGCGCTTACGACCTTCTTCCCGCGCTGG 400

v Vv R L L D M L T K A A S R G A N F | \ F P E L A L T T F F P R W

CATTTCACCGACGAGGCCGAGCTCGATAGCTTCTATGAGACCGAAATGCCCGGCCCGGTGGTCCGTCCACTCTTTGAGAAGGCCGCGGAACTCGGGATCG 500

H F T D E A E L D S F Y E T E M P G P \Y% \% R P L F E K A A E L G 1 G

GCTTCAATCTGGGCTACGCTGAACTCGTCGTCGAAGGCGGCGTCAAGCGTCGCTTCAACACGTCCATTTTGGTGGATAAGTCAGGCAAGATCGTCGGCAA 600

F N L G Y A E L % \% E G G \ K R R F N T S | L \Y D K S G K I vV G K

GTATCGTAAGATCCATTTGCCGGGTCACAAGGAGTACGAGGCCTACCGGCCGTTCCAGCATCTTGAAAAGCGTTATTTCGAGCCGGGCGATCTCGGCTTC 700

Y R K 1 H L P G H K E Y E A Y R P F Q H L E K R Y F E P G D L G F

CCGGTCTATGACGTCGACGCCGCGAAAATGGGGATGTTCATCTGCAACGATCGCCGCTGGCCTGAAGCCTGGCGGGTGATGGGCCTCAGGGGCGCCGAGA 800

P \% Y D \% D A A K M G M F I C N D R R W P E A W R v M G L R G A E I

TCATCTDCGGCGGCTACAACACGCCGACCCACAATCCCCCTGTTCCCCAGCACGACCACCTGACGTCCTTCCACCATCTCCTATCGATGCAGGCCGGGTC 900

1 cC G G Y N T P T H N P P % P Q H D H L T S F H H L L s M Q A G S

TTATCAGAACGGGGCCTGGTCCGCGGCCGCGGGCAAGGTGGGCATGGAGGAGAACTGCATGCTGCTCGGCCACTCCTGCATCGTGGCGCCGACCGGGGAA 1000

Y Q N G A W S A A A G K V G M E E N c M L L G H S Cc I v A P T G E

ATCGTCGCTCTCACTACGACGCTGGAAGACGAGGTGATCACCGCCGCCGTCGATCTCGATCGCTGCCGGGAACTGCGTGAACACATCTTCAACTTCAAGC 1100

I vV A L T T T L E D E V 1 T A A \% D L D R C R E L R E H I F N F K Q

AGCATCGTCAGCCCCAGCACTATGGTCTGATCGCGGAACTCTGAGGTTGCCGAAAAGCATGTGTGTCGTTGTTCTCGGCGCCTGGGTCACATCCAGGCGC 1200

H R Q P Q H Y G L I A E L

GCCAGGGTGACGCTGGTGGAATAGTACCACGACCGCTTCAGGGCGATCCGCAAGGAGATGCGGGTCGCCGGAGCGGCAAAGCCCGACATTCGTTTCGCAC 1300

CGACGGCCGTCGTGAACTCGACAGTCCGCGAGAAGGGCGTATTGCGCGGCCTGGACCTGTACGTGGAACTGTAGCCCATATATAGATTTCCAAAGAGTTT 1400

CGGCGAGGCGCGGCGCGCCTAGCCCCATGTGAGCGAGAACCGTGCCCAGATCAAAGAATGAGACCGACGCGCCGGCCGCGGCAAAGGATGATCCTCAGGG 1500

TCGGATCTATCGCTCCGCCCTGAAGCAGGAGGGCGCACGCTGGCTGCTGACGGCGGAGGAAGGGTTGCTGGCAAAGCCCAAGCCGCCCGGCCTTGTTCCG 1600

GCACTTGAGAATGCGATCGCCATCGTCGATTACATCAACGGTACACCGCCCCATATCGCGTCCCTGGCGGAGCTTTCAACGACGCTCGGGATATCCAAGA 1700

GCCACTGTCACTCCATCCTCAAGACGCTGACGCATTTCGGCTGGCTGAAATTCGACAATCGCTCAAAGAGCTACGAGCTGAATTC

Figure 2. Nucleotide sequences of the insert DNAs of pAD108 (a) and pPD304 (b) and the deduced
amino acid sequences of these DCases. The numbers at the right are nucleotide positions. Se-
quences similar to the —10 and —35 consensus sequences for the E. coli promoter are double-
underlined, and the putative ribosome-binding site (Shine-Dalgarno) sequence and initiation and
termination codons are also double-underlined. The open reading frame of the DCase is underlined.
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monas putida 77 (3), which is N-carbamoyl-sarcosine ami-
dohydrolase, is involved in creatinine metabolism. Olivieri
et al. found DCase activity of Agrobacterium radiobacter
NRRL B11291 in intact cells or a cell-free extract, together
with p-hydantoinase activity (4). Yokozeki and Kubota at-
tempted the partial purification of DCase from Pseudo-
monas sp. AJ11220 (5). These two enzymes were examined
as to their substrate specificities and reaction profiles.
They showed relatively broad substrate specificities such
as for aliphatic and aromatic compounds, with strict p-
form specificity, and almost the same optimal conditions,
that is, pH 7 and 55-60 °C. Ogawa et al. screened enzyme

producers by means of enrichment cultures with the N-
carbamoyl-p-amino acids citrulline and ornithine as sole
nitrogen or carbon sources. They isolated alkaliphilic and
thermotolerant enzymes, which were produced by strains
classified as Comamonas sp. and Blastobacter sp., respec-
tively, purified them to homogeneity, and determined their
properties (6,7). These enzymes also showed strict speci-
ficity toward N-carbamoyl-p-amino acids and hydrolyzed
N-carbamoyl-amino acids having a hydrophobic side chain
very efficiently; on the other hand, those having a polar
group or short-chain alkyl group were only weakly hydro-
lyzed.

®)

GCATGCGCGGGGAACTGAAGAACTTGCAAGACGAACTCGGCATTACCTTCGTGCATGTAACCCATACCCAGCCTGAGGCGATCGCGCTCGCCGACATGGT
GGTTGTGATGGATACGGGCCGCATAGAGCAGGCAGCGAGCGCCAACGAAATCTACAACCGGCCCGCGACGCCCTATGTGGCGCGCTTCATGGGCGGCCAA
AACGTGTTGACGGGGAGGGTGGAGAGCATCTCGCCCACCGGCATGGTGCTGAAAAGCGAAAAGGGCGAGATCTTCAATGCGCCTCTTACGGGTGCTGCGC
CGAAGCTGGGCGAACCCGTATCGATATCCATGCGCCGCGACCGCATCAGCATCAGCAAGCCGCAAAACGGCAAGGGCGCGCAGCAGGCTGACGCGGTAAC
GGGTGTGGTCGATTCCACGGAATACCAGGGCAGCTTCGTGAAGGTCAGCATAGTGCTCGACGGTGGCGAGACCTTCGTCGCAAACATGCCCGACCATGAA
TTTTTCGCGGAACCGGTGGATCACGGCGTCCCGGTGGTCGCCCGCTGGAAACCGGAGCATGTGCATGTCCTGTCCAAGTCTGACCGGGGCGCCGACCACA

CCGAAATCTACCGCTTCCCTGCAGGCGAAAATACCGTTTCAATGGGCAAGGGGCGGCAAACGGGGTTGAGACGACCCGGTTTATCGAGGAGGACGAGATG

<

ACACGCATCGTCAATGCAGCCGCCGCGCAGATGGGGCCCATCAGCCGGTCCGAAACGCGCAAGGATACGGTCCGGCGCCTGATCGCGCTCATGCGCGAGG
T R 1 \ N A A A A Q M G P 1 S R S E T R K D T 2 R R L 1 A L M R E A

CGAAGGCCCGCGGTTCCGACCTTGTCGTCTTTACCGAACTCGCGCTCACCACCTTCTTTCCCCGCTGGGTGATCGAGGACGAAGCTGAGCTCGACAGCTT
K A R G S D L AV F T E L A L T T F F P R W V 1 E D E A E L D S F

CTACGAGAAGGAGATGCCAGGGCCCGAAACCCAGCCGCTCTTCGATGAGGCGAAGCGCTTGGAGATCGGCTTCTATCTCGGTTATGCCGAGCTGGCGGAG
Y E K E M P G P E T Q P L F D E A K R L E I G F Y L G Y A E L A E

GAGGGCGGCAGGAAGCGGCGCTTCAACACCTCTATCCTTGTGGACCGCAGCGGCCGGATCGTCGGCAAGTACCGCAAGGTGCACCTGCCCGGGCACAAAG
E G G R K R R F N T S I L \Y% D R S G R 1 vV G K Y R K Vv H L P G H K E

AGCCGCAGCCCGGCAGGAAACACCAGCATCTCGAGAAACGCTATTTCGAGCCCGGCGATCTCGGCTTCGGTGTCTGGCGCGCCTTCGACGGCGTAATGGG
P Q P G R K H Q H L E K R Y F E P G D L G F G v W R A F D G v M G

CATGTGCATTTGCAACGACCGCCGCTGGCCGGAGACCTACCGGGTCATGGGCTTGCAGGGAGTGGAGATGGTCATGCTGGGCTACAACACGCCGTATGAC
M C 1 Cc N D R R W P E T Y R v M G L Q G \ E M V M L G Y N T P Y D

CATACCGGTCACGACGACATCGATTCACTCACCCAGTTTCACAATCATCTCTCCATGCAGGCGGGCGCCTACCAGAATTCGACCTGGGTGATCGGCACCG
H T G H D D 1 D S L T Q F H N H L S M Q A G A Y Q N S T W V I G T A

CCAAATGCGGCACCGAGGAGGGCTCCAAAATGGTGGGGCAGAGCGTGATCGTTGCGCCCTCCGGCGAGATCGTCGCTATGGCCTGCACGATCGAGGACGA
K C G T E E G S K M V G Q S \% | v A P S G E 1 v A M A C T 1 E D E

GATCATCACCGCACGCTGCGATCTCGACATGGGCAAGCGCTACCGCGAGACCATCTTCGATTTCGCCCGCCATCGCGAGCCCGACGCCTATCGCCTGATC
I 1 T A R C D L D M G K R Y R E T | F D F A R H R E P D A Y R L 1

GTCGAACGCAAAGGGGCTGTGCCGCCGCCGCAGTGATCGGAACCTGAAAACGAAATATCCCGCCGGACGGTGGGAAGGTGAAAGGAGGAGTCTCCATGAC
V E R K G A V P P P Q

AACAGTTATCAAGGGTGGAACGATCGTCGCCGCCGATCGCAGCTATGAAGCCGATATCCTGATCGAAGGCGAAAAGATCGCCCAGATCGGCAGGGATCTG
CAGGGCGACAAGATTGTCGAC

Figure 2. Continued.
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However, these enzymes showed that the N-carbamoyl
compounds involved in the metabolism of pyrimidine and
purine are not hydrolyzed at all. On characterization of
these enzymes, the reactive molecular weights of the na-
tive enzymes were found to be about 120,000 and those of
the subunits to be about 40,000. Enzymochemical analysis
was also performed. Recently, Louwrier and Knowles pu-
rified a DCase from Agrobacterium sp. which was com-
posed of genetically engineered self-cloning cells, and char-
acterized it (8). This enzyme was able to cleave a variety
of N-carbamoyl substrates but was strictly p-form specific.
The active enzyme was suggested to be present as a dimer
with a subunit molecular weight of 38,000 Da, differing
from the trimer enzymes of Ogawa et al. (6,7).

Concerning the enzyme genes, some DCase genes have
been cloned and analyzed. The DCase gene from Agrobac-
terium radiobacter NRRL B11291 was cloned, analyzed,
and expressed in Escherichia coli, and the recombinant en-
zyme was then characterized (9,10). By means of a site-
directed mutagenesis experiment, the relationship be-
tween activity and amino acid substitutions was
examined, and some mutations concerning enzyme stabil-
ity were found. Neal et al. also isolated the DCase gene of
Agrobacterium sp. and expressed the gene in E. coli and
Agrobacterium sp. (11).

We also screened some strains producing the enzyme
from mesophile (12) and thermotolerant strains (13) and
cloned two enzyme genes. We tried to improve the native
DCase to obtain a practical DCase that exhibits both high
reactivity and sufficient stability for repeated use in a bio-
reactor system by means of amino acid substitutions using
recombinant DNA technology (14,15). We succeeded in cre-
ating a practical DCase by the substitution of three amino
acids (16), and applied it to an industrial production pro-
cess as an immobilized enzyme (17,18).

In this section, we report our attempts to establish a
new p-amino acid production process, such as screening of
DCase-producing bacteria from soil, purification of the en-
zymes, cloning of the enzyme genes, mutagenesis to obtain
thermostabilized enzymes, and immobilization of the en-
zymes for a bioreactor system to produce pb-amino acids.

SCREENING OF N-CARBAMOYL-bD-AMINO ACID
AMIDOHYDROLASE

Screening of DCase-Producing Microorganisms

The screening and isolation methods used for soil micro-
organisms were as follows (12). For the isolation of micro-
organisms that can hydrolyze N-carbamoyl-p-amino acids
to p-amino acids, soil samples were suspended in saline
and the supernatants were inoculated into growth medium
containing N-carbamoyl-p-amino acids as sole nitrogen
sources for enrichment culture. After aerobic cultivation,
the reduction of N-carbamoyl-p-amino acids and the pro-
duction of b-amino acids were detected by silica gel thin-
layer chromatography (TLC) with a solvent system of n-
butanol:acetic acid:water (4:1:1). N-Carbamoyl-p-amino
acids and p-amino acids were detected with p-dimethylam-
inobenzaldehyde in a 6 M HCI solution and ninhydrin, re-
spectively. From the culture broth from which N-

carbamoyl-p-amino acids disappeared or in which p-amino
acids accumulated, microorganisms were isolated on agar
plates.

The substrate specificities of these DCases were exam-
ined by means of the resting cell reaction with detection
by the TLC method (Table 1). We screened two good me-
sophile strains producing a lot of enzymes that were clas-
sified as Agrobacterium sp. or Rhizobium sp. (12). Asimilar
enzyme-producing strain, classified as Agrobacterium ra-
diobacter, was also found by Olivieri et al. (4) and charac-
terized. We also screened thermotolerant strains by means
of enrichment culture at 45 °C and obtained some Pseu-
domonas sp. strains (Table 1) (13). The strain isolated by
Yokozeki and Kubota was classified as Pseudomonas sp.
(5) but was not a thermotolerant strain.

Purification and Characterization of the Enzymes

The DCases from Agrobacterium sp. KNK712 and Pseu-
domonas sp. KNKOO3A were purified after large-scale in-
cubation by ammonium sulfate precipitation and chroma-
tography such as ion exchange and gel filtration.

DCase activity was assayed by measurement of p-p-
hydroxyphenyl glycine (b-HPG) production from N-carba-
moyl-b-HPG (c-p-HPG) (12). The reaction was started by
the addition of 100 xL of an enzyme solution diluted with
100 mM potassium phosphate buffer, pH 7.0 (hereinafter
abbreviated as KP buffer), containing 5 mM dithiothreitol
(DTT) to the assay mixture containing 47.6 umol c-p-HPG
and 100 umol KP buffer in a total volume of 1 mL. After
20 min incubation at 40 °C, the reaction was stopped by
the addition of 0.25 uL of 20% (w/v) trichloroacetic acid.
The p-HPG produced was analyzed by means of the follow-
ing high-performance liquid chromatography (HPLC)
method. N-Carbamoyl-amino acids and amino acids were
detected and quantified by HPLC at 210 nm on a reverse-
phase HPLC column (e.g., Finepack SIL C18-5 column;
Nipponbunko), using 36.7 mM KH,PO, containing 15%
methanol adjusted to pH 2.5 with phosphoric acid. One
unit of the enzyme was defined as the amount of enzyme
that catalyzed the formation of b-HPG at the rate of 1
umol/min under the assay conditions already mentioned.

The reactivity of the DCase of Agrobacterium sp.
KNK712 is about 20 times higher than that of Pseudo-
monas sp. KNKOO3A with c-b-HPG as the substrate, but
as concerns heat stability, in contrast, the Pseudomonas
sp. KNKOO3A enzyme is more stable, with an about 10 °C
increase in view of its denaturation temperature.

The molecular weights of these DCases were found to
be about 37,000 and 38,000 Da, respectively, on SDS-
PAGE. The properties of these two enzymes are shown in
Table 2.

ISOLATION OF ENZYME GENES

Cloning of Enzyme Genes

The DCase genes from Agrobacterium sp. KNK712 and
Pseudomonas sp. KNKOO3A were isolated and their DNA
sequences analyzed as follows (12). Chromosome DNA was
partially digested with Sau3Al, and the fractionated DNA
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fragment of 4-9 kb was inserted into pUC18 and then
transformed into E. coli JM109. Recombinant colonies
were collected, inoculated into enrichment culture medium
containing N-carbamoyl-p-amino acids or 5-substituted
hydantoins, and then incubated at 37 °C. After repeating
the enrichment cultures, the recombinant clones were iso-
lated. Plasmid DNAs were prepared from these clones and
analyzed with several restriction endonucleases. The
DCase gene of Agrobacterium sp. KNK712 was located in
a 1.8-kb Sall-EcoRI fragment, and the gene of Pseudo-
monas sp. KNKO003A was found in a 1.8-kb Sphl-Accl frag-
ment. These fragments were inserted into pUC19, the re-
sultant plasmids being designated as pAD108 and
pPD304, respectively. The restriction maps are shown in
Figure 1. The recombinant strains containing these plas-
mids showed increased DCase expression compared with
the native strains.

Analysis of the Enzyme Genes

The DNA sequences of the genes in the 1.8-kb fragments
were analyzed (Fig. 2), there being one open reading frame
in each case, consisting of 912 and 936 bases with a start-
ing triplet, ATG, and predicted to encode polypeptides of
304 and 312 amino acids with calculated molecular
weights of 34,285 and 35,438, respectively. Upstream of
the open reading frame, sequences similar to the — 35 and
—10 consensus sequences for E. coli promoters and a pu-
tative ribosomal-binding site (Shine—Dalgarno sequence)
were found. The G + C contents of the open reading frames
were 60.3% and 62.9%, respectively (see Table 2).

The homologies of the DNA sequences and the deduced
amino acid sequences between these two DCases were 62%
and 60%, respectively. An 8—amino acid length of the C-
terminal region was different in these two enzymes. The
homologies among those of Agrobacterium sp. KNK712
and those of two other reported Agrobacterium strains
(9,10) which had completely the same sequences, were
97.0% (amino acid sequences) and 93.0% (DNA sequences).
The homologies of the N-terminal regions of 30 amino acids
in five DCases (6,7,9,12,13) were about 50%, the homology
between the enzyme of Pseudomonas sp. KNKOO3A and
the Comamonas sp. E222c DCase being the highest
(56.7%), besides the homology among Agrobacterium
strains. Multiple alignment of the amino acid sequences of
these enzymes is shown in Figure 3.

Similarity research using a database (PIR release, 45.0)
showed that the aliphatic amidase of Pseudomonas aeru-
ginosa (19) showed the highest similarity (30%) to DCase,
but a closely related enzyme was not found. Multiple align-
ment with Clustal W (1.4) software of the DCase and 10
known related enzymes (PIR accession numbers [PIR Ac.
No.] are given in the legend to Fig. 4) showed that 6 amino
acids, that is the 119th amino acid of DCase, glycine (here-
inafter abbreviated as 119th Gly), 126th Arg, 127th Lys,
146th Glu, 153rd Gly, and 172nd Cys, were all at corre-
sponding positions.

IMPROVEMENT OF THE ENZYME IN STABILITY

For its use in a bioreactor, DCase was immobilized on a
resin and used repeatedly. Although a DCase requires both

high reactivity and high enzyme stability for such use, the
known DCases do not have both properties. Thus, the
DCase gene of Agrobacterium sp. KNK712, which exhibits
high reactivity, was mutagenized to increase the enzyme’s
thermostability as an index of enzyme stability.

Mutagenesis

The DCase gene of Agrobacterium sp. KNK 712 was sepa-
rated from recombinant plasmid pAD108 and then in-
serted into M13mp18. Random mutation was performed
using two mutagens, hydroxylamine hydrochloride and
NaNO, (14,15). For the mutation with hydroxylamine, re-
combinant phage particles containing the DCase gene
were treated with 0.25 M mutagen (pH 6.0) for 1-8 h at 37
°C. For the mutation with NaNO,, single-strand recombi-
nant phage DNA was treated with 0.9 M mutagen (pH 4.3)
for 30 min at 25 °C. After preparation of double-strand
phage DNA, the 1.8-kb EcoRI-Hindlll fragment corre-
sponding to the DCase gene was prepared, inserted into
pUC19, and then transformed into E. coli JM109.

The recombinant clones were screened by means of a
newly developed colorimetric enzyme assay to select ther-
mostabilized enzyme-producing colonies. The method is as
follows. For first screening for colony assaying, recombi-
nant E. coli colonies on the plate medium (the plates being
called the master plates) were transferred to sterilized fil-
ter paper and then lysed for 30 min at 37 °C by adding a
lysis solution containing lysozyme and Triton X-100. After
inactivation of the heat-sensitive enzymes (65 °C, 5 min),
a color reagent (1 mL), a mixture of two solutions (Sol. A,
30 mM potassium phosphate buffer, pH 7.4, 3 mg/mL N-
carbamoyl-p-phenylglycine, 10 mM phenol, and 0.8 u/mL
p-amino acid oxidase; Sol. B, 70 u/mL horseradish perox-
idase and 50 mM 4-aminoantipyrine: Sol. A:Sol. B = 100:1,
mixed just before use) was added to the filter paper, fol-
lowed by incubation at 37 °C. The candidate colonies,
which were colored red, were separated from the master
plates. These clones were then subjected to the following
second screening for cell-free assaying to confirm the mu-
tant clones.

Recombinant E. coli cells were disrupted by sonication
and the heat-sensitive enzymes were then inactivated (65
°C, 10 min). The crude enzyme sample was dispensed in
150-«L aliquots onto a 96-well microtiter plate; these ali-
quots were serially diluted twofold and 50 uL of the mod-
ified color reagent (Sol. A:Sol. B = 19:1) was added. The
plate was incubated at 37 °C, and then the enzyme activity
was measured as absorbance at 505 nm.

The candidate clones that exhibited high absorbance
were separated and the enzyme genes were analyzed.

Nucleotide Sequence Analysis of the Mutagenized DCase
Genes

The DNA sequences of the 1.8-kb EcoRI-Hindlll frag-
ments that contained the mutagenized DCase genes from
these representative clones were analyzed (Table 3). One
or some nucleotides of the DCase gene were changed. The
amino acid changes related to the thermostability increase
proved that the 57th amino acid of DCase, histidine, was
changed to tyrosine, the 203rd proline was changed to ser-
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Figure 3. Multiple alignment of the deduced amino acid sequences of DCases. The amino acid
sequences of the DCases of Agrobacterium sp. KNK712 and homologous amino acid residues in
other DCases are shown in black boxes. 1, Agrobacterium sp. KNK712; 2, Agrobacterium radiob-
acter NRRL B11291; 3, Pseudomonas sp. KNKO03A; 4, Comamonas sp. E222C; 5, Blastobacter sp.

Al7p-4.

ine or leucine, and the 236th valine was changed to ala-
nine.

Amino Acid Substitution of Thermostability-Related Sites by
PCR

The three thermostability-related sites of the DCase were
substituted (15) through site-directed random amino acid
changes by use of the PCR technique according to Ito et al.
(20), and then thermostabilized DCase-producing strains
were screened by means of the colorimetric colony assay
method. As a result of DNA analysis of the mutant ther-
mostabilized DCases, it was proved that the following
amino acid changes at the sites increased the thermosta-
bility in addition to the known amino acid changes; the
57th amino acid of DCase was changed to leucine; the
203rd amino acid to alanine, asparagine, glutamate, his-

tidine, isoleucine, or threonine; and the 236th amino acid
to serine or threonine. These results are shown in Table 4.

Combination of Thermostability-Related Mutations

To produce multiple mutants with combinations of two or
three thermostability-related amino acid mutations, re-
striction fragments containing the mutations were used to
replace the corresponding mutation-free DNA fragments
(16). In the DCase of Agrobacterium sp. KNK712, the mu-
tation of the 57th amino acid is located in a Ndel-Sacl
DNA fragment of about 190 bp; the 203rd amino acid mu-
tation is in a Sall-Clal DNA fragment of about 170 bp
(hereinafter this fragment is referred to as fragment A);
and the 236th amino acid mutation is in a Clal-Sphl DNA
fragment of about 75 bp. These fragments were replaced
and the thermostabilities of the enzymes were then mea-
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GRKRRFNTSILVDRSGRIVGKYRKVHLPGHKEPQPGRKHQHLEKRYFEPGD--LGFGVWRAFDGVMGMC ICNDRRWPETYRVMGLQGVEMV

PNKPPYNTLILIDNKGEIVQRYRKI-LPWCP—-——-—-—————— IEGWY --PGD--TTYVTEGPKGLKISLI ICDDGNYPEIWRDCAMKGAEL I
PRKAPYNTLVL IDNNGEIVQKYRKI -IPWCP -————————— IEGWY--PGG--QTYVSEGPKGMKISLI ICDDGNYPE IWRDCAMKGAEL |
GV-—-LWNTAVVISNSGLVMGKTRKNHIPRVG—-———-——— DFNESTYYMEGN--LGHPVFQTQFGRIAVNICYGRHHPLNWLMYSVNGAE I |
YT--LYCTALFFSPQGQFLGKHRKL-MP - —————————— TSLERCIWGQGDG-STIPVYDTPIGKLGAAICWENRMPLYRTALYAKGIELY
YT--LYCTVLFFSPQGQFLGKHRKL-MP - —————————— TSLERCIWGQGDG-STIPVYDTPIGKLGAAICWENRMPLYRTALYAKGIELY
AS--RYLSQVFIDQNGDIVANRRKL-KP - == —-——————— THVERTIYGEGNG-TDFLTHDFGFGRVGGLNCWEHFQPLSKYMMYSLNEQ IH
GS--LYMTQLVIDADGQLVARRRKL-KP---—--—————— THVERSVYGEGNG-SDISVYDMPFARLGALNCWEHFQTLTKYAMYSMHEQVH
RT--LYMSQML IDADGITKIRRRKL-KP—-—-————————— TRFERELFGEGDG-SDLQVAQTSVGRVGALNCAENLQSLNKFALAAEGEQIH
GS--LYLGQCL IDDKGQMLWSRRKL-KP-—-————————— THVERTVFGEGYA-RDLIVSDTELGRVGALCCWEHLSPLSKYALYSQHEAIH
AT--LYLTQVLISPLGDVINHRRKI-KP—-———————-——— THVEKLVYGDGSGDSFEPVTQTEIGRLGQLNCWENMNPFLKSLAVARGEQIH

Figure 4. Optimal alignment with the CLUSTAL W program of the high-scoring segments in the
predicted amino acid sequences of DCases and related enzymes. ldentical amino acid residues in
all enzymes are indicated by asterisks. 1, Agrobacterium sp. KNK712 DCase (104-192); 2, Agro-
bacterium radiobacter NRRL B11291 DCase (104-192); 3, Pseudomonas sp. KNKOO3A DCase (104—
192); 4, Brevibacterium sp. R312 aliphatic amidase, PIR Ac. NO. JC1174 (104-186); 5, Pseudo-
monas aeruginosa aliphatic amidase, PIR Ac. No. A26741 (115-186); 6, rat beta-alanine synthetase,
PIR Ac. No. S27881 (176-252); 7, Arabidopsis thaliana nitrilase, PIR Ac. No. S31969 (126-199); 8,
Arabidopsis thaliana nitrilase, PIR Ac. No. S22398 (133-206); 9, Rhodococcus rhodochrous ali-
phatic nitrilase, PIR Ac. No. A43470 (117-190); 10, Rhodococcus rhodochrous nitrilase, PIR Ac.
No. A45070 (112-185); 11, Klebsiela ozaenae nitrilase, PIR Ac. No. A28658 (108-181); 12, Alcali-
genes faecalis nitrilase, PIR Ac. No. A47181 (110-183); 13, Gloeocercospora sorghi cyanide hydra-

tase, PIR Ac. No. JQ1613 (109-183).

Table 3. Nucleotide Analysis of Mutagenized DCase
Genes

Locations of Amino acid

Mutant nucleotide changes substitutions
401M 840C—->T 203 Pro — Leu
402M 401C—->T 57 His — Tyr

715C—->T (161 Val — Val)
403M 177C->T (noncoding)

49C~—->T (89 lle — lle)

839C—->T 203 Pro — Ser
404M 840C—->T 203 Pro — Leu
406M 839C—->T 203 Pro — Ser
414M 939 T—>C 236 Val — Ala

Note: The mutagenized DCase genes of thermostable enzyme-producing
strains were analyzed and the locations of the nucleotide changes were
determined. The amino acid substitutions resulting from the mutations
were deduced.

sured (Table 5). The thermostabilities of the enzymes in-
creased cumulatively with the accumulation of the individ-
ual mutations. Among the mutant enzymes with two
amino acid changes, a mutant with mutations of the 203rd
amino acid, proline, to glutamate, and the 236th, valine,
to alanine, showed a thermostability increase of about 17
°C. Among the mutant enzymes with three amino acid

changes, a mutant enzyme from KNK455M that had mu-
tations of the 57th amino acid to tyrosine, the 203rd to
glutamate, and the 236th to alanine, showed about 19 °C
increase in thermostability.

CHARACTERIZATION OF THE THERMOSTABILIZED
ENZYMES

Effects of Temperature and pH on Enzyme Stability

To evaluate the thermostability of the DCases, a cell-free
extract (100 xL) was incubated at various temperatures
(55-85 °C) for 10 min, the denatured protein was removed
by centrifugation, and then the residual activity was mea-
sured by the standard HPLC method. The heat denatur-
ation profiles of the four mutant enzymes from KNK402M,
KNK404M, KNK416M, and KNK455M and the native en-
zyme were investigated. The relative activities in compar-
ison with the activities of the non-heat-treated enzymes
were plotted against temperature (Fig. 5). The thermosta-
bilities of the mutant enzymes increased about 5-20 °C
under these conditions compared to that of the native en-
zyme.

To examine the effect of pH on DCase stability, a cell-
free extract (200 uL) was mixed with 800 uL of a pH-
adjusted buffer (pH 6-10, 0.1 M each), followed by incu-
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Table 4. Thermostability Analysis of Mutant DCases

Thermostable

Location of Substituted temperature
mutation amino acid (°C)
57 His Tyr* 67.3
Leu 67.5
203 Pro Leu* 68.0
Ser* 66.5
Ala 67.7
Asn 67.0
Glu 70.0
His 65.2
lle 67.2
Thr 67.5
236 Val Ala* 71.4
Ser 72.0
Thr 69.5
Native type — 61.8

Note: The mutagenized DCase genes were analyzed and the amino acid
substitutions resulting from the mutations were deduced. To compare the
thermostability of the mutant enzymes easily, the index of thermostability,
thermostable temperature, was defined as the temperature on heat treat-
ment for 10 min that caused a decrease in DCase activity of 50%. The sub-
stituted amino acids, on random mutagenesis, in these mutants are indi-
cated by asterisks.

Table 5. Thermostability of Mutant DCases Having Two
or Three Mutations

Thermostable . . .
Amino acid mutation

temperature?
Strain (°C) 57 His 203 Pro 236 Val
KNK712 61.8 — — —
KNK421M 71.5 Tyr Leu —
KNK422M 70.0 Tyr Ser —
KNK423M 75.4 Tyr — Ala
KNK424M 77.5 — Leu Ala
KNK425M 75.9 — Ser Ala
KNK426M 78.8 Tyr Leu Ala
KNK427M 77.8 Tyr Ser Ala
KNK451M 74.0 Tyr Glu —
KNK452M 75.3 Tyr — Ser
KNK453M 76.0 — Glu Ser
KNK461M 79.0 — Glu Ala
KNK454M 80.4 Tyr Glu Ser
KNK455M 80.8 Tyr Glu Ala
KNK456M 78.5 Tyr Leu Ser

aThermostable temperature is defined as the temperature on heat treat-
ment for 10 min that caused a decrease in the DCase activity of 50%.

bation at 40 °C for 4 h, and then the residual activity was
measured under standard conditions. The relative activity
compared with the activity of each nontreated sample was
plotted against the incubation pH (Fig. 6). The stability of
the mutant enzyme from KNK455M was increased in the
lower- and higher-pH regions in comparison with those of
the native enzyme.

Substrate Specificities of the DCases

The substrate specificity of the enzyme from KNK455M
was investigated using a broad range of N-carbamoyl-p-
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Figure 5. Effect of temperature on the stability of the mutagen-
ized enzymes. A cell-free extract of each mutant DCase-producing
strain was kept at various temperatures and the remaining activ-
ity was assayed under standard conditions. The remaining activ-
ities of the mutant enzymes from KNK402M (solid line, squares),
KNK404M (dotted line, circles), KNK416M (solid line, triangles),
and KNK455M (solid line, circles), and the native enzyme (aster-
isks), are expressed as a percentage of the activity of each non-
heated enzyme.
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Figure 6. Effect of pH on the enzyme stability of the mutagenized
DCases. The mutant enzyme from KNK455M was incubated at
40 °C for 4 h at the indicated pH in 0.1 M K,HPO,-KH,PO, (solid
line), 0.1 M Tris-HCI (dashed line), or Na,CO3;-NaHCO; (dotted
line) buffer. The remaining activities were then assayed under
standard conditions and expressed as a percentage of the activity
of each nontreated enzyme. As a control, the native enzyme (as-
terisk) was treated in the same manner.
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Table 6. Comparison of Substrate Specificities of Native
and Mutant DCases

Relative activity (%)2

Substrate Native DCase DCase of KNK455M
¢-D-HPG 100 100
c-D-Phenylglycine 110 130
c-D-Ala 86 75
c-p-Val 42 47
c-D-Leu 120 110
c-D-Met 180 160
c-DL-lle 79 76
c-pL-Phe 55 46
c-DL-Ser 58 39
c-DL-Asp 7.2 34
c-pL-Norvaline 82 69
c-pL-Norleucine 120 99
c-DL-a-Amino butyrate 100 87

2Relative activity is expressed as a percentage of the DCase activity in com-
parison with the activity with c-pD-HPG as a substrate.

Table 7. Comparison of the Properties of Native and
Mutant DCases

Native DCase of

DCase KNK455M
Specific activity (U/mg) 6.8 6.6
Optimum pH 7.0 6.4
pH stability 6.5-7.5 6.0-8.0
Optimum temperature (°C) 65 75
Thermostable temperature (°C) 61.8 80.8
Substrate specificity c-pD-amino acid  c-D-amino acid
K. (MM, pH 7.0 c-D-HPG) 0.89 1.3
Vnax (@mol/min/mg, c-p-HPG) 9.6 7.6

amino acids and related compounds. Like the native en-
zyme, the enzyme showed strict specificity toward N-
carbamoyl-p-amino acids, N-carbamoyl-L-amino acids not
being hydrolyzed. N-Carbamoyl-p-amino acids having a
hydrophobic side chain, as well as N-carbamoyl-amino ac-
ids having a polar group or short-chain alkyl group, were
hydrolyzed. The substrate specificity of the mutant en-
zyme was almost the same as that of the native enzyme
(Table 6). It seemed that these three thermostability-
related amino acid changes little affected the substrate
specificity. The other known DCases from Agrobacterium
showed relatively similar tendencies as to substrate spec-
ificity.

Kinetic Properties of the Enzymes

The Kinetic properties of the enzymes from Agrobacterium
sp. KNK712 and mutant KNK455M were measured using
c-D-HPG as a substrate. The K, and V.« values obtained
on Lineweaver—Burk plotting are shown in Table 7.

As the affinity toward substrates and the reactivity
were slightly decreased by the mutations, the mutant en-
zyme was thought to be utilized under industrial condi-
tions.

PRODUCTION OF AN IMPROVED ENZYME

Construction of an Expression Vector

To express the DCase gene effectively, the mutant DCase
gene was inserted into a newly constructed vehicle,
pUCNT. This vehicle was constructed as follows (21).

To insert the improved DCase gene just after the lac
promoter of pUC19, a Ndel cleavage site was generated in
the initiation codon of the lacZ gene, through PCR ampli-
fication of the Hindll1-Cfr10l 1.3-kb fragment. The am-
plified fragment was used to replace the corresponding
fragment of pUC19, and the plasmid constructed was des-
ignated as pUCNde. After generating a Ndel site instead
of the Ncol site of pTrc99A in the same manner, a 0.6-kb
Ndel-Sspl fragment was ligated into the 2.0-kb Ndel-Sspl
fragment, pUCNT being constructed.

The 455M mutant DCase gene was inserted into
pUCNT between the Ndel and Pstl cleavage sites, the re-
combinant plasmid pNT4553 being constructed (Fig. 7).

Expression of the Thermostabilized Enzyme

The expression plasmid was transformed into E. coli
HB101, and then the recombinant clone was cultivated
overnight in 2 X YT medium at 37 °C. In the recombinant
E. coli, the plasmid was stably maintained without the ad-
dition of ampicillin and was expressed efficiently without
IPTG, which revealed that the DCase accounted for nearly
50% of all the soluble protein in a cell.

PREPARATION OF AN IMMOBILIZED ENZYME

Immobilization of the Improved DCase

Escherichia coli JM109 (pAD108) and JM109 (pAD404)
cells were harvested by centrifugation, suspended in 50
mL of 0.1 M KP buffer, pH 7.0, containing 5 mM DTT, and
then disrupted by sonication. The cell debris was removed
and the supernatant was obtained, as was the enzyme so-
lution. Duolite A-568 (Rohm and Haas) was washed with
1 M NacCl, water, and then 0.1 M KP buffer, pH 7.0, and
then equilibrated with the same buffer for 18 h at room
temperature. The wet resin was subjected to filtration, and
then DTT (final concentration of 5 mM) was added to the
enzyme solution, followed by stirring at 4 °C for 20 h under
nitrogen sealing. For adsorption, the weight of the wet
resin and that of protein in the enzyme solution were in
the ratio of 1 to 0.04. After adsorption, the resin was
washed three times with a fivefold volume of 0.1 M KP
buffer, pH 7.0, containing 10 mM DTT, cross-linked with a
fivefold volume of 0.2% (w/w) of glutaraldehyde at 4 °C for
10 min, washed three times with a fivefold volume of the
same buffer at 4 °C, and then filtered (17,18).

Stability of the Immobilized Enzyme

For repeated batch reactions with the immobilized DCase,
a substrate solution (3%) of c-p-HPG (pH 7.0) was pre-
pared, with nitrogen gas bubbling at 40 °C. The DCase
immobilized on Duolite A-568 and the prepared substrate
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Figure 7. Construction profile of pNT4553.

solution were stirred at 40 °C under a stream of nitrogen
gas while the pH was controlled at pH 7.0 with 2 M HCI.
Samples were taken for activity measurement at 10 and
60 min, the reaction being continued for 23.5 h in total.
The reaction mixture was removed by suction, after which
a fresh substrate solution was introduced and allowed to
react in the same manner as already described. The resid-
ual activity was measured as the relative activity com-
pared with the initial activity and plotted against the re-
action times (Fig. 8). The stability of the mutant en-
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zyme increased in comparison with that of the native
enzyme.

UTILIZATION OF THE IMPROVED DCASE FOR
INDUSTRIAL PRODUCTION

An enzymatic conversion process involving the improved
DCase in an immobilized form was introduced for b-HPG
production instead of chemical diazonation. As a result of
the introduction of the new process, the efficiency of the
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Figure 8. Stability of the immobilized DCase on repeated batch
reactions. Repeated batch reactions were carried out using the
immobilized mutant DCase from KNK404M (circles) and the na-
tive enzyme (asterisks).

reaction was greatly increased, the purification process be-
came simpler because of the decrease in the undesirable
color formation of the product, and the energy required for
production was reduced. In addition to these advantages,
by-products such as inorganic salts were greatly reduced
by the change in the reaction mechanism. By means of
these advantages, the new process decreases the burden
on the environment.
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INTRODUCTION

Enzymatic reaction has increasingly been applied to or-
ganic synthesis (1-3), and there are several reports of the
attempted in vitro synthesis of the p-amino acid—contain-
ing peptides and amides (4-10). However, because these
enzymatic reactions are not stereospecific for substrates
with p-configurations, they are at an innate disadvantage.
Some peptidases and amidases act on peptides and amides
containing p-amino acids. Soluble Streptomyces carboxy-
peptidase DD catalyzes not only the transpeptidation
reaction on the peptide intermediate in peptidoglycan bio-
synthesis but also the hydrolysis of N,,N_.-diacetyl-L-lysyl-
(p-Ala), in water (11). A p-peptidase has been purified and
characterized from an actinomycete, although it is not
strictly specific toward peptides containing b-amino acids
(12). In Enterococcus, the vanX gene product (p-Ala), hy-
drolase plays a role in vancomycin resistance (13). The
chemically synthesized p-enzyme of an HIV-1, in which all
the amino acids were replaced with the corresponding p-
amino acids, displays p-stereospecificity (14). p-Stereospe-
cific amino acid amidases (amidohydrolases) were isolated
from some microorganisms (15-17). Of the enzymes, a b-
alaninamide-specific amidohydrolase from Arthrobacter
has been used in the industrial manufacture of b- and L-
alanine (17,18). Production of p-amino acids by use of b-
or L-specific enzymes such as p-amino acylase, p-hydan-
toin hydrolase, N-carbamoyl-p-amino acid hydrolase,
p-amidase, b-transaminase, and amino acid racemase was
recently reviewed (19,20).

A new enzyme, D-aminopeptidase, was isolated from
Ochrobactrum anthropi and characterized. We describe its
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Figure 1. Kinetic resolution of pL-alanine amide by O. anthropi
p-aminopeptidase. A reaction mixture containing 0.5 mmol
tris(hydrochloride), pH 8.0, 0.1 mmol pL-alanine amide hydro-
chloride, and 5 units of the purified enzyme in a total volume of
5.0 mL was incubated at 30 °C. The content of L-alanine was mea-
sured by L-alanine dehydrogenase.

Table 1. Substrate Specificity of b-Aminopeptidase from
O. anthropi SCRC C1-38

Relative

activity Km V max
Substrate (%) (mM) (U/mg)
p-Alanine amide 100 0.65 600
Glycine amide 44 22.3 365
D-a-Aminobutyric acid amide 30 18.3 576
D-Serine amide 29 27.0 22.0
D-Threonine amide 9 100 60.3
D-Methionine amide 2
p-Norvaline amide 1.8
p-Norleucine amide 0.8
D-Phenylglycine amide 0.7
p-Alanylglycine 95 0.98 1,000
p-Alanylglycylglycine 45 0.37 799
p-Alanyl-p-alanine 21 10.2 326
p-Alanyl-p-alanyl-p-alanine 92 0.57 866
p-Alanyl-p-alanyl-p-alanyl-p-alanine 89 0.32 702
p-Alanyl-L-alanine 46 1.03 312
p-Alanyl-L-alanyl-L-alanine 100 0.65 730
pL-Alanyl-pDL-serine 27
pL-Alanyl-pL-methionine 20
pL-Alanyl-pL-phenylalanine 9
pL-Alanyl-pL-asparagine 7
pL-Alanyl-pL-leucine 1
pL-Alanyl-pL-valine 0.5
Glycine methyl ester 229
p-Alanine methyl ester 75
pD-Alanine-#-naphthylamide 32
p-Alanine benzylamide 72 0.51 768
p-Alanine anilide 73
p-Alanine-p-nitroanilide 96 0.51 696
D-Alanine n-butylamide 66 0.73 670
D-Alanine-3-aminopentane amide 32 227 288
p-Alanine n-laurylamide 19
D-Threonine benzyl ester 3.2

Table 2. b-Aminopeptidase-Catalyzed Synthesis of b-
Amino Acid Derivatives in Organic Solvents

Acyl Yield
Acyl donor acceptor (%)
In 1,1,1-trichloroethane
p-Alanine methyl ester HCI 3-Aminopentane 99
p-Alanine methyl ester HCI Neopentylamine 98
p-Alanine methyl ester HCI n-Butylamine 66
D-Alanine methyl ester HCI Benzylamine 15
In butyl acetate
D-Alanine methyl ester HCI 3-Aminopentane 99
Glycine methyl ester HCI 3-Aminopentane 80
D-a-Aminobutyric acid methyl
ester HCI 3-Aminopentane 44
In toluene
D-Alanine methyl ester HCI D-Alanine methyl 58
ester HCI

2Product: p-alanine dimer (plus p-alanine trimer, yield 6%).
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Figure 2. Synthesis of b-alanine from alanine amide HCI by the
cells of E. coli IM109/pC138DP. The reaction mixture contained
various amounts of racemic alanine amide HCI, washed E. coli
cells harvested from 2.0 mL of culture broth, and 50 umol of
tris(HCI), pH 8.0, in a total volume of 2.0 mL. The enzyme activity
shown by the E. coli transformant was 288,000 Units per liter of
culture. The mixtures were incubated at 30 °C. Formation of p-
alanine from p-alanine amide is shown as yield (%).

function, structure, and application to the p-stereospecific
hydrolysis of racemic amino acid amides and the formation
of peptide bonds. A new enzyme, alkaline p-peptidase, act-
ing on a synthetic peptide, (p-Phe),, was also isolated from
Bacillus cereus. We describe its structure and function, as
well as its application to the synthesis of b-phenylalanine
oligomers. We propose that these two enzymes are new
members of the group of penicillin-recognizing enzymes.

D-AMINOPEPTIDASE

During the course of studies on the enzyme-catalyzed or-
ganic synthesis of b-amino acid derivatives, a b-stereospe-
cific aminopeptidase was needed. It was speculated that
microorganisms might be a likely source for such an en-
zyme, given their important role in the environment as
synthesizers and degraders of a wide variety of substances.

Isolation and Properties of the b-Aminopeptidase

An enrichment culture in a medium containing a synthetic
substrate (p-Ala-NH,) as the sole nitrogen source led to
isolation of a bacterial strain, Ochrobactrum anthropi
SCRC C1-38. The enzyme hydrolyzing p-Ala-NH,, named
p-aminopeptidase (EC 3.4.11.19), was purified to homo-
geneity from the cell-free extract of the strain and char-
acterized in detail (21). The molecular weight of the native
enzyme was estimated to be approximately 122,000, with
two identical subunits of molecular weight of about 59,000.

A typical time course for the stereoselective hydrolysis
of p-alanine amide is shown in Figure 1, with racemic al-
anine amide as a substrate. p-Alanine amide was com-
pletely hydrolyzed by the action of the enzyme, whereas
the L-enantiomer remained unhydrolyzed in the reaction
mixture. The rate of the hydrolysis of L-alanine amide was
less than 0.01% that of p-alanine amide. The enzyme
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showed strict chemo- and stereospecificities toward bD-
amino acid amides, peptides, and esters, as shown in Table
1. Each substrate (100 mM) was incubated under the stan-
dard enzyme assay condition (21). The substrates include
p-alanine amide (relative velocity: 100%, K, value: 0.65
mM); glycine amide (44%, 22.3 mM); b-a-aminobutyram-
ide (30%, 18.3 mM); p-serine amide (29%, 27.0 mM); p-
alanine 3-aminopentane amide (32%, 2.27 mM); p-alanine-
p-nitroanilide (96%, 0.51 mM); p-alanine methyl ester
(75%), dimer (21%, 10.2 mM), trimer (92%, 0.57 mM), and
tetramer (89%, 0.32 mM) of p-alanine; p-alanylglycine
(95%, 0.98 mM), p-alanylglycylglycine (45%, 0.37 mM);
and p-alanyl-L-alanyl-L-alanine (100%, 0.65 mM). These
results show that the enzyme has higher affinity toward
peptide substrates than amino acid amides. The enzyme
showed neither endopeptidase nor carboxypeptidase activ-
ity. The mode of action of the enzyme toward a peptide
substrate was studied with p-alanylglycylglycine. The re-
action was followed over time, and it was observed that
alanine and glycylglycine were released until the substrate
tripeptide was nearly completely consumed, whereupon
glycine release began, and finally alanine and glycine were
produced. This result shows that the enzyme catalyzes the
hydrolysis of a single amino acid from the N-terminus of a
peptide. Because the mode of action is typical of an ami-
nopeptidase, we named the enzyme p-aminopeptidase.

Application to Organic Synthesis

The p-aminopeptidase from O. anthropi SCRC C1-38 was
utilized for a stereoselective synthesis of p-alanine N-
alkylamide from an amine and p-amino acid amide or p-
amino acid methyl ester (22). In water, p-alanine N-
alkylamide once formed by the enzyme was successively
hydrolyzed to yield p-alanine. The enzyme was immobi-
lized by urethane prepolymer PU-6. When the aminolysis
reaction was performed in water-saturated organic sol-
vents such as butylacetate, benzene, and 1,1,1-trichloro-
ethane with the immobilized enzyme as a catalyst, it pro-
gressed well quantitatively in a highly p-stereoselective
manner, to give optically pure p-alanine N-alkylamides.
The acyl donor specificity of this reaction was rather lim-
ited, with p-alanine, glycine, and p-a-amino butyric acid
as substrates, while the acyl acceptor specificity was rela-
tively wide, with bulky, aromatic-containing, and straight-
chain amines (Table 2). The catalytic center activity (K.
of this reaction, 7,700 (min~1), was much higher than in
the case of the nonstereoselective synthesis of p-amino
acid—containing peptides (4,5).

Alkaline conditions are usually essential for peptide
bond formation in kinetically controlled systems (23,24).
Several attempts to oligomerize p-alanine methyl ester
with p-aminopeptidase in an alkaline agueous medium
were unsuccessful, probably because the substrate is
unstable under alkaline conditions. The immobilized b-
aminopeptidase catalyzed the synthesis of p-alanine olig-
omers from p-alanine methylester in organic solvents (25).
Dimer and trimer of p-alanine were obtained in 58% and
6% vyield, respectively, when urethane prepolymer PU-6
immobilized p-aminopeptidase (1.5 U/mL) was incubated
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Figure 3. Comparison of the amino acid sequences of the dap gene from O. anthropi SCRC C1-
38, carboxypeptidase DD from Streptomyces R61, and class C f-lactamase from E. coli: asterisk (*),
identical residue; single dot (-) similarity of functional group.The first amino acid sequence (dd) is
the sequence of carboxypeptidase DD from Streptomyces R61 (sequence size: 406) (30). The second
amino acid sequence (dap) is that of b-aminopeptidase from O. anthropi (sequence size: 521) (28).
The third amino acid sequence (bla) is that of class C p-lactamase from E. coli K12 (sequence size:
377) (32).

in water-saturated toluene with 250 mM of b-alanine
methyl ester HCI and 750 mM of triethylamine (Table 2).
The k., of the reaction was calculated to be 19,500 (min—1),
which is several tens of thousands times greater than that
of the known enzymatic syntheses of amino acid oligomers
(26,27).

The gene for the p-aminopeptidase was cloned in Esch-
erichia coli JIM109 to overproduce the enzyme (28). An ex-
pression plasmid pC138DP was constructed. The amount
of the enzyme in a cell-free extract of E. coli JM109/
pC138DP was elevated to 288,000 units per liter of culture,

which is about 3,600-fold over that of the wild strain (29).
The intact cells of E. coli transformant were used as a cat-
alyst for the p-stereospecific hydrolysis of several racemic
amino acid amides HCI. Complete hydrolysis of p-alanine
amide was achieved in a short time (4.5 h) from 5.0 M of
racemic alanine amide HCI using the cells of E. coli trans-
formant (Fig. 2). The concentration of p-alanine reached
up to 220 g/L. The cells or the cell-free extract catalyzed
the synthesis of p-a-aminobutyric acid, b-methionine, b-
norvaline, and p-norleucine from their amides in a similar
manner.
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Reference
DAP O. anthropi DLRTRTPMTLDTRMPICSVSKQFTCAVLLDAVGEPELL 28
BLAClassA E.coi RTEM S GKILESFRPEERFPMMSTFKVLLCGAVLSRVDAGQEQ 33
B. licheniformis G TNRTVAYRPDERFAFASTIKALTVGVLLQQKSIEDLN 34
Class C C. freundii DIANNHPVTQQTLFELGSVSKTFNGVLGGDR I ARGEI K 31
E. coli K12 LIAKKQPVTQQTLFELGSVSKTFTGVLGGDA I ARGEIK 32
E. cloacae DIAANKPVTPQTLFELGSISKTFTGVLGGDA I ARGEI S 52
S. marcescens QTGKPITEQTLFEVGSLSK 51
Class D Staphylococcus AMLVFDPVRSKKRYSPASTFKIPHTLFALDAGAVRDEF 41
S.marcescens S CATNDLARASKEYLPASTFKIPNAIIGLETGVIKNEH 42
PBP 1A E. coli FNQSKFNRATQALRQVGSNIKPFLYTAAMDKGLTLASM 36
1B PQFAGYNRAMQARRSIGSLAKPATYLTALSQPKIYRLN 36
2 KSGKEVKFNSDKRFAYASTSKAINSAILLEQVPYNKLN 37
3 PKEAMRNRTITDVFEPGSTVKPMVVMTALQRGVVRENS 35
5 SGKVLAEQNADVRRDPASLTKMMTSYVIGQAMKAGKFK 36
6 SGKVLAEGNADEKLDPASLTKIMTSYVVGQALKADKIK 36
PBP S. aureus DKKEPLLNKFQITTSPGSTQKILTAMIGLNNKTLDDKT 38
PBP 2 N. gonorrhoecae D SEQRRNRAVTDMIEPGSAIKPFVIAKALDAGKTDLNE 40
CPase Streptomyces DRATGRAITTTDRFRVGSVTKSFSAVVLLQLVDEGKLD 30
Figure 4. Partial alignments of the amino acid sequences of b-aminopeptidase and active sites of
the penicillin-recognizing enzymes: BLA, f-lactamase; Cpase, carboxypeptidase; DAP, b-aminopep-
tidase; PBP, penicillin-binding protein.
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Figure 5. Reactions catalyzed by (a) p-aminopeptidase, (b) carboxypeptidase DD, and (c) f-
lactamase.
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Table 3. Substrate Specificity of Alkaline p-Peptidase
from Bacillus cereus DF4-B

Relative

activity Kmn V max V max/Km
Substrate? (%)° (mM) (U/mg) (U/mg/mM)
(p-Phe)g 1.8°
(p-Phe), 100° 0.398 199 500
(D-Phe)s 90°¢ 0.127 130 1020
(p-Phe), 0.29 50.1 13.7 0.270
D-Phe-L-Phe <0.1¢
(p-Phe),-L-Phe 14.9° 0.522 306 59.0
L-Phe-(p-Phe), 119¢ 0.455 154 346
L-Phe-b-Phe-L-Phe 28.1° 1.63 66.0 41.0
p-Tyr(p-Phe), 83.6¢
(p-Phe),-D-Tyr 83.6°
D-Phe-OMe 15°1.8¢
p-Phe-NH, 0.1°0.1¢
p-Phe-p-Nitroanilide ~ 4.2¢
Boc-(p-Phe), 1.870.89
Boc-(p-Phe), 3.211.19
Boc-(p-Phe), 7.0f
Boc-(b-Phe),;-0O'Bu 1.270.39
Boc-(p-Phe),-OMe 0.570.29
Boc-(p-Phe),-OMe 0.770.39
Boc-(p-Phe),-OMe 1.4
Ampicillin 8.9" 73.1 262 3.58
Penicillin G 9.7" 48.9 250 5.11

a0'Bu, tert-butyl ester; OMe, methyl ester.

PFormation of five p-Phe compounds and consumption of a p-lactam com-
pound were measured.

°Formation of (D-Phe),.

dFormation of p-Phe.

¢Formation of L-Phe-p-Phe.

fFormation of Boc-p-Phe.

9Formation of Boc-(p-Phe),.

"Consumption of a g-lactam compound.

Structural Similarities of b-Aminopeptidase to
Carboxypeptidase DD and g-Lactamases

The nucleotide sequence of the p-aminopeptidase gene was
determined and analyzed to study the structural relation-
ship to other proteins. The gene consisted of an open read-
ing frame of 1,560 nucleotides, which specifies a protein of
M, of 57,257 (28). The deduced primary structure is con-
siderably similar to that of Streptomyces R61 carboxypep-
tidase DD (30) (27% identical over 287 amino acids) and
class C p-lactamase from E. coli (22% identical over 234
amino acids) (31,32) (Fig. 3). The enzyme is also structur-
ally related to class A f-lactamases (33,34), penicillin-
binding proteins (35—-40), and class D S-lactamases (41,42).
The sequence Ser-X_,-X,,-Lys is perfectly conserved among
this class of enzymes (Fig. 4). With carboxypeptidase DD
and class C p-lactamase, the sequences at the highly simi-
lar area, Ser-Val-X, ,-Lys-X,.-Phe-X,,-Ala-X,,-Val-Leu-Leu
(30) and Ser-Val-Ser-Lys-X,,-Phe-Tyr (31), respectively,
are well conserved. Furthermore, some of the residues
scattered around the conserved region are similar among
the enzymes. The Met-57 located four residues upstream
from the Ser-61 is found similarly in the carboxypeptidase
DD and p-lactamases as a hydrophobic residue Phe. A com-
mon observation regarding p-aminopeptidase and the -
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Figure 6. Time course of (p-Phe), hydrolysis by p-aminopepti-
dase. The reaction mixture consisted of 2 mM of (b-Phe),, 100 mM
of tris (HCI), pH 9.0, 2 mM of MgSOQO,, 2% (v/v) of DMSO, and 0.038
unit of the enzyme solution in a total volume of 500 L. The re-
action was carried out at 30 °C and terminated with HCIO,. The
amounts of (p-Phe), (circles), (p-Phe), (squares), and p-Phe (tri-
angles) in the supernatant were measured by a Waters HPLC
equipped with a Cosmosil 5C18-MS at a flow rate of 1.0 mL/min
with a mixture of methanol (55%) and 5 mmol KH,PO,/H;PO,,
pH 2.9 (45%).

lactamase is that the consensus sequence is located around
60 from the N-terminus of the enzymes (43).

The inhibition by p-chloromercuribenzoate (PCMB) and
other sulfhydryl reagents suggested that the enzyme
would be a thiol peptidase (44). However, the findings of
the site-specific mutagenesis study showed that the amino
acid sequences Ser-X,,-Xaa-LYS, which had been conserved
in the penicillin-recognizing enzymes, are essential in ex-
erting the p-aminopeptidase activity (28). The sites Ser-61
and Lys-64 are essential in the catalysis, because the V5, /
K value measured with the mutants modified to Cys-61
and Asn-64 have been reduced to 0.26% and 0.008%, re-
spectively, of those of the natural enzyme, although these
K, values were hardly lowered. The mutant with the inert
Gly residue in place of the likely active center Ser-61 had
a lower activity (10~ 5-fold that of the native enzyme). On
the other hand, the mutations at other sites (Met-57 and
Cys-68) did not greatly affect the enzyme activity. The mu-
tations at Cys-60, which is adjacent to the likely active
center Ser-61, gave notable effects on the kinetic profiles,
indicating that the residue is important in the binding of
the substrate. The substitutions at Cys-60 to Ser and Gly
produced mutants with slightly altered V,,,/K,, values.
They were tolerant to inhibition by PCMB, which suggests
that the inhibition of the native enzyme by PCMB would
have been due to the steric hindrance by a mercaptide bond
formation between Cys-60 of the enzyme and PCMB.

A mutant of b-aminopeptidase with increased thermo-
stability was obtained. The enhancement of the thermal
stability of mutant enzyme was attributed to the substi-
tution of Gly-155 to Ser (45).

Figure 5 shows similarities of the reactions catalyzed
by p-aminopeptidase, carboxypeptidase DD, and f-lacta-
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Figure 7. Mode of action toward (a) (p-Phe),-D-Tyr and (b) b-Tyr-
(p-Phe),: solid circles, b-Tyr; open circles, b-Phe. The reaction mix-
ture (500 uL) containing 2 mM of the substrate (p-Phe),-p-Tyr or
D-Tyr-(p-Phe),, 50 mM of tris (HCI), pH 9.0, 2 mM of MgSO,, 2%
(v/v) of DMSO, and 0.038 unit of the enzyme was incubated at 30
°C. After termination of the reaction, the reaction mixture was
analyzed with a Hitachi L-8500 amino acid analyzer.

mase. All three enzymes catalyze the hydrolytic cleavage
of the amide bond between p-amino acids of the same con-
figuration. The former two catalyze the transpeptidation
reaction; carboxypeptidase DD catalyzes the cross-linkage
of the peptideglycan, and p-aminopeptidase catalyzes the
transpeptidation and aminolysis of b-amino acid ester and
amides, respectively, in water and organic solvents. The
aminolysis reaction catalyzed by p-aminopeptidase in bu-
tylacetate is efficient (K., 7,700/min) (22). The transpep-
tidation reaction can also be catalyzed in water, although
the product p-alanine-3-aminopentane amide was easily
hydrolyzed in water (22). Inheritance of the carboxypep-
tidase-like tertiary structure in the bp-aminopeptidase
would have made the transpeptidation reaction in organic
solvents possible. The enzyme is actually inhibited by g-
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lactam compounds, such as 6-APA, 7-ACA, benzylpenicil-
lin, and ampicillin, although none of these is the substrate
for the enzyme.

The p-aminopeptidase is a new member of the
penicillin-recognizing enzymes by virtue of the following
characteristics: similarities in the primary structure by
gene sequencing, similarities in the reactions catalyzed in
water and organic solvents, and the findings obtained by
kinetic studies of the mutants generated by site-directed
mutagenesis and the inhibition by f-lactam compounds.
The mutants generated by inhibition of g-lactam com-
pounds may constitute evidence to rebut the contention
that the p-lactamases evolve from the penicillin-binding
proteins (46). The existence of a third enzyme with a simi-
lar structure, which does not appear to be a selective target
of the p-lactam compounds, was shown. To our knowledge,
this enzyme is the first example of an aminopeptidase with
Ser at the active site.

ALKALINE p-PEPTIDASE

p-Aminopeptidase (EC 3.4.11.19) from Ochrobactrum an-
thropi was discovered, and its primary structure has been
found to have similarity to the f-lactamases and penicillin-
binding proteins (21,28). The enzyme acts mostly on pep-
tides with p-Ala at the N-terminus to yield b-amino acids;
it does not act on p-amino acid derivatives with bulkier
substituents. We proposed that b-aminopeptidase is a new
penicillin-recognizing enzyme (11) based on its primary
structure, inhibition by p-lactam compounds, and the abil-
ity to catalyze peptide bond formation in organic solvents,
although the enzyme does not show p-lactamase activity
(21,47).

Here, we describe the screening of soil microorganisms
for p-stereospecific endopeptidases using a synthetic pep-
tide (p-Phe),, characterization of the new enzyme alkaline
D-peptidase (ADP), as well as cloning and sequencing of
the adp gene from B. cereus strain DF4-B.

Isolation and Properties of the Alkaline p-Peptidase

An enrichment culture in LB medium containing a syn-
thetic substrate (p-Phe), led to the isolation of a bacterial
strain Bacillus cereus DF4-B. The extracellular enzyme
hydrolyzing (p-Phe), was purified and characterized (48).
The M, of the subunit calculated was about 36,000 by gel
electrophoresis (SDS-PAGE), 37,000 by HPLC, and 37,952
by mass spectrophotometry. The absorption of the purified
enzyme in 0.01 M potassium phosphate buffer, pH 7.0, was
maximal at 281 nm. The enzyme is an endopeptidase that
acts p-stereospecifically on peptides composed of aromatic
p-amino acids, recognizing the b-configuration of the
amino acid whose carboxy-terminal peptide bond is hydro-
lyzed. The enzyme had an optimum pH at around 10.3.
Thus, the enzyme was named alkaline p-peptidase (p-
stereospecific peptide hydrolase [EC 3.4.11.—]). The sub-
strate specificity of the enzyme was examined as shown in
Table 3. Each substrate (2 mM) was incubated under stan-
dard enzyme assay conditions (48). The enzyme was active
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9 18 27 36 45 54 63 72 81
GAA TTC AAT GTT GAC TTT TTT TTT TGG TGG AGA TGA TAG CTG TGT GGT TAA TAC GAA ATA GCA AGA AAC CAC CTA TAC AAT
90 99 108 117 126 135 144 153 162
ATG AAT AGA GGA GAG AAA TGC CCT ATG AAA ACA CGT AGT CAA ATT ACA TGT GCA AGT CTT GCC CTT TTA ATA GCT GGA AGT
Met Lys Thr Arg Ser GIn Ile Thr Cys Ala Ser Leu Ala Leu Leu Ile Ala GGA AGT
171 180 189 198 207 216 225 234 243
TCC CTG TTA TAC GAG ACG CAA ACC TTA ATT GTA AAA GCA GAA CCT ACT CAA AGT GTA TCT AGT TCG GTA CAA ACA AGT ACT
Ser Leu Leu Tyr Thr Thr GIn Thr Leu 1Ile Val Lys Ala Glu Pro Thr GIn Ser Val Leu Ser Ser Val GIn Thr Ser Thr
252 261 270 279 288 297 306 315 324
CAA CGA GAT CGT AAT TCT GTC AAG CAA GCA GTG CGG GAT ACA TTG CAA CTT GGA TTC CCG GGG ATA CTT GCT AAA ACT TCT
GIn Arg Asp Arg Asn Ser Val Lys GIn Ala Val Arg Asp Thr Leu GIn Leu Gly Phe Pro Gly |lle Leu Ala Lys Thr Ser
333 342 351 360 369 378 387 396 405
GAG GGT GGA AAA ACA TGG AGT TAT GCC GCT GGG GTA GCG AAT CTG AGC AGC AAG AAA CCC ATG AAA ACA GAT TTT CGC TTT
Glu Gly Gly Lys Thr Trp Ser Tyr Ala Ala Gly Val Ala Asn Leu Ser Ser Lys Lys Pro Met Lys Thr Asp Phe Arg Phe
414 423 432 441 450 459 468 477 486
CGC ATT GGT AGC GTG ACG AAG ACG TTC ACG GCA ACA GTT GTA CTT CAa TTA GCC GAA GAG AAC CGC TTG AAT CTA GAC GAC
Arg lle Gly Ser Val Thr Lys Thr Phe Thr Ala Thr Val Val Leu GIn Leu Ala Glu GLu Asn Arg Leu Asn Leu Asp Asp
495 504 513 522 531 540 549 558 567
TCT ATT GAA AAA TCG TTG CCT GGT GTC ATT CAA GGA AAT GGG TAT GAT GAT AAA CAG ATT ACT ATC CGG CAA TTA TTG AAC
Ser lle Glu Lys Trp Leu Pro Gly Val lle GIn Gly Asn Gly Tyr Asp Asp Lys GIn lle Thr lle Arg GIn Leu Leu Asn
576 585 594 603 612 621 630 639 648
CAC ACA AGT GGT ATC GCT GAA TAC ACA AGG TCA AAA AGT TTT GAT CTT ATG GAT ACT AAA AAA TCG TAT AGG GCT GAA GAA
His Thr Ser Gly lle Ala Glu Tyr Thr Arg Ser Lys Ser Phe Asp Leu Met Asp Thr Lys Lys Ser Tyr Arg Ala Glu Glu
657 666 675 684 693 702 711 720 729
TTA GTA AAG ATG GGG ATT TCG ATG CCC CCA GAT TTT GCT CCA GGA AAG AGC TGG TCT TAT TCA AAT ACA GGA TAC GTA TTA
Leu Val Lys Met Gly Ile Ser Met Pro Pro Asp Phe Ala Pro Gly Lys Ser Trp Ser Tyr Ser Asn Thr Gly Tyr Val Leu
738 747 756 765 774 783 792 801 810
CTT GGG ATC CTT ATT GAA ACA GTA ACC GGG AAC AGC TAT GCG GAA GAG ATT GAA AAT CGG ATT ATT GAA CCG CTT GAA TTA
Leu Gly lle Lys 1lle Glu Thr Val THr Gly Asn Ser Tyr Ala Glu Glu lle Glu Asn Arg lle Ile Glu Pro Leu Glu Leu
819 828 837 846 855 864 873 882 891
TCG AAT ACA TTC TTA CCT GGC AAT TCA AGC GTG ATT CCA GGA ACC AAG CAT GCC CGT GGA TAT ATC CAA CTA GAC GGA GCA
Ser Asn Thr Phe Leu Pro Gly Asn Ser Ser Val lle Pro Gly Thr Lys His Ala Arg Gly Tyr 1lle GIn Leu Asp Gly Ala
900 909 918 927 936 945 954 963 972
AGT GAG CCA AAA GAT GTT ACT TAT TAT AAC CCA AGT ATG GGG AGC TCG GCT GGA GAT ATG ATT TCT ACT GCT GAT GAT TTA
Ser Glu Pro Lys Asp Val Thr Tyr Tyr Asn Pro Ser Met Gly Ser Ser Ala Gly Asp Met Ile Ser Thr Ala Asp Asp Leu
981 990 999 1008 1017 1026 1035 1044 1053
AAC AAA TTC TTC TCT TAC TTA CTT GGG GGT AAA TTA CTA AAA GAA CAG CAA CTA AAA CAG ATG CTT ACT ACA GTT CCA ACA
Asn _Lys Phe Phe Ser Tyr Leu Leu Gly Gly Lys Leu Leu Lys Glu GIn GIn Leu Lys GIn Met Leu Thr Thr Val Pro Thr
1062 1071 1080 1089 1098 1107 1116 1125 1134
GGA GAA GCT GCA CTT GGC AGA TAT GGT CTT GGA ATC TAT GAA ACT AAG CTT CCA AAC GGT GTC TCA ATA TGG GGA CAC GGA
Gly Thr Ala Ala Leu Gly Arg Tyr Gly Leu Gly 1lle Tyr Glu Thr Lys Leu Pro Asn Gly Val Ser lle Trp Gly His Gly
1143 1152 1161 1170 1179 1188 1197 1206 1215
GGT AGC ATT CCA GGG TTT GTT ACT TTT GCT GGA GGC ACA CTT GGA GGC AAG CAT ACA TTA GCT GTC AAT TTG AAC AGC CTT
Gly Ser lle Pro Gly Phe Val Thr Phe Ala Gly Gly Thr Leu Gly Gly Lys His Thr Leu Ala Val Asn Leu Asn Ser Leu
1224 1233 1242 1251 1260 1269 1278 1287 1296
AAT GCT GAG AGT CCT GAT CCT TTT AAA AAT ATT TTA CTT GCT GAA TTT AGC AAG TAG GCC AAA AGG AAG AAC GGA TAA ATT
Asn  Ala Glu Ser Pro Asp Pro Phe Lys Asn lle Leu Leu Ala Glu Phe Ser Lys ***
1305 1314 1323 1332 1341 1350 1359 1368 1377
TTA TCA TAT TTT CAT AGT TAA ACA AAT AAA TGA TGA AAT TGA TCA CTT ATC TAA GGA GGC AAT TCC CTC ATG AAA AAT AAA
1386 1395 1404 1413 1422 1431 1440 1449 1458
CTA ACT GGT GTA TTA GCC GCT ACA TTA GCG CTA ACT ATG ATT CTA CCA ACA GGG GCG AAA GCA TTT TCT GAC GGT AAG ACT
1467 1476 1485 1494 1503 1512 1521 1530 1539
ACA GTT GTA TCT AAC GCA GAA GTA GCT AGC CAA GAA CTG AAG AAG ATT GCA GCA GAA AAG GCT GCG CTA CTC ACG AAG TCC
1548 1557 1566 1575 1584 1593 1602 1611 1620
CAT GGG ACG AGT AGC GTG CAG TAT GCG CTA ATT GAT AAT GGC AAG CTT ACT TTG TCG GGG CAG GCT GGA AAG AAC GAT ATG
1629 1638 1647 1656 1665 1674 1683 1692 1701
GAA GGG GAA CAG CCG CTA ACC AAA GAT ACT CTA TAC GGG ATT GGT TCA GTC AGT AAA ATG TAT GCA ACA GCG GCT GTA ATG
1710
AAA TTG GTC GAC 3'

Figure 8. Nucleotide sequence of the adp gene and the predicted amino acid sequence. In this
open reading frame of 1,164 bp (388 amino acids), shown with the deduced amino acid sequence,

sequences confirmed by the protein sequencer are underlined.



Bacillus cereus ADP (48) 55 M
Streptomyces Cpase DD (30) 83 1

Streptomyces lactamdurans PBP (49) 50 V
Bacillus subtilis PBP 4 (50) 50 L
Serratia marcescens BLA (51) 69 |

Enterobacter cloacae BLA (52) 74 V
Dichelobacter nodosus Protein D (53) 103 M
Ochrobactrum anthropi DAP (28) 55 M
Pseudomonas sp. Esterase (31) 65 W
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DFRFRIGSVTKTFTATVV 75
TDRFRVGSVTKSFSAVVL 103
DSVFQSGSVAKVYTATLV 70
NSLFELASLSKPFTALGI 70
QTLFEVGSLSKTFTATLA 89
QTLFELGSISKTFTGVLG 9%
NSRFRYASVTKVLTSALYV 123
DTRMPICSVSKQFTCAVL 75
DTIVNLFSCTKTFTAVTA 85

Figure 9. Partial alignments of the amino acid sequences of ADP and other similar enzymes. Met>®
found in the partial amino acid sequence of ADP corresponds to *?ATG in Figure 8; abbreviations

as in Figure 4.

Table 4. Comparison of Properties of the b-Amino Acid-Containing Peptide Hydrolases

Property

D-Aminopeptidase

Alkaline p-peptidase

Origin
Molecular weight

Number of subunits 2
Optimum pH 8.5
Substrates (Vmax/Km)
(p-Ala), 2,190
(p-Phe),
Ampicillin 0.04
Penicillin G 0.05
Mode of action
Similarity Cpase DD (27%)

Class C BLA (22%)

Ochrobactrum anthropi
114,514 (57,252 X 2)

D-Stereospecific aminopeptidase

Bacillus cereus
37,952

1

10.5-11

364

3.58

5.11

D-Stereospecific endopeptidase
Cpase DD (35%)

Class C BLA (25%)

PBP 4 (29%), DAP (27%)

Note: BLA, p-lactamase; C Base, carboxy peptides; DAP, b-aminopeptidase; PBP, penicillin-binding protein.

toward (p-Phe); and (p-Phe),, forming (p-Phe), and pb-Phe.
The enzyme is also active toward tripeptides with p-Tyr at
the C- or N-terminus and on Boc-(p-Phe)n (n = 2—-4), form-
ing Boc-pD-Phe, (D-Phe),, and p-Phe. The enzyme had es-
terase activity toward p-Phe methyl ester and (p-Phe),
methyl ester. The products from Boc-(p-Phe); tert-butyl es-
ter were Boc-D-Phe, p-Phe, and p-Phe tert-butyl ester. The
enzyme was not active toward L-Phe methyl ester, (L-Phe),
methyl ester, (L-Phe),, Boc-(L-Phe),, Boc-(L-Phe), methyl
ester, (D-Val)z;, (p-Leu),, and (p-Ala)n (n 2-5). These
properties indicated that the enzyme is an endopeptidase
that acts p-stereospecifically on peptides composed of ar-
omatic p-amino acids. On the other hand, a dimer was
formed when p-Phe methyl ester and p-Phe amide were
the substrates. Since the enzyme is found to be a serine
peptidase as described it is anticipated that later, the en-
zyme will be useful in the kinetically controlled synthesis
of peptides.

Eight sterecisomers of phenylalanine trimer were syn-
thesized, and their effectiveness as substrates for the en-
zyme was tested. The enzyme recognized the configuration
of the second p-Phe of tripeptides and catalyzes the hydro-
lysis of the second peptide bond from the N-terminus. The
calculated V,,./K., values for the peptides containing L-
Phe were lower than that for (p-Phe);, affected by the
neighboring L-Phe. The enzyme also showed p-lactamase
activity toward ampicillin and penicillin G. The calculated
Vhax Values of the enzyme for f-lactam compounds were
about the same as those for (p-Phe); and (p-Phe),, whereas

the K, values were several hundred times larger. On the
other hand, carboxypeptidase DD (30) and p-aminopepti-
dase (28) activities were undetectable.

The time course of the (p-Phe), degradation was mea-
sured. As shown in Figure 6, (p-Phe), was hydrolyzed to
(p-Phe), and p-Phe. No (p-Phe); was detected. These re-
sults coincide with the Kinetic properties of the enzyme
described earlier. The mode of action of the enzyme was
examined with the synthetic substrates p-Tyr-(p-Phe), and
(p-Phe),-D-Tyr, as shown in Figure 7. When p-Tyr-(p-Phe),
was the substrate, p-Phe was released first, then p-Tyr
was slowly formed. When (p-Phe),-D-Tyr was used as a
substrate, p-Tyr was released first, then p-Phe was slowly
formed. In both reactions, the second peptide bond from
the N-terminus of the substrate was hydrolyzed first.
These results showed that the enzyme acts as a p-stereo-
specific dipeptidylendopeptidase.

The enzyme activity was maximal at 45 °C. About 60%
activity remained after an incubation at 43 °C in 0.1 M
potassium phosphate buffer, pH 8.0, for 10 min. No activity
was lost between pH 5.0 and 10.0 after an incubation at
30 °C for 1 h in 0.05 M buffers at various pH values (48).

The enzyme activity was enhanced by Mg?* (138%),
Mo®* (130%), and Ba?* (123%). When measured after in-
cubating at 30 °C for 30 min, the activity was inhibited to
94% by phenylmethylsulfonyl fluoride (PMSF), 76% by
Ag*, 74% by Fe?*, and 32% by Hg?* at 5 mM. These re-
sults, together with the information about its primary
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structure as described later, indicated that the enzyme is
a serine peptidase (48).

Cloning of the Gene for the Alkaline p-Peptidase

The gene coding for alkaline p-peptidase (adp) was cloned
into plasmid pUC118, and a 1,164 bp open reading frame
consisting of 388 codons with an M, of 42,033 was identi-
fied as the adp gene (Fig. 8) (48). The enzyme would be
synthesized with a signal peptide.

The deduced primary structure of the enzyme is similar
to carboxypeptidase DD from Streptomyces R61 (35.0%
identical over 346 amino acids [a.a.]) (14), penicillin-bind-
ing proteins from Streptomyces (Nocardia) lactamdurans
(28.1% over 263 a.a.) (49) and that of B. subtilis (28.5%
over 309 a.a.) (50), and class C p-lactamases of Serratia
marcescens (24.9% over 217 a.a.) (51), class C p-lactamases
of Enterobacter cloacae (25.1% over 191 a.a.) (52), fimbrial
protein D from Dichelobacter nodosus (24.1% over 261 a.a.)
(53), b-aminopeptidase from O. anthropi (27.5% over 182
a.a.) (28), and esterase from Pseudomonas sp. (30.5% over
154 a.a.) (54). As shown in Figure 9, the sequence of Ser-
Xaa-Xaa-Lys is perfectly conserved among this class of en-
zymes and the consensus sequence is located around 60
residues from the N-termini of most of the enzymes. Thus,
we propose that alkaline p-peptidase from B. cereus be
categorized as a new member of the penicillin-recognizing
enzymes, which include penicillin-binding proteins, pg-
lactamases, and p-aminopeptidase. Table 4 summarizes
the properties of the p-amino acid—containing peptide hy-
drolases, p-aminopeptidase, and alkaline p-peptidase.

Synthesis of b-Phe Oligopeptides by the Alkaline
D-Peptidase (55)

The alkaline p-peptidase not only hydrolyzed (p-Phe); and
(p-Phe), to form (p-Phe), and p-phenylalanine but also
acted on p-Phe methyl ester and p-Phe amide to form (b-
Phe),. This finding gave us the opportunity to use the en-
zyme to further investigate the synthesis of p-Phe oligo-
peptides from pb-Phe methyl ester. Because the alkaline
D-peptidase was found to be a serine peptidase (48), we
attempted to use it for kinetically controlled peptide syn-
thesis. An expression plasmid pKADP was constructed by
placing the alkaline p-peptidase gene (adp), amplified by
means of the polymerase chain reaction, under the tac pro-
moter of pKK223-3. Oligomerization of p-phenylalanine
methyl ester by means of the purified enzyme from the
transformant E. coli was investigated under several con-
ditions. p-Phe dimer, (p-Phe),, and trimer, (p-Phe);, were
produced in 25.4% and 8.6% yield, respectively, when 50
mM of the substrate was incubated for 8 h with ADP (2.0
and 0.4 U/mL, respectively) in 100 mM triethylamine HCI
(pH 11.5). Addition of dimethyl sulfoxide to the reaction
mixture resulted in the production of tetramer (p-Phe), in
6.7% yield with the decrease of the (p-Phe), and (p-Phe),
production. This is the first example of the synthesis of p-
phenylalanine oligomers by means of a b-stereospecific en-
dopeptidase.
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INTRODUCTION

Mammalian cells are used for the production of several
important biologicals including interferons, growth fac-
tors, vaccines, hormones, and monoclonal antibodies (1-4).
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The process efficiency of cell culture fermentation should
be increased in most cases for economically viable produc-
tion (4). Maintaining high numbers of viable cells in the
bioreactor for extended periods of time results in higher
product concentration and higher reactor productivity,
thus increasing process efficiency.

The cell growth rate and the number of cells attained
in the bioreactor are determined, in part, by the concen-
tration of nutrients available to the cells. Even though
fed-batch or perfusion systems can eliminate nutrient de-
pletion, they are still prone to inhibitory metabolite accu-
mulation. Several metabolic by-products have been re-
ported to inhibit cell growth. Ammonia* and lactate are
major metabolic by-products of glucose and glutamine me-
tabolism (5,6), and their presence has been demonstrated
to diminish growth of mammalian cells and to influence
protein production. Lactate is generated mainly from in-
complete oxidation of glucose, and it affects the cells
through alteration of culture pH and osmolarity (6). The
effects of ammonia on cells are more direct and occur at
much lower concentrations. Thus, ammonia is generally
more important as an inhibitory metabolic by-product in
cell culture.

Ammonia is produced mainly from glutamine, an essen-
tial component of cell culture media. Glutamine gives rise
to ammonia through chemical degradation and cellular
metabolism. Concentration of ammonia in cell culture is
influenced by many factors, including the mode of reactor
operation, cell concentration, glutamine concentration,
and cellular metabolism. Typically, ammonia concentra-
tions reach 2 to 5 mM in batch cultures. This concentration
can be still higher in fed-batch reactors where glutamine
is the limiting substrate and therefore supplemented con-
tinually, leading to increased ammonia accumulation.

Although different cells exhibit different tolerance to
ammonia, ammonia concentrations as low as 2 mM have
been shown to adversely affect mammalian cells. Numer-
ous studies have reported the effect of ammonia on mam-
malian cells in different cell culture systems. It has been
established that ammonia not only affects cell growth but
also alters cell metabolism, product expression, and prod-
uct quality (7). The action mechanism for ammonia is com-
plicated and not well characterized. Ammonia was shown
to alter intracellular pH, membrane potential, and intra-
cellular composition and to result in futile cycles.

Minimization of ammonia inhibition should yield better
cell growth and increase the longevity of the cultures. Sev-
eral techniques were used to minimize ammonia accumu-
lation in cell culture systems. Media modification involves
replacement or elimination of glutamine from cell culture
medium. The success of this method depends on the cell
line, and in most cases the cells should be adapted or ge-
netically altered. Alternatively, the ammonia generated in
the media can be removed by physical and chemical means.

In this article, we review the current knowledge on am-
monia inhibition in cell culture. The sources of ammonia

*In this text we use ammonia in reference to both gaseous (am-
monia) and ammonium ion. The ammonia and ammonium ion are
present simultaneously in the culture. The relative concentration
of ammonium ion is determined by the pH-dependent equilibria.

accumulation; the effects of ammonia on cell growth, me-
tabolism, product secretion, and product quality; the mech-
anism of ammonia inhibition; and the methods of reducing
ammonia concentration in cell culture are discussed.

SOURCES OF AMMONIA ACCUMULATION

There are two major sources for ammonia accumulation,
and in both cases glutamine is involved. Glutamine is one
of the important energy sources for the mammalian cells
in vitro (8,9). Addition of glutamine has been shown to
stimulate cell growth and antibody production (10-15). Be-
cause almost all conventional cell culture media contain
glutamine, the problem of ammonia accumulation is of uni-
versal importance (16,17). However, depending on the cell
line and media composition, the effects can be different
from one case to another.

Generation of Ammonia Caused by Glutamine Degradation

Glutamine is not stable in aqueous solutions and is de-
graded to yield a five-member ring structure, pyrrolidone
carboxylic acid, and ammonia (18-20):

Glutamine — Pyrrolidone carboxylic acid + NH; (1)

This reaction is irreversible, and the extent of the re-
action is affected by the chemical environment of the me-
dium. Glutamine degradation follows first-order kinetics,
the half-life of glutamine is reported to be between 6 and
20 days, depending on the conditions (16,21-23).

Glutamine degradation is pH (18,21,22,24) and tem-
perature (20) dependent. Alkaline pH increases the deg-
radation rate, and altering pH from 7.2 to 7.6 was reported
to elevate the degradation rate by 300% (21,22). The pres-
ence of serum, especially if not heat inactivated, can ele-
vate degradation of glutamine and subsequent ammonia
accumulation caused by glutaminase and asparaginase ac-
tivity (25). The media composition, especially the phos-
phate levels in the media, affects glutamine degradation
significantly (22).

Glutamine degradation is an important problem for cell
culture. The degradation not only generates inhibitory am-
monia, but also decreases the level of glutamine available
to the cells. The cell performance is affected negatively be-
cause of these two factors.

Generation of Ammonia Caused by Cell Metabolism

Although ammonia can be produced from other amino ac-
ids, glutamine metabolism is established to be the most
important pathway. The pathways involving ammonia are
summarized in Figure 1 and have been studied extensively
in the literature (9,26—46).

Glutamine metabolism primarily takes place in mito-
chondria. Glutamine is initially deaminated by glutami-
nase, with ammonia as a byproduct (47,48). Ammonia can
also be removed from glutamine via biosynthetic path-
ways, where the ammonia group is used in the formation
of a biosynthetic product, particularly for pyrimidine and
purine base synthesis (Fig. 1). The product formed by ei-
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Figure 1. Ammonia generation by glutamine degradation and cell metabolism.

ther route is glutamate. The second step of glutaminolysis
is the conversion of glutamate to o-ketoglutarate. Again,
this conversion may be accomplished by more than one en-
zyme. An active transaminase can remove the ammonia
group from glutamate. Less-active transaminases appear
to deliver the ammonia group to the glycolytic intermedi-
ate 3-phosphoglycerate to form serine, which subsequently
can be transformed to glycine. Glutamate can also be
transformed by glutamate dehydrogenase to form ao-
ketoglutarate, which liberates a second ammonium ion. a-
Ketoglutarate is then metabolized via the tricarboxylic
acid (TCA) cycle.

The amount of ammonia generated is dependent on the
metabolic pathway for glutamine. Depending on the path-
way and the fate of glutamine, the ammonia yield on glu-
tamine varies. Based on stoichiometry, Glacken (49) re-
ported possible scenarios for glutamine metabolism and
ammonia yield, between 1 and 2 mol of ammonia are gen-
erated per mole of glutamine consumed (Table 1). These
yield coefficients, however, are very high and are not typ-
ically observed in cell culture.* For hybridoma cells, the

*It should be noted that the determination of ammonia yield from
glutamine requires inclusion of the glutamine degradation rate in
the analysis. When the degradation rate is omitted, the analysis
results in erroneously high “apparent yields” (22).

Table 1. Amount of ATP Produced and Ammonia
Generated in Different Metabolic Pathways

ATP produced

NH, produced

End product (mol/mol GIn) (mol/mol GIn) NH,/ATP
Alanine 9 1 0.11
Aspartate 9 1 0.11
Acetyl-CoA 15 2 0.13
Pyruvate 12 2 0.17
Lactate 9 2 0.22

Source: Glacken (49).

ammonia yield was reported to be between 0.5 to 1 mol of
ammonia generated per mole of glutamine consumed
(6,33,50-52). Glutamine concentrations in typical cell cul-
ture media range between 1 and 7 mM (17). Thus, the am-
monia concentrations in cell culture can reach 5 mM (6,50—
53). Consequently, the higher glutamine concentrations
found in special media formulations yield much more am-
monia levels. Glutamine concentrations used in fed-batch
cultures, for instance, can vary between 8 and 40 mM, and
very high ammonia concentrations are obtained (14,54,55).

EFFECTS OF AMMONIA ON CELL PHYSIOLOGY

The influence of ammonia concentration on mammalian
cell growth and product expression has been reported for
a variety of cell lines and culture conditions (56). Most of
these studies emphasized the influence of ammonia on cell
growth. The effects of elevated ammonia concentrations on
metabolic rates and cell productivity have been studied
less extensively. Although it is not discussed in detail in
this article, the effect of ammonia on virus replication and
virus production from cell culture was demonstrated
clearly in the literature (57-63).

Effects of Ammonia on Cell Growth

Although ammonia inhibited cell growth in all these stud-
ies, the sensitivity of the growth rate to ammonia concen-
tration varied among the cell lines used. The extent of am-
monia inhibition seems to be more severe for primary cells,
whereas transformed cells tolerate higher ammonia levels.
For 3T3 cells, ammonia levels as low as 0.6 mM reduced
cell growth by 60%. However, when the cells are trans-
formed, the reduction was reduced to 15% (64). Addition of
2 mM ammonia reduced growth by 30% for BSC-1 monkey
epithelial cells (65). For established cell lines, inhibitory
effects of ammonia were observed at higher ammonia con-
centrations. Hassell et al. (66) reported reduction of cell
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growth at 2 mM for a variety of cell lines. Several reports
indicate ammonia inhibition for hybridoma cells with vary-
ing severity (6,41,50,52,67-82). Inhibitory concentrations
of ammonia were observed to be in the range of 2 to 10 mM
in these studies. For BHK cells, even lower concentrations
of ammonia resulted in growth inhibition. Wentz and
Schiuigerl (83) reported a 80% reduction at 1 mM ammonia,
and Butler and Spier (84) reported a 75% decrease in
growth at 3 mM of ammonia in BHK cells. For CHO cells,
the inhibitory ammonia levels seems to be higher. Kurano
et al. (85) obtained a 50% reduction in growth at 8 mM
ammonia. Some cell lines are reported to be more resistant
to ammonia. For instance, Schneider (81) observed only a
20% reduction in growth at 6 mM ammonia for HeLa cells,
and Hansen and Emborg (86) did not observe any inhibi-
tion at up to 8 mM for a CHO clone. Other factors that can
influence the inhibitory effects of ammonia on growth are
the serum level and cell adaptation. Holley et al. (65) for
instance, observed that increasing the level of serum from
0.1 to 10% reduced the ammonia inhibition. Miller et al.
(52) observed adaptation of hybridoma cells to 8 mM am-
monia. Maiorella et al. (54) used serial passaging in the
presence of 5 mM ammonia and demonstrated that the
resulting cells survived better in 10 mM ammonia. Adap-
tation to high ammonia concentrations can be used for se-
lection of ammonia-resistant cell lines.

The effects of ammonia on cell growth in most of these
studies reported were quantified as the reduction in cell
density, and only a few studies evaluated the specific
growth rates as a function of ammonia concentration. Am-
monia inhibition on the specific growth rate can be de-
scribed by a second-order inhibition model:

Ho

~ 15 NHITPK, @)

7

where u and u, are the growth rates in the presence and
absence of ammonia, respectively; [NH, ]] is the initial am-
monia concentration; and K, is the inhibition constant. The
square root of K, corresponds to the ammonia concentra-
tion at which the specific growth rate decreases by 50%.
Figure 2 presents the effect of ammonia on cell growth rate
and cell density for 163.4.G5.3 murine hybridoma cells.
Equation 2 describes the cell growth rate accurately with
parameters o, = 0.037/h and K, = 24 mM?2. For compar-
ison, K, value of 26 mM? was reported for the CRL-1606
hybridoma cell line (87), however, the value reported for
the SB-4082 hybridoma cell line was almost one order of
magnitude lower (K, = 3.2 mM?) (65).

Effects of Ammonia on Cell Death

Even though ammonia affects the cell growth rate and
maximum cell density, effect on cell death is not well doc-
umented. Ozturk et al. (6) reported no effect of ammonia
on the cell-specific death rate in the range of 0 to 5 mM;
their data on the death rate are presented in Figure 2.
When the ammonia concentration was increased from O to
3.75 mM, the specific death rate did not change. Ozturk
and Palsson (88) also observed that elevated ammonia con-
centrations did not significantly influence the cell viability.
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Figure 2. Effect of ammonia on murine hybridoma culture. (a)
Cell growth and death rates, and (b) maximum viable and total
cell concentrations in batch culture. Source: Data obtained from
Ozturk and Palsson (88).

Thus, the reduction in cell density at higher ammonia con-
centrations was simply the result of lower cell specific
growth rates. On the other hand, Goergen et al. (89) used
much higher concentrations of ammonia (up to 17 mM) and
observed an increase in the death rate. Newland et al. (80)
also reported the influence on death rates by ammonia at
high concentrations. More quantitative studies are needed
to verify the effects of ammonia on specific death rates and
the mechanism(s) involved.

Effects of Ammonia on Cell Metabolism

A number of studies reported the effects of ammonia on
cell metabolism. For a murine hybridoma cell line, Ozturk
et al. (6) observed a roughly twofold increase in glucose and
glutamine consumption rates in cultures exposed to 3.75
mM of ammonia, compared to control conditions (Fig. 3).
The production rates of lactate and ammonia were also
enhanced by the presence of ammonia, indicating an ele-
vated metabolic state of the cells. The yield coefficients of
ammonia from glutamine and lactate yield from glucose
decreased about 15% with 3.75 mM ammonia (Fig. 3). A
similar elevation in metabolic rates was reported by Miller
et al. (52) for AB2-143.2 hybridoma cells and by Alex et al.
(90) for C127 cells. Glacken (87) has also shown an increase
in the glutamine consumption rate by added ammonia.
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Figure 3. Effect of ammonia on murine hybridoma culture. (a)
Glucose consumption, lactate production, and lactate yield on glu-
cose; (b) Glutamine consumption, ammonia production, and am-
monia yield on glutamine. Y, yield; Lac, lactate; GlIn, glutamine;
Glu, glucose. Source: Data obtained from Ozturk and Palsson (88).

McQueen and Bailey (91) indicated an increase in hybrid-
oma cell yield from glucose and glutamine that resulted
from a decrease in growth rate and an increase in meta-
bolic rate.

Miller et al. (52) and Ozturk et al. (6) studied the effects
of ammonia on amino acid metabolism. Table 2 summa-
rizes the effects of ammonia on amino acid metabolic rates
for murine hybridoma 163.4G5.3 (6). For this cell line, glu-
tamate, serine, glycine, and alanine were produced and all
other amino acids were consumed. The consumption or
production rates of these amino acids were doubled at 3.75
mM ammonia. The increase in the amino acid consumption
or production rates were parallel to the glutamine con-
sumption rate because they increased at higher ammonia
concentrations by the same magnitude. Only serine, argi-
nine, alanine, and valine showed a relatively different re-
sponse to ammonia concentration. The consumption rate
for serine decreased. The rate of increase for arganine (1.5-
fold increase at 3.75 mM ammonia) was lower compared
to glutamine (1.8-fold increase). On the other hand, the
increase in alanine production (2.1-fold) and valine con-
sumption (2.6-fold) was higher (6).

The yield coefficients of lactate from glucose and am-
monia from glutamine decreased, whereas alanine yield
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Table 2. Amino Acid Consumption and Production Rates
(Parentheses) as a Function of the Ammonia
Concentrations

[NH]
Amino acid 0mM 1.25 mM 2.5 mM 3.75 mM
Aspartate 1.74 2.21 2.58 3.75
Glutamate (2.92) (1.69) (2.03) (3.25)
Asparagine 2.13 2.26 2.67 4.18
Serine (2.45) (2.07) (2.03) (0.47)
Glutamine 48.50 58.00 67.50 89.00
Histidine 0.12 0.23 0.35 0.20
Glycine (0.58) (0.32) (0.66) (0.66)
Threonine 3.10 3.01 3.86 4.14
Arginine 3.18 3.24 3.61 4.89
Alanine (34.92) (42.78) (55.33) (72.14)
Tyrosine 3.75 4.51 5.08 6.84
Methionine 2.14 2.98 2.54 3.51
Valine 5.68 8.46 9.61 14.70
Phenylalanine 2.21 3.48 3.86 4.57
Isoleucine 7.06 10.84 11.26 14.16
Leucine 8.64 11.14 13.35 18.57
Lysine 5.39 6.94 8.17 11.73

Source: Ozturk et al. (6).
Note: Rates are in nmol/106/cell/h.

from glutamine increased as a result of ammonia addition.
Miller et al. (52) observed similar data for ammonia yield
from glutamine. Hansen and Emborg (86) also observed a
decrease in ammonia yield from glutamine at high am-
monia concentrations for CHO cells. A decrease in the lac-
tate yield coefficient has been reported at elevated am-
monia concentrations for other mammalian cells (90).
Similarly, McQueen and Bailey (71) reported a decrease in
lactate yield from glucose and in ammonia yield from glu-
tamine. An increase in the alanine yield from glutamine
was reported by Miller et al. (52). An increase in amino
acid metabolic rates was observed for the C127 cell line
(90).

The effects of ammonia on amino acid metabolism can
be interpreted in the view of Figure 1. Ozturk et al. (6)
showed a 12% increase in the alanine yield from glutamine
at elevated ammonia concentrations, whereas the ammo-
nia yield decreases by the same amount. These data indi-
cate that at elevated ammonia concentrations, relatively
more of the glutaminolytic flux is via the alanine trans-
aminase pathway than that of glutamate dehydrogenase.
This shift could be due to the fact that ammonia is a by-
product of the dehydrogenase reaction, which is believed
to operate nearly at equilibrium; thus, elevated ammonia
concentrations would shift the equilibrium toward gluta-
mate (Fig. 1). Both Miller et al. (52) and Ozturk et al. (6)
showed an increase in the specific glutamine consumption
rate at elevated ammonia concentrations. This increase in
the consumption rate suggests that inhibition of glutami-
nase by ammonia is not operative in the hybridoma cell
line investigated.

Effects of Ammonia on Energy Metabolism

Mammalian cells use various pathways to produce energy
in the form of adenosine triphosphate (ATP). The produc-
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tion rate of ATP can be estimated using the lactate pro-
duction and oxygen consumption rates (87,92,93):

Oatp = Orac T 2(P/O) - 4o, = Qiac + 6 - do, (3)

where garp, diac @and do, are the production rates of ATP,
lactate, and oxygen, respectively, and P/O is the phos-
phorylation ratio. The term g, .. corresponds to the contri-
bution of glycolysis, and the term 6 - g, corresponds to the
contribution of oxidative phosphorylation.

Miller et al. (52) observed a decrease in oxygen uptake
at high ammonia concentrations in a continuous reactor
operation. On the other hand, Kimura et al. (94) and Oz-
turk et al. (6) reported no significant effect of ammonia on
oxygen consumption rates for a human leukemia line and
a hybridoma line, respectively. The data of Ozturk et al.
(6) on the effect of ammonia on oxygen consumption rates
are presented in Figure 4A.

Miller et al. (52) and Ozturk et al. (6) reported an in-
crease in the ATP production rate at high ammonia con-
centrations. The dependence of the ATP production rate on
ammonia is presented in Figure 4a. Although cells gener-
ated more ATP at higher ammonia levels, this increased
energy production was not, however, used for growth, be-
cause the growth rate was inhibited (6). It appears that
the cells produce more energy under stressful conditions
and use it for maintenance. The relative contribution of
oxidative phosphorylation was observed to decrease, and
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Figure 4. Effect of ammonia on murine hybridoma culture. (a)
Oxygen consumption and ATP production rate, (b) monoclonal an-
tibody concentration and antibody production rate. Source: Data
obtained from Ozturk and Palsson (88).

the contribution of glycolysis increased with elevated am-
monia levels (6,52).

Effects of Ammonia on Product Expression

Because ammonia affects cell growth and metabolism, it is
conceivable that it also affects the product expression. Ei-
ther directly or indirectly, ammonia can affect the product
concentration obtained in the culture and thus the process
efficiency.

The indirect effect of ammonia on production results
from the reduced cell growth rate and subsequent cell den-
sity achieved in the culture. Even though the specific pro-
ductivity may not have been altered, the cell density and
longevity of the culture can be restricted by high ammonia
levels. Thus, cultures with high ammonia levels result in
lower product concentrations. Several studies have re-
ported a decrease in monoclonal antibody production at
high ammonia concentrations, mainly because of lower cell
densities obtained (6,70,71). Figure 4b presents the effect
of ammonia on antibody titer and specific productivity for
a murine hybridoma line in batch culture. Although the
titer was reduced, the specific antibody production rate re-
mained constant under these conditions.

The direct effect of ammonia on specific productivity
varies and the mechanism(s) are poorly understood. Dyken
and Sambanis (95) observed a slight increase in protein
secretion from AtT-20 cells. Ammonia was reported to alter
the secretion rate of interferon (INF) y (96) and synthesis
of INF-g; (97); however, the specific production rates were
not provided in these studies. Hansen and Emborg (86)
reported a decrease in tissue-type plasminogen activator
(t-PA) production from CHO cells at high ammonia concen-
trations. Specific antibody productivity was evaluated for
a number of hybridoma cell lines in the literature. Glacken
(87) reported a decrease in antibody productivity at ele-
vated ammonia levels for the C-1606 hybridoma line.
Other investigators, however, reported an unaltered spe-
cific antibody production rate (6,70,71).

Effect of Ammonia on Product Quality

Ammonia was reported to affect the conditions in intra-
cellular compartments and enzymatic reactions for protein
processing. High ammonia concentrations were reported to
alter protein after translations, glycosylation, and secre-
tion. Ammonia can alter the intracellular or intracom-
partmental pH, alter membrane potentials, and directly
interact with enzymes. Thorens and Vassalli (98) reported
inhibition of sialic acid transferase for Immunoglobulin
(Ig) M at 10 mM ammonia. The results indicate a pH in-
crease in Golgi because of ammonia load. Similarly, An-
dersen and Goochee (99) reported significant reduction in
the terminal sialylation of O-linked glycosylation of recom-
binant granulocyte colony-stimulating factor. Borys et al.
(100) studied the N-linked glycosylation of recombinant
mouse placental lactogen-I from CHO cells and observed
inhibition of glycosylation by ammonia. The effect of am-
monia was also dependent on extracellular pH. Gawlitzek
et al. (101,102) studied the glycosylation pattern of
recombinant proteins expressed by BHK-21 cells. For the
production of HulL-2 variant in BHK cells, ammonia was



observed to increase the intracellular uridine diphosphate-
N-actylglucosamine (UDP-GIcNAc) pool. UDP-GIcNAc is a
precursor substrate for the glycosylation process in the cy-
tosol and Golgi. High ammonia levels led to a decrease in
terminal sialyation and to an increase in branching. To test
the hypothesis that UDP-GIcNAc is involved, the authors
used glucosamine, which is the precursor for UDP-GIcNAC.
Kopp et al. (103) studied product consistency and glyco-
sylation patterns in recombinant CHO-expressed glycopro-
teins. High ammonia levels influenced glycosylation pat-
terns significantly for INF-w and t-PA. The alteration of
product glycosylation by ammonia was described in mono-
clonal antibody production (104). To minimize the effects
of ammonia, a multilevel pH control was proposed for com-
mercial production. Genetic and process engineering strat-
egies for control of ammonia in cell cultures were recently
described to yield enhanced glycosylation (104).

MECHANISM FOR AMMONIA INHIBITION

Although a significant number of articles have been pub-
lished on the affect of ammonia, the mechanism of action
is not fully understood. Several mechanisms were hypoth-
esized and tested experimentally for ammonia inhibition.
Alteration of intracompartmental pH and membrane po-
tential, futile cycles, metabolic inhibition, and alteration
of critical ribonucleotides are identified as potential mech-
anisms for ammonia inhibition.

Intracellular pH

A possible explanation for the effect of ammonia is simply
the alteration of intracellular and intracompartmental pH
(6,72,106,107). Ammonia in cell culture is present in both
gaseous and ionic form, and these species are in equilib-
rium at a ratio determined by the medium pH. At hormal
pH values, almost all the ammonia present is in the form
of ammonium ion, and the concentration of gaseous am-
monia is very low (pK, = 9.2).

The regulation of intracellular (cytosolic) and intracom-
partmental pH in response to added ammonia is complex
(Fig. 5). Both gaseous ammonia and ammonia ion can per-
meate the membranes. This permeation involves both pas-
sive (diffusion) and active transport.

The permeability of gaseous ammonia is much greater
than that of the ammonium ion (6,49,72,107,108). Thus,
initially, gaseous ammonia permeates rapidly, raising the
intracellular pH. Then, the slower penetration of ammo-
nium ion decreases the intracellular pH. McQueen and
Bailey (72,107) and Ozturk et al. (6) studied the response
of hybridoma cells to added ammonia and verified this
mechanism. Figure 6 shows the response of intracellular
pH to ammonia addition, followed by fluorescent dye. After
the addition, there is an immediate increase in intracel-
lular pH. This is due to rapid gaseous ammonium diffusion
into the cells. The intracellular pH decays to steady-state
intracellular pH values that are lower than those observed
prior to the exposure to ammonia because of the transport
of ammonium ion. The steady-state intracellular pH val-
ues for this experiment are presented in Table 3.
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The rate of diffusion for ammonium ion through the cell
membrane is four to five orders of magnitude lower than
the rate of diffusion for gaseous ammonia (109). However,
ammonium ion can be actively transported across the cell
membrane via [Na,K]ATPase, [Na,K,Cl]-cotransporter,
and [Na,H]-exchanger, as indicated in Figure 5 (109-114).
The dynamics of ammonia transport for mammalian cells
were analyzed by mathematical models (107).

The transport of ammonia and ammonium ion to the
cells were studied in detail by Martinelle and Haggsrom
(115-117) for the murine myeloma cell (Sp2/0-Agl4). In
addition to diffusional transport, these authors identified
the active transport of ammonium ion via [Na,K]ATPase
and [Na,K,C]-cotransporter in hybridoma cells. The pres-
ence of K* could inhibit the [Na,K]ATPase active transport
and alter the transport of ammonium ion. When K* (10
mM) was added, the change in intracellular pH due to am-
monia addition was observed to be negligible. The authors
postulate that one of the reasons for ammonia inhibition
is the increased energy demand resulting from energy
wasted because NH, is actively transported to the cells
via [Na,K]ATPase, and they proposed the use of K* for
minimization of ammonia inhibition. Use of KOH instead
of NaOH for pH control is proposed to increase K* concen-
tration in the culture.

A change in intracellular or intracompartmental pH can
alter the activity of numerous enzymes and, depending on
the location, different results can be obtained. The net re-
sult of ammonium ion transport to the cells is a decrease
in intracellular pH. However, the ammonia transported to
the cells further diffuses to compartments in the cells. Gas-
eous ammonia easily permeates intracellular membranes
and the pH in mitochondria, Golgi, endoplasmic reticulum,
and lysosymes are elevated by its presence. The pH in ves-
icles is normally lower than in cytosol (118,119), and the
pH can be altered by ammonia. The rise in pH by the trans-
port of ammonia gas into the lysosomes has been demon-
strated (120,121).

The generation of ammonia inside the cell caused by
cellular metabolism alters intracompartmental pH. Am-
monia is generated mainly in mitochondria because of glu-
tamine metabolism. Ammonia gas readily diffuses out of
the mitochondria, and the pH decreases. Ammonia diffuses
not only to the cytoplasm of cells but also to the compart-
ments. In all cases, ammonia that diffuses from mitochon-
dria increases the pH in other intracellular compartments
(i.e., Golgi, endoplasmic reticulum, and lysosymes).

McQueen and Bailey (72,107) have shown that the net
result of ammonia addition is a decrease in intracellular
pH for the hybridoma line ATCC TIB 131. When internal
pH was altered by external pH, McQueen and Bailey as-
sociated ammonia effects to the variations in intracellular
pH, because both ammonia addition and low external pH
resulted in lower cell yields on glucose and glutamine. On
the other hand, Ozturk et al. (6) individually evaluated the
cell growth rate and the metabolic rates and could not re-
late the effects of ammonia to the effects of lowering ex-
ternal pH. There is a decrease in glucose consumption and
an increase in glutamine uptake rates when pH was con-
trolled below 7.2 (93). However, a decrease in intracellular
pH as a result of ammonia addition increased both rates.
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Figure 6. Alteration of intracellular (cytosolic) pH in response to
ammonia addition. Source: Data obtained from Ozturk and Pals-
son (88).

Table 3. Effect of Ammonia on Intracellular pH at
External pH of 7.20

[NH; 1 Peak Steady-state
mM pH; pH; Delta pH
0 7.23 7.19 0
1.25 7.3 7.14 —-0.05
2.5 7.42 7.1 -0.09
3.75 7.43 7.07 -0.13

Source: Ozturk et al. (6).
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ATP production was also influenced differently from am-
monia addition (increasing ATP production) and from low-
ering external pH (decreasing ATP production). Miller et
al. (52) observed an increase in glucose consumption rate
as a result of ammonia addition, although the decrease in
extracellular pH led to a decrease in glucose consumption
rate. Thus, it can be concluded that the mechanisms of the
ammonia effects may not be as simple as they were origi-
nally thought to be. The alteration of intracellular pH by
ammonia cannot alone explain the observations.

Membrane Potential

As previously mentioned, ammonium ions can be trans-
ported across cellular membranes via [Na,K]ATPase and
[Na,K,Cl]-cotransporters. Ammonium ions compete with
K* ions and disturb the membrane potential. The
[Na,K]ATPase transport system has a high energy demand
(55,122,123), and the competition of ammonium ions with
K™ ions decreases the efficiency. Martinella and Hagstrom
(116) reported futile cycles originating from ammonia dif-
fusion and ammonium ion transport. These futile cycles
increase the maintenance energy required by the cells.
When ammonia is generated in the mitochondria, it dif-
fuses out. However, ammonia is transported back in the
form of ammonium ion, and cells use [Na,K]ATPase for this
transfer. Thus, the alteration of membrane potential and
elevation of maintenance energy are possible mechanisms
for ammonia inhibition.

Alteration of Metabolic Pathways

Ammonia can also interact with the enzymes and alter the
metabolic pathways. Phosphofructokinase (PFK) can be



activated by ammonia (124,125). PFK is a highly regulated
key enzyme for glucose metabolism, and its activation by
ammonia can explain the increase in glucose consumption
at high ammonia levels. Ammonia can also affect the met-
abolic pathways in mitochondria. The glutamine metabo-
lism pathway, for instance, involves glutaminase, trans-
aminase, and glutamate dehydrogenase reactions. The
glutaminase enzyme is known to be inhibited by ammonia.
However, Ozturk and Palsson (88) did not observe a de-
crease in the specific glutamine consumption rate at ele-
vated ammonia concentrations. The glutamate dehydro-
genase reaction is known to operate near equilibrium, and
elevated ammonia levels would shift the equilibrium to-
ward glutamate. At high ammonia levels, Ozturk and Pals-
son (88) observed a shift to the glutaminolytic flux via the
alanine transaminase reaction from glutamate dehydro-
genase, confirming this change. Thus, at high ammonia
concentrations, the ammonia production by the cells de-
creased and alanine yield increased. This finding was also
supported by other investigators (52,87,126).

The involvement of ammonia in metabolic pathways
can explain the effects on cell metabolism. Growth inhibi-
tion by ammonia, on the other hand, can be explained by
the presence of futile cycles (49,127). Futile cycles are cy-
clic reactions in which the hydrolysis of ATP is the only
result (49); thus, cells have to increase ATP production to
maintain the energy required for their survival.

Tagler et al. (127) studied the glutamate dehydrogenase
and transhydrogenase enzymes in isolated mitochondria
and liver cells. This enzyme system catalyzes the following
reactions:

Glutamate + NAD " < a-Ketoglutarate + NH; + NADH
4

NADH + NADP* + ATP < NADPH + NAD" + P,
®)

a-Ketoglutarate + NADPH + NH,;
< Glutamate + NADP*  (6)

Ammonia can also drive the glutaminase—glutamine syn-
thetase enzyme system in a futile cycle mode. Glutaminase
enzyme catalyzes the deamidation of glutamine to gluta-
mate and ammonia. Glutamine synthetase, on the other
hand, uses ATP to convert the glutamate to glutamine:

Glutamine < Glutamate + NH; (Glutaminase) (7)

Glutamate + NH; + ATP < Glutamine + ADP
(Glutamine synthetase) (8)

Thus, for both glutamate dehydrogenase—transhydro-
genase and glutaminase—glutamine synthetase cycles, the
ATP is dissipated and the reactions are driven by ammo-
nia. This increases the maintenance energy of the cells and
can explain the inhibitory effects of ammonia (49). Al-
though these futile cycles have been studied for isolated
mitochondria, their functionality has not been demon-
strated for mammalian cells in culture.
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Alteration of Ribonucleotide Pools

Another explanation for ammonia inhibition comes from
detailed studies on various ribonucleotides by Ryll and
Wagner (128) and Ryll et al. (129). The intracellular pools
of UDP-N-actylglucosamine (UDP-GIcNAc) and UDP-N-
actylgalactosamine (UDP-GalNAc) have been shown to be
responsible for inhibition of protein, DNA, and RNA syn-
thesis (129-132). The pool of UDP-GNAc refers to both
UDP-GIcNAc and UDP-GalNAc collectively, and it was
demonstrated to be elevated in response to increased am-
monia levels for a variety of cell lines. Ammonia is incor-
porated into the glycolytic pathway in cytosol (Fig. 7).
Fructose-6-phosphate and ammonia combine to form
glucosamine-6-phosphate, a direct precursor for the UDP-
GNACc pool in the cytosol. In the mitochondria, ammonium
leads to formation of carbamoylphosphate. When the am-
monia concentration is high in the mitochondria, then sub-
sequently up-regulated carbamoylphosphate can enter the
cytoplasm. Carbamoylphosphate in the cytosol stimulates
de novo synthesis of UMP and UTP. Finally, UTP and
glucosamine-6-phosphate are combined to supplement the
UDP-GNACc pool.

Mitochondria
Glu
NH, -l |
ol e
\ Cytosol l
cp Frc-6-P
i NH, " —
OMP '------- GIctN ———— GIcN-6-P
o
UMP Uridine
l N~
UDP --= DNA GIcNAc-6-P
UTP - > RNA GIcNAc-1-P

UDP-GNACc-Pool

UDP-GIcNAc

i

UDP-GalNAc

Figure 7. Biosynthesis of UDP-GNACc pool after ammonia appli-
cation. Source: Adapted from Ryll et al. (129).
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Ryll et al. (129) studied the biochemistry of the UDP-
GNAc pool formation and regulation of the enzymes in-
volved. The formation of the UDP-GNAc pool was observed
to be dependent on both glucose and ammonia. Ammonia
increases the size of the UDP-GNACc pool, which has been
correlated with growth inhibition. It is also important to
note that the UDP-GIcNAc is also known as a precursor
substrate for glycosylation processes in the endoplasmic
reticulum and Golgi. Thus, the effects of ammonia on gly-
cosylation could also be explained by this mechanism
(101,102).

CONTROL OF AMMONIA INHIBITION

Several techniques were used to minimize ammonia ac-
cumulation in cell culture. The techniques can be classified
into two groups: minimization of ammonia generation and
removal of ammonia.

Minimization of Ammonia Generation

As mentioned before, ammonia is generated mainly by the
spontaneous degradation and cellular metabolism of glu-
tamine. Ammonia generation can be minimized by con-
trolling these processes.

Minimization of Glutamine Degradation. As previously
mentioned, the glutamine degradation rate is dependent
on several factors, and it can be minimized by several
strategies. Temperature is the most obvious factor, and the
media should be kept cold when stored. In the reactor, how-
ever, the temperature cannot be lowered much. Other fac-
tors, such as media pH, can be used to minimize the deg-
radation. The pH optimum for cells varies between pH 7.0
and 7.4 (22,23). Cultivation at lower pH values should de-
crease the degradation rate and ammonia generation. Se-
rum, if used, should be inactivated to minimize any glu-
taminase activity. Finally, glutamine degradation is
dependent on several ions, such as phosphate. Various me-
dia should be evaluated for a given cell line, and glutamine
degradation rates for each should be compared.

Attempts have been made to replace glutamine by
glutamine-containing peptides (133,134). Peptides such as
alanyl-glutamine or glycyl-glutamine are more stable, and
the media prepared with these peptides can be autoclaved.
These peptides were also shown to generate less ammonia.
Although the cells exhibited a considerable lag phase, the
cell yields from peptide-substituted media were compara-
ble to those obtained from standard media. Holmlund et
al. (135) used glycyl-glutamine and N-acetyl-glutamine for
CHO cultures. Although cells did not perform well in the
presence of N-acetyl-glutamine (low growth and t-PA pro-
duction), glycyl-glutamine provided good culture perfor-
mance.

Control of Cellular Metabolism. The specific ammonia
production rate is affected by the cellular environment,
and variables such as pH, dissolved oxygen (DO), tem-
perature, and the level of metabolites can be manipulated
to minimize the production rate.

There seems to be an optimal pH for reducing the am-
monia production rate. For instance, Ozturk and Palsson
(93) observed the ammonia production rates to be minimal
at pH 7.2. The cell growth rates were optimal, and gluta-
mine consumption was also observed to be minimal at this
pH. The ammoniayield from glutamine, on the other hand,
was reduced at low pH values (92,136). Cells seem to pro-
duce less ammonia when they are growing under optimal
conditions. At very low (1% air saturation) and very high
(100% air saturation) DO levels, the ammonia generation
rates increased (93,136,137).

In most cases, the ammonia production follows closely
with the glutamine consumption with a relatively constant
yield coefficient. Reducing the glutamine concentration
([GIn]) decreases the glutamine consumption (gg,), and
Monod-type saturation Kinetics can be used to describe the
data:

Jein = q(OBIn K. [fl?éln] (9)
where g%,, and K, are constants. The value of K., is in the
order of 0.2 to 1 mM (10,87).

Reducing glutamine not only decreases the glutamine
consumption and ammonia production rates, but also de-
creases the yield of ammonia from glutamine. When glu-
tamine was fed in a controlled fashion below 1 mM levels,
Glacken et al. (50) observed a substantial decrease in am-
monia production in Madin-Darby bovine kidney (MDCK)
and human fibroblast cells. A similar strategy was suc-
cessfully used to reduce ammonia production by 50% in
hybridoma cells (36,38).

Although a glucose limitation alone did not cause a
change in ammonia secretion, Ljunggren and Haggstrom
(38) observed an enhancement in ammonia reduction when
glucose and glutamine were limited. The replacement of
glucose by fructose, mannose, and galactose virtually elim-
inated the ammonia-induced generation of UDP-GNACc.

Altering the amino acid composition of the media seems
to affect ammonia generation. Hiller at al. (138) increased
the concentrations of leucine, isoleucine, valine, and lysine
and observed a decrease in ammonia secretion in a hybrid-
oma line. In these experiments, alanine production rates
increased, indicating an elevation in the activity of alanine
transaminase.

Replacement of Glutamine. The replacement of gluta-
mine in cell culture media can eliminate most of the am-
monia generation in culture. Although the idea of replace-
ment is a good one, it is difficult to implement in most cases
because the cells seem to be strongly dependent on gluta-
mine for energy and biomass production. Cells need to
adapted or genetically altered to grow in the absence of
supplemented glutamine.

Mammalian cells can use other amino acids as a sub-
stitute for glutamine. Studies were conducted to investi-
gate the replacement of glutamine by glutamate, «-
ketoglutarate, and asparagine. The efficiency of glutamate
for supporting cell growth is very low, and high concentra-
tions of glutamate (up to 20 mM) are required (139,140).
The replacement of glutamine by glutamate was possible



for mouse LS cells (141) and for the McCoy cells (142). On
the other hand, MDCK cells could not be adapted to
glutamine-free media (143). Cells can convert glutamate
to glutamine via the glutamine synthetase reaction, and
the success of growing the cells on glutamate can depend
on the concentration and activity of this enzyme. However,
McDermott and Butler (143) observed that the key factor
in cell adaptation to glutamine-free media is not the glu-
tamine synthetase, but the uptake rate of glutamate by
the cells.

Asparagine is another amino acid used to replace glu-
tamine. Although asparagine is also unstable in media
(25), the degradation rate is much lower (half-life, 87 days).
Kurano et al. (85) observed the growth of CHO cells on
asparagine after an initial lag phase. The asparagine-
containing cultures generated 40% less ammonia than cul-
tures in standard media. The use of a-ketoglutarate in-
stead of glutamine was also effective in reducing ammonia
generation (142).

The success of growing cells in the absence of glutamine
can be increased by genetic engineering. Scientists at Cell-
tech Ltd. developed a vector containing glutamine synthe-
tase and infected NSO myeloma and CHO cells with plas-
mid containing this vector (144-146). The construction of
this vector is presented in Figure 8. The cells use gluta-
mate as a substrate in glutamine-free media. The genes
for protein expression were also integrated into the vector;
thus, the glutamine synthetase gene was used as an am-
plifiable, selectable marker; in the glutamine-free media
only the cells containing plasmid could grow. This resulted
in the selection of high-producing clones. The system
works best for NSO myeloma cells because these cells lack
any endogenous glutamine synthetase activity. CHO cells,
on the other hand, contain endogenous glutamine synthe-
tase genes, and the selective pressure induced by the ab-
sence of glutamine does not work effectively. The use of a
specific inhibitor, methionine sulphoximine (MSX), in-
creases the efficiency of selection and amplification.

Adaptation of Cells to High Ammonia. The adaptation of
cells to grow at high ammonia concentrations can result in

Pvull 0.00

Bglll 1.55

sve ©S

pST6 hCMV

BamHI 10.10 13.79 Kb

Figure 8. Expression plasmid for cB72.3 antibody containingglu-
tamine synthetase. Expression vectors: GS, glutamine synthetase;
cH, heavy chain; cL, light chain; hCMV, CMV promoter. Source:
From Bebbington et al. (144).
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more ammonia-tolerant cultures. Adaptation is a complex
process, and it is not clear whether the cells alter them-
selves or a particular clone is selected as a result of this
process (147,148). Regardless of the mechanism, the cells
can tolerate higher ammonia levels after the adaptation,
and this method of ammonia adaptation can be used to
minimize the ammonia inhibition. The adaptation of hy-
bridoma cells to ammonia has been demonstrated by sev-
eral investigators (52,54,149).

Removal of Ammonia

Several techniques were investigated to remove ammonia
during cell culture and to improve culture performance.
These techniques involve the use of adsorbents, gas ex-
change and ion exchange membranes, and electrodialysis.
Although the systems can be placed in the bioreactor, they
are normally used as a loop system (Fig. 9). Cell culture
fluid is recycled through a column, where ammonia is re-
moved. In the case of adsorbents, the recycle is halted rou-
tinely to allow the regeneration of the column. The column
is regenerated by stripping the ammonia from the adsor-
bents, using a stripping solution. The methods using gas
and ion exchange membranes and electrodialysis, on the
other hand, can be run continuously. In these cases, the
ammonia fixing—stripping solution is continuously recy-
cled on the other side of the membrane.

Use of Adsorbents. Several resins and natural adsor-
bents were investigated to selectively remove ammonia
from cell culture media. Carbonell et al. (150) and Capiau-
mont et al. (151) used natural adsorbents such as Clinop-
tilolite to adsorb ammonia in a column where cells culture
media is cycled through. The operation of the adsorbent
had to be interrupted periodically to regenerate the col-
umn. Although these columns removed ammonia from the
culture, the cell culture performance did not change sig-
nificantly. Similar results were obtained when Zeolite
(Phillipsite-Gismondine) and ion exchange resins were
used as adsorbents (77). On the other hand, Nayve et al.
(152,153) and Matsumura and Nayve (154) obtained good
results in hybridoma cultures by combining the adsorption
method and other removal systems. In fact, Matsumura
and Nayve (154) obtained a viable cell concentration of 25
million cells/mL in a perfusion system with ammonia re-
moval.

Membrane Ammonia
Bioreactor module fixation or
|_®_| stripping

T

I

I

I

I
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I

I

Figure 9. Ammonia removal from cell culture using adsorbents,
gas or ion exchange membranes, or electrodialysis.
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The use of adsorbents to remove ammonia requires com-
plicated systems. The regeneration of the column prohibits
continuous operation and requires complicated process
control. These systems have to be proven to be reliable and
effective for commercial scale operation.

Gas Exchange Membranes. Another method of ammonia
removal from cell culture uses gas exchange membranes
(such as polypropylene) where ammonia is stripped from
the solution because of its gaseous properties (155-158).
These systems were first developed for microbial systems
and for chemical processes (159-162). The efficiency of am-
monia removal in these systems depends on the concen-
tration gradient for gaseous ammonia across the mem-
brane (Fig. 10). The ammonia removal rate (R) is given by:

R=k-A- ([NHg]c - [NHS]S) (10)

where K is the mass transfer coefficient, A is the surface
area, and [NH;]. and [NH;]s are the concentrations of gas-
eous ammonia, in the cell culture and receiving side, re-
spectively. The concentration gradient can be maximized
by maintaining a very low gaseous ammonia concentration
on the receiving side of the membrane ([NH3];— 0). In most
cases, the transported ammonia is irreversibly converted
by either enzymatic or chemical reactions (e.g., protoni-
zation). On the cell culture side, the concentration of gas-
eous ammonia ([NH;],) is determined by the total ammonia
concentration. Gaseous ammonia is at equilibrium with
ammonium ion, and the culture pH determines the con-
centration of ammonia in gaseous form:

[NHgle = [NH{1+/(1 + 10PKa=P™) (11)

where [NH, 11 is the total ammonia concentration (ionized
and gas) and pK, is the ionization constant. At typical cul-
ture conditions (pH below 7.5), gaseous ammonia consti-
tutes less than 1% of the total ammonia concentration (pK,
= 9.2 at 37 °C). Thus, only a minute fraction of ammonia
is available for its removal. The efficiency of ammonia re-

Cell Gas exchange Ammonia
culture membrane fixation
pH 7 Acid or base
X ! solution
n . : pH<?2 N
NH, <~ NH;—=— NH;—— NH,— NH,

[NH,],

[NH;]¢

Ammonia removal rate = KA([(NH3],—[NH],)

Figure 10. Ammonia removal from cell culture using gas ex-
change membranes. The rate of removal depends on the ammonia
gas concentration difference.

moval can be increased by increasing the pH on the cell
culture side. Higher pH shifts the equilibrium to ammonia
gas and increases the concentration gradient. However,
this method cannot be utilized fully because the cells re-
quire a tight pH range for growth and maintenance. In-
creasing pH also affects the media components, and high
pH can precipitate proteins, including the product.

The removal of ammonia using gas exchange mem-
branes was tested in a variety of hybridoma lines
(7,81,151,163) in an effort to increase antibody yield. Al-
though the final cell density was reported to have in-
creased, the effect on production was not significant. Am-
monia removal, however, did result in an alteration in cell
metabolism.

lon Exchange Membranes. Ammonia can be selectively
removed by ion (cation) exchange membranes. Contrary to
gas exchange membranes, ion exchange membranes re-
move ammonium ion instead of gaseous ammonia. As men-
tioned before, ammonia in the cell culture is almost 99%
in ammonium ion form, so the removal via ion exchange
membranes should be more effective.

The use of autoclavable cation exchange membranes
(DuPont, Wilmington, Del., Nafion 417) was described by
Thommes et al. (164). Ammonium ions bind to the fixed
anions in the membrane and pass into the strip—fixation
solution, where they are deprotonized or stripped from the
solution by pervaporation (Fig. 11). The elimination of am-
monia on the strip—fixation side and a high concentration
of ammonium ions on the cell culture side establishes an
efficient concentration gradient so the removal of ammonia
is very effective. Thommes et al. (164) reported an increase
in cell density and antibody production in a murine hy-
bridoma culture. The problem with the ion exchange mem-
brane is the simultaneous removal of some other cations
from the culture. Some cations such as calcium and mag-
nesium can also precipitate as bicarbonates as a result of
ion exchange (56).

Electrodialysis. Another technique for ammonia re-
moval involves the use of an electrokinetic mechanism util-
izing electrophoresis. Chang and Wang (82,165) applied a
continuous DC electrical field to remove charged ammonia
and lactate from the culture of ATCC CRL 1606 hybridoma
cells. At a current density of 50 A/m?, almost all ammonia
in the culture could be removed. This ammonia removal
system allowed the use of 4 X concentrated media. The sys-
tem allowed enhancement of cell density and antibody pro-
duction significantly. The applied current did not cause any
detrimental effect on the cells. Removal of ammonia in-
creased the glutamine consumption rate. The electrodial-
ysis system also removed lactate and minimized lactate
related inhibition.

CONCLUSIONS

In this article, we reviewed several aspects of ammonia
inhibition. Ammonia accumulation in cell cultures can be
a serious problem for cell growth, productivity, and product
quality.
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Cell Cation exchange Strip/fixation Gas
culture membrane side phase
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! ! solution
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Figure 11. Ammonia removal from cell
culture using cation exchange membranes.
Source: Adapted from Thommes et al.
(164).

Ammonia is generated mainly by glutamine degrada-
tion and glutamine metabolism. Cell physiology can be af-
fected by ammonia concentrations between 2 and 10 mM.
Different cell lines display varying tolerance to ammonia
inhibition. Cell growth rate and final cell density in batch
and fed-batch cultures decrease at high ammonia levels.
Under normal conditions, ammonia does not directly influ-
ence the death rate or the decrease in viability of the cul-
tures.

Ammonia is involved in several metabolic pathways
and can influence the metabolic rates. Specific metabolic
rates for glucose, glutamine, ammonia, lactate, amino ac-
ids are accelerated at higher ammonia concentrations. The
ammonia yield from glutamine decreases, and more ala-
nine is produced at higher ammonia levels. Although am-
monia does not seem to alter the specific oxygen consump-
tion rate, the ATP production rate increases at elevated
ammonia concentrations. Cells become more active meta-
bolically and generate more ATP for maintenance when
their growth is suppressed by ammonia.

Specific rates for product secretion are not influenced
by ammonia concentration. Cultures at higher ammonia
levels result in lower product concentrations because of the
low cell concentrations achieved. Ammonia can influence
product quality, glycosylation, and sialyation; this was
demonstrated for a number of cell lines and products.

Several mechanisms have been hypothesized and ex-
amined experimentally in an attempt to understand am-
monia inhibition. Alteration of intracompartmental pH
and membrane potential, futile cycles, metabolic inhibi-
tion, and alteration of critical ribonucleotides are identified
as potential mechanisms for ammonia inhibition. Al-
though the dynamics of ammonia transport to and from
the cells were studied and intracellular pHs were mea-
sured, the data on metabolic rates could not be explained
by internal pH hypothesis. Energy dissipation caused by
futile cycles and disturbance of membrane potentials are
viable explanations for ammonia inhibition. Ammonia was
shown to elevate levels in several ribonucleotide pools. Am-

monia increases the size of UDP-GNAc pool and results in
growth inhibition.

Several techniques were investigated to minimize am-
monia accumulation in cell culture. Generation of ammo-
nia resulting from glutamine degradation and metabolism
can be reduced by controlling the environment of the cells.
By maintaining glutamine at low levels, the ammonia gen-
eration can be minimized. Glutamine can also be replaced
by several other amino acids; however, the cells have to be
adapted or genetically altered for this strategy to be suc-
cessful. Cells can also be adapted to high ammonia concen-
trations and can thus tolerate higher ammonia levels.

Methods for ammonia removal in cell culture were in-
vestigated to improve culture performance. These tech-
niques involve use of adsorbents, gas exchange and ion ex-
change membranes, and electrodialysis. These systems are
fairly complicated, and more work has to be done to im-
prove the effectiveness and reliability for commercial pro-
duction.
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INTRODUCTION

There are both aerobic and anaerobic microorganisms that
are important to the advancement of biotechnology. An-
aerobic microorganisms include obligate anaerobes that
require oxidation—reduction potentials of —150 to —420
mV and facultative anaerobes that can grow at oxidation—
reduction potentials between +300 and —420 mV (1). Ox-
ygen must be excluded in working with obligate anaerobes.

Many important fermentation products are produced
under anaerobic conditions (1-69). These include food
products such as bread, yogurt, cheeses, wine, beer, sufu,
and sauerkraut. Acetone, butanol, and ethanol are exam-
ples of industrial chemicals produced by anaerobes. Spe-
cialty chemicals produced by anaerobes include vitamins
and pharmaceutical products. Major references describing
the microbial products and the microorganisms that pro-
duce them include those by Erickson and Fung (2), Reed
(3), Steinkraus (4), and Zeikus and Johnson (20).

Anaerobic digestion and biodegradation processes are
applied widely to treat process waste products and in en-
vironmental restoration. Environmental microbiology is
significant because of the beneficial impact of natural and
nurtured processes and because of the isolation and iden-
tification of useful microorganisms that have evolved in
natural environments. Anaerobic processes occur in pro-
duction agriculture; cattle and sheep are still the greatest
commercial success in harvesting and utilizing cellulosic
plant products because of the anaerobic fermentations that
occur in the rumen of these animals.

The taxonomy of anaerobes has evolved as new infor-
mation has become available (64-66). Based on 16/18 S
rRNA sequence comparisons, a universal phylogenetic tree
has been described that includes bacteria, archaea, and
eukarya (64,65). Anaerobes are found in all three branches
of this tree.

METHODS OF CULTIVATION

The microbial world consists of aerobic and anaerobic or-
ganisms, defined by the ability to tolerate molecular oxy-
gen. Sonnewirth (63) traced the evolution of anaerobic
methodology and recorded that Leeuwenhoek demon-
strated that some life forms could exist in the presence of
gases other than oxygen and that Pasteur discovered an-
aerobiosis in 1861, coining the terms aerobes and anaer-
obes. The separation between these groups is not clearly
defined. A convenient way to categorize these organisms is
by observing their ability to grow at different oxidation—
reduction potentials (E;). E;,, can be measured and ex-
pressed + or — millivolts (mV). Thus, aerobes can grow
between +300 and —50 mV; facultative anaerobes, + 300
to —420 mV, aerotolerant anaerobes, +180 to —350 mV;
and obligate anaerobes, —150 to —420 mV (28).

The microbiological procedures for studying obligate an-
aerobes are similar to those used for the more familiar aer-
obic organisms, with the exception of the need to exclude
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oxygen from the working environment during manipula-
tion, inoculation, and incubation of cultures and samples.
As a class of organisms, anaerobes are very diversified in
their behavior in terms of oxygen tolerance and nutritional
requirements for growth. There is no single set of proce-
dures for isolation of all anaerobes. Clinically important
anaerobes constitute the most studied class. Specific meth-
ods were developed for isolating anaerobes from various
sites in patients (57).

A detailed treatment of clinically important anaerobic
organisms is recorded in the Manual for the Determination
of the Clinical Role of Anaerobic Microbiology by Gall and
Riely (43). This manual contains a definition of clinically
important anaerobic bacteria methods for the collection
and transportation of anaerobic specimens, culturing of
anaerobic specimens, and identification of anaerobes.

The book Isolation of Anaerobes, by Shapton and Board
(56), contains chapters describing the isolation of clostridia
from animal tissues, feces, soil, and foods. Some chapters
deal with the isolation of anaerobes from rumen as well as
with sulfate-reducing bacteria and photosynthetic bacte-
ria. Zeikus (62) describes the biology of methanogenic bac-
teria and methods of studying these organisms. In the area
of food microbiology, very little attention has been given to
the anaerobic microbiology. The Compendium of Methods
for the Microbiological Examination of Foods (59) contains
some chapters on anaerobes, mainly on the spore formers
and the detection of toxins in foods. Anderson and Fung
(30) reviewed the status of anaerobic methods, techniques,
and principles for food bacteriology in detail. The history
of cultivation of anaerobes was detailed by Hall (44) and
more recently summarized by Fung (1).

The general conclusion on isolation procedures is that
samples must be free from contact with air during collec-
tion time. The best method of collecting samples is by as-
piration with needle and syringe. Sample should be placed
in media that are designed to handle anaerobes. A variety
of liquid and solid media are marketed for anaerobic cul-
tivation by such companies as DIFCO, BBL, UNIPATH/
OXOID, and others (69).

Currently, anaerobic cultivation systems include anaer-
obic jars, anaerobic glove boxes, roll tubes, anaerobic tube
systems, and biological membrane systems.

Anaerobic Jars

Anaerobic jars that use both H, and CO, were developed
by Brewer and Allgeier (33). The chemical generator con-
sisted of a sodium borohydride tablet and a citric acid—
sodium bicarbonate tablet in a convenient package. These
two tablets, when activated by the addition of water to the
package, produce H, and CO, gas, respectively. The system
required no vacuum or electric current because the H, +
O, reaction was catalyzed by a cold catalyst (alumina pel-
lets coated with 0.5% palladium). CO, is used in the system
for the promotion of growth of some anaerobic bacteria.
Some companies are marketing these anaerobic jars (e.g.,
BBL, B.T.L., and UNIPATH/OXOID). The advantages of
the anaerobic jar include (1) ease of operation, especially
for the small laboratory; (2) economy of space; (3) conven-
ience of prepackaged materials for the generation of gases;
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and (4) safety of the units. The disadvantages include (1)
the culture plates are inoculated under aerobic conditions;
(2) the jar remains aerobic for 15 to 20 minutes even while
the Gas Paks are activated, which may affect some strict
anaerobes; and (3) occasionally the jar fails to achieve an-
aerobiosis.

Anaerobic Glove Boxes

To eliminate the chance of exposure of anaerobes to the
natural environment during bacteriological manipulation,
the anaerobic chamber, or glove box, was developed. The
basic principles for achieving anaerobiosis in the glove box
and for promoting binding of residual O, and H, in the
presence of a catalyst (Laidlaw principle) are to remove air
first and then flush the chamber with inert gas. Reducing
agents in the medium also help to reduce the E, to a de-
sired low level. Companies marketing anaerobic glove
boxes include Format Scientific, Don Whitney Scientific,
and Microflow MDH Ltd. The advantages of the glove box
include (1) the bacteriological procedure can be operated
under anaerobic conditions from the sampling stage to the
incubation stage; (2) the area for manipulation is large;
and (3) in combination with temperature control, the cul-
ture can be incubated in the chamber without further dis-
turbance of the cultural environment. The disadvantages
are (1) high initial cost; (2) high operating expenses (gas
and electricity); (3) high maintenance cost; (4) requirement
for operator training; (5) oxygen contamination through
leakage, operator error, or mechanical malfunction; (6) oc-
casional high labor requirements; and (7) moisture buildup
in the box.

Roll Tubes

One of the most widely used anaerobic cultivation systems
is the Hungate roll tube, developed by Hungate (46-48).
Sterile tubes were flushed with CO, while the medium was
aseptically added to the tubes to prevent air contamina-
tion. The tubes were then inoculated, sealed with rubber
stoppers, cooled (48 °C), and hand spun so that the agar
with cultures forms a thin film in the inner wall of the test
tube. After incubation the colonies could be examined with
ease. Isolation of colonies was also feasible with minimum
effort by flushing CO, into the cavity to allow maintenance
of reduced condition while performing microbiological
operations. A popular version of the roll tube system is the
VPI Anaerobic Culture System, developed by Moore (53).
This apparatus has a platform so that the tubes can stand
upright with cannulas positioned above each tube. The sys-
tem also allows for streaking cultures into the roll tube
anaerobically. The system is continuously flushed by CO,
to exclude O, from the system.

The advantages of the Hungate roll tube system include
(1) good anaerobiosis with minimum investment, (2) unit
operation for convenience of small sample numbers; and
(3) ease of observation of colonies and isolation of cultures
for further studies. Disadvantages include (1) time re-
quirement for large number of samples; (2) need for man-
ual dexterity; and (3) occasional failure of some tubes to
achieve anaerobiosis.

Anaerobiosis Tube Systems

Ogg et al. (54) designed a tube with double wells so that
agar with cultures can be introduced into the tube and
form a thin film. Anaerobiosis is initially achieved by boil-
ing and autoclaving of the medium. By the action of re-
ducing agent in the medium and minimum reabsorption of
O, due to the design of the tube (commercially called the
Lee tube), good anaerobiosis is maintained in the system.
The glass cylinder forming the inner wall (the inverted
smaller tube) makes it easy for enumeration and obser-
vation of colony morphologies. The Lee tube has the ad-
vantage of ease of operation and low operating cost (no gas
or special equipment needed). The disadvantages include
(1) difficulty in picking isolates from the agar; (2) difficulty
in cleaning the tubes; and (3) fragility of the system.

Fung and Lee (41) developed a double-tube system for
anaerobic cultivation of bacteria from foods. It consists of
a glass tube (15 X 1.0 cm o.d.) placed into a larger glass
tube (15 X 1.5 cm o.d.) with anaerobic agar (designed for
specific organisms) and culture sandwiched between the
two tubes. The screw cap of the larger tube when closed
seals the system and makes it anaerobic. Anderson and
Fung (29) were successful in cultivating strict anaerobic
rumen microbes, such as Megasphaera elsdenii, Butyrivi-
bro fibrisolvens, Clostridium perfringens, Eubacterium li-
mosum, and anaerobes from beef and poultry. Ali et al. (31)
successfully used this system to isolate C. perfringens from
meat. Aramouni et al. (32) used the double-tube system to
study C. sporogenes in home-style canned quick bread. The
advantages of the system include (1) ease of operation; (2)
inexpensive and ease for cleanup; (3) ease of enumeration
and observation of cultures; (4) ease of obtaining colonies
(by removing the inner tube and pick colonies); and (5) flex-
ibility and ease of adaptation by other laboratories. Dis-
advantages include (1) operation of samples in the open
environment and (2) occasional breakage of agar by gas-
producing organisms.

Biological Membrane Fragments

A novel method using biological materials to achieve an-
aerobiosis was developed by Adler and Crow (26). Sterile
suspensions of membrane fragments derived from Esche-
richia coli were able to remove oxygen rapidly and effi-
ciently as a result of the presence of a cytochrome-based
electron transport system that transfers hydrogen from
suitable donors in the bacteriological media to oxygen and
produces water as an end product. The membranes are sta-
ble, nontoxic, and active in both liquid and solid media.
The history of the development of this concept and manu-
facturing of membrane fragments were described recently
by Adler and Spady (27). The commercial product is named
Oxyrase and marketed by Oxyrase Inc. (Mansfield, Ohio).
Fung et al. (42) described the use of Oxyrase to stimulate
the growth of Listeria monocytogenes, Campylobacter je-
juni, E. coli 0157:H7, etc. to high numbers (10® CFU/mL)
so that secondary detection methods such as polymerase
chain reaction (PCR), enzyme-linked immunosorbent as-
say, and DNA/RNA probes can detect the presence of these
facultative anaerobic pathogens much faster for food safety
concerns. Fung et al. (42) also detailed the use of Oxyrase



and membranes derived from Acetobacter and Glucono-
bacter to stimulate the growth of starter cultures to pro-
duce fermented food faster. Claerbout (34) described the
applications for bacterial membrane fragments in sterile
pharmaceutical quality control. Thurston and Gannon (58)
made a detailed comparison between Oxyrase anaerobic
agar plates and conventional anaerobic chambers for the
isolation and identification of anaerobic bacteria from
clinical infections and concluded that Oxyrase is a valuable
compound for anaerobic cultivation of bacteria.

The future of membrane fragments for anaerobic culti-
vation of microorganisms from food, clinical, industrial,
and environmental samples is very bright.

METHODS OF IDENTIFICATION

The identification of anaerobes is a concern for applied mi-
crobiologists. Classic methods for identification can be
found in Bergey's Manual of Systematic Bacteriology, Vol-
ume 1 (50). A variety of rapid and automated methods in
microbiology have been developed for the isolation, enu-
meration, and identification of microorganisms (37), and
many of these new methods can be adapted to anaerobic
bacteriology. Identification of anaerobes can be achieved by
the following methods and procedures: conventional meth-
ods, miniaturized methods, commercial diagnostic Kits,
physical and biochemical methods, immunological meth-
ods, and PCR and related methods.

Conventional Methods

Identification of microorganisms using conventional pro-
cedures is summarized in Table 1 (38). For anaerobes, the
most important aspect is to have all the liquid and solid
media incubated in anaerobic environments, as described
in the previous section. After the reactions are obtained,

Table 1. Needed Information for Identification of
Microorganisms

Morphology under magnification and on agar plates

Gram reaction and special staining properties

Biochemical activity profile and special enzyme systems

Pigment production, bioluminescence, chemiluminescence, and
fluorescent compound production

Nutritional and growth-factor requirements

Temperature and pH requirements and tolerance

Fermentation products, metabolites, and toxin production

Antibiotic sensitivity pattern (antibiogram)

Gas requirements and tolerance

Genetic profile; DNA/RNA sequences and fingerprinting

Pathogenicity to animals and humans

Serology and phage typing

Cell wall, cell membrane, and cellular components

Growth rate and generation time

Ecological niche and survival ability

Motility and spore formation

Extracellular and intracellular products

Response to electromagnetic fields, light, sound, and radiation

Resistance to organic dyes and special compounds

Impedence, conductance, and capacitance characteristics

Source: Adapted from Fung (38).
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microbiologists will determine the identities of the cultures
by a variety of schemes, charts, and flow diagrams. The
conventional method is time consuming and highly depen-
dent on the knowledge and skill of the microbiologist in-
volved.

The morphology is one of the important considerations
in identifying microorganisms by conventional methods.
Under the microscope, the morphology of anaerobic micro-
organisms are similar to the aerobic counterparts. The
morphology of bacteria are rod-shaped, coccal-shaped, and
spiral-shaped organisms. An example of a sporulating an-
aerobic rod-shaped bacterium, C. perfringens, is presented
in Figure 1. There are also other bacteria that are pleo-
morphic (variable shapes depending on growth conditions).
The morphology of yeast and mold are similar to the aer-
obic counterparts. Morphology of an anaerobic protozoa,
Isotricha prostoma, is presented in Figure 2.

Miniaturized Methods

Fung and Hartman (40) developed a variety of miniatur-
ized microbiological methods for the identification and
enumeration of aerobic bacteria. The entire concept and
system were adapted for miniaturized anaerobic bacteri-
ology simply by operating the procedures in an anaerobic
chamber (60,61). Guy Miller and T.G. Nagaraja at Kansas
State University (personal communication, 1987) found
that miniaturized techniques could be used for studying
rumen bacteria effectively. The advantages of miniaturized
techniques are savings of material, space, time of incuba-
tion and operation, and labor. Another advantage is the
flexibility of the system to be able to adapt to many differ-
ent laboratories, especially for environmental and indus-
trial settings where commercial diagnostic kits are not
available for specialized organisms.

Commercial Diagnostic Kits

Around the beginning of 1970s with the advancement of
miniaturized microbiological techniques and concepts de-
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Figure 1. Morphology of Clostridium perfringens under 1,000X
light-phase-contrast microscopy. This is a gram-positive, rod-
shaped, anaerobic, spore-forming bacterium that causes large
numbers of foodborne outbreaks and cases in the world. The dark

rod-shaped cells are vegetative bacteria, and the bright refractile
oval objects are spores developed in the vegetative cells.
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Figure 2. Morphology of Isotricha prostoma, under 100X light-
phase-contrast microscopy. This is an anaerobic protozoan an im-
portant member of the ruminal flora in cattle. Source: Courtesy of
T. G. Nagaraja of Kansas State University.

veloped by Fung and colleagues and other scientists, many
diagnostic Kits appeared on the market mainly for clinical
microbiology. These methods gradually found their ways
into food microbiology laboratories and sometime into in-
dustrial and environmental laboratories. Currently com-
mercially successful diagnostic kits are marketed toward
clinical settings. This may change if the need arises in the
near and far future. There are two major types of diagnos-
tic kits. One type depends on growth of the pure culture
and biochemical reactions obtained in the media. This type
of test is typically slow, requiring overnight incubation and
anaerobic incubation of cultures. Another type is by moni-
toring enzyme systems of the pure culture. In this system,
anaerobiosis is not necessary and the results can be ob-
tained in about 4 hours. Kelly and Schipp (49) made a de-
tailed analysis of the approaches and designs of anaerobic
diagnostic kits, including discussions on substrate concen-
tration, organism concentration, pH of reaction, buffering
capacity, additives, incubation time, and growth medium
for the identification of anaerobes. In that article, impor-
tant variables affecting system performance and issues
concerning comparative analysis of data reported in jour-
nal articles were also studied. To compare data reported in
the literature, one needs to address the issues such as
source of strains, database version, the “gold standard,”
number of species/strains tested, need of supplementary
tests, and accuracy. In general, a diagnostic kit providing
90 to 95% accuracy compared with the conventional
method is considered good. Any system with less than 85%
agreement with the conventional method is considered un-
acceptable.

The major growth-dependent commercial kits for an-
aerobes are APl 20A, marketed by bioMerieux Vitek Inc.,
Hazelwood, Mo., and Minitek Anaerobe system, marketed
by BBL Microbiology Systems, Cockeysville, Md. The API
20A kit consists of 20 microtubes with dehydrated sub-

strates. A liquid suspension of a pure culture is made and
then introduced into each microtube. The kit is then in-
cubated anaerobically, and after 1 to 2 days the reactions
are read and data recorded in a convenient chart. The re-
sults are converted into a humber system. From a code
book the identity of the culture can be ascertained. These
types of results provide a statistical probability of the un-
known culture by comparing the attributes in the comput-
erized database. Thus, an organism may be identified as
C. perfringens at 0.9500 level. Sometimes the printout may
include requests for additional tests, and in some cases the
organism may be given two identifications with probability
of each listed. This general format of identification is used
by all commercial diagnostic Kits.

Minitek Anaerobe Il uses paper disks saturated with
substrates. Thirty-five disks are available. After a suspen-
sion of the pure culture is made, the liquid is dispensed
into wells of the units containing the appropriate disks.
The assemblage is incubated anaerobically for 2 days. Re-
actions are read by color changes and recorded. The iden-
tity of the unknown can be obtained by following the pro-
cedure outlined for the API system.

Use of enzyme test systems include Rapid ID 32A
(bioMerieux), AN-Ident (bioMerieux), RapID ANA Il (IDS
Inc., Norcross, Ga.), Vitek ANI Card (bioMerieux), and
MicroScan Rapid Anaerobe Panel (Baxter Diagnostic, Sac-
ramento, Calif.). All these methods are incubated aerobi-
cally because enzyme activities will not be influenced by
the presence of air. Rapid ID 32A and RapID ANA Il are
similar in that the cultures are made into a liquid suspen-
sion, and the liquid is inoculated into microwells. After 4
hours, the color reactions are read and the identities are
ascertained from a code book. Vitek ANI Card involves in-
jection of liquid sample into a plastic card that is the size
of a credit card with 30 wells. After 4 hours of incubation,
the results are read and data are entered into the ANI
program on the VITEK computer. Identification is made
by the computer. In the MicroScan Rapid Anaerobe Panel
system, the culture is inoculated into 24 substrates and
two color interpretation controls. After 4 hours of aerobic
incubation and addition of reagents, the panels are read
either manually or with the aid of a Touchscan light box.
Data are then interpreted by computer for identification.

It should be emphasized that the aforementioned sys-
tems are designed for clinical bacteriology. Identifications
of unknowns from environmental, food, and industrial
sources may not be as accurate because the databases of
these systems are from clinical isolates.

Physical and Biochemical Methods

Physical and biochemical analysis of components of cells
and metabolites of cells have also been used for identifi-
cation of anaerobes. Fingerprinting techniques have been
explored to identify anaerobes by matching profiles from
unknown cultures with known profiles in the data base.
One such approach is the gas-liquid chromatography
method popularized by the VPI Anaerobic Laboratory (45).
Mitruka (51) provided a detailed discussion on this
method. The Hewlett-Packard company developed a pro-
cedure to fingerprint the fatty acid profiles of microorgan-



isms, including anaerobes, using a high-performance lig-
uid chromatography technique. The AMBIS system
involves computer-integrated fingerprinting of electropho-
retically separated labeled proteins of bacteria to match
profiles of unknowns versus knowns. In all these systems,
these cultures must be pure and grown anaerobically be-
fore accurate identification can be made. Again, the data-
base must be from the appropriate sources for the identi-
fication to be accurate.

Immunological Methods

Microorganisms have specific antigen properties, and
many of these antigens can elicit the production of anti-
bodies in animals. With the appropriate antibodies, one
can then use the antibodies to identify the unknown by
antigen—antibody reactions. Historically, polyclonal anti-
bodies have been used for detection and characterization
of bacteria. More recently, monoclonal antibodies have
been used for the reactions. Both types of antibodies are
useful for anaerobic microbiology. The reactions can be ag-
glutination of cells directly with antibodies or indirect ag-
glutination of antigens reacting with antibodies fixed on a
variety of support systems, including blood cells, latex
beads, plastic steel balls, etc. The most popular format of
antigen—antibody reactions used is ELISA. In this test, the
antibody is fixed on a support surface and the antigen is
captured. A second antibody then reacts with another site
of the antigen. The second antibody is conjugated with an
enzyme. A substrate is then applied, and if the enzyme is
present a color reaction will occur. The intensity of the
color reaction will indicate the presence of the antigen. A
cutoff color intensity is established to indicate a positive
or negative test of the presence of the antigen. At first, this
test was done manually, but recently, it has been com-
pletely automated. The analyst presents the instrument
with a suspect sample, and the instrument will automat-
ically complete the test with a computer printout.

An exciting new development in immunological analy-
sis is the field of immunomagnetic capture technology. In
this technology, beads are magnetized and then antibodies
or other capture particles are attached on the surface of
the beads. Antibodies against whole cells, antigens, and
other target particles are fixed on the beads. The charged
beads are then introduced to a broth or food sample to in-
teract with target bacteria or other molecules. In this
phase, the sample is mixed thoroughly with the charged
beads tumbling in the liquid food to interact with target
organisms. After the interaction, a powerful magnet is ap-
plied to the side of the reaction tube. The magnet holds all
the beads with or without captured organisms. The rest of
the debris is discarded, and the beads are released and
washed. The captured organisms can be subject to growth
in a special broth or agar, or these may be used for further
immunological reaction, PCR, DNA/RNA reactions, or
other tests.

PCR and Related Methods

DNA and RNA hybridization tests have been developed to
detect organisms whose specific gene sequence of interest
is known. At first, radioactive compounds were used to re-

ANAEROBES 141

port the hybridization, but recently, the reaction has been
reported by enzyme and color reactions. The truly revolu-
tionary development in genetic type of identification of mi-
croorganisms is in the field of PCR technology. In this tech-
nology, the gene sequence of the organism of interest (an
anaerobe, for example) is known at the DNA level. A piece
of the DNA can be unfolded by heat, and after cooling of
the unfolded DNA, two primers will interact with specific
regions of the single DNA strands. A heat-stable polymer-
ase will complete the complementary strand in the pres-
ence of nucleotides from the 3’ end and the 5’ end. Thus,
in one cycle, one DNA molecule will become two, and after
another cycle, two will become four, etc. In about 2 hours,
one molecule of DNA can be amplified to 108. To use this
technology, the genetic sequence of the target organism
must be known, and the appropriate primers must be de-
veloped for successful use of this powerful tool. There are
many new variations of this technology, such as the search
for a cold amplification method to bypass the heating cycle
and the development of an ELISA-type detection scheme
to bypass the need to do electrophoresis of PCR products.

Another technology is called ribotyping. In this tech-
nology, the DNA of a target organism is extracted from the
cells, an appropriate enzyme or a collection of enzymes is
then used to cut the DNA. The DNA fragments are then
separated by electrophoresis, and the pattern of the bands
are photographed and quantified, resulting in special fin-
gerprints.

The fingerprints can be matched with fingerprints of
known cultures for identification of unknowns. One added
feature is that for certain organisms (e.g., E. coli) there are
different fingerprints, even for the same organism. This
becomes very important when one wants to trace the oc-
currence of an organism in the case of an outbreak of food-
borne disease. For example, finding E. coli O157:H7 in sev-
eral foods and the environment in an outbreak is not good
enough to trace the etiology of the outbreak. With ribotyp-
ing, the culprit E. coli O157:H7 can be traced to a partic-
ular food by matching the ribotyping pattern of the strain
that caused the outbreak with the origin of the strain in
certain foods or in the environment. This will help pinpoint
the source of the infection. Dupont’s Qualicon Division is
leading the way for the development and commercializa-
tion of this technology.

There are, of course, many other methods for identifi-
cation of unknowns, such as impedance, conductance, ca-
pacitance, pyrolysis pattern, microcalorimetry, flow cytom-
etry, etc. Automated Microbial Identification and
Quantitation: Technologies for the 2000s, an excellent re-
cent reference book edited by Olson (55), highlights many
of these developments. There will be an explosion of tech-
nologies in applied microbiology in the near future that
will directly and indirectly influence the enumeration,
characterization, isolation, and identification of anaerobes.

INDUSTRIALLY IMPORTANT STRAINS AND PRODUCTS

Many products are or have been produced by fermentation
in commercial quantities (2—-4). Food products, industrial
bulk chemicals, solvents, enzymes, and amino acids are
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produced with the help of anaerobic microorganisms. In
this work, the emphasis is on those processes carried out
by anaerobes, which generally means that important path-
ways yield useful products under conditions where oxygen
is not required. However, oxygen is present in modest
quantities to enhance microbial growth in some cases. Al-
ternative manufacturing processes have been developed
for some products; they can be produced by fermentation
and by chemical processes that do not require microorgan-
isms. Often these products are made by a microbial process
in some countries and a chemical process in other coun-
tries; both processes may be used in the same country as
well. The choice may depend on local raw materials, taxes,
and scale of operation; often local economics determines
which process is used.

Table 2 lists several compounds produced by anaerobes
and some of the microorganisms that can produce signifi-
cant quantities of the product. The pathways by which
these products are produced have been investigated; many
of the well-known industrially important pathways such
as the Embden-Meyerhof-Parnas pathway are described in
detail elsewhere (2,6,7). Ethanol is produced in large quan-
tities for use as a motor fuel in several countries (2,68).
Methane is often produced by mixed cultures as a product
of anaerobic digestion of waste materials. Lactic acid is

Table 2. Anaerobic Fermentation Products and
Microorganisms That Can Produce Significant Quantities
of the Product

Product Microorganism

Methanobacterium
Methanococcus
Methanosarcina
Methanobrevibacter
Methanospirillum
Clostridium thermoaceticum
Saccharomyces cerevisiae
Saccharomyces uvarum
Saccharomyces carlsbergensis
Zymomonas mobilis
Clostridium thermocellum
Lactobacillus

Streptococcus (Lactococcus)
Leuconostoc

Pediococcus

Clostridium propionicum
Clostridium tetanomorphum
Clostridium acetobutylicum
Clostridium beijerisckii
Clostridium acetobutylicum
Enterobacter aerogenes
Bacillus

Serratia

Erwinia

Aerobacter

Clostridium butyricum
Clostridium tyrobutyricum
Clostridium acetobutylicum
Clostridium beijerinskii
Clostridium tetranomorphum

Methane

Acetate
Ethanol

Lactic acid

Propionate
Acetone
Isopropanol

Acetoin
Butanediol

Butyrate

Butanol

Source: Linden et al. (5).

widely produced in food fermentations where milk, meat,
or vegetables are fermented. Table 3 lists some of the many
food fermentations and microorganisms that are present
and active in these fermentations. Detailed descriptions of
food fermentations are given by Reed (3) and Steinkraus
(4). Flavors are introduced into fermented foods as a result
of the fermentation process (8); however, preservation is
often as important as flavor in food fermentations.

Knowledge of the biochemical pathways and the en-
zymes that facilitate the biochemical transformations is
needed to commercialize and optimize many anaerobic fer-
mentations. The control systems are often altered to over-
produce desired products. In the case of biodegradation, it
may be necessary to add plasmids that provide genetic ma-
terial necessary for a biodegradation pathway to function.
As new products such as gasoline oxygenates enter the soil
and water environment, microorganisms capable of bio-
degradation of methyl-tert-butyl ether (MTBE) have
evolved (67).

GROWTH AND PRODUCT FORMATION

Anaerobic growth and product formation are often inves-
tigated together when the product is growth associated. In
anaerobic fermentations, adenosine triphosphate (ATP)
needed for growth is often formed as a result of substrate
phosphorylation. Products such as ethanol are produced
because the organism is growing and needs ATP for syn-
thesis of microbial cell mass. Mass balances and yield pa-
rameters that describe growth and product formation can
be written in terms of the mass of substrate, biomass, and
product or in terms of the equivalents of available electrons
of each of these.

Consider the anaerobic production of a simple product,
such as ethanol, by anaerobic fermentation. The chemical
balance equation is as follows:

CH,O, + aNH; = y,CH,O,N, + zCH,O.N,
+ cH,0 + dCO, (1)

where CH,,0,, CH,O,N,, and CH,O,N; give the elemental
compositions of the carbon, hydrogen, oxygen, and nitro-
gen in the substrate, biomass, and extracellular product,
respectively. For glucose as substrate, m = 2 and | = 1,
for ethanol as product, r = 3, s = 0.5, and t = 0. For the
valencesC =4, H =1,0 = —2,and N = —3, the avail-
able electron balance (2,9) is

= 1.0 @)

or
n+<¢ =10 (©)]

where y is the reductance degree (2,9) and the subscripts
s, b, and p refer to substrate, biomass, and product, re-
spectively.

Luedeking and Piret (10,11) reported that product for-
mation kinetics and growth kinetics were related; product
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Product

Microorganisms

Reference

Yogurt

Sauerkraut

Cucumber fermentation (pickles)

Sausage

Bread and sourdough bread

Cheddar cheese

Swiss cheese

Blue cheese

Camembert cheese

Cottage cheese

Acidophilus milk

Kefir

Buttermilk and sour cream

Wine

Beer

Soy sauce

Miso

Tempeh

Streptococus thermophilus

Lactobacillus bulgaricus

Enterobacter cloacae

Erwinia herbicola

Leuconostoc mesenteroides

Lactobacillus brevis

Lactobacillus plantarum

Pediococcus cerevisiae

Lactobacillus brevis

Lactobacillus plantarum

Pediococcus cerevisiae

Leuconostoc mesenteroides

Lactobacillus

Leuconostoc

Pediococcus

Saccharomyces cerevisiae

Lactobacillus

Candida milleri

Leuconostoc mesenteroides

Saccharomyces cerevisiae

Streptococcus (Lactococcus) cremoris

Streptococcus (Lactococcus) lactis

Lactobacillus bulgaricus

Streptococcus thermophilus

Propionibacterium shermanii

Streptococcus (Lactococcus) lactis

Streptococcus (Lactococcus) cremoris

Penicillium roquiforti

Streptococcus (Lactococcus) lactis

Streptococcus (Lactococcus) cremoris

Penicillium camemberti

Streptococcus (Lactococcus) lactis

Streptococcus (Lactococcus) cremoris

Lactobacillus acidophilus

Streptococcus (Lactococcus) lactic

Streptococcus (Lactococcus) cremoris

Torula or Candida yeast

Streptococcus (Lactococcus) lactis, (including subspecies
diacetylactis)

Streptococcus (Lactococcus) cremoris

Leuconostoc cremoris

Saccharomyces cerevisiae

Saccharomyces uvarum

Other Saccharomyces

Saccharomyces cerevisiae

Succharomyces uvarum

Asperigillus oryzae

Saccharomyces rouxii

Torulopsis versatilis

Pediococcus soyae

Pediococcus halophilus

Saccaromyces rouxii

Torulopsis

Streptococcus faecalis

Rhizopus oligosporus

2

2,3

21
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formation was modeled using a growth-associated term
and a maintenance-associated term; that is,

dP dX
i aa + pX (4)

where X is biomass concentration and P is product concen-
tration. Growth is dependent upon the availability of sub-
strate according to the Monod model

d

x

o HmaxS
=u

T K.+ S ©)

X| =
o

t

Here S is substrate concentration, u is specific growth rate,
Umax 1S maximum specific growth rate, and K, is the satu-
ration constant. The organism uses substrate for growth
and maintenance as follows:

ds 1 dX
- = _— — + mX
dt  Y! dt Ms ©)

where Y32 is the true growth yield corrected for mainte-
nance and my is the maintenance coefficient. In this pro-
cess, the product formation kinetic parameters and the
bioenergetic parameters are related. Equation 6 may be
written as (2)

f-oim, @)
n Mmax
and equation 4 becomes
u,. _u
Egp:;(l_n):aeﬂ'i_ﬁe ®

if the following relationships are used (2)

Os)s GpYp

me = ﬁe = mg = (9)
Ob)b Opb)b
1 asy a,Y
=+ 1=—_=PP 11 (10)
HNmax ¢ apybY X Oplb

The true growth yield in equation 7 must satisfy the re-
lationship (2)

(opys/12)Y 355

= 11
e = (G IOV REE + 6 h

where Y 225 is the true growth yield based on ATP, ¢ is the
equivalents of available electrons transferred to products
to produce 1 mol of ATP from ADP, and g, is the weight
fraction carbon in biomass. Information on the theoretical
maximum yield with respect to ATP and the value of ¢ for
a particular fermentation allows one to estimate the range
of values of the growth-associated kinetic term in the prod-
uct formation model. For 6 = 12 equivalents of available
electrons per mole of ATP generated, Y235 = 28.8 g cells

per mole ATP, g, = 0.462, and y, = 4.291; n,,ax = 0.283
and a, = 2.52.

Product formation is directly linked to the specific
growth rate, true growth yield corrected for maintenance,
and the maintenance coefficient as shown in equations 1
to 11. Equation 3 shows that the product yield is related
to the biomass yield; the largest product yields are ex-
pected when the cells are using carbon and energy pri-
marily for maintenance and nearly all the available elec-
trons are being converted to product. When oxygen is
present, some of the available electrons in the carbon sub-
strate are transferred to oxygen, and the product yield is
reduced accordingly.

Growth Kinetics, product formation rates, and product
yields are affected by temperature, pressure, water activ-
ity, osmolality, oxidation—reduction potential, bioenerget-
ics, and the concentrations of organic substrate, inorganic
nutrients, biomass, hydrogen ions (pH), carbon dioxide,
products, and electron acceptors such as oxygen, nitrate,
and sulfate (2).

BIOENERGETICS AND PRODUCT YIELDS

The product yields under anaerobic conditions depend on
the operating conditions and the fermentation pathway for
the selected strain of microorganisms. Equations 2 and 7
can be rearranged as follows:

u
n=—-—"—- (13)
max + Mg

If equation 13 is substituted into equation 12, one obtains

7

G=1- 4
P Whimax + Mg

(14)

Equation 14 indicates that the product yield is a function
of the biomass true growth yield, which depends on the
growth yield with respect to ATP and the efficiency with
which ATP is formed through substrate phosphorylation.
The product yield also depends on the values of the main-
tenance coefficient and specific growth rate. Table 4 shows

Table 4. Effect of ATP Yield, True Growth Yield,
Maintenance Coefficient, and Specific Growth Rate on
Biomass Yield and Product Yield

YRR s Hmax m, u 7 &P
28.8 12 0.283 0.1 0 0 1.0
28.8 12 0.283 0.1 0.1 0.221 0.779
28.8 12 0.283 0.1 0.2 0.248 0.752
28.8 12 0.283 1.0 0.1 0.0739 0.926
105 12 0.126 0.1 0.1 0.112 0.888
10.5 12 0.126 1.0 0.1 0.056 0.944
105 24 0.0674 0.1 0.1 0.063 0.937
10.5 24 0.0674 1.0 0.1 0.040 0.960

#Values estimated from equation 11.
bValues estimated from equation 14.



how the true growth yield varies with the growth yield
with respect to ATP and the number of moles of available
electrons of substrate required to produce 1 mol of ATP
according to equation 11. It also illustrates how the prod-
uct yield varies as a function of specific growth rate and
maintenance coefficient. The product yield decreases as
the specific growth rate increases. As values of the main-
tenance coefficient increase, the product yield increases
also.

Estimated values of the true growth yield and mainte-
nance coefficient are presented in the book by Erickson and
Fung (2) for several sets of experimental data reported by
a variety of investigators. Selected values are presented in
Table 5. These values are within the expected range of val-
ues based on theoretical yields and known pathways; how-
ever, not all of the estimated values reported by Erickson
and Fung (2) are below the estimated theoretical yield. It
is common to have experimental error because of the dif-
ficulty of making measurements. When data consistency
is checked by making carbon and available electron bal-
ances and yields are compared with theoretical yields, it is
possible to identify experiments where errors are present;
however, it is not always possible to determine which par-
ticular measurements have the largest errors associated
with them. When errors are present in the data, the co-
variate adjustment method (2) should be used in data anal-
ysis.

The results in Tables 4 and 5 may be related to meta-
bolic pathways. The Embden-Meyerhof-Parnas pathway
commonly produces 2 mol of ATP per mole of glucose (0 =
12 equivalents of available electrons per mole of ATP gen-
erated), whereas the Entner-Doudoroff pathway produces
1 mol of ATP per mole of glucose (6 = 24). Zymomonas
mobilis has the Entner-Doudoroff pathway; thus, the lower
values of true growth yield in Table 5 are expected. As
shown in Table 4, the product yield is predicted to be larger
for Z. mobilis.

ANAEROBIC DIGESTION AND BIODEGRADATION

Anaerobic digestion is widely used in wastewater treat-
ment to degrade the solids from primary and secondary
treatment. Anaerobic processes are also applied in the
treatment of industrial effluents and in bioremediation of
contaminated soil and ground water. Although environ-
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mental microorganisms have been functioning and serving
the needs of humans for a very long time, the commercial-
ization and engineering of this aspect of bioprocess tech-
nology was started after the discovery of microorganisms.
Wastewater treatment is the second oldest bioprocess tech-
nology after food processing.

Anaerobic degradation processes depend on the electron
acceptors that are present. Stouthamer (13) points out that
when several electron acceptors are present, the microor-
ganism selects the electron acceptor that yields the largest
amount of energy by repressing the formation of reductase
enzymes for the other electron acceptors. Table 6 gives the
standard free energy changes for oxidation of acetate with
oxygen, nitrate, sulfate, and water as electron acceptors,
respectively. When oxygen is present, aerobic processes are
observed and anaerobic processes are generally absent un-
less there are spatial regions or time periods where oxygen
is absent. Nitrate is the electron acceptor of choice when
oxygen is absent, and when nitrate and oxygen are both
absent, sulfate is the favored electron acceptor. Methane
production, which occurs when water is the electron accep-
tor, is generally inhibited if sulfate is present. Stouthamer
points out that other electron acceptors may participate,
including other oxidized forms of nitrogen and fumarate.

Many bacteria have been found that can use nitrate as
the terminal electron acceptor. The first product of nitrate
respiration or nitrate reduction is formation of nitrite,
which can be further used as an electron acceptor by many
microorganisms. In denitrification, the end product of fur-
ther reduction is nitrogen gas; however, in other cases the
end product is ammonia. Stouthamer (13) reviewed the en-
zymology and bioenergetics of nitrate reduction.

Sulfate-reducing bacteria include Desulfovibrio, Desul-
fobacterium, Desulfotomaculum, Desulfococcus, Desulfos-
arcina, Desulfomonile, Desulfonema, Desulfoarculus, De-
sulfobulbus, Desulfobotulus, and Desulfobacula (19). For
these genera, many species have been described in the lit-
erature (13,14,19). These organisms have great diversity
in biochemical properties, and they can completely oxidize
a variety of organic substrates.

Methanogenic bacteria are widely found under anaer-
obic conditions in nature. Methane is produced in soil,
landfills, anaerobic digesters, rumens of animals, and
many other places. In anaerobic digestion, methanogenic
bacteria are found together with hydrolytic fermentative
microorganisms and syntrophic acetogenic bacteria. The
hydrolytic fermentative organisms, which include eubac-

Table 5. Estimated Values of m, and 5, for Selected Experiments

me Nmax Organism Substrate Product

0.896 0.164 Saccharomyces cerevisiae Glucose Ethanol

1.791 0.0835 Zymomonas mobilis Glucose Ethanol

3.264 0.078 Zymomonas mobilis Glucose Ethanol

0.078 0.281 Lactobacillus delbruekii Glucose and yeast extract Lactic acid

0.112 0.308 Lactobacillus delbruekii Glucose and yeast extract Lactic acid

0.491 0.267 Lactobacillus delbruekii Glucose Lactic acid

0.396 0.206 Lactobacillus bulgaricus 3% Nonfat dry milk Lactic acid

0.286 0.230 Clostridium acetobutylicum Glucose Acetone, butanol, ethanol, butyrate

Source: Data reported by Oner et al. (12).
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Table 6. Standard Free Energy Changes per Equivalent
of Available Electrons for Oxidation of Acetate with
Various Electron Acceptors

Electron acceptor Free energy change (kJ/equiv)

Oxygen —106
Nitrate -99
Sulfate -6
Water -4

Source: Stouthamer (13).

teria, fungi, and often protozoa, produce fermentation
products such as ethanol, lactate, butyrate, succinate, and
acetate. The acetogenic bacteria (Pellobacter, Desulfovi-
brio, Syntrophobacter, Clostridium, Syntrophomonas, and
others) (16) produce acetate, formate, bicarbonate and hy-
drogen from the ethanol, lactate, butyrate, and other or-
ganic acids and alcohols with more than two carbons. The
methanogenic bacteria use the acetate, formate, and hy-
drogen as substrates. In anaerobic digesters, about 75% of
the available electrons in the complex organics are first
transformed to fermentation products other than acetate,
formate, and hydrogen, which make up the remaining
25%. More than 60% and as much as 72% of the available
electrons is converted to acetate, which is then used by
methanogens to form methane. More than 25% of the
available electrons are converted to hydrogen before being
incorporated into methane (2). Thiele and Zeikus (15) and
Thiele (16) reviewed mixed culture interactions in meth-
anogenesis and provided information on selected anaerobic
microorganisms that are active in anaerobic digestion.

Many microorganisms that are active in environmental
microbiology have been studied and described; however,
each year many new organisms are described for the first
time (17). New anaerobic treatment processes for specific
applications, such as nitroaromatic munitions compounds,
are being developed (18). Although anaerobic processes are
often slower than aerobic processes, they have been found
to be economically attractive in a wide variety of applica-
tions.

MIXED CULTURES

Mixed cultures are used extensively in food fermentations
and in biodegradation of complex substances. Mutualism,
commensalism, amensalism, competition, and prey—
predator relationships are the main interactions observed
in mixed cultures (16). Mutualism occurs when both spe-
cies benefit from the interaction, whereas commensalism
describes processes where only one species benefits and the
other is not affected. Amensalism occurs when one species
restricts another, whereas competition affects both species
because of nutrient limitations. The predator consumes
the prey in prey—predator interactions. In actual situa-
tions, more than two species are often present, and several
types of interaction may be taking place.

In the recent book on mixed cultures by Zeikus and
Johnson (20), most of the contributions are related to ei-
ther food fermentations or environmental microbiology.

There are food fermentation chapters on bread, milk, ori-
ental foods, wine, and vegetables and environmental mi-
crobiology chapters related to degradation of polysaccha-
rides, methanogenesis, detoxification of hazardous waste,
corrosion, and leaching processes in mineral biotechnology.

In San Francisco sourdough bread, Lactobacillus san-
francisco ferments only the maltose, whereas Candida mil-
leri uses all the other free sugars but not maltose. Lactic
acid, acetic acid, and carbon dioxide are the main products
of the fermentation; however, small amounts of propionic,
isobutyric, butyric, a-methyl-n-butyric, isovaleric, and val-
eric acids have been found in commercial San Francisco
sourdough breads (21).

Anaerobic cellulose degradation is accomplished by a
mixed culture of Clostridium cellulolytic bacteria that pro-
duce cellobiose, glucose, and cellodextrins; fermentative
bacteria that produce propionate, butyrate and other fer-
mentation products from glucose and other intermediates;
syntrophic acetogenic bacteria that convert the fermenta-
tion products to acetate, hydrogen, and carbon dioxide;
homoacetogens that convert hydrogen and carbon dioxide
to acetate; and methanogens that produce methane from
acetate, formate, and hydrogen (22). Leschine (22) reports
that Clostridium papyrosolvens grow mutualistically in co-
culture with a noncellulytic Klebsiella; C. papyrosolvens
hydrolyzes cellulose for the Klebsiella, whereas Klebsiella
excretes vitamins required by the C. papyrosolvens. The
soluble sugar products of cellulose hydrolysis provide sub-
strates for many noncelluloytic commensal organisms that
depend on the cellulolytic bacteria, but do not provide
known compounds in return.

In the natural environment, the human environment,
and even in the industrial environment, mixed cultures of
bacteria, yeast, mold, viruses, protozoa, nematodes, and
higher organisms live in antagonistic, cooperative, or inert
coexistence. Pure culture systems are the result of under-
standing of the fundamental role of microbes in a partic-
ular process and the isolation and cultivation of such cul-
tures for specific reactions. This section deals with
single-culture processes mixed pure-culture processes, and
mixed natural-culture processes, using food systems as ex-
amples. This information certainly can be applied to other
industrial and fermentation processes.

Other publications deal adequately with the subject of
single-cell process. The key success of single-culture pro-
cess is to provide the culture with a sterile substrate and
environment with no contamination during the process.
Single-cell process is a manmade situation classified as a
controlled process because the substrate is prepared and
processed in such a way as to minimize contamination. Ex-
amples of this type of process are wine making, beer mak-
ing, bread making, single-culture dairy product fermen-
tation, and vinegar production. The kinetics of growth and
product formation are easier to control and monitor.

Mixed Pure-Culture Process
For some processes, it is desirable to have more than one

pure culture for proper product development. The mixed
pure cultures can be a controlled mixture of bacterium



with bacterium or with a combination of yeast or mold, or
both. The relationships among these pure cultures during
growth become very complex.

Mixed Natural-Culture Process

In many situations, such as in nature and noncontrolled
fermentation, the flora in the process are mixed natural
cultures. The interactions of these microbes are even more
complex than those of mixed pure-culture process. The mi-
crobial successions in these processes follow a special se-
guence. If the products are treated properly, the desirable
cultures provide the characteristic end results. On the
other hand, if the conditions are not treated properly, the
process will fail.

Mixed Bacteria Interactions

An example of mixed pure bacterial culture fermentation
is yogurt fermentation, which typically uses Streptococcus
thermophilus and Lactobacillus bulgaricus. The interac-
tions are commensal. Figure 3 illustrates the development
of acidity of pure and mixed cultures of S. thermophilus
and L. bulgaricus in liquid. In mixed cultures, S. thermo-
philus grows faster at the beginning, reduces the pH by
lactic acid production, and also produces formic acid, which
is a stimulatory compound for L. bulgaricus. L. bulgaricus
produces amino acids that stimulate the growth of S. ther-
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Figure 3. Developed acidity of pure and mixed cultures of L. bul-
garicus and S. thermophilus. Open circles, S. thermophilus; closed
triangles, L. bulgaricus; open triangles, sum of developed acidity
of pure cultures; closed circles, mixed culture. Source: Reprinted
with permission from Journal of Food Protection and Marcel Dek-
ker, Inc. Reprinted from Reference 39, page 511, courtesy of Mar-
cel Dekker, Inc.
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mophilus. Higher acid production with mixed cultures was
obtained and compared to pure cultures, as can be seen in
Figure 3 (39,52). This is an example of commensalism in
mixed cultures. Details of the kinetics and mathematical
relationships of interactions between S. thermophilus and
L. bulgaricus are presented in an article by Fung et al. (39).

Mixed Bacterium and Yeast Interaction

Yeast is one of the most important organisms for industrial
use in alcoholic fermentation. Bacterial contamination
may occasionally occur during yeast fermentation, which
may pose serious problems for the fermentation industry.
This section deals with the interaction of Saccharomyces
cerevisiae with Acetobacter suboxydans or E. coli in mixed-
culture growth. S. cerevisiae was grown in mixed cultures
with either A. suboxydans or E. coli in a culture medium
and glucose at 28 °C. Growth was monitored by viable cell
counts of yeast and bacteria using selective agars, direct
count by microscopic reading of cells in a Petroff-Hauser
counting chamber, and electronic counts by the Coulter
counter. By selecting the appropriate threshold windows,
the electronic instrument can differentiate yeast count and
bacterial count in the same liquid. During the growth pe-
riod, pH values were monitored by a conventional pH me-
ter and glucose was determined by the Glucostat, a com-
mercial kit designed to detect glucose in solution. A
vinometer was used to measure alcohol level of the solu-
tion.

Figure 4 illustrates the interaction between S. cerevi-
siae and A. suboxydans as reported by Fung et al. (39). For
the yeast, both direct count and electronic count increased
with time. The direct count registered about 10 times more
cells than the electronic count. Because A. suboxydans does
not grow well in solid agar medium, viable cell count data
were not obtained. For A. suboxydans, the direct count in-
creased with time, but the electronic count increased to
about log 7.8 mL ™~ and then started to decrease. The de-
crease in number is due to the adhesion of many of the
bacterial cells to yeast cells. The electronic count cannot
differentiate these two populations in this condition. How-
ever, microscopic observations can ascertain the different
counts. The concentration of glucose completely disap-
peared in the first 10 h of yeast and bacterial interactions.
The pH of the medium first decreased and then stabilized
at pH 3. This is because of oxidation of alcohol (produced
by S. cerevisiae) by A. suboxydans to acetic acid, making
the reaction mixture acidic.

The interactions of yeast and E. coli (39) in Figure 5
show interesting contrasts compared with the yeast—
Acetobacter interaction. Growth of yeast as monitored by
viable cell count, direct count, and electronic counts all in-
creased with time. After reaching a stationary phase, vi-
able yeast count decreased, but direct count and electronic
count registered no reduction in numbers. A likely expla-
nation is that the former two biomass measurements
counted both live and dead cells, but the viable cell count
only registered living cells. After the stationary phase,
some of the yeast cells went through the death cycle. The
growth curves of E. coli showed an increase in the viable
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Figure 4. Interaction of mixed cultures of S. cerevisiae and A.
suboxydans in terms of cell numbers monitored by direct count
and electronic count as well as product formation (alcohol and acid
production. Source: Reprinted with permission from reference 39,
page 527, by courtesy of Marcel Dekker, Inc.

cell count and direct cell count. The electronic count
reached log 8 mL~! and then declined, exhibiting a trend
similar to that observed in the yeast—Acetobacter interac-
tions.

Alcohol contents increased to about 2%, and the pH first
dropped to around 4 and then rose to 6. This pattern differs
from that obtained from the interaction for yeast and Ace-
tobacter. E. coli cannot oxidize alcohol and thus did not
create large amounts of acid to counteract the basic me-
tabolites in the reaction vessel. This resulted in a medium
that reverted to a more alkaline state.

Mixed Bacteria and Mold Interaction

Another example of mixed culture interaction is ensilage
of crops. Dalamacio and Fung (35) and Dalmacio et al. (36)
studied the influence of ammonia on bacteria and mold
during ensilage of high-moisture corn. Bacteria were not
affected by ammonia treatment as much as mold at the
onset of the treatment. Bacterial populations remained de-
tectable after treatment of 1.0, 1.5, and 2% ammonia. How-
ever, no mold was detected for corn treated with 1.0, 1.5,
2.0% ammonia. Corn treated with 0.5% ammonia had high
bacterial and mold counts. After 2 months of storage, the

10
< -7
— s
T
9 =
—15
—4
N —
E 8 Alcohol 14E
) 29
@ <
e “0g
o
-
=
3
27
|
E. S.
6 coli cerevisiae
. o Coulter count
N A Viable count
= o Direct count
5 \ \ \ \ \

0] 10 20 30 40 50 60 70
Time (h)

Figure 5. Interaction of mixed culture of S. cerevisiae and E. coli
in terms of cell numbers monitored by direct count, electronic
count, and viable cell count as well as product formation (alcohol
and acid production). Source: Reprinted with permission from ref-
erence 39, page 528, by courtesy of Marcel Dekker, Inc.

bacterial population increased to more than 107 g~*. Mold
count increased to around 10* g ~* for the corn treated with
0.5% ammonia. After 4 months of storage, the bacterial
count reached saturation level (higher than 10° g~1) but
the mold population remained at around 10* or 10° g~ 1.
Not only did the bacteria and mold counts change in the
fermentation, but the genera of bacteria and mold also
changed concomitant to the fermentation stages. At the
beginning, most of the bacteria isolated were Bacillus, but
as the fermentation progressed most of the bacterial iso-
lates belonged to Lactobacillus.

At the beginning of the storage of ammonia-treated corn
(in the fall season), the predominant mold was Mucor,
which is considered a field mold. As the storage continued
into the cold winter, Penicillium isolates increased, and at
the end of the storage in spring, Scopulariopsis predomi-
nated. These successions occurred for a variety of reasons.
For example, the winter months favored the development
of Penicillium, which is cold tolerant. As temperature in-
creased in the spring, Penicillium population was over-
taken by Scopulariopsis, which can use complex nitroge-
nous foods better than Penicillium.

The aforementioned examples of microbial interactions
are just some of the typical interaction patterns in food and
in nature. Countless other interactions can occur. The



main point to emphasize is that mixed-culture interactions
are very complex, but scientists can use this knowledge to
optimize process control in obtaining desirable products in
food and industrial microbiological processes.
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INTRODUCTION

Anaerobes, in the simplest form, are microorganisms that
are unable to grow at the surface of a medium exposed to
air, where the oxygen may either be bacteriocidal or bac-
teriostatic. These organisms do not use oxygen for cata-
bolic reactions, and oxygen is not required for their sur-
vival. Anaerobes, with the exception of autotrophic
methanogenic and acetogenic bacteria, sulfur-metaboliz-
ing archaea, and sulfate-reducing bacteria, obtain their en-
ergy by fermentation, a redox process in which organic sub-
stances serve as electron donors and terminal electron
acceptors. Obligate anaerobes share two common charac-
ters: an extreme sensitivity to molecular oxygen, and a ca-
pacity to produce energy and perform essential biosyn-
theses without molecular oxygen. The sensitivity to O, is
extremely variable from one group to another, and evalu-
ation of O, sensitivity requires that all organisms be cul-
tivated under identical conditions, both for medium com-
position (including reducing substances) and gaseous
environment. The physiological, ecological, and genetic di-
versity of anaerobic bacteria makes them very interesting
organisms.



Unlike aerobic microorganisms whose anabolic features
are largely exploited for production of single-cell proteins,
antibiotics, and amino acids, anaerobes offer the potential
for utilizing catabolic features in the production of spe-
cialty and bulk chemicals, fuels, and unique enzymes that
are stable and active under extreme environmental con-
ditions. These properties of anaerobes make them highly
desirable for certain industrial uses. Today, a large body of
information is available on the metabolic diversity of an-
aerobes. Anaerobes seem to have adapted from the pri-
mordial atmospheric conditions to inhabit both moderate
and extreme environments with metabolic machinery that
is active from about O °C to over 100 °C, in very little salt
to saturated salt conditions, in highly acidic (pH < 2) to
alkaline (pH > 9) conditions, and even in the presence of
highly toxic chemicals. In this chapter, we will only cover
procaryotes and archaea, not anaerobic eucaryotes (i.e.,
yeasts and fungi). We will include examples of pure cul-
tures used to produce specific products and mixed cultures
or consortia used in environmental processes.

PHYSIOLOGY, BIOCHEMISTRY, AND MOLECULAR
BIOLOGY

Species Diversity

Knowledge about microbial diversity is essential in under-
standing the relationship between environmental factors
and metabolic functions. Such knowledge can be used to
assess the effects of environmental conditions on produc-
tion of microbial products. However, relatively little is
known about the entire spectrum of anaerobic bacteria
that may be of importance to various industries. What is
known about anaerobic species diversity is presented in
Bergey's Manual (1), where over 170 genera and over 800
species of anaerobic bacteria and archaea are described.

Cultivation of microorganisms greatly helps in deter-
mining the full complement of genetic and physiological
diversity of newly isolated species. Strains available in
pure and mixed culture can be examined to determine
what novel features they have, including those that might
be of special interest to industry. Thus, this aspect of mi-
crobial diversity is particularly important. Pure cultures
are suitable for determination of morphological, physiolog-
ical, and metabolic characteristics and commercial poten-
tial. The 16S rRNA sequence can provide a powerful means
to organize the phylogenetic relationships among different
microbial species in a meaningful way, but this analysis is
often considered too conservative to provide species-level
distinctions because any two different species can show
97-100% 16S rRNA sequence homology.

Initially, only mesophilic anaerobic species were iso-
lated and characterized from moderate environments. A
good example is the rumen, which provides a great variety
of anaerobic species with different metabolic properties.
However, in recent years, studies on microbial diversity in
extreme ecosystems, such as thermal springs and deep-sea
vents, have offered an unparalleled diversity in extremo-
phile communities. The Yellowstone National Park ecosys-
tem holds the world’s greatest diversity of accessible, ex-
treme microbial habitats. Not only are there temperature
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and pH extremes, but also areas with high levels of sulfur,
heavy metals, radionuclides, and UV radiation, as well as
a range of organic nutrients. Since oxygen solubility in wa-
ter decreases as the temperature increases, anaerobes are
common at the highest temperatures. Interest in novel mi-
croorganisms thriving under environmental extremes re-
flects a growing awareness of their value in biotechnolog-
ical and industrial processes. Not only are the enzymes and
metabolites often more stable, but in some cases, novel en-
zymes, not known in organisms from moderate habitats,
have been found in extremophiles (2,3).

The range of anaerobe diversity has proven to be ex-
traordinary. For example, following the discovery of the
deep-sea hydrothermal vents, hyperthermophilic anaer-
obes from hot springs and volcanic fields, as well as from
shallow and abyssal marine hydrothermal vents were
identified (4,5). Numerous Archaea have been identified
and classified (6), and some species produce enzymes that
have, or are expected to have, commercial utility (2,7).

Table 1 provides some examples of representative an-
aerobic bacteria and archaea that illustrate the spectrum
of anaerobic bacteria that live under extreme environmen-
tal conditions. The different ecophysiologies of these spe-
cies explain, in part, the great diversity among anaerobic
microorganisms, as it is the function of the organism or its
enzyme(s) and gene(s) that is practiced by industry.

Metabolic Diversity

Microbial diversity at the biochemical level is more impor-
tant from the industrial perspective. During the past de-
cade, molecular biological and genetic approaches have
come to dominate the study of microorganisms. Although
fruitful, exclusive reliance on such approaches poses both
practical and philosophical problems for microbiology. Af-
ter an early phase of discounting the importance of phys-
iology, people in industry are learning from the “biotech-
nology revolution” that gene cloning and biochemical
manipulations do not solve all the product-development
problems that may arise. Some of the more valued intel-
lectual benefits anticipated in the field will emerge from
understanding the physiology of peculiar and diverse mi-
croorganisms from unusual environments. As long as ox-
ygen is present as the electron acceptor, denitrification,
sulfate reduction, and methanogenesis are inhibited. De-
nitrification begins after consumption of oxygen, and sul-
fate reduction begins after consumption of nitrate. Finally,
methanogenesis occurs, which is partly a dissimilatory car-
bon dioxide reduction. The sequence of these reactions
agrees with the sequence of their free-energy changes,
which decrease from respiration to methanogenesis.
Table 2 lists some representative anaerobic bacteria
that display different metabolic types based on their cat-
abolic pathways. These different biochemistries explain, in
part, the great diversity of anaerobic microorganisms.

Methanogenesis. Methanogenic bacteria are strictly an-
aerobic archaea with a unique form of energy metabolism
involving the generation of methane. Biological methano-
genesis is an important component of the carbon cycle in
a variety of anaerobic habitats. It represents the terminal
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Table 1. Representative Bacterial and Archaeal Species of Anaerobic Extremophiles

Extremophiles Subgroup Optimal growth condition Representative species
Thermophile Moderate 60 °C < Ty, > 80°C Clostridium thermocellum
60 °C < Ty, >70°C Methanobacterium thermoautotrophicum
Hypher Tope =80 °C Thermotoga maritima
Pyrococcus furiosus

Halophile Moderate salinity [NaClJgpe = 1.8 M Desulfohalobium retbaense

High salinity [NaCl]ooe = 3.0 M Halomethanococcus doii
Acidophile pPHop: = 4.0 Sarcina ventriculi
Alkaliphile pPHope = 9.2 Methanohalphilus zhilinae
Syntrophile Grows with a metabolic partner Syntrophospora bryantii

(e.g., a methanogen or a sulfate reducer)

Toxophile Carbon monoxide as a substrate Clostridium ljungdahlii

Table 2. Potential Industrial Fermentation Products from Anaerobic Bacteria

Fermentation Concentration

product Substrate Typical species (g/L) Status Reference
Ethanol Glucose Zymomonas mobilis 84.5 Bench-scale Kesava et al. (8)
Paddystraw Clostridium thermocellum 23.6 Bench-scale Sudha Rani et al. (9)
CO Clostridium ljungdahlii 48 Bench-scale Klasson et al. (10)
n-Butanol Starch/glucose Clostridium acetobutylicum 20 Bench-scale Glassner et al. (11)
CcoO Butyribacterium methylotrophicum 2.7 Bench-scale  Grethlein et al. (12)
1,3-Propanediol  Glycerol Clostridium butyricum 58 Pilot-scale Gunzel et al. (13)
Lactic acid Glucose Lactobacillus acidophilus 82 Industrial Datta (14)
Acetic acid Glucose Clostridium thermoaceticum 83 Bench-scale Parekh and Cheryan (15)
Butyric acid Glucose Clostridium tyrobutyricum 62.8 Bench-scale Fayolle et al. (16)
Propionic acid Glucose Propionibacterium acidipropionici 57 Bench-scale Paik and Glatz (17)
Glycerol Propionibacterium acidipropionici 42 Bench-scale Barbirato et al. (18)
Succinic acid Glucose Actinobacillus succinogenes 105 Pilot-scale Guettler et al. (19)
Caproic acid Cellulose & ethanol Clostridium kluyveri plus 4.6 Bench-scale Kenealy et al. (20)

Fibrobacter succinogenes

step in the anaerobic breakdown of organic matter under
sulfate-limiting conditions. The substrate range for meth-
anogenesis is limited to carbon dioxide, formate, carbon
monoxide, methanol, methylamines, and acetate, but no
single isolate is able to utilize all these carbon sources (21).
The metabolic pathways of methane formation are unique
and involve a number of enzymes and coenzymes that oc-
cur only in methanogens. A primary Na* gradient and
H* gradients are formed by interesting and unique
membrane-bound enzymes, and the reactions by which
these ion-motive forces are generated are also novel (22).
The organisms and the methanogenic reactions (21,23),
and the pathways of energy conservation, have been ex-
tensively reviewed (22).

In recent years, bioconversion of agricultural and in-
dustrial wastes to methane has been considered important
from two perspectives, as a waste-disposal method for re-
sidual organic matter and as a source of energy. Anaerobic
digestors for treatment of sewage, agricultural and animal
waste, and industrial effluent are being used worldwide.
More recently, methanogenic microbial communities have
been found to be very efficient in treating toxic organic
wastes. For example, transformation of C; and C, halocar-
bons was observed in the early 1980s and, as one of the
mechanisms responsible for these transformations, was
proposed as a biologically mediated reductive dechlorina-

tion (24-26). Anaerobic dechlorination and degradation of
chlorinated aromatic compounds such as chlorophenols,
chlorobenzenes, and polychlorinated biphenyls (PCBs) oc-
curs in a wide variety of environments. Methanogenic mi-
crobial consortia that dechlorinate tetrachloroethylenes
(PCE) and trichloroethylenes (TCE), and dechlorinate, de-
grade, and mineralize chlorophenols and PCBs have been
developed (27-31). The potential of these consortia in bio-
remediating the contaminated soil and sediment systems
is being examined. DDE [1,1-dichloro-2,2-bis(p-chloro-
phenyl)ethane], a metabolite of the pesticide DDT, has
been observed to reductively dechlorinate to DDMU at a
relatively high rate under methanogenic conditions as
compared to sulfidogenic conditions (32).

The catabolic reactions carried out by methanogens
yield very little energy compared to those of aerobes. For
example, use of H, to reduce CO, to CH, has a AG® of —34
kJ/mol H,, whereas the corresponding energy value for an
aerobe oxidizing H, using O, as an electron acceptors is
— 237 kJd/mol H,. Most of the known species of methano-
gens can use H, to reduce CO, to CH,. Many of the hydro-
genotrophic methanogens also utilize formate. In contrast,
only species belonging to the genera Methanosarcina and
Methanosaeta use acetate (acetotrophic) and convert it to
methane. Acetate is an important end product of many fer-
mentative anaerobes, and is a primary methanogenic sub-



strate in anaerobic digestors. The methylotrophic meth-
anogens can utilize several simple methylated compounds.
These methanogens include Methanosarcina, which can
also use acetate and usually H,—CO,, and Methanolobus
and Methanococcoides, which are only known to grow on
methylated compounds. Carbon monoxide is also con-
verted to methane by methanogenic species. Methanoge-
nesis has been observed at low, moderate, and high tem-
peratures, and in neutral to mildly acidic or alkaline
conditions. In summary, methane is produced under a va-
riety of environmental conditions and is considered a by-
product of the anaerobic treatment of industrial wastes.

Solventogenesis. Ethanol production is a very well-
known fermentation process since it has been an out-
growth of the alcoholic beverages industry. During World
War 1, shortages of acetone in the manufacture of muni-
tions led to the development of an acetone—butanol-
ethanol process involving the fermentation of starch by
Clostridium acetobutylicum. This fermentation gave ap-
proximately 2 parts butanol to 1 part acetone and 1 part
ethanol. During the 1940s and 1950s, lower costs of pet-
rochemical processes stopped butanol production by fer-
mentation routes in the U.S. and Europe. The process was
also stopped in South Africa, but continued in China into
the early 1990s.

The present market for ethanol is met by yeast fermen-
tation, but the industrial market for isopropanol, acetone,
and butanol could be met by other anaerobic fermenta-
tions. Biomass-derived solvents produced by fermentation
can enter into the current petrochemical synthetic path-
ways through a number of reactions. The most important
of these is the dehydration of alkanols to alkene to form
ethylene, propylene, butylene, and butadiene. Therefore,
production of chemical feedstocks from biomass via fer-
mentation is becoming increasingly attractive because bio-
mass production costs are not as tightly bound to energy
costs.

A great diversity exists among the solvent-producing
microorganisms. These organisms span several groups of
yeasts and a broad range of both mesophilic and thermo-
philic, and aerobic and anaerobic, bacteria. By far, the
ethanol-producing organisms are the most abundant sol-
ventogens. However, industrial use is mainly limited to
strains of yeasts, but great potential exists for recombinant
Zymomonas mobilis. Several clostridia are capable of pro-
ducing butanol and either acetone or isopropanol with eth-
anol as a byproduct. The C. acetobutylicum and Clostrid-
ium beijerinckii strains are of prime importance for these
industrial fermentations.

Clostridium thermocellum, Thermoanaerobacter ethan-
olicus, Clostridium thermosaccharolyticum, Thermoan-
aerobacterium thermosulfurigenes, Thermoanaerobacter
brockii, and Thermobacteroides acetoethylicus, use a wide
range of substrates, from polymeric carbohydrates such as
cellulose, pectin, xylan, and starch, to mono- and disaccha-
rides such as glucose, cellobiose, xylose, and xylobiose. The
primary fermentation product is ethanol, with the produc-
tion of acetate, lactate, carbon dioxide, and hydrogen in
various ratios. T. acetoethylicus has not been shown to pro-
duce lactic acid. At present, one of the major limitations in
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the use of thermoanaerobes is the variability of end-
product ratios, yield, and low ethanol concentration. These
are affected by species, enzyme complement, and environ-
mental conditions. Certain strains of T. ethanolicus have
the best conversion of carbohydrates to ethanol, forming
1.6-1.9 mol/mol of glucose fermented (33). High ethanol
and hydrogen concentrations also reduce the yield of eth-
anol (33) owing to the flexibility of the carbon and electron
pathways, which may possess many reversible enzyme
systems (33,34).

In addition to ethanol, several saccharolytic clostridia
produce butanol and acetone besides volatile fatty acids
and gaseous products from carbohydrate fermentation. In
some cases acetone is further reduced to isopropanol. In
most species, the production of solvents only occurs late
in the fermentation cycle, following a shift from the path-
ways leading to acetate and butyrate production. The pro-
duction of butanol and ethanol is usually associated with
the uptake and reutilization of acids, and the production
of acetone or butanol. The ability to produce solvents is
influenced by the type and concentration of substrate, the
pH and the buffering capacity of the culture medium, and
the environmental conditions. Several strains that have
the ability to produce solvents undergo degenerative
changes, resulting in the loss of their ability to produce
solvents. The solvent-producing clostridia are found in a
wide variety of natural habitats (35); however, the strains
of C. acetobutylicum and Clostridium beijerinckii are the
most frequently studied species. C. acetobutylicum, which
characteristically produces butanol, acetone, and ethanol
in the ratio of 6:3:1, has been used extensively for the in-
dustrial production of solvents. Most butanol producers
are mesophiles with a temperature optima for fermenta-
tion between 30 and 37 °C. Recently, solvent yield was
shown to increase at lower temperatures and acetone but
not butanol yield to decrease at elevated temperatures (36;
B.K. Soni and M.K. Jain, unpublished data 1991).

At present, many ethanol- and butanol-producing
strains of Clostridium remain poorly classified, and there
is still no accepted standard classification for the clostridia
group as a whole. Strains of C. beijerinckii (formerly clas-
sified as C. butylicum) constitute a second group of solvent
producers that do not show DNA homology with the C.
acetobutylicum group. This group contains both high- and
low-solvent-producing strains that produce either acetone
or isopropanol in addition to butanol. The strains of Clos-
tridium aurantibutyricum group also include butanol-
producing strains that produce both acetone and isopro-
panol (37). Clostridium tetanomorphum produces butanol
and ethanol, but not acetone or isopropanol. As obligate
anaerobes, butanol producers require anaerobic condi-
tions. However, vegetative cells of C. acetobutylicum, for
example, survived several hours exposure to oxygen and
formed fruiting-body-like structures on agar plates when
exposed to oxygen (38).

Acetogenesis. The term acetogen is commonly applied
to a bacterium that forms acetate, whether the acetate is
produced by a catabolic process such as fermentation or by
an autotrophic-type synthesis. Acetogenic bacteria are
ubiquitous in anaerobic ecological systems. Homoaceto-
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gens have the ability to grow well on H, plus CO, and
poorly on CO, and to form acetyl CoA by a CO-dependent
pathway involving CO dehydrogenase (39). Clostridium
thermoaceticum and Clostridium thermoautotrophicum
are homoacetogens and synthesize acetate from C; com-
pounds by the recently established Wood pathway of acetyl
CoA synthesis (40). This pathway was established by stud-
ies with C. thermoaceticum that can grow on CO or CO,—
H,, utilizing them as carbon and energy sources (41).

In industrial fermentations, the formation of a single
product is advantageous because its recovery would be
simplified. In this respect, homoacetogenic bacteria essen-
tially form only acetate in the fermentations of hexoses and
pentoses. They appear to be ideal for the microbial pro-
duction of acetate. Energy for cell growth is obtained by
the reduction of CO, to acetate via the Wood pathway. The
homoacetogens also grow on other one-carbon compounds,
including CO, formate, and methanol with acetate as the
product. In the acetyl CoA pathway for synthesis of ace-
tate, acetyl CoA is the first two-carbon intermediate of the
autotrophic fixation of CO,, and is either used for the syn-
thesis of cell carbon or converted to acetate.

Butyribacterium methylotrophicum is an acetogenic an-
aerobe that can grow on multicarbon compounds as well
as on one-carbon compounds (e.g., CO or methanol). It pro-
duces acetate or butyrate using the Wood pathway, but ace-
tyl CoA can be condensed and reduced to butyrate. Higher
levels of NADH were found in butyrate-producing than in
acetate-producing cells. In B. methylotrophicum, butyrate
production is regulated by the carbon source and is depen-
dent on cellular NADH/NAD ratios, and the levels and di-
rection of ferredoxin- and NAD-linked oxidoreductases
(42). Also, the growth pH regulates both hydrogenase and
FD-NAD oxidoreductase activities such that, at acid pH,
more intermediary electron flow was directed towards bu-
tyrate synthesis than H, production.

Acidogenesis. The acidogenic bacteria include those
bacteria that only form acetate by fermentation. These
bacteria invariably produce other acids in addition to ac-
etate. The acidogenic bacteria grow heterotrophically on a
variety of carbohydrates, producing a mixture of acids such
as lactic, propionic, butyric, succinic, and caproic. The
pathways for production of these acids have been reviewed
(43). A generalized scheme for anaerobic production of fer-
mentative organic acids and alcohols is presented in Fig-
ure 1. The acidogens differ from the acetogens in that they
do not synthesize acetate from CO, or other C, compounds
by the Wood autotrophic pathway. Many of the species can
utilize hexoses such as glucose, fructose, galactose, and
mannose; disaccharides including cellobiose, lactose, and
maltose; pentoses represented by xylose; and other sub-
strates such as glycerol, mannitol, sorbitol, inositol, and
polymeric carbohydrates. For example, Clostridium butyr-
icum, the type strain of the genus Clostridium, is sacchar-
olytic in nature and metabolizes glucose, producing buty-
rate, acetate, CO,, and H, as fermentation products.
Glucose is converted to pyruvate by the Embden—
Meyerhof—Parnas glycolytic pathway. Pyruvate is then si-
multaneously decarboxylated and oxidized by the enzyme
complex pyruvate—ferredoxin oxidoreductase to yield ace-

tyl CoA, CO,, and reduced ferredoxin. The reduced ferre-
doxin is reoxidized in several reactions, the most impor-
tant of which involves H, evolution catalyzed by
hydrogenase. Acetyl CoA is condensed and reduced to bu-
tyrate.

In some other acidogens, phosphoenolpyruvate (PEP)
serves as a branching point in the pathway producing py-
ruvate and oxaloacetate. The PEP—oxaloacetate step in-
volves CO, fixation mediated by PEP carboxykinase. De-
pending upon the species, products such as succinate and
propionate are produced as fermentation products with ac-
etate, formate, or H,. For example, oxaloacetate is con-
verted to propionate in species like Propionispira arboris
(44), whereas, oxaloacetate is further converted to succi-
nate in species like Anaerobiospirillum succiniciproducens
(45). Lactic acid bacteria such as Lactobacillus acidophilus
convert pyruvate to lactic acid, whereas Clostridium klu-
vyri produces caproic acid from ethanol and acetate (43).

Sulfidogenesis. Sulfate, a chemically inert, nonvolatile,
and nontoxic compound, is widespread in rocks, soil, and
water. In contrast, hydrogen sulfide, because of its chemi-
cal properties and physiological effects, is a far more con-
spicuous substance and is chemically reactive. The pres-
ence of black-colored sediments due to the formation of
ferrous sulfide from iron-containing materials, accompa-
nied by a distinctive smell, is indicative of H,S production.
Hydrogen sulfide acts as a reductant, and is toxic to plants,
animals, and humans. It is produced by reduction of sul-
fate by sulfate-reducing bacteria, which are present in eco-
logical niches where oxygen has no access. In the absence
of oxygen, the oxidized form of sulfur (SO3 ™) is used as an
electron acceptor by sulfate-reducing bacteria (sulfate re-
ducers). Since reduction of the inorganic compound serves
for energy conservation, the process is distinguished as dis-
similatory reduction from the assimilatory reduction of
sulfate in plants and bacteria.

Under anaerobic, reduced conditions, hydrogen sulfide
is the energetically stable form of sulfur, as sulfate is the
stable form under aerobic conditions. The most important
reducers of elemental sulfur in nature are probably special
anaerobes that may be designated as true sulfur-reducing
bacteria; these carry out the dissimilatory reduction of sul-
fur as their primary or even obligate metabolic reaction
during oxidation of organic substrates. The true sulfur-
reducing bacteria do not reduce sulfate, and only some re-
duce other oxygen-containing sulfur compounds. The ma-
jority of the eubacterial sulfur reducers are mesophilic, as
are most sulfate reducers. In contrast, all described ar-
chaebacterial sulfur reducers are hyperthermophiles with
temperature optima (up to 110 °C) the highest known in
the living world.

Sulfate-reducing bacteria include a rather heteroge-
nous assemblage of microorganisms having in common
merely dissimilatory sulfate metabolism and obligate an-
aerobiosis. The genus Desulfovibrio includes species that
are still the best-studied sulfate reducers. These are non-
sporing, having curved motile cells and growing on a rela-
tively limited range of organic substrates, preferably lac-
tate or pyruvate, which are incompletely oxidized to
acetate and H,S. Spore-forming sulfate-reducing bacteria
with a similar metabolism were classified within the genus
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Desulfotomaculum. Other types of sulfate-reducing bacte-
ria differ markedly physiologically and morphologically
from the known Desulfovibrio and Desulfotomaculum spe-
cies. The reactions by which sulfate-reducing bacteria are
involved in anaerobic degradation are indicated by their
metabolic capacities. As far as tested, these bacteria use
low molecular weight compounds as electron donors and
therefore depend on fermentative bacteria that degrade
the original polymers from biomass. Thus sulfate reducers
are terminal degraders and their role is analogous to that
of methanogenic bacteria that form methane and carbon
dioxide as final anaerobic products. The recognition of dis-
similatory sulfate reduction and methanogenesis as two
alternative terminal carbon degradation processes has
contributed a great deal to our understanding of anaerobic
mineralization.

Genes and Genetic System

The field of genetics has been restricted for many years to
Escherichia coli and few other genera of aerobic or facul-
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Figure 1. Generalized scheme for anaerobic fermen-
tative production of common organic acids and alcohols.

tative anaerobic bacteria such as Pseudomonas, Bacillus,
and Salmonella. Anaerobic bacteria were known and stud-
ied since before 1900, but work on the genetics and molec-
ular biology of anaerobic bacteria began to emerge only in
the 1970s. The volume by Sebald is the most recent com-
prehensive review on genetics of anaerobes (46). Improve-
ments in basic techniques for culturing anaerobes and re-
cent advances in molecular biology techniques have helped
in making rapid progress in understanding genes and ge-
netic systems in anaerobic bacteria. Thermoanaerobic bac-
teria produce many thermostable enzymes but the yields
are low. However, their enzymes can be overproduced by
cloning the genes into mesophilic, industrially important
aerobic bacteria. The genes can be overexpressed in both
gram-positive and gram-negative hosts such as Bacillus
subtilis and E. coli (47). One major advantage of cloning
genes for thermostable enzymes in mesophiles is in the
recovery of enzymes in greater than 95% purity by a single-
step high-temperature treatment that inactivates host
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proteins, including protease enzyme (47). Aerobic bacteria
produce about 10-fold higher biomass yields than the an-
aerobic bacteria. Therefore, there is no advantage, except
for biotransformation, in producing the enzymes in an an-
aerobic system.

Several species of the genus Clostridium are of biotech-
nological interest because of the end products of their fer-
mentative metabolism, the stereospecific reductions that
they undertake, and the potentially important enzymes
that they produce. Other species, such as C. botulinum,
produce some of the most powerful toxins known today,
which have been commercialized for medical treatments
such as the correction of crossed eyes.

Various elements of gene-transfer technology have been
developed in several species. Two gene-transfer procedures
should prove widely applicable throughout the genus—
electroporation and conjugal plasmid mobilization. In clos-
tridia, mutants defective in a variety of functions, includ-
ing purine, pyrimidine, vitamin, and amino acid
biosynthesis, pathways of fermentative metabolism, and
sporulation, have been isolated with ethyl methane sulfo-
nate, N-methyl-N'-nitro-N-nitrosoguanidine, and ultravi-
olet light, and have been characterized (48-52). These mu-
tant strains provide valuable information about gene
regulation and function. Conjugal transfer of plasmids and
transposons as well as phase transfection/plasmid trans-
formation has now been documented in several species. In
addition, recombinant DNA technology has also been em-
ployed to gain insights into the gene-transfer systems in
Clostridium. Protoplasts of C. acetobutylicum can be trans-
fected with phage DNA (53). The whole cells of C. aceto-
butylicum can be transformed with plasmid DNA using an
electroporation procedure. Permealized cells of Thermoan-
aerobacter thermohydrosulfuricus have been transformed
with plasmid pUB110 (encoding resistance to kanamycin,
KmR) and a derivative, pGS13, carrying a chloramphenicol
resistance (CmR) marker (54).

A variety of cloning vectors have been developed for use
in C. acetobutylicum. To date only pMTL500E has been
used to introduce cloned heterologous genes into C. aceto-
butylicum. These genes included the Clostridium pasteu-
rianum leuB gene (55) and the C. thermocellum celA gene
(see Ref. 56). Acquisition of the celA gene was demon-
strated by an in situ plate assay using Congo red. In most
cases, screening of clostridial gene banks has relied on ex-
pression of the heterologous genes in E. coli. Appropriate
E. coli mutants have been employed for the isolation of C.
acetobutylicum genes involved in the acetone—butanol fer-
mentation. The butyraldeyde dehydrogenase gene of C.
acetobutylicum has been isolated by complementation of
an E. coli aldehyde dehydrogenase—deficient mutant.
Endo-g-glucanases and xylanse of C. thermocellum and
other cellulolytic clostridia are easily detectable on plates
containing the appropriate substrate by the Congo red as-
say. Upon staining with Congo red, positive clones are sur-
rounded by a yellow hydrolysis zone on a red background.

BIOTECHNOLOGICAL APPLICATIONS

Industrial biotechnology has developed into a more than
$25 billion business of enzymes and of chemically defined

compounds produced by fermentation, microbial transfor-
mation, and enzymatic conversion. These include organic
acids, amino acids, alcohols, vitamins, microbial polymers,
antibiotics, industrial enzymes, biopesticides, and phar-
maceutical specialities. Of these, ethanol, citric acid, L-
lactic acid, gluconic acid, monosodium L-glutamate (MSG),
and L-lysine are examples of bulk fermentation products.

Solvents

Solvents are compounds that are essentially neutral in
character and comprise organic alcohols and ketones. The
major solvent products of microbial carbohydrate catabo-
lism include ethanol, acetone, isopropanol, butanol, ace-
toin, 1,3-propanediol, and butanediol. These are the most
useful oxychemicals produced by fermentation. Solvents
have various uses in the chemical industry, including the
direct use as organic chemicals and indirect use as fuel
additives, extenders, or feedstocks for further chemical
synthesis. Butanol is primarily used as a feedstock chem-
ical in the manufacture of lacquers, rayon, plasticizers,
coatings, detergents, and brake fluids. It can also be used
as a solvent for fats, waxes, resins, shellac, and varnish.
In addition, butanol may also be used as an extractant and
solvent in the food industry.

Butanol. The acetone-butanol fermentation currently
has potential because butanol has many characteristics
that makes it better than the currently used liquid-fuel
extender, ethanol. Higher alcohols have several character-
istics that are favorable for motor fuel use, either in gas-
oline blends or, in some cases, when used directly as fuel.
They are miscible in gasoline; their heats of combustion
per gallon are greater than those of methanol, and they
have good octane-enhancing properties. Butanol, for ex-
ample, has a heat of combustion 54% higher than methanol
and 83% of that for gasoline (57,58). Although the octane
numbers are less than that for methanol (RON 100 vs.
110), the research octane number (RON) value of 100 is
still above that of gasoline (RON 92), and therefore useful
for fuel blends. In addition, butanol has low miscibility
with water and exhibits high miscibility with both diesel
and gasoline. Owing to its high heat of combustion butanol
solutions containing as much as 20% (v/v) water have the
same combustion value as anhydrous ethanol.

In the early 1900s, butanol was used to produce buta-
diene, the most desirable raw material for synthetic
rubber. The annual production of fermentation-derived bu-
tanol was over 45 million pounds during 1945. But the
fermentation-derived butanol process declined after World
War Il in the U.S. due to both changes in availability of
renewable feedstocks (molasses, sugarcane) and the in-
crease in availability of inexpensive petrochemical feed-
stocks. Butanol fermentation of beet molasses continued
through the 1970s in the Soviet Union, and fermentation
of sugarcane molasses continued through the 1980s in
South Africa. In China, butanol was still produced fermen-
tatively until recently, but the last viable industrial
acetone—butanol-ethanol (ABE) fermentation in the West-
ern world was carried out by National Chemical Products



in Germiston, South Africa, using C. acetobutylicum.

Butanol is now synthesized chemically from petroleum-
derived ethylene, propylene, and triethylaluminium, or
carbon monoxide and hydrogen. The major domestic pro-
ducers of butanol and its derivatives are BASF, Chem Ser-
vice Inc., Dow Chemical, Eastman Chemical, Hoechst Ce-
lanese, Shell, Union Carbide, and Vista. The current U.S.
production of butanol is more than 1.2 billion pounds per
year and is experiencing a growth of 3-4% annually.

Butanol pricing has been rising steadily in recent years
due to an increase in demand. The bulk butanol pricing in
the United States is $0.40-$0.50 per pound. The price of
butanol in Europe and the Far East is higher than $0.50
per pound. If the production cost of fermentation-derived
butanol could be in the range of $0.25-$0.30 per pound,
the market for butanol will likely expand: The market pen-
etration of fermentation-based butanol will drive the util-
ization of corn from 7.2 million bushels in 1995 to 153 mil-
lion bushels in 2010. In addition, the supply of other
alternative feedstock, such as biomass, is more available
than corn. However, biomass requires effective pretreat-
ment technology that has not yet been developed. Biomass-
derived solvents produced by fermentation can enter into
the current petrochemical synthetic pathways through a
number of reactions, the most important of which is the
dehydration of alkanols to alkenes to form ethylene, pro-
pylene, butylene, and butadiene.

The ABE fermentation in batch culture is a sequential
process characterized by a primary acid-producing or aci-
dogenic phase that is coupled to growth, and a secondary
solvent-producing or solventogenic phase. Thus, solvento-
genesis appears as a secondary metabolic process caused
by uncoupling of growth. Acetate and butyrate are pro-
duced as soluble fermentation products during the acido-
genic phase. As the acids accumulate, the growth rate and
the culture pH decreases, and solventogenesis begins. The
acids and H, are consumed and are reduced to solvents in
the solventogenic phase. The “switch” from acidogenesis to
solventogenesis is accompanied by a large number of phys-
iological and biochemical changes, and is clearly a multi-
factorial process. The exact mechanism that regulates this
switch has not been clearly elucidated, but the concentra-
tion of undissociated butyric acid within the cytoplasm
functions as a “bioregulator.” The end products of the ABE
fermentation alter and inhibit growth and metabolism. Ac-
ids are more toxic than solvents, and the more hydrophobic
a product, the higher is its toxicity. It should be noted that
toxicity of acids depends upon the pH. At neutral pH, high
concentrations of organic anions (i.e., butyrate, acetate)
are not toxic because they are dissociated. In normal batch-
fermentation conditions, organic acids are produced, and
then consumed during solventogenesis to prevent dissi-
pation of the cellular proton-motive force. Butanol inhibits
the fermentation at a relatively low concentration.

Butanol producers use a wide variety of carbohydrates,
including hexoses, pentoses, oligosaccharides, and poly-
saccharides as fermentation substrates, and including
starch, molasses, whey, wood hydrolysates, pentosans, in-
ulin, and sulfite liquor. Cellulosic materials are one of the
most attractive substrates for chemicals, as they are the
most abundant and least expensive raw material. Few at-
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tempts have been made to use cellulosic substrates for the
production of butanol. A simultaneous saccharification fer-
mentation process was studied to produce butanol from
alkali-pretreated wheat straw using Trichoderma reesi cel-
lulase and C. acetobutylicum (59). The final butanol con-
centration was 10.7 g/L from about 140 g of straw. Pen-
toses did not accumulate during the fermentation,
suggesting simultaneous use of both hemicellulose and cel-
lulose components. Different substrates alter fermentation
parameters of C. acetobutylicum, such as growth rate and
the solvent production ratio. Higher growth and substrate
consumption rates were obtained when glucose, cellobiose,
or mannose were used than when xylose, arabinose, or ga-
lactose were used. The solvent production ratio with the
first sugar group was 1:4:10 (ethanol:acetone:butanol),
whereas ratios of 1:2:5 were obtained with the latter.

Starch is at present the most useful raw material for
fermentation because it is abundant, has high density, and
requires limited pretreatments to be made from biomass.
Starch is produced from corn, cereals (wheat, oats, rice),
and starchy roots (sweet potatoes, cassava). Typically, C.
acetobutylicum produces 12—-13 g/L butanol with about 20—
22 g/L total solvents. In recent years, the majority of in-
vestigators have focused their interests on the type culture
strain C. acetobutylicum ATCC 824. Other cultures in-
cluded DSM 792 strain and NCIMB 8052. The C. aceto-
butylicum ATCC 4259 strain and the equivalent DSM
1731, NCIMB 619, and NRRL B-530 strains are all derived
from the original Weizmann industrial strain. An asporo-
genous mutant ATCC 39236 derived from this strain has
been patented by scientists at the Moffett Technical Center
CPC International (60).

Recently, a limited sporulating C. acetobutylicum E604
mutant strain has been developed by treating the parent
C. acetobutylicum strain (ATCC 4259) with ethane meth-
ane sulfonate (61). This mutant strain has been used to
ferment a high-carbohydrate substrate concentration in a
multistage, continuous-temperature programmed-fermen-
tation process followed by batch fermentation (11), to yield
an extraordinarily high concentration of butanol (>20 g/
L) and total solvent (>30 g/L) production (61). This mutant
strain has higher butyrate uptake rate (0.33 g/L) in com-
parison to the parent strain (0.26 g/L) at a lower tempera-
ture of 30 °C (62). Butyrate up to an externally added con-
centration of 11.4 g/L did not inhibit butyrate uptake.
Optimization studies for butyrate uptake by C. acetobutyl-
icum suggested a direct correlation between minimum pH
and butyrate concentration or temperature (63). These de-
velopments make it possible to commercially produce bu-
tanol fermentatively with no residual butyrate.

The saccharolytic strain C. acetobutylicum P262, one of
the NCP production strains, has been studied by groups
working in South Africa and New Zealand. The various
solvent-producing strains now tend to be regarded as va-
rieties of C. acetobutylicum or C. beijerinckii. For batch
ABE fermentation to be industrially viable, and to compete
with the chemical process, concentrations of between 22
and 28 g/L must be obtained in 40-60 h (64). A large num-
ber of publications on butanol-producing microbial cul-
tures and the process demonstrate the extensive research
work that has been done in past years (33,60,64—68).
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Simultaneous recovery of butanol from the broth during
fermentation can eliminate product inhibition. This will
allow complete utilization of sugar and continual fermen-
tation of the substrate at relatively higher rates. In con-
trast to the traditional distillation processes, removal of
butanol can be accomplished by integrating a pervapora-
tion process with the multistage fermentation process. In
this process, the solvents will pass through the membranes
preferentially and the organic acids and cells will remain
on the liquid side and return to the fermentor. The per-
meate stream that is enriched in solvent relative to the
feed will separate into a low-butanol aqueous phase and a
butanol-rich solvent phase. This aqueous phase could be
recycled back to the feed tank. Pervaporation also provides
for the retention of cells in the fermentor, which improves
volumetric productivity.

Ethanol. In the United States, use of ethanol as a fuel
is almost wholly confined to its use as an octane enhancer
in the higher grade of gasoline. Currently, this fuel ethanol
is obtained from both fermentation and chemical synthe-
sis. All of the fermentation ethanol produced in the United
States is made by yeast fermentation.

Interestingly, the substrate range for both yeasts and
Zymomonas for ethanol production is similar. Tradition-
ally, yeasts have been used to produce alcoholic beverages
and, more recently, to produce a considerable portion of
industrial ethanol all over the world. Among yeasts, Sac-
charomyces is the most important and most commonly
used organism. Saccharomyces cerevisiae converts glucose
to ethanol and carbon dioxide. Other yeasts include Pach-
ysolen tannophilus and Kluyveromyces marxianus. Many
facultative and anaerobic bacteria produce varying
amounts of ethanol as one of the metabolic end products.
Bacterial species such as Zymomonas mobilis, Sarcina
ventriculi, and Erwinia amylovorans utilize pyruvate de-
carboxylase to convert pyruvate to CO, and acetaldehyde,
which is then reduced to ethanol. Zymomonas grows on
glucose, fructose, and sucrose, but is unable to use starch,
maltose, or pentose sugars. Z. mobilis is a promising bac-
terium with some potential to replace yeast as the major
organism for production of industrial ethanol.

Z. mobilis was metabolically engineered to broaden its
range of fermentable substrates to include the pentose
sugar xylose (69). Two operons encoding xylose assimila-
tion and pentose-phosphate-pathway enzymes were con-
structed and transformed into Z. mobilis in order to gen-
erate a strain that grew on xylose and efficiently fermented
both glucose and xylose to ethanol. Subsequent metabolic-
pathway engineering further expanded the fermentation
substrate range of the ethanologenic bacterium Z. mobilis
to include the pentose sugar L-arabinose (70). Direct fer-
mentation of cassava starch to ethanol by Z. mobilis was
obtained in the medium containing amylase-rich culture
filtrate of Endomycopsis fibuligera (71). The ethanol con-
centration of 105 g/L could be increased to 132 g/L by fur-
ther addition of glucoamylase enzyme at 0.01%.

A number of different groups of bacteria, including clos-
tridia, produce ethanol via the reduction of acetyl CoA,
which is generated by the cleavage of pyruvate produced
during glycolysis. At least 30 species of Clostridium have

been reported to produce ethanol in amounts varying from
trace to close to the theoretical maximum of 2 mol ethanol/
mol glucose fermented. In most cases, the extent of ethanol
production is dependent upon the nature and concentra-
tion of fermentation substrate and the fermentation con-
ditions, such as pH and temperature. For a number of me-
sophilic clostridial species, ethanol yields ranging from
1.7-1.9 mol/mol hexose fermented have been observed. In
a single-step biomass to ethanol conversion process, C.
thermocellum has been shown to produce 23.6 g/L ethanol
from an alkali-treated paddy straw (9). The bacterium C.
ljungdahlii, a fast-growing bacteria, has been shown to
produce ethanol from carbon monoxide in concentrations
up to 48 g/L from synthesis gas in a CSTR with cell recy-
cling (10).

In recent years, thermophilic bacteria have been shown
to produce solvents and are considered potential candi-
dates for use in process development because of certain
advantages over mesophiles. Thermophiles have the abil-
ity to use complex plant polymers such as cellulose or
starch, and offer high growth rates, fast fermentation, re-
duced contamination, increased process stability, and elim-
inate high energy demand in cooling the media and prod-
uct recovery. The major disadvantage is production of end
products in low concentrations and yield due to lower end-
product tolerance. However, this can be partially overcome
if the solvents are removed simultaneously.

There are increasing number of patented processes con-
cerning the use of thermophilic microorganisms, including
ethanol fermentation (72—75). The thermophilic anaerobic
bacteria have provided a great deal of information on
ethanol-fermentation pathways via acetyl-CoA (34). There
are two different ethanol pathways in thermophiles (76).
The type | pathway uses NADH-linked alcohol dehydro-
genase and produces ethanol from acetaldehyde. The Type
Il pathway uses NADPH-linked alcohol dehydrogenase to
produce ethanol from both acetyl CoA directly or acetal-
dehyde. In Type Il ethanologens, the NAD-linked alcohol
dehydrogenase functions to consume ethanol. The Type |
pathway is applicable in anaerobic bacteria such as C. ther-
mocellum. The Type Il pathway is present in Thermoan-
aerobacter thermohydrosulfuricus, Thermoanaerobacter
brockii, and Thermoanaerobacter ethanolicus. Ethanol
yields of heterofermentations vary considerably with the
specific growth conditions used. The biochemical basis for
different reduced end-product ratios of thermophilic etha-
nol producers that contain the same glycolytic pathways is
related to subtle differences in the specific activities and
regulatory properties of the enzymes that control electron
flow during fermentation. Similarly, specific changes in
culture conditions such as temperature and pH influence
the rate and direction of the enzymatic machinery respon-
sible for end-product formation.

T. ethanolicus 39E has a low tolerance for ethanol, with
growth inhibition occurring at 2% (wt/vol) ethanol. An
ethanol-tolerant strain (39EA) that was tolerant to 4% (wt/
vol) ethanol at 60 °C, produced ethanol under these con-
ditions (77), and lacked the NAD-linked alcohol dehydro-
genase was selected. Another strain (H8) can grow at 8%
ethanol but produces lactic acid at high solvent concentra-



tions. The mechanism of high (i.e., 8%) ethanol tolerance
in T. ethanolicus is related to its ability to produce unique
transmembrane lipids (C;, to C,, fatty acids) that provide
solvent tolerance (78). Alcohol increases membrane fluid-
ity, and these transmembrane lipids may serve to reduce
the fluidity and maintain membrane integrity.

1,3-Propanediol. 1,3-Propanediol (PD) is a versatile in-
termediate compound for the synthesis of heterocycles and
as a monomer for the production of polymers such as poly-
ethers, polyesters, and polyurethanes. PD can also be used
as a solvent and an additive for lubricants. The microbial
conversion of glycerol to PD is simple in comparison to the
chemical conversion of acrolein. It has been shown that
some Clostridium species are able to convert glycerol to PD
with an appreciable yield (79). 1,3-Propanediol from glyc-
erol was produced by C. butyricum DSM 5431 at 50-58 g/
L with productivities of 2.3-2.9 g/L per hour (13). The fer-
mentations were conducted in 300- and 3000-L fermentors
with almost similar results, indicating that the scale-up of
this microbial fermentation process should not cause a ma-
jor problem. The substrate glycerol is relatively cheap and
its conversion to PD could help reduce glycerol surpluses
in the market.

Organic Acids. Currently, organic acids such as acetic,
propionic, butyric, fumaric, succinic, malic, and lactic acids
can be produced by anaerobic fermentation technology.
The key technical problems blocking the rapid advances in
developing the bioprocess technology for organic-acid fer-
mentations have been low product concentration, low spec-
ificity to desired product(s), low productivity or rate of fer-
mentation, and inefficient or energy-intensive recovery
processes. However, recently, significant technological ad-
vances have occurred in anaerobic fermentations for pro-
duction of organic acids by fermentation of carbohydrates
(80). Acidogenic fermentation of carbohydrates to volatile
organic acids is well known (43). In general, anaerobic bac-
terial fermentations are of interest because of the wide
range of products formed and substrate fermented, the
high substrate-to-product conversion yields and rates, and
the potential for enhanced process stability and product
recovery due to physiological diversity of species (e.g., ex-
treme thermophily, acidophily, halophily). For acetate fer-
mentation, homacetogenic fermentation producing 3 mol
of acetate from 1 mol of dextrose (e.g., by using C. ther-
moaceticum) has been described by many authors. Cur-
rently, the available organisms produce salts of organic ac-
ids in low concentrations (400-800 mM for acetate, 200—
400 mM for propionate and 200—300 mM for butyrate) with
low productivity of 0.2-2 g/L per hour (81). New fermen-
tation processes with better yield and productivities have
been developed, making it feasible to produce volatile as
well as nonvolatile organic acids economically.

Lactic Acid. Lactic acid is a natural organic acid with a
long history of use in the food industry. Lactic acid, because
of its flavoring and preservation properties, is used as an
acidulant, particularly in dairy products, confectionery,
beverages, pickles, bread, and meat products. It is also
used in the pharmaceutical and cosmetic industries. The
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cyclic dimers of lactic acid are used as raw materials in the
synthesis of biodegradable polymers for a variety of uses,
including absorbable surgical sutures, slow-release drugs,
and prostheses. Ethyl lactate is the active ingredient in
many anti-acne preparations. Crude grades of lactic acid
are used for the deliming of hides in the leather industry,
and it is used for fabric treatment in the textile and laun-
dry industries. Its ability to form polymeric polylactic acids
finds application in production of various resins. Because
of its structure and its two functionally reactive groups,
hydroxyl and carboxyl, lactic acid can be used to make nu-
merous value-added functional chemicals (82). These in-
clude biodegradable polymers and copolymers, propylene
glycol, propylene oxide, and acrylates. Lactic acid—based
polymers and copolymers have potentially large-volume
uses as biodegradable thermoplastics, pesticide formula-
tion, and environmentally benign polymers, with a poten-
tial market exceeding several hundred million dollars per
year.

The market for fermentation lactic acid is growing every
year because it is now feasible to produce large-volume
chemicals from lactic acid. Homofermentative lactic-acid
bacteria produce none or only trace amounts of end prod-
ucts other than lactic acid, and are used for industrial pro-
cesses. Numerous organisms are known to produce lactic
acid with high (>90%) yield and productivity (>2 g/L per
hour) from carbohydrate fermentation. Some of the com-
mon homolactic acid bacteria are: Lactobacillus casei, L.
pentosus, L. leichmannii, L. acidophilus, L. delbrueckii, L.
bulgaricus, Streptococcus cremoris, S. lactis, S. diacetylac-
tis, Sporolactobacillus sp. and Pediococcus sp. Homolactic
acid—producing bacteria ferment starch, hexoses, pen-
toses, and cellobiose. Depending upon the cultural condi-
tions, the yield of lactic acid by the homolactic acid bacte-
rium L. casei and heterolactic acid bacterium T. brockii are
nearly equivalent. In non-energy-limited batch culture, L.
casei produces lactic acid as the sole end product, whereas
in energy-limited, continuous culture, nearly equivalent
amounts of lactic, acetic, and formic acids, and as well as
ethanol, are produced (43). Lactate is the major fermen-
tation product of T. brockii grown in high-yeast extract,
batch fermentation. It should be noted that lactate yields
in homolactic-acid bacteria depend upon specific growth
conditions and that additional products (e.g., formic acid,
acetic acid, and ethanol) can also be formed. Lactic acid
yields are generally highest during glycolysis via the
homolactic-acid-fermentation pathway. Theoretically, 2
mol of lactate and 2 mol of ATP are formed per 1 mol of
glucose fermented.

Anaerobic fermentations for production of organic acids
operate optimally at pHs where salts of organic acids,
rather than free acids, are produced. The free acids and
their derivatives are required for the manufacture of func-
tional chemicals. The development of new technologies to
recover and purify the fermentation acids from broth have
reduced the costs associated with product recovery and pu-
rification, thus making the commodity production of or-
ganic acids such as lactic acid practical and econo