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Preface

The field of Microbiology encompasses highly diverse
life forms—bacteria, archaea, fungi, protists, and
viruses. They have a profound influence on all life on
Earth: they play an essential role in the cycles of matter
in nature, affect all biological environments, interact in
countless ways with other living beings, and play a
crucial role in agriculture and industry. The literature
associated with Microbiology, of necessity, tends to be
specialized and focused. For that reason, it is difficult
to find sources that provide a broad perspective on a
wide range of microbiological topics. That is the aim of
The Desk Encyclopedia of Microbiology.

The concept behind this venture is to provide a sin-
gle reference volume with appeal to microbiologists on
all levels and fields, including those working in
research, teaching, industry, and government. We
believe that this book will be helpful, especially for
accessing material in areas in which the reader is not a
specialist. It is intended to facilitate preparing lectures,

grant applications and reports, and to satisfy curiosity
regarding microbiological topics.

The Desk Encyclopedia of Microbiology is principally a
synthesis from the comprehensive and multivolumed
Encyclopedia of Microbiology. Our intention is to pro-
vide affordable and ready access to a large variety of
topics within one set of covers. To this end we have
chosen subjects that, in our opinion, will be of great-
est interest to the largest number of readers. Included
are the most general chapters from The Encyclopedia of
Microbiology, brought up to date and augmented with
current references and related URLs. We have empha-
sized topics that are currently “hot” in the field of
Microbiology, including additional chapters from
other sources.

The result is a volume where coverage is extensive
but not overly long in specific details. We believe this
will be a most appropriate reference for anyone with
an interest in the intriguing field of Microbiology.

Moselio Schaechter, 2003
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General websites

American Society for Microbiology. An extensive list
of links is in “Search Microbiology Sites” (members
only)
http:/[www.asm.org/

Society for General Microbiology links page
http:/[www.socgenmicrobiol .org.uk/links.htm

Links to microbiology courses at various universities

http:/[www.geocities.com/CapeCanaveral /3504 /courses.

htm

Microbiology clinical cases
http:/fwww.medinfo.ufl.eduyear2 /mmid/bms5300/case

s/index.html

List of bacterial names with standing in nomenclature
(J. P. Euzéby)
http:/[www.bacterio.cict.fr/index.html

Access to online resources on Bacterial Infections and
Mycoses. Karolinska Institutet
http:/[www.mic.ki.se/Diseases/c1.html
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Adhesion, Bacterial

Matthew A. Mulvey and Scott |. Hultgren
Washington University School of Medicine

GLOSSARY

adhesin A molecule, typically a protein, that mediates
bacterial attachment by interacting with specific
receptors.

extracellular matrix A complex network of proteins
and polysaccharides secreted by eukaryotic cells.
Functions as a structural element in tissues, in
addition to modulating tissue development and
physiology.

invasin An adhesin that can mediate bacterial inva-
sion into host eukaryotic cells.

isoreceptors Eukaryotic cell membrane components
which contain identical receptor determinants rec-
ognized by a bacterial adhesin.

lectins  Proteins that bind carbohydrate motifs.

Adhesion is a principal step in the colonization of inani-
mate surfaces and living tissues by bacteria. It is estimated
that the majority of bacterial populations in nature live
and multiply attached to a substratum. Bacteria have
evolved numerous, and often redundant, mechanisms to
facilitate their adherence to other organisms and surfaces
within their environment. A vast number of structurally
and functionally diverse bacterial adhesive molecules,
called adhesins, have been identified. The adhesins
expressed by different bacterial species can directly influ-
ence bacterial tropism and mediate molecular crosstalk
among organisms.

The Desk Encyclopedia of Microbiology
ISBN: 0-12-621361-5

I. MECHANISMS OF
BACTERIAL ADHESION

Bacterial adhesion to living cells and to inanimate sur-
faces is governed by nonspecific electrostatic and
hydrophobic interactions and by more specific
adhesin-receptor binding events. Studies of bacterial
adherence indicate that initial bacterial interactions
with a surface are governed by long-range forces, pri-
marily van der Waals and electrostatic interactions.
The surface of most gram-negative and many gram-
positive bacteria is negatively charged. Thus, bacteria
will often readily adhere nonspecifically to positively
charged surfaces. In some cases, bacterial proteins
possessing hydrophobic surfaces, including many
adhesins, can also mediate nonspecific bacterial inter-
actions with exposed host cell membrane lipids and
with other hydrophobic surfaces encountered in
nature. If the approach of bacteria to a surface, such as
a negatively charged host cell membrane, is unfavor-
able, bacteria must overcome an energy barrier to
establish contact. Protein-ligand binding events
mediated by bacterial adhesins can often overcome or
bypass repulsive forces and promote specific and inti-
mate microbial interactions with host tissues and
other surfaces.

Bacteria can produce a multitude of different
adhesins, usually proteins, with varying specificities
for a wide range of receptor molecules. Adhesins are
presented on bacterial surfaces as components of

Copyright © 2003 Elsevier Ltd
All rights of reproduction in any form reserved



2 THE DESK ENCYCLOPEDIA OF MICROBIOLOGY

filamentous, nonflagellar structures, known as pili or
fimbriae, or as afimbrial (or nonfimbrial) monomeric
or multimeric proteins anchored within the bacterial
membrane. Other nonprotein components of bacterial
membranes, including lipopolysaccharides (LPS) syn-
thesized by gram-negative bacteria, and lipoteichoic
acid in some gram-positive bacteria, can also function
as adhesive molecules. Adhesins are often only minor
subunits intercalated within pilus rods or located at
the distal tips of pili, but they can also constitute the
major structural subunits of adhesive pili. The molec-
ular machinery required for the synthesis of many
different adhesive pili and afimbrial adhesins is
conserved, although the receptor specificities of the
different adhesins can vary widely. Many bacterial
adhesins function as lectins, mediating bacterial inter-
actions with carbohydrate moieties on glycoproteins
or glycolipids. Other adhesins mediate direct contact
with specific amino acid motifs present in receptor
proteins. Plant and animal cell surfaces present a large
array of membrane proteins, glycoproteins, glyco-
lipids, and other components that can potentially
serve as receptors for bacterial adhesins. Protein con-
stituents of the extracellular matrix (ECM) are also
often used as bacterial receptors. In some cases, ECM
proteins can function as bridges, linking bacterial and
host eukaryotic cells. In addition, organic and inor-
ganic material that coats inanimate surfaces, such as
medical implants, pipes, and rocks, can act as recep-
tors for bacterial adhesins, allowing for the establish-
ment of microbial communities or biofilms. Adhesins
also mediate interbacterial associations, facilitating
the transfer of genetic material between bacteria and
promoting the coaggregation of bacterial species in
sites such as the oral cavity.

A single bacterium can often express multiple
adhesins with varying receptor specificities. These
adhesins can function synergistically and, thus,
enhance bacterial adherence. Alternately, adhesins
may be regulated and expressed differentially, allow-
ing bacteria to alter their adhesive repertoire as they
enter different environmental situations. To date, a
large number of bacterial adhesins have been
described, but relatively few receptors have been
conclusively identified. Bacterial adhesins can show
exquisite specificity and are able to distinguish
between very closely related receptor structures. The
ability of bacterial adhesins to recognize specific
receptor molecules is dependent upon the three-
dimensional architecture of the receptor in addition to
its accessibility and spatial orientation. Most studies
to date of bacterial adhesion have focused on
host—pathogen interactions. Numerous investigations
have indicated that bacterial adhesion is an essential

step in the successful colonization of host tissues and
the production of disease by bacterial pathogens.
Examples of adhesins expressed by bacterial
pathogens and their known receptors are presented in
Table 1.1. To illustrate some of the key concepts of
bacterial adhesion, the modes of adhesion of a few
well-characterized pathogens are discussed in the
following sections.

A. Adhesins of uropathogenic
Escherichia coli

Uropathogenic strains of E. coli are the primary
causative agents of urinary tract infections among
humans. These bacteria can express two of the best
characterized adhesive structures, P and type 1 pili.
These pili are composite organelles, consisting of a
thin fibrillar tip structure joined end-to-end to a right-
handed helical rod. Chromosomally located gene
clusters, that are organizationally as well as function-
ally homologous, encode P and type 1 pili. The P pilus
tip fibrillum contains a distally located adhesin,
PapG, in association with three other tip subunits,
PapE, PapF, and PapK. The adhesive tip fibrillum
is attached to the distal end of a thicker pilus rod
composed of repeating PapA subunits. An additional
subunit, PapH, anchors the PapA rod to the outer
membrane.

The P pilus PapG adhesin binds to the a-D-galacto-
pyranosyl-(1-4)-B-D-galactopyranoside (Gala(1-4)
Gal) moiety present in the globoseries of glycolipids,
which are expressed by erythrocytes and host cells
present in the kidney. Consistent with this binding
specificity, P pili have been shown to be major viru-
lence factors associated with pyelonephritis caused
by uropathogenic E. coli. Three distinct variants of the
PapG adhesin (G-I, G-1I, and G-III) have been identi-
fied that recognize three different Gala(1-4)Gal-
containing isoreceptors: globotriaosylceramide,
globotetraosylceramide (globoside), and globopenta-
osylceramide (the Forssman antigen). The different
PapG adhesins significantly affect the tropism of
pyelonephritic E. coli. For example, urinary tract
E. coli isolates from dogs often encode the G-III
adhesin that recognizes the Forssman antigen, the
dominant Gala(1-4)Gal-containing isoreceptor in the
dog kidney. In contrast, the majority of urinary tract
isolates from humans express the G-II adhesin that
preferentially recognizes globoside, the primary
Gala(1-4)Gal-containing isoreceptor in the human
kidney.

In comparison with P pili, type 1 pili are more
widely distributed and are encoded by more than 95%
of all E. coli isolates, including uropathogenic and




TABLE 1.1 Selected examples of bacterial adhesins and their receptors

Form of
Organism Adhesin Receptor receptor”’ Associated disease(s)
Escherichia coli P pili (PapG) Gala(1-4)Gal GL Pyelonephritis / cystitis
Type 1 pili (FimH) D-mannose (uroplakin GP Cystitis
la and 1b, CD11, CD18,
uromodulin)
Curli (CsgA) Fibronectin/laminin/ ECM Sepsis
plasminogen
Prs pili Gala(1-4)Gal GL Cystitis
S pili a-sialyl-2,3-B-galactose GP UTI, newborn meningitis
K88 pili (K88ad) IGLad (nLc,Cer) GL Diarrhea in piglets
K99 pili (FanC) NeuGce(a2-3)GalB4Gle GL Neonatal diarrhea in piglets,
calves, and lambs
DR family
DR UTI
DR-II Decay accelerating p UTI
AFA-1 factor (SCR-3 domain) UTI
AFA-III UTI, diarrhea
F1845 diarrhea
Nonfimbrial adhesions 1-6 Glycophorin A GP UTI, newborn meningitis
M hemagglutinin AM determinant of glycophorin A GP Pyelonephritis
Intimin Tir (EPEC encoded phosphoprotein) P Diarrhea
Neisseria Type 4a pili CD46 GP )
Opa proteins CD66 receptor family/HSPG P
GL
Opas Vitonectin/fibronectin ECM Gonorrhea/meningitis
Opc HSPG/ Vitronectin GL
ECM
LOS ASGP-R GP
Inducible adhesin Lutropin receptor GpP )
Listeria Internalin E-cadherin GP Listeriosis (meningitis,
monocytogenes septicemia, abortions,
gastroenteritis)
Haemophilus Hemagglutinating pili AnWj antigen/lactosylceramide GP Respiratory tract infections
influenzae GL
Hsp-70-related proteins Sulfoglycolipids GL
HMW1, HMW2 Negatively charged glycoconjugates ~ GP
Campylobacter CadF Fibronectin ECM Gastroenteritis
jejuni
Yersinia Invasin B integrins P Plague, Enterocolitis
YadA Cellular fibronectin/collagen/laminin ECM
Bordetella pertussis ~ FHA CR3 integrin P Whooping cough
Pertactin, BrkA Integrins P
Pertussis toxin Lactosylceramides/gangliosides GP/GL
Mycobacterium BCG85 complex, FAP proteins  Fibronectin ECM Tuberculosis, leprosy
Streptococcus Protein F family Fibronectin ECM Pharyngitis, scarlet fever,
Polysaccharide capsule CD44 GP erysipelas, impetigo,
ZOP, FBP4, GAPDH Fibronectin ECM rheumatic fever,
Lipoteichoic acid (LTA) Fibronectin/macrophage ECM/GP UTI, dental caries,
scavenger receptor neonatal sepsis,
M protein CD46/fucosylated GP/ECM glomerulonephritis,
glycoconjugates/fibronectin endocarditis,
pneumonia, meningitis
Staphylococcus FnbA, FnbB Fibronectin ECM Skin lesions, pharyngitis,
Can Collagen ECM pneumonia, endocarditis,
Protein A (Spa) von Willebrand factor GP toxic shock syndrome,
CIfA Fibrinogen ECM food poisoning
EbpS Elastin ECM

“P, protein—protein interactions; GP, interaction with glycoproteins; GL, glycolipids; ECM, extracellular matrix proteins.
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commensal intestinal strains. The type 1 pilus tip fib-
rillum is comprised of two subunits, FimF and FimG,
in addition to the adhesin, FimH. The adhesive tip is
connected to the distal end of a thicker pilus rod com-
posed of repeating FimA subunits. In addition to its
localization within the pilus tip, the FimH adhesin
also appears to be occasionally intercalated along the
length of the type 1 pilus rod. FimH binds to mannose
containing host receptors expressed by a wide variety
of host cell types and has been shown to be a signifi-
cant virulence determinant for the development of
bladder infections. Natural phenotypic variants of the
FimH adhesin have been identified by Sokurenko
et al. (1998), which differentially bind to mono-mannose
structures. Interestingly, most uropathogenic isolates
express FimH variants that bind well to mono-
mannose residues, whereas most isolates from the large
intestine of healthy humans express FimH variants
that interact poorly with mono-mannose structures.
Mono-mannose residues are abundant in the
oligosaccharide moieties of host proteins, known as
uroplakins, that coat the luminal surface of the blad-
der epithelium. In vitro binding assays by Wu et al.
(1996) have demonstrated that type 1-piliated E. coli
can specifically bind two of the uroplakins, UPla and
UP1lb. Scanning and high-resolution electron
microscopy have shown that type 1 pili can mediate
direct and intimate bacterial contact with the
uroplakin-coated bladder epithelium (Fig. 1.1).

The assembly of P pili and type 1 pili requires two
specialized assembly proteins: a periplasmic chaper-
one and an outer membrane usher. Periplasmic chap-
erones facilitate the import of pilus subunits across
the inner membrane and mediate their delivery to
outer membrane usher complexes, where subunits are
assembled into pili. Homologous chaperone/usher
pathways modulate the assembly of over 30 different
adhesive organelles, expressed by uropathogenic
E. coli and many other gram-negative pathogens.
Among the adhesive structures assembled via a
chaperone/usher pathway by uropathogenic E. coli
are S pili, nonfimbrial adhesin I, and members of the
Dr adhesin family. This family includes the uropatho-
genic-associated afimbrial adhesins AFA-I and
AFA-III and the fimbrial adhesin Dr, in addition to the
diarrhea-associated fimbrial adhesin F1845. These
adhesins recognize the Dr® blood group antigen pres-
ent on decay accelerating factor (DAF), a complement
regulatory factor expressed on erythrocytes and other
tissues, including the uroepithelium. These four
members of the Dr adhesin family appear to recog-
nize different epitopes of the Dr® antigen. The
Dr adhesin, but not the other three, also recognizes
type IV collagen. Members of the Dr adhesin family

are proposed to facilitate ascending colonization and
chronic interstitial infection of the urinary tract. It is
unclear why the Dr and F1845 adhesins assemble into
fimbria while AFA-I and AFA-III are assembled as
nonfimbrial adhesins on the bacterial surface. It has
been suggested that afimbrial adhesins, such as
AFA-I and AFA-III, are derived from related fimbrial
adhesins, but have been altered such that the struc-
tural attributes required for polymerization into a
pilus are missing while the adhesin domain remains
functional and anchored on the bacterial surface.

B. Neisserial adhesins

Neisseria gonorrhoeae and N. meningitidis are exclu-
sively human pathogens that have developed several
adhesive mechanisms to colonize mucosal surfaces.
Initial contact with mucosal epithelia by Neisseria
species is mediated by type 4a pili. These adhesive
organelles are related to a group of multifunctional
structures expressed by a wide diversity of bacterial
species, including Pseudomonas aeruginosa, Moraxella
species, Dichelobacter nodus, and others. Type-4a pili
are assembled by a type Il secretion system that is dis-
tinct from the chaperone/usher pathway. They are
comprised primarily of a small subunit, pilin, that is
packaged into a helical arrangement within pili. The
type 4a pilin can mediate bacterial adherence, but in
Neisseria species, a separate, minor tip protein, PilC,
has also been implicated as an adhesin. A eukaryotic
membrane protein, CD46, is proposed to be a host
receptor for type 4a pili expressed by N. gonorrhoeae,
although it is currently unclear which pilus compo-
nent binds this host molecule.

Following primary attachment mediated by type-4a
pili, more intimate contact with mucosal surfaces is
apparently established by the colony opacity-associated
(Opa) proteins of Neisseria species. These proteins
constitute a family of closely related but size-variable
outer membrane proteins that are expressed in a phase
variable fashion. Opa proteins mediate not only
adherence, but they also modulate bacterial invasion
into host cells. A single neisserial strain can encode
from 3 to 11 distinct Opa variants, with each Opa pro-
tein being expressed alternately of the others. The
differential expression of Opa variants can alter bacte-
rial antigenicity and possibly modify bacterial tropism
for different receptors and host cell types. Some Opa
variants recognize carbohydrate moieties of cell
surface-associated heparin sulfate proteoglycans
(HSPGs), which are common constituents of mam-
malian cell membranes. The majority of Opa variants,
however, bind via protein—protein interactions to
CD66 transmembrane glycoproteins, which comprise
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FIGURE 1.1 Type 1 pilus-mediated bacterial adherence to the mouse bladder epithelium was visualized by (A and B) scanning and (C-H)
high-resolution freeze—fracture, deep-etch electron microscopy. Mice were infected via transurethral inoculation with type 1-piliated
uropathogenic E. coli. Bladders were collected and processed for microscopy at 2h. after infection. Bacteria adhered randomly across the
bladder lumenal surface, both singly and in large, biofilmlike microcolonies, some of which contained several hundred bacteria (A and B).
The type 1 pili-mediating bacterial adherence were resolved by high-resolution electron microscopy techniques. The adhesive tips of type 1
pili make direct contact with the uroplakin-coated surface of the bladder epithelium (D-G). Hexagonal arrays of uroplakin complexes are
visible. The boxed areas in (C) and (D) are shown magnified, respectively, in (D) and (E). In (H), type 1 pili span from the host cell mem-
brane on the right to the bacterium on the left. These images demonstrate that type 1 pili can mediate intimate bacterial attachment to host
bladder epithelial cells. Scale bars indicate 5 pm (A and B), 0.5 um (C and F), and 0.1 pm (D, E, G, H) (Plate 1). (Reprinted with permission
from Mulvey, M. A,, et al. (1998). Induction and evasion of host defenses by type 1-piliated uropathogenic Escherichia coli. Science 282,
1494-1497. Copyright 1998 American Association for the Advancement of Science.).

a subset of the carcinoembryonic antigen (CEA) recep-  C. Adhesins of Haemophilus influenzae

tor family of the immunoglobulin super-family. o i
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proteins, the lipopolysaccharide (lipooligosaccharide, ~ cOTJugate vaccmnes, capsulated strains of H. influenzae
LOS) and a distinct outer membrane protein, Opc were the primary cause of childhood bacterial menin-
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roles of the different adhesive components of Neisserig ~ 12Ve not yet been developed and these strains remain
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adhesins have been identified which facilitate the
colonization of the respiratory epithelium by both
encapsulated and nontypable H. influenzae.

During the initial stages of the infection process,
nontypable H. influenzae associates with respiratory
mucus, apparently through interactions between bac-
terial outer membrane proteins (OMPs P2 and P5)
and sialic acid-containing oligosaccharides within the
mucus. Both nontypable and encapsulated strains of
H. influenzae can initiate direct contact with the res-
piratory epithelium via adhesive pili. Over 14 serolog-
ical types of adhesive pili have been indentified in
H. influenzae. These pili are composite structures
assembled by chaperone/usher pathways similar to
those used by uropathogenic E. coli to assemble P and
type 1 pili. Piliated strains of H. influenzae preferen-
tially bind to nonciliated cells or damaged epithelium.
The pili of H. influenzae can recognize the AnWj anti-
gen, in addition to gangliosides and other compounds
containing siallyllactoceramide. Following initial
attachment mediated by pili, the polysaccharide cap-
sule of encapsulated strains is reduced, enabling a
second adhesin, Hsf, to establish more intimate bacte-
rial contact with host epithelial cells. Hsf assembles
into short, thin fibrils on the bacterial surface. While
Hsf expression is restricted to encapsulated strains of
H. influenzae, a subpopulation of nontypable strains
expresses a Hsf homolog called Hia. Both Hsf and
Hia share homology with other bacterial adhesins
including AIDA-1, an adherence factor produced by
diarrheagenic E. coli.

Instead of adhesive pili and Hia, the majority of
nontypable H. influenzae isolates produce two alter-
nate adhesins: high molecular weight surface-exposed
proteins called HMW1 and HMW?2. These two
adhesins share significant sequence identity with each
other and are similar to filamentous hemagglutinin
(FHA), an adhesin and colonization factor expressed
by Bordetella pertussis. HMW1 and HMW2 have dis-
tinct adhesive specificities and may function at differ-
ent steps in the infection process. The receptors for the
HMW adhesins appear to be negatively charged gly-
coconjugates that have not yet been completely
defined. Nontypable H. influenzae encodes several
other adhesive factors, including two Hsp-70-related
proteins, which can mediate bacterial binding to
sulfoglycolipids. Interestingly, other heat shock pro-
teins have been implicated in the adherence of other
microbial pathogens including Helicobacter pylori,
Moycoplasma, and Chlamydia trachomatis.

Work by St. Geme and coworkers (1998) has high-
lighted an additional adhesin, Hap, which is
expressed by virtually all nontypable H. influenzae iso-
lates. Hap mediates low-level adherence to epithelial

cells, complementing the binding activities of pili and
Hia or HMW1 and HMW?2. Hap also promotes inter-
bacterial associations leading to bacterial aggregation
and microcolony formation on the epithelial surface.
The mature Hap adhesin consists of a C-terminal
outer membrane protein domain, designated Hapyg,
and a larger extracellular domain designated Hap,.
The Hap, domain, which is responsible for mediating
adherence, has serine protease activity and can be
autoproteolytically cleaved, releasing itself from the
bacterial surface. Interestingly, secretory leukocyte
protease inhibitor (SLPI), a natural host component of
respiratory-tract secretions, which possibly protects
the respiratory epithelium from proteolytic damage
during acute inflammation, has been shown to inhibit
Hap autoproteolysis and enhance bacterial adher-
ence. Despite the presence of SLPI, Haps-mediated
adherence in vivo is likely transient. Over time, the
eventual autoproteolysis and release of the Haps
adhesin domain from the bacterial surface may allow
bacterial spread from microcolonies on the respira-
tory epithelium and aid the bacteria in evading the
host immune response. Identification of the receptor
molecules recognized by Hap awaits further studies.

D. Adherence to components of the
extracellular matrix

One of the principal functions of the ECM is to serve
as substrate for the adherence of eukaryotic cells
within animal tissues. The ECM is composed of
polysaccharides and numerous proteins including
fibronectin, vitronectin, laminin. elastin, collagen, fib-
rinogen, tenascin, entactin, and others. Thin flexible
mats of specialized ECM, known as basal laminae or
basement membranes, underlie all epithelial cells and
surround individual fat cells, muscle cells, and
Schwann cells. Binding of ECM proteins is one of the
primary mechanisms used by many pathogenic bac-
teria to adhere to host tissues. Bacterial adhesins have
been identified which recognize specific components
of the ECM and a few adhesins, such as the Opas, pro-
tein of Neisseria and the YadA adhesin of Yersinia
enterolitica, are able to recognize multiple ECM com-
ponents. Some bacterial adhesins preferentially recog-
nize immobilized, cell-bound ECM components over
soluble forms. The YadA adhesin expressed by
Y. enterolitica, for example, mediates adherence to cell-
bound fibronectin, but not to soluble fibronectin
within plasma. This may allow Y. enterolitica to more
efficiently bind tissue rather than circulating
molecules.

The tissue distribution of ECM components can
directly influence the tropism of a bacterial pathogen.
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For example, Mycobacterium leprae, the causative agent
of leprosy, binds LN-2, an isoform of the ECM com-
ponent laminin. This ECM component recognizes a
host cell-surface receptor, a-dystroglycan, and serves
as a bridge linking host and bacterial cells. M. leprae
targets the Schwann cells of the peripheral nervous
system and can also invade the placenta and striated
muscle of leprosy patients. The tissue distribution
of LN-2, which is restricted to the basal laminae of
Schwann cells, striated muscles, and trophoblasts
of the placenta, directly correlates with sites of natural
infection by M. leprae.

In contrast to the restricted tissue distribution of
LN-2, most components of the ECM are more widely
apportioned and can interact with receptor molecules
expressed by a broad range of cell types present
within a variety of different tissues. By interacting
with widely distributed components of the ECM, bac-
teria greatly enhance their adhesive potential.
Numerous bacteria are able to bind fibronectin, an
ECM component present in most tissues and body
fluids and a prominent constituent of wounds. The
bacterial adhesins that bind fibronectin are diverse.
For example, E. coli and Salmonella species express
thin, irregular, and highly aggregated surface fibers,
known as curli, that bind fibronectin in addition to
other receptor molecules. Mycobacterium species pro-
duce at least five fibronectin-binding molecules, three
of which are related and collectively known as the
BCG85 complex. Streptococcus expresses an even
larger number of different fibronectin-binding
adhesins, including ZOP, lipoteichoic acid, GAPDH,
FBP54, M protein, and several related molecules
represented by Protein F. Binding of Protein F and
related adhesins to fibronectin is specific and essen-
tially irreversible. Members of the Protein F family of
adhesins have similar domain architectures, although
they appear to interact with fibronectin differently.
Protein F possesses two distinct domains, composed
of repeated sequence motifs, which bind independ-
ently of each other to different sites at the N-terminus
of fibronectin. Additional fibronectin-binding pro-
teins related to the Protein F family of adhesins
have also been identified in Staphylococcus. These
gram-positive bacteria, in addition to producing
fibronectin-binding proteins, can also express an
array of other adhesive molecules, which bind other
widely distributed ECM components, including
collagen, fibrinogen, and elastin. By encoding a
large repertoire of adhesins able to recognize
ECM components, Streptococcus, Staphylococcus, and
other pathogens, presumably, increase their capacity
to effectively bind and colonize sites within host
tissues.

II. CONSEQUENCES OF
BACTERIAL ADHESION

Research in recent years has demonstrated that inter-
actions between bacterial adhesins and receptor mol-
ecules can act as trigger mechanisms, activating signal
transduction cascades and altering gene expression in
both bacterial and host cells. Zhang and Normark
showed in 1996 that the binding of host cell receptors
by P pili activated the transcription of a sensor—
regulator protein, AirS, which regulates the bacterial
iron acquisition system of uropathogenic E. coli. This
response may enable uropathogens to more efficiently
obtain iron and survive in the iron-poor environment
of the urinary tract. Around the same time, Wolf-Watz
and colleagues showed, using Y. pseudotuberculosis,
that bacterial contact with host cells could increase the
rate of transcription of virulence determinants called
Yop effector proteins. More recently, Taha and
coworkers (1998) demonstrated that transcription of
the PilC1 adhesin of N. meningitidis was transiently
induced by bacterial contact with host epithelial cells.
The PilC1 adhesin can be incorporated into the tips of
type-4a pili, but it can also remain associated with the
bacterial outer membrane, where it can, presumably,
facilitate pilus assembly. The up-regulation of the
PilC1 adhesin may enhance bacterial adherence to
host cells by promoting the localization of PilC1 into
the tips of type 4a pili.

Signal transduction pathways are activated within
host eukaryotic cells in response to attachment medi-
ated by many different bacterial adhesins. For exam-
ple, the binding of type-4a pili expressed by Neisseria
to host cell receptors (presumably, CD46) can stimu-
late the release of Ca™* stores within target epithelial
cells. Fluxes in intracellular Ca®™* concentrations
are known to modulate a multitude of eukaryotic
cellular responses. Similarly, the binding of P pili to
Gala(1-4)Gal-containing host receptors on uroepithe-
lial cells can induce the release of ceramides, important
second messenger molecules that can influence a num-
ber of signal transduction processes. Signals induced
within urepithelial cells upon binding P-piliated bacte-
ria result in the up-regulation and eventual secretion of
several immunoregulatory cytokines. The binding of
type 1-piliated and other adherent bacteria to a variety
of host epithelial and immune cells has also been
shown to induce the release of cytokines, although the
signaling pathways involved have not yet been well
defined. In some cases, bacteria may co-opt host signal
transduction pathways to enhance their own attach-
ment. For example, binding of the FHA adhesin
of B. pertussis to a monocyte integrin receptor complex
activates host signal pathways that lead to the
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up-regulation of another integrin, complement recep-
tor 3 (CR3). FHA can bind CR3 through a separate
domain and, thus, enhance the adhesion of B. pertussis.

The activation of host signal pathways following
bacterial attachment can result in dramatic rearrange-
ments of the eukaryotic cytoskeleton, which can lead
to the internalization of adherent bacteria. Many
pathogenic bacteria invade host eukaryotic cells to
evade immune responses or to pass through cellular
barriers, such as the intestinal epithelium. In some
cases, bacteria introduce effector molecules into their
target host cells to trigger cytoskeletal rearrangements
and intense ruffling of the host cell membrane that
results in bacterial uptake. In other situations, bacter-
ial adhesins (which are sometimes referred to as
invasins) more directly mediate bacterial invasion by
interacting with host cell membrane receptors that
sequentially encircle and envelope the attached
bacterium. This type of invasion is referred to as the
“zipper” mechanism and requires the stimulation of
host signaling cascades, including the activation
of protein tyrosine kinases. The invasin protein of
Yersinia and internalin expressed by Listeria can both
mediate bacterial internalization into host cells by such
a zipper mechanism by interacting with B;-integrin
and E-cadherin, respectively. The Opa proteins of
Neisseria can also mediate bacterial internalization
into host cells by a zipperlike mechanism. Recent
work by several labs has indicated that fimbrial
adhesins, such as FimH within type 1 pili, can also
function as invasins.

III. TARGETING ADHESINS FOR
ANTIMICROBIAL THERAPY

Bacterial adhesin-receptor binding events are critical
in the pathogenesis of virtually every bacterial disease.
In some cases, the knockout of a specific adhesin can
greatly attenuate bacterial virulence. Uropathogenic
E. coli strains, for example, which have been engineered
to express type 1 pili lacking the FimH adhesin, are
unable to effectively colonize the bladder. Similarly, a
P-piliated pyelonephritic strain of E. coli lacking a
functional PapG adhesin is unable to infect the kid-
ney. For many other bacteria, attachment is a multi-
faceted process involving several adhesins that may
have complementing and overlapping functions and
receptor specificities. In these cases, it has been more
difficult to discern the roles of individual adhesins in
disease processes. The construction of mutants with
knockouts in more than one adhesin is beginning to
shed light on the interrelationships between multiple
bacterial adhesins.

The central role of bacterial adhesins at the
host-pathogen interface during the infection process
has made them attractive targets for the development
of new antimicrobial therapies. Vaccines directed
against individual adhesins and adhesive pili have
had some success in the past. However, antigenic
variation of the major immunodominant domains of
some adhesive organelles and the immunorecessive
nature of others have frustrated progress in this area.
Fortunately, by unraveling the molecular details of
adhesin structure and biogenesis, substantial progress
is being made. For example, the identification of
FimH as the adhesive subunit of type 1 pili and the
elucidation of the chaperone/usher pathway used to
assemble these adhesive organelles has made it possi-
ble to purify large quantities of native FimH and to
test its efficacy as a vaccine. Unlike the major type 1
pilus subunit, FimA, there is relatively little hetero-
geneity among the FimH adhesins expressed by
diverse E. coli strains. The use of purified FimH as a
vaccine, rather than whole type 1 pili in which FimH
is present only in low numbers, has proven to signifi-
cantly enhance the host immune response against the
FimH adhesin. In early trials, FimH-vaccinated
animals showed substantial resistance to infection by
a wide variety type 1-piliated uropathogenic E. coli
strains.

In addition to the prophylactic approach of gener-
ating vaccines to inhibit bacterial adhesion, other anti-
adhesin strategies are being explored. With increased
knowledge of the mechanisms used to assemble
adhesins on the bacterial surface, it may be possible
to design specific inhibitors of adhesin biogenesis.
For example, synthetic compounds that specifically
bind and inactivate periplasmic chaperones could
potentially inhibit the biogenesis of a wide range of
bacterial adhesive organelles. The use of soluble syn-
thetic receptor analogs that bind bacterial adhesins
substantially better than the natural monomeric lig-
ands represents an additional strategy for inhibiting
bacterial attachment and colonization. Recent
advances in the synthesis of multimeric carbohydrate
polymers have highlighted the possibility of creating
high affinity receptor analogs that could potentially
work at pharmacological concentrations within
patients. Such compounds could also be used to com-
petitively remove adherent bacteria from medical
implants, industrial pipes, and other surfaces.
Furthermore, it may be possible to inhibit multiple
bacterial adhesins with a single compound by
incorporating several receptor analogs within a single
carbohydrate polymer. Continued research into the
structure, function, and biogenesis of bacterial
adhesins promises not only to enhance our knowledge
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of pathogenic processes, but may also help augment
our current arsenal of antimicrobial agents.
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Agrobacterium and plant cell
transformation
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GLOSSARY

autoinducer An acyl homoserine lactone secreted
from bacteria which, under conditions of high cell
density, passively diffuses across the bacterial enve-
lope and activates transcription.

border sequences 25-bp direct, imperfect repeats that
delineate the boundaries of T-DNA.

conjugal pilus An extracellular filament encoded by
a conjugative plasmid involved in establishing con-
tact between plasmid-carrying donor cells and
recipient cells.

conjugation Transfer of DNA between bacteria by a
process requiring cell-to-cell contact.

mobilizable plasmid Conjugal plasmid that carries
an origin of transfer (oriT) but lacks genes coding
for its own transfer across the bacterial envelope.

T-DNA Segment of the Agrobacterium genome trans-
ferred to plant cells.

transconjugant A cell that has received a plasmid
from another cell as a result of conjugation.

transfer intermediate A nucleoprotein particle com-
posed of a single strand of the DNA destined for
export and one or more proteins that facilitate DNA
delivery to recipient cells.

type 1V transporters A conserved family of macro-
molecular transporters evolved from ancestral con-
jugation systems for the purpose of exporting DNA
or protein virulence factors between prokaryotic
cells or to eukaryotic hosts.
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Agrobacterium tumefaciens is a gramnegative soil bac-
terium with the unique ability to infect plants through a
process that involves delivery of a specific segment of its
genome to the nuclei of susceptible plant cells. The trans-
ferred DNA (T-DNA) is a discrete region of the bacterial
genome defined by directly repeated border sequences. The
T-DNA is important for infection because it codes for
genes which, when expressed in the plant cell, disrupt
plant cell growth and division events.

Approximately 20 years ago, it was discovered that
oncogenic DNA could be excised from the T-DNA and
in its place virtually any gene of interest could be
inserted. Agrobacterium tumefaciens could then effi-
ciently deliver the engineered T-DNA to a wide array of
plant species and cell types. Transformed plant cells
could be selected by cotransfer of an antibiotic resist-
ance marker and regenerated into fertile, transgenic
plants. The discovery that A. tumefaciens is a natural and
efficient DNA delivery vector for transforming plants
is largely responsible for the burgeoning industry of
plant genetic engineering, which today has many
diverse goals ranging from crop improvement to the
use of plants as “pharmaceutical factories” for high-
level production of biomedically important proteins.

Because of the dual importance of Agrobacterium as a
plant pathogen and as a DNA delivery system, an
extensive literature has emerged describing numerous
aspects of the infection process and the myriad of ways
this organism has been exploited for plant genetic

Copyright © 2003 Elsevier Ltd
All rights of reproduction in any form reserved
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engineering. The aim of this article is to summarize
recent advances in our knowledge of this system, with
particular emphasis on chemical signaling events, the
T-DNA processing and transport reactions, and excit-
ing novel applications of Agrobacterium-mediated gene
delivery to eukaryotic cells.

I. OVERVIEW OF INFECTION
PROCESS

Agrobacterium species are commonly found in a vari-
ety of environments including cultivated and non-
agricultural soils, plant roots, and even plant vascular
systems. Despite the ubiquity of Agrobacterium species
in soil and plant environments, only a small percent-
age of isolates are pathogenic. Two species are known
to infect plants by delivering DNA to susceptible
plant cells. Agrobacterium tumefaciens is the causative
agent of crown gall disease, a neoplastic disease char-
acterized by uncontrolled cell proliferation and forma-
tion of unorganized tumors. Agrobacterium rhizogenes
induces formation of hypertrophies with a hairy root
appearance referred to as “hairy root” disease. The
pathogenic strains of both species possess large plas-
mids that encode most of the genetic information
required for DNA transfer to susceptible plant cells.
The basic infection process is similar for both species,
although the gene composition of the transferred DNA

Agrobacterium tumefaciens
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(T-DNA) differs, and therefore, so does the outcome of
the infection. This article focuses on recent advances
in our understanding of the A. tumefaciens infection
process.

The basic infection cycle can be described as follows
(Fig. 2.1). Pathogenic A. tumefaciens strains carry large,
~180-kb tumor-inducing (Ti) plasmids. The Ti plasmid
harbors the T-DNA and virulence (vir) genes involved
in T-DNA delivery to susceptible plant cells. As with
many bacterial pathogens of plants and mammals,
A. tumefaciens infects only at wound sites. As part of the
plant wound response, various plant cell wall precur-
sors, including defined classes of phenolic compounds
and monosaccharide sugars, are released into the
extracellular milieu. These molecules play an important
role in the infection process as inducers of the vir genes.
On vir gene activation, T-DNA is processed into a
nucleoprotein particle termed the T-complex. The
T-complex contains information for (i) export across
the A. tumefaciens cell envelope via a dedicated transport
system, (ii) movement through the plant plasma mem-
brane and cytosol, (iii) delivery to the plant nuclear
pore, and (iv) integration into the plant genome. Once
integrated into the plant genome, T-DNA genes are
expressed and the resulting gene products ultimately
disrupt the balance of two endogenous plant hor-
mones that synergistically coordinate plant cell
growth and division events. The imbalance of these
hormones contributes to loss of cell growth control

Plant cell

Nucleus

T-DNA integration

. /)

FIGURE 2.1 Overview of the Agrobacterium tumefaciens infection process. Upon activation of the VirA/VirG two-component signal trans-
duction system by signals released from wounded plant cells, a single strand of T-DNA is processed from the Ti plasmid and delivered as
a nucleoprotein complex (T-complex) to plant nuclei. Expression of T-DNA genes in the plant results in loss of cell growth control and tumor

formation (see text for details).
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and, ultimately, the proliferation of crown gall
tumors.

II. Ti PLASMID

Genetic and molecular analyses have resulted in the
identification of two regions of the Ti plasmid that
contribute directly to infection (Fig. 2.2). The first is
the T-DNA, typically a segment of 20-35kb in size
delimited by 25-bp directly repeated border sequences.
The T-DNA harbors genes that are expressed exclu-
sively in the plant cell. Transcription of T-DNA in the
plant cell produces 3" polyadenylated RNA typical of
eukaryotic RNA message that is translated in the cyto-
plasm. The translated proteins ultimately disrupt plant
cell growth and division processes resulting in the
characteristic tumorous phenotype. The second region
of the Ti plasmid involved in infection harbors the
genes responsible for processing the T-DNA into a
transfer-competent nucleoprotein particle and export-
ing this particle across the bacterial envelope. Two
additional regions of the Ti plasmid code for functions
that are not essential for the T-DNA transfer process
per se but are nevertheless intimately associated with
the overall infection process. One of these regions har-
bors genes involved in catabolism of novel amino acid
derivatives termed opines that A. tumefaciens induces
plants to synthesize as a result of T-DNA transfer. The
second region encodes Ti plasmid transfer functions for
distributing copies of the Ti plasmid and its associated
virulence factors to other A. tumefaciens cells by a

Plant:
Auxins
Cytokinins
Opines

Transfer virE
T-DNA processing/Transport virD/

Ti plasmid
T-DNA processing virC processing

vir activator virG /

Transporter virB /

Sensor kinase virA |
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Opine
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Opine uptake
& degradation

Ti plasmid conjugation

Ti plasmid replication

FIGURE 2.2 Regions of the Ti plasmid that contribute to infection
(vir region and T-DNA), cell survival in the tumor environment
(opine catabolism), and conjugal transfer of the Ti plasmid to recip-
ient agrobacteria (tra and trb). The various contributions of the vir
gene products to T-DNA transfer are listed. T-DNA, delimited by
25-bp border sequences (black arrows), codes for biosynthesis of
auxins, cytokinins, and opines in the plant. OD, overdrive sequence
that enhances VirD2-dependent processing at the T-DNA border
sequences.

process termed conjugation. Intriguing recent work has
described a novel regulatory cascade involving chemi-
cal signals released both from the transformed plant
cells and from the infecting bacterium that activates
conjugal transfer of the Ti plasmid among A. tumefaciens
cells residing in the vicinity of the plant tumor.

A. T-DNA

The T-DNA is delimited by 25-bp direct, imperfect
repeats termed border sequences (Fig. 2.2). Flanking
one border is a sequence termed overdrive that func-
tions to stimulate the T-DNA processing reaction. All
DNA between the border sequences can be excised and
replaced with genes of interest, and A. tumefaciens will
still efficiently transfer the engineered T-DNA to plant
cells. This shows that the border sequences are the only
cis elements required for T-DNA transfer to plant cells
and that genes encoded on the T-DNA play no role in
movement of T-DNA to plant cells. Instead, the T-DNA
genes code for synthesis of two main types of enzymes
within transformed plant cells. Oncogenes synthesize
enzymes involved in the synthesis of two plant growth
regulators, auxins and cytokinins. Production of these
plant hormones results in a stimulation of cell division
and a loss of cell growth control leading to the forma-
tion of characteristic crown gall tumors. The second
class of enzymes code for the synthesis of novel amino
acid derivatives termed opines. For example, the pTiA6
plasmid carries two T-DNAs that code for genes
involved in synthesis of octopines, a reductive conden-
sation product of pyruvate and arginine. Other Ti plas-
mids carry T-DNAs that code for nopalines, derived
from a-ketoglutarate and arginine, and still others code
for different classes of opines.

Plants cannot metabolize opines. However, as
described later, the Ti plasmid carries opine catabo-
lism genes that are responsible for the active transport
of opines and their degradation, thus providing a
source of carbon and nitrogen for the bacterium. The
“opine concept” was developed to rationalize the find-
ing that A. tumefaciens evolved as a pathogen by acquir-
ing the ability to transfer DNA to plant cells. According
to this concept, A. tumefaciens adapted a DNA conjuga-
tion system for interkingdom DNA transport to incite
opine synthesis in its plant host. The cotransfer of onco-
genes ensures that transformed plant cells proliferate,
resulting in enhanced opine synthesis. The environ-
ment of the tumor, therefore, is a rich chemical environ-
ment favorable for growth and propagation of the
infecting A. tumefaciens. It is also notable that a given A.
tumefaciens strain catabolizes only those opines that it
incites plant cells to synthesize. This ensures a selective
advantage of the infecting bacterium over other
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A. tumefaciens strains that are present in the vicinity of
the tumor.

B. Opine catabolism

The regions of two Ti plasmids coding for opine catab-
olism have been sequenced and shown to code for
three functions related to opine catabolism (Fig. 2.2).
The first is a regulatory function that controls expres-
sion of the opine transport and catabolism genes. The
regulatory protein is OccR for the octopine catabolism
region of plasmid pTiA6. Recent studies have shown
that OccR positively regulates expression of the occ
genes involved in octopine uptake and catabolism by
inducing a bend in the DNA at the OccR binding site.
Interestingly, octopine alters both the affinity of OccR
for its target site and the angle of the DNA bend, sug-
gesting that octopine modulates OccR regulatory
activity. The regulatory protein is AccR for the nopa-
line catabolism region of plasmid pTiC58. In contrast
to OccR, AccR functions as a negative regulator of acc
genes involved in nopaline catabolism.

The second and third functions, opine transport and
catabolism, are encoded by several genes that are tran-
scribed from a single promoter. At the proximal end of
the operon is a set of genes that code for one or more
transport systems conferring opine-specific binding and
uptake. Typically, one or more of these genes encode
proteins homologous to energy-coupling proteins found
associated with the so-called ATP-binding cassette
(ABC) superfamily of transporters. The ABC transporters

are ubiquitous among bacterial and eukaryotic cells, and
they provide a wide variety of transport functions
utilizing the energy of ATP hydrolysis to drive the
transport reaction. At the distal end of the operon are
genes involved in cleaving the opines to their parent
compounds for use as carbon and nitrogen sources for
the bacterium.

C. Ti plasmid conjugation

The Ti plasmid transfer (tra and trb) functions direct the
conjugal transmission of the Ti plasmid to bacterial
recipient cells. The transfer genes of conjugative plas-
mids code for DNA processing and transport system
that assembles at the bacterial envelope for the purpose
of delivering conjugal DNA transfer intermediates to
recipient cells. DNA sequence studies have shown that
one set of transfer genes codes for many proteins that
are related to components of other plasmid and protein
toxin transport systems. As described later in more
detail, this evolutionarily conserved family of trans-
porters is referred to as a type IV secretion system.

1. Autoinduction-dependent Ti plasmid transfer

Recent work has demonstrated that a regulatory cas-
cade exists to activate Ti plasmid transfer under con-
ditions of high cell density (Fig. 2.3). This regulatory
cascade initiates when A. tumefaciens imports opines
released from plant cells. For the octopine pTiA6
plasmid, OccR acts in conjunction with octopine to
activate transcription of the occ operon. Although the
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FIGURE 2.3 A schematic of chemical signaling events between Agrobacterium and the transformed plant cell. Signals released from
wounded plant cells initiate the infection process leading to tumor formation. Opines released from wounded plant cells activate opine
catabolism functions for growth of infecting bacteria. Opines also activate synthesis of TraR for autoinducer (AAI) synthesis. TraR and AAI
at a critical concentration activate the Ti plasmid conjugation functions (see text for details).
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majority of the occ operon codes for octopine transport
and catabolism functions, the distal end of the occR
operon encodes a gene for a transcriptional activator
termed TraR. TraR is related to LuxR, an activator shown
nearly 20 years ago to regulate synthesis of an acyl
homoserine lactone termed autoinducer. Cells that syn-
thesize autoinducer molecules secrete these molecules
into the environment. At low cell densities, autoinducer
is in low concentration, whereas at high cell densities
this substance accumulates in the surrounding environ-
ment and passively diffuses back into the bacterial cell to
activate transcription of a defined set of genes. In the
case of A. tumefaciens, the autoinducer is an N-3-(oxo-
octonoyl)-L-homoserine lactone termed Agrobacterium
autoinducer (AAI). AAI acts in conjunction with TraR to
activate transcription of the Ti plasmid tra genes and tral,
whose product mediates synthesis of AAIL Therefore,
synthesis of TraR under conditions of high cell density
creates a positive-feedback loop whereby a TraR-AAI
complex induces transcription of Tral, which in turn
results in enhanced synthesis of more AAIL It must be
noted that this regulatory cascade, involving opine-
mediated expression of traR and TraR-AAl-mediated
expression of Ti plasmid transfer genes under conditions
of high cell density, has the net effect of enhancing Ti
plasmid transfer in the environment of the plant tumor.
Given that the Ti plasmid encodes essential virulence
proteins for stimulating T-DNA transfer, A. tumefaciens
might have evolved this complex regulatory system to
maximize the number of bacterial cells in the vicinity of
the plant wound site that are competent for delivery of
opine-encoding T-DNA to plant cells.

D. vir genes

The Ti plasmid carries an ~35-kb region that harbors at
least six operons involved in T-DNA transfer. Two of
these operons have a single open reading frame,
whereas the remaining operons code for 2-11 open
reading frames. The products of the vir region direct
events within the bacterium that must precede export of
a copy of the T-DNA to plant cells. These events include
(i) elaboration of the VirA/VirG sensory transduction
system for perception of plant-derived signals and tran-
scriptional activation of the vir genes, (ii) T-DNA pro-
cessing into a nucleoprotein particle for delivery to
plant nuclei by the VirC, VirD, and VirE proteins, and
(iii) assembly of a transenvelope transporter composed
of VirB proteins for exporting the T-DNA transfer
intermediate across the bacterial envelope.

1. vir gene activation

Infection is initiated when bacteria sense and respond
to an array of signals, including specific classes of

plant phenolic compounds, monosaccharides, and
an acidic pH that are present at a plant wound site
(Fig. 2.1). Signal perception is mediated by the
VirA/VirG signal transduction system together with
ChvE, a periplasmic sugar-binding protein, and possi-
bly other phenolic-binding proteins. VirA was one of
the first described of what is recognized as a very large
family of sensor kinases identified in bacteria and
recently in eukaryotic cells. The members of this pro-
tein family typically are integral membrane proteins
with an N-terminal extracytoplasmic domain. Upon
sensory perception, the kinase autophosphorylates at
a conserved histidine residue and then transfers the
phosphate group to a conserved aspartate residue on
the second component of this transduction pathway, the
response regulator. The phosphorylated response regu-
lator coordinately activates transcription of several oper-
ons, whose products mediate a specific response to the
inducing environmental signal. For the A. tumefaciens vir
system, the response regulator is VirG, and phos-
phorylated VirG activates transcription of the six essen-
tial vir operons and many other Ti plasmid-encoded
operons that are dispensable for virulence.

VirA senses all three of the plant-derived signals dis-
cussed previously. The most important signal molecules
are phenols that carry an ortho-methoxy group. The type
of substitution at the para position distinguishes strong
inducers such as acetosyringone from weaker inducers
such as ferulic acid and acetovanillone. A variety of
monosaccharides, including glucose, galactose, arabi-
nose, and the acidic sugars D-galacturonic acid and
D-glucuronic acid, strongly enhance vir gene induction.
The inducing phenolic compounds and the monosac-
charides are secreted intermediates of biosynthetic
pathways involved in cell wall repair. Therefore, the
presence of these compounds is a general feature of
most plant wounds and likely contributes to the
extremely broad host range of A. tumefaciens. VirA
functions as a homodimer, and recent genetic studies
support a model indicating that VirA interacts
directly with inducing molecules that diffuse across
the outer membrane into the periplasm. Sugar-mediated
inducing activity occurs via an interaction between
sugars and the periplasmic sugar-binding protein ChvE.
In turn, ChvE-sugar interacts with the periplasmic
domain of VirA to induce a conformational change that
increases the sensitivity of VirA to phenolic inducer
molecules. The periplasmic domain of VirA also senses
the third environmental signal, acidic pH, required
for maximal induction of the vir genes; however, the
underlying mechanism responsible for stimulation of
VirA activity is unknown.

On the basis of recent crystallographic analysis of
CheY, a homolog of VirG, phosphorylation of this
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family of response regulators is thought to induce a
conformational change. Phospho-VirG activates tran-
scription of the vir genes by interacting with a cis-
acting regulatory sequence (TNCAATTGAAAPy)
called the vir box located upstream of each of the vir
promoters. Interestingly, both nonphosphorylated and
phosphorylated VirG bind to the vir box, indicating
that a phosphorylation-dependent conformation is
necessary for a productive interaction with components
of the transcription machinery.

I1I. CHROMOSOMALLY
ENCODED VIRULENCE GENES

Most studies of the A. tumefaciens infection process
have focused on the roles of Ti plasmid genes in
T-DNA transfer and opine response. Several essential
and ancillary chromosomal genes also have been
shown to contribute to A. tumefaciens pathogenicity.
Although mutations in these genes are often
pleiotropic, they generally function to regulate vir gene
expression or mediate attachment to plant cells.

A. Regulators of vir gene expression

At least three groups of chromosomal genes have
been identified that activate or repress vir gene
expression. As described previously, the periplasmic
sugar-binding protein ChvE complexed with any of a
wide variety of monosaccharides induces conforma-
tional changes in VirA, allowing it to interact with
phenolic inducers. Interestingly, chvE mutants are not
only severely compromised for T-DNA transfer but
also show defects in chemotaxis toward sugars, sug-
gesting that ChvE interacts both with VirA and with
another membrane protein(s) involved in chemotaxis.
ChvE therefore plays a dual role in the physiology of
A. tumefaciens by promoting chemotaxis toward nutri-
ents and by enhancing the transfer efficiency of opine-
encoding T-DNA to plant cells.

A second locus codes for Ros, a transcriptional
repressor of certain vir operons. As described later, the
VirC and VirD operons contribute to the T-DNA pro-
cessing reaction. Although the promoters for these
operons are subject to positive regulation by the
VirA /VirG transduction system in response to pheno-
lics and sugars, they are also negatively regulated by
the Ros repressor. A mutation in ros leads to constitutive
expression of virC and virD in the complete absence of
VirG protein. Ros binds to a 9-bp inverted repeat, the
ros box residing upstream of these promoters. In the
absence of plant signals, Ros binding to the virC and
virD promoters prevents the T-DNA processing reaction,

whereas in the presence of plant signals Ros repres-
sion is counteracted by the VirA/VirG induction sys-
tem. Interestingly, Ros was recently shown to be a
novel prokaryotic zinc finger protein that functions to
repress not only the expression of T-DNA processing
genes in the absence of a suitable plant host but
also the expression of the T-DNA oncogenes in the
bacterium.

A second two-component regulatory system has
been identified that, like the VirA/VirG transducer
pair, senses environmental signals and mounts a
behavioral response by modulating gene expression.
ChvG is the sensor kinase and Chvl is the response
regulator. Null mutations in genes for these proteins
result in cells which cannot induce the vir genes or
grow at an acidic pH of 5.5. The molecular basis
underlying the effect of the ChvG and Chvl proteins
on vir gene expression is unknown.

B. Attachment to plant cells

Binding of A. tumefaciens to plant cells is required for
T-DNA transfer. Recent evidence indicates there are at
least two binding events that may act sequentially or
in tandem. The first is encoded by chromosomal loci
and occurs even in the absence of the Ti plasmid
genes. This binding event directs bacterial binding to
many plant cells independently of whether or not the
bacterium is competent for exporting T-DNA or the
given plant cell is competent for receipt of T-DNA.
The second binding event is mediated by a pilus that
is elaborated by the virB genes (see Section V.B.1).

Binding via the chromosomally encoded attachment
loci is a two-step process in which bacteria first attach
loosely to the plant cell surface, often in a polar fashion.
A series of genes termed att are required for this binding
reaction. The second step involves a transition resulting
in the tight binding of the bacteria to plant cells. The cel
genes that mediate this form of binding direct the syn-
thesis of cellulose fibrils that emanate from the bacterial
cell surface. Recent studies indicate that binding due to
these chromosomal functions occurs at specific sites on
the plant cell surface. Binding is saturable, suggestive
of a limited number of attachment sites on the plant
cell, and binding of virulent strains can also be pre-
vented by attachment of avirulent strains. Although the
identity of a plant cell receptor(s) has not been defini-
tively established, a good candidate is a vitronectin-like
protein found in detergent extracts of plant cell walls.
Attachment-proficient A. tumefaciens cells bind radioac-
tive vitronection, whereas attachment-deficient cells
do not bind this molecule. Intriguingly, human vit-
ronectin and antivitronectin antibodies both inhibit
the binding of A. tumefaciens to plant cells.
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Efficient attachment of bacteria to plant cells also
requires the products of three chromosomal loci: chvA,
chvB, and exoC (pscA). All three loci are involved in the
synthesis of transport of a cyclic 8-1,2 glucan molecule.
Mutations in these genes are pleiotropic, suggesting
that 8-1,2 glucan synthesis is important for the overall
physiology of A. tumefaciens. Periplasmic -1,2 glucan
plays a role in equalizing the osmotic pressure between
the inside and outside of the cell. It has been proposed
that loss of this form of glucan may indirectly disrupt
virulence by reducing the activity or function of cell
surface proteins. Interestingly, chv mutants accumulate
low levels of VirB10, one of the proposed components
of the T-complex transport system (see Section V), sug-
gesting that -1,2 glucan might influence T-DNA
export across the bacterial envelope by contributing to
transporter assembly.

IV. T-DNA PROCESSING

One of the early events following attachment to plant
cells and activation of vir gene expression in response
to plant signals involves the processing of T-DNA into
a form which is competent for transfer across the bac-
terial cell envelope and translocation through the plant
plasma membrane, cytosol, and nuclear membrane.
The prevailing view, strongly supported by molecular
data, is that T-DNA is transferred as a single-stranded
molecule that is associated both covalently and nonco-
valently with Vir proteins. Two proteins identified to
date are components of the transfer intermediate:
VirD2, an endonuclease that participates in the T-DNA
processing reaction, and VirE2, a single-stranded
DNA-binding protein which is proposed to assoc-
iate noncovalently along the length of the single-
stranded transfer intermediate (Fig. 2.1). Intriguingly,
recent studies have provided strong evidence that A.
tumefaciens can export the VirE2 SSB to plant cells
independently of T-DNA (see Section IV.B).

A. Formation of the transfer intermediate

More than a decade ago, investigators determined
that the T-DNA border repeats are cleaved by a
strand-specific endonuclease and that the right T-DNA
border sequence is essential for and determines the
direction of DNA transfer from A. tumefaciens to plant
cells. The predominant product of this nicking reac-
tion was shown to be a free single-stranded T-DNA
molecule that corresponds to one strand of T-DNA. It
was noted that these features of the T-DNA process-
ing reaction are reminiscent of early processing events
involved in the conjugative transfer of plasmids

between bacterial cells. In the past 10 years, a large
body of evidence has accumulated supporting the
notion that DNA processing reactions associated with
T-DNA transfer and bacterial conjugation are equiva-
lent. Extensive studies have shown that two systems
in particular, the T-DNA transfer system and the con-
jugation system of the broad host-range plasmid RP4,
are highly similar. The substrates for the nicking
enzymes of both systems, T-DNA border sequences
and the RP4 origin of transfer (oriT), exhibit a high
degree of sequence similarity. Furthermore, the nick-
ing enzymes VirD2 of pTi and Tral of RP4 possess
conserved active-site motifs that are located within
the N-terminal halves of these proteins. Purified
forms of both proteins cleave at the nick sites within
T-DNA borders and the RP4 oriT, respectively. In the
presence of Mg?", purified VirD2 will catalyze cleav-
age of oligonucleotides bearing a T-DNA nick site.
However, VirD1 is essential for nicking when the nick
site is present on a supercoiled, double-stranded
plasmid. Both VirD2 and Tral remain covalently
bound to the 5" phosphoryl end of the nicked DNA
via conserved tyrosine residues Tyr-29 and Tyr-22.
Finally, both proteins catalyze a joining activity remi-
niscent of type I topoisomerases. VirD1 was reported
to possess a topoisomerase I activity, but recent
work suggests instead that VirD1 supplies a function
analogous to TraJ of RP4, which is thought to interact
with oriT as a prerequisite for Tral binding to an oriT
DNA-protein complex.

The current model describing the T-DNA and plas-
mid conjugation processing reactions is that sequence
and strand-specific endonucleases initiate processing
by cleaving at T-DNA borders and oriT sequences,
respectively. This reaction is followed by a strand dis-
placement reaction, which generates a free single-
stranded transfer intermediate. Concomitantly, the
remaining segment of T-DNA or plasmid serves as a
template for replacement synthesis of the displaced
strand. It is important to note that the single-stranded
transfer intermediates of the T-DNA and RP4 transfer
systems remain covalently bound to their cognate
endonucleases. Considerable evidence suggests that
these protein components play essential roles in deliv-
ering the respective transfer intermediates across the
bacterial envelope.

B. The role of VirE2 SSB in T-DNA

transfer

The virE2 gene codes for a single-stranded DNA-
binding protein that binds cooperatively to single-
stranded DNA (ssDNA). Early studies supplied
evidence that VirE2 binds with high affinity to any
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ssDNA in vitro and that it binds T-DNA in A. tumefaciens.
By analogy to other ssDNA-binding proteins (SSBs)
that play important roles in DNA replication, VirE2
was proposed to participate in the T-DNA processing
reaction by binding to the liberated T-strand and pre-
venting it from reannealing to its complementary
strand on the Ti plasmid. The translocation-competent
form of DNA therefore has been depicted as a ssDNA
molecule covalently bound at the 5" end by VirD2 and
coated along its length with an SSB. The single-
stranded form of T-DNA delivered to plants is termed
the T-strand, and the VirD2-VirE2-T-strand nucleo-
protein particle is termed the T-complex (Fig. 2.1).

Considerable evidence indicates that the T-complex
represents the biologically active transfer intermedi-
ate. The T-complex, composed of a 20-kb T-strand
capped at its 5" end with a 60-kDa endonuclease and
approximately 600 VirE2 molecules along its length, is
a large nucleoprotein complex of an estimated size of
50 X 10° Da. This size approaches that of some bacte-
riophages, and it has been questioned whether such
a complex could be exported intact across the
A. tumefaciens envelope without lysing the bacterial
cell. Although this is still unknown, several recent dis-
coveries support an alternative model that assembly
of the T-complex initiates within the bacterium but is
completed within the plant cell.

Approximately 15 years ago, it was discovered that
two avirulent A. tumefaciens mutants, one with a dele-
tion of T-DNA and a second with a virE2 mutation,
could induce the formation of tumors when inocu-
lated as a mixture on plant wound sites. To explain
this observation, it was postulated that A. tumefaciens
separately exports VirE2 and VirD2 T-strands to the
same plant cell. The virE2 mutant was proposed to
export the VirD2 T-strands (T-DNA donor), and the
T-DNA deletion mutant could export the VirE2 protein
only (VirE2 donor). Once exported, these molecules
could then assemble into a nucleoprotein particle, the
T-complex, for transmission to the plant nucleus. In
strong support of this model, recent genetic analyses
have shown that both the proposed T-DNA donor
strain and the VirE2 mutant in the mixed infection
experiment must possess an intact transport machin-
ery and intact genes mediating bacterial attachment
to the plant cell. Furthermore, current genetic data
argue against the possible movement of T-DNA or
VirE2 between bacterial cells by conjugation as an
alternative explanation for complementation by
mixed infection. Finally, a virE mutant was shown to
incite the formation of wild-type tumors on trans-
genic plants expressing virE2. This finding indicates
that VirE2 participates in A. tumefaciens pathogenesis
by supplying essential functions within the plant.

C. Role of cotransported proteins in
T-DNA transfer and plasmid conjugation

As discussed previously, processing of T-DNA and con-
jugative plasmids results in the formation of a ssDNA
transfer intermediate covalently bound at its 5" end to
the nicking enzyme. Recent studies have shown that the
protein component(s) of these conjugal transfer interme-
diates participates in the delivery of the DNA to the
recipient cell. In the case of T-DNA, the transferred
proteins facilitate movement of the T-DNA transfer
intermediate to plant nuclei by (i) piloting the T-DNA
transfer intermediate across the bacterial envelope and
protecting it from nucleases and/or (ii) directing T-DNA
movement and integration in plant cells. In the case of
the IncP plasmid RP4, Tral relaxase is thought to pro-
mote plasmid recircularization, and a primase activity
associated with the TraC SSB is considered to be impor-
tant for second-strand synthesis in the recipient cell.

1. Piloting and protection

A piloting function for VirD2 is suggested by the fact
that VirD2 is covalently associated at the 5’ end of the
T-strand and also from the finding that the T-strand is
transferred to the plant cell in a 5'-3" unidirectional
manner. A dedicated transporter functions to export
substrates to plant cells (see Section V). VirD2 might
guide T-DNA export by providing the molecular basis
for recognition of the transfer intermediate by the
transport machinery. By analogy to other protein sub-
strates exported across the bacterial envelope by ded-
icated transport machines, VirD2 might have a linear
peptide sequence or a protein motif in its tertiary
structure that marks this molecule as a substrate for
the T-DNA transporter.

Studies of T-DNA integrity in transformed plant cells
have shown that the 5’ end of the transferred molecule
generally is intact, suffering little or no loss of nucleotides
as a result of exonuclease attack during transit. By con-
trast, the 3’ end of the transferred molecule typically is
often extensively deleted. These findings suggest that a
second role of the VirD2 endonuclease is to protect the 5’
end of the transfer intermediate from nucleases. Recent
molecular studies have also shown that T-DNA trans-
ferred to plant cells by an A. tumefaciens virE2 mutant is
even more extensively degraded than T-DNA trans-
ferred by wild-type cells, suggesting that VirE2 SSB also
functions to protect the DNA transfer intermediate from
nucleases during transfer.

2. T-DNA movement and integration

DNA sequence analyses revealed the presence of a
bipartite type of nuclear localization sequence (NLS)
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near the C terminus of VirD2. The nuclear localizing
function of this NLS was confirmed by fusing the virD2
coding sequence to a reporter gene and demonstrating
the nuclear localization of the reporter protein activity
in tobacco cells transiently expressing the gene fusion.
As predicted, A. tumefaciens strains expressing mutant
forms of VirD2 with defects in the NLS sequence are
very inefficient in delivering T-DNA to plant nuclei.
Similar lines of investigation showed that VirE2 also
possesses two NLS sequences that both contribute to
its delivery to the nuclear pore. Therefore, both VirD2
and VirE2 are proposed to promote T-DNA delivery to
and across the plant nuclear membrane. In this context,
VirD2 has been shown to interact with a plant NLS
receptor localized at the nuclear pore. Of further inter-
est, VirD2 has also been shown to interact with several
members of a family of proteins termed cyclophilins.
The postulated role for cyclophilins in this interaction
is to supply a chaperone function at some stage during
T-complex trafficking to the nucleus. Agrobacterium
tumefaciens has been demonstrated to transport DNA to
representatives of prokaryotes, yeasts, and plants.
Cyclophilins are ubiquitous proteins found in all these
cell types and therefore may be of general importance
for A. tumefaciens-mediated DNA transfer.

T-DNA integrates into the plant nuclear genome
by a process termed “illegitimate” recombination.
According to this model, T-DNA invades at nicks or
gaps in the plant genome possibly generated as a con-
sequence of active DNA replication. The invading
ends of the single-stranded T-DNA are proposed to
anneal via short regions of homology to the unnicked
strand of the plant DNA. Once the ends of T-DNA are
ligated to the target ends of plant DNA, the second
strand of the T-DNA is replicated and annealed to the
opposite strand of the plant DNA. Recent mutational
analysis of VirD2 showed that a C-terminal sequence
termed () appears to play a role in promoting T-DNA
integration. A recent study also supports a model that
VirE2 also participates in the T-DNA integration step,
but the precise functions of VirD2, VirE2, and possible
host proteins in this reaction have not been defined.

V. THE T-DNA TRANSPORT
SYSTEM

A. The essential components of the
T-complex transporter

Exciting progress has been made during the past 6 years
on defining the structure and function of the transporter
at the A. tumefaciens cell surface that is dedicated to
exporting the T-DNA transfer intermediate to plant cells.

Early genetic studies suggested that products of the
~9.5-kb virB operon are the most likely candidates for
assembling into a cell surface structure for translocation
of T-DNA across the A. tumefaciens envelope. Sequence
analyses of the virB operon have supported this predic-
tion by showing that the deduced products have
hydropathy patterns characteristic of membrane-
associated proteins. Recently, a systematic approach was
taken to delete each of the 11 virB genes from the virB
operon without altering expression of the downstream
genes. Analyses of this set of nonpolar null mutants
showed that virB2—virBll are essential for T-DNA
transfer, whereas virB1 is dispensable. As described in
more detail later, the VirB proteins, along with the VirD4
protein, are thought to assemble at the cell envelope as a
channel dedicated to the export of T-complexes.

B. The T-complex transporter

1. Type IV transporters: DNA conjugation systems
adapted for export of virulence factors

DNA sequence studies within the past 4 years have
identified extensive similarities between products of
the virB genes and components of two types of trans-
porters dedicated to movement of macromolecules
from or between cells (Fig. 2.4). The first type, encoded
by tra operons of conjugative plasmids, functions to
deliver conjugative plasmids to bacterial recipient cells.
The IncN plasmid, pKM101, and the IncW plasmid,
R388, code for Tra protein homologs of each of the VirB
proteins. Furthermore, the genes coding for related
proteins are often colinear in these respective virB and
tra operons, supporting the view that these DNA trans-
fer systems share a common ancestral origin. Other
broad host-range plasmids such as RP4 (IncP«) and the
narrow host-range plasmid F (IncF) code for proteins
homologous to a subset of the VirB proteins.

DNA sequence studies also identified a related
group of transporters in several bacterial pathogens of
humans that function not to export DNA but rather to
secrete protein toxins (Fig. 2.4). Bordetella pertussis, the
causative agent of whooping cough, uses the Ptl
transporter to export the six-subunit pertussis toxin
across the bacterial envelope. All nine Ptl proteins
have been shown to be related to VirB proteins, and
the ptl genes and the corresponding virB genes are
colinear in their respective operons. Type I strains of
Helicobacter pylori, the causative agent of peptic ulcer
disease and a risk factor for development of gastric
adenocarcinoma, contain a 40-kb cag pathogenicity
island (PAI) that codes for several virulence factors, of
which several are related to Vir proteins. These Cag
proteins are thought to assemble into a transporter for
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FIGURE 2.4 Alignment of genes encoding related components of the type IV transport systems. Of the 11 VirB proteins, those encoded by
virB2—virB11, as well as virD4, are essential for T-complex transport to plant cells. The broad host-range (BHR) plasmid pKM101 encodes a
conjugation apparatus composed of the products of the tra genes shown. Other BHR plasmids and the narrow host-range (NHR) F plasmid
code for Tra proteins related to most or all the VirB genes. A second subfamily of type IV transporters found in bacterial pathogens of

humans export toxins or other protein effectors to human cells.

exporting an unidentified protein toxin(s) that
induces synthesis of the proinflammatory cytokine
IL-8 in gastric epithelial cells. Finally, Legionella
pneumophila, the causative agent of Legionnaire’s
disease and Pontiac fever, possesses the icm/dot genes,
of which dotG and dotB code for proteins related to
VirB10 and VirB11 and others code for homologs of
transfer proteins encoded by other bacterial conjuga-
tion systems. The Icm/Dot proteins are proposed to
assemble into a transporter that exports a virulence
factor(s) that promotes intracellular survival of
L. pneumophila and macrophage killing.

The transporters described previously are grouped
on the basis of evolutionary relatedness as a distinct
transport family. Designated as the type IV secretion
family, this classification distinguishes these trans-
porters from other conserved bacterial protein target-
ing mechanisms that have been identified in bacteria.
Although this is a functionally diverse family, the uni-
fying theme of the type IV transporters is that each
system has evolved by adapting an ancestral DNA
conjugation apparatus or a part of this apparatus for
the novel purpose of exporting DNA or proteins that
function as virulence factors.

2. Functional similarities among type IV
transporters

Functional studies have supplied compelling evidence
that the type IV transporters are mechanistically
related. The non-self-transmissible plasmid RSF1010

of the IncQ incompatibility group possesses an oriT
sequence and mobilization (mob) functions for generat-
ing a ssDNA transfer intermediate. This transfer inter-
mediate can be delivered to recipient bacteria by the
type IV transporters of the IncN, IncW, IncP, and
F plasmids. In addition, approximately 10 years ago it
was shown using an A. tumefaciens strain harboring a
disarmed Ti plasmid (with vir genes but lacking the
T-DNA or its borders) and an RSF1010 derivative that
the T-complex transporter could deliver the IncQ
transfer intermediate to plant cells. This discovery was
followed soon afterwards by the demonstration that
the T-complex transporter also functions to conjugally
deliver the IncQ plasmid to A. tumefaciens recipient
cells. Interestingly, A. tumefaciens strains carrying both
an IncQ plasmid and an intact T-DNA efficiently
deliver the IncQ plasmid to plant cells but do not trans-
fer the T-DNA. Preferential transfer of the IncQ plas-
mid over the T-DNA transfer intermediate could result
from the transporter having a higher affinity for the
IncQ plasmid or the IncQ plasmid being more abun-
dant than the T-DNA. Of further interest, the coordi-
nate overexpression of virB9, virB10, and virB11 relieved
the IncQ suppression and restored efficient T-DNA
transfer to plant cells. These findings suggest that the
T-complex and the IncQ transfer intermediate compete
for the same transport apparatus. Furthermore, the
data suggest that VirB9-VirB11 stoichiometries deter-
mine the number of transporters a given cell can
assemble or influence the selection of substrates
destined for export.
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Although the toxin substrates have not been identi-
fied for the H. pylori Cag and L. pneumophila Dot/Icm
transporters, it is intriguing to note that the Dot/Icm
system also has been shown to deliver the non-self-
transmissible IncQ plasmid RSF1010 to bacterial recip-
ient cells by a process requiring cell-to-cell contact.
Also, as observed for T-complex export, the presence of
an IncQ plasmid suppresses export of the natural sub-
strate of the Dot/Icm transporter of L. pneumophila,
resulting in inhibition of intracellular multiplication
and human macrophage killing. These parallel find-
ings show that the type IV DNA and protein export
systems are highly mechanistically related.

C. Architecture of the T-complex transporter

The T-complex transporter, like other DNA conjugation
machines, is proposed to be configured as a transenve-
lope channel through which the T-DNA transfer inter-
mediate passes and as an extracellular pilus termed
the T-pilus for making contact with recipient cells.
Most of the VirB proteins fractionate with both mem-
branes, consistent with the view that these proteins
assemble as a membrane-spanning protein channel.
All the VirB proteins except VirB11 possess periplas-
mic domains, as shown by protease susceptibility and
reporter protein fusion experiments. Although
detailed structural information is not available for the
T-complex transporter, important progress has been
made in the characterization of the VirB proteins,
especially in the following areas: (i) characterization
of the wvirB-encoded pilus termed the T-pilus,
(i1) structure—function studies of the VirB4 and VirB11
ATPases, and (iii) identification of a nucleation activ-
ity of a disulfide cross-linked VirB7/VirB9 het-
erodimer during transporter assembly (Table 2.1).

1. The T-pilus

The type IV systems involved in conjugation elabo-
rate pili for establishing contact between plasmid-
bearing donor cells and recipient cells. Recent studies
have demonstrated that VirB proteins direct the
assembly of a pilus which is essential for T-DNA
transfer. Electron microscopy studies have demon-
strated the presence of long filaments (~10nm in
diameter) on the surfaces of A. tumefaciens cells
induced for expression of the virB genes. These fila-
ments are absent from the surfaces of mutant strains
defective in the expression of one or more of the virB
genes. Furthermore, an interesting observation was
made that cells grown at room temperature rarely
possess pili, whereas cells grown at ~19°C possess
these structures in abundance. This finding correlates
well with previous findings that low temperature

TABLE 2.1 Properties of the VirB proteins

VirB Localization Proposed function

Bl | Periplasm Transglycosylase

B1* Cell exterior Cell contact/pilin subunit?
Exported/cell exterior Cell contact/pilin subunit
Exported Unknown
Transmembrane ATPase/transport activation
Exported Cell contact/pilin subunit?
Transmembrane Candidate pore former

Outer membrane Lipoprotein/transporter assembly

Periplasmic face of Unknown

inner membrane

Outer membrane Lipoprotein/transporter

@ o || EREAEE]
= || (SRS RRCSIRE S

assembly
Transmembrane Coupler of inner and outer
membrane subcomplexes?
B11] Cytoplasm/ ATPase/transport activation
inner membrane
Transmembrane ATPase/coupler of DNA processing

and transport systems

stimulates the virB-dependent transfer of IncQ plas-
mids to bacterial recipients and T-DNA transfer to plants.

Recently, compelling evidence demonstrated that
VirB2 is the major pilin subunit. Early studies showed
that VirB2 bears both sequence and structural similarity
to the TraA pilin subunit of the F plasmid of E. coli.
Recent work demonstrated that VirB2, like TraA, is
processed from an ~12-kDa propilin to a 7.2-kDa mature
protein that accumulates in the inner membrane. During
F plasmid conjugation, TraA is mobilized to the surface
of the donor cell where it polymerizes to form the pilus.
Similarly, the appearance of pili on the surface of
A. tumefaciens cells induced for expression of the vir
genes is correlated with the presence of VirB2 on the cell
exterior. Finally, VirB2 is a major component of pili that
have been sheared from the cell surface and purified.

Many adhesive and conjugative pili possess one or
more minor pilin subunits in addition to the major
pilin structural protein. Interestingly, VirBl, a
periplasmic protein with transglycosylase activity, is
processed such that the C-terminal two-thirds of the
protein, termed VirB1¥, is secreted to the outer surface
of the cell. This localization is consistent with a pro-
posed function for VirB1* as a minor pilus subunit.
VirB5 might also assemble as a pilus subunit based on
its homology to a possible pilin subunit encoded by
the IncN plasmid pKM101 transfer system.

2. Studies of the VirB ATPases

Two VirB proteins, VirB4 and VirB11, possess con-
served mononucleotide-binding motifs. Mutational
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analyses established the importance of these motifs
for the function of both proteins. In addition, purified
forms of both proteins exhibit weak ATPase activities,
suggesting that VirB4 and VirB11 couple the energy of
ATP hydrolysis to transport. Both of these putative
ATPases appear to contribute functions of general
importance for macromolecular transport since
homologs have been identified among many DNA and
protein transport systems. Of further possible signifi-
cance, VirB11 and two homologs, TrbB of IncP RP4 and
EpsE, of Vibrio cholerae have been reported to autophos-
phorylate. VirB4 and VirB11 might activate substrate
transport by using the energy of ATP hydrolysis or a
kinase activity to facilitate assembly of the transport
apparatus at the cell envelope. Alternatively, by anal-
ogy to the SecA ATPase of E. coli which uses the energy
of ATP hydrolysis to drive translocation of exported
proteins, one or both of the VirB ATPases may con-
tribute directly to export of the DNA transfer interme-
diate. Recent studies have shown that both VirB4 and
VirB11 assemble as homodimers. Dimerization is pos-
tulated to be critical both for protein stability and for
catalytic activity. Accumulation of these ATPases to
wild-type levels depends on the presence of other VirB
proteins, suggesting that complex formation with other
components of the T-complex transporter contributes
to protein stability. Specific contacts between these
ATPases and other transporter components have not
been identified.

3. The VirB7 lipoprotein and formation of
stabilizing intermolecular disulfide bridges

Detailed studies have shown that VirB7 is critical for
assembly of a functional T-complex transport system.
VirB7 possesses a characteristic signal sequence that
ends with a consensus peptidase II cleavage site char-
acteristic of bacterial lipoproteins. Biochemical studies
have confirmed that VirB7 is processed as a lipopro-
tein. Furthermore, maturation of VirB7 as a lipoprotein
is critical for its proposed role in T-complex transporter
biogenesis. Recent studies have shown that the VirB7
lipoprotein interacts directly with the outer mem-
brane protein VirB9. The first hint of a possible inter-
action between these proteins was provided by the
demonstration that VirB9 accumulation is strongly
dependent on co-synthesis of VirB7, suggesting that
VirB7 stabilizes VirB9. Interestingly, this stabilizing
effect has been shown to be mediated by formation of
a disulfide bridge between these two proteins. VirB7
assembles not only as VirB7/VirB9 heterodimers but
also as covalently cross-linked homodimers, and
there is evidence that VirB9 assembles into higher
order multimeric complexes. These dimers and

higher order multimers might correspond to stable
subcomplexes of the larger transport system. In the
case of the VirB7/VirB9 heterodimer, considerable
evidence indicates that this heterodimer plays a criti-
cal role early during transporter biogenesis by recruit-
ing and stabilizing newly synthesized VirB proteins.
The heterodimer has been shown to interact with
VirB1*. The heterodimer also interacts with VirB10, a
cytoplasmic membrane protein with a large C-terminal
periplasmic domain. VirB10 has been postulated to
join the VirB7/VirB9 heterodimer at the outer mem-
brane with a VirB protein subcomplex located at the
inner membrane.

4. VirB protein stimulation of IncQ plasmid
uptake by bacterial recipient cells

The T-complex transport system seems designed to
function unidirectionally to export substrates to recip-
ient cells. However, a recent discovery indicates that
VirB proteins can also assemble as a transenvelope
structure that stimulates DNA uptake during
conjugation. The fundamental observation is that
A. tumefaciens cells harboring an IncQ plasmid conju-
gally transfer the IncQ plasmid to recipient cells
expressing the virB genes at a frequency of ~1000
times that observed for transfer to recipient cells lack-
ing the virB genes. Furthermore, only a subset of virB
genes, including virB3, virB4, and virB7-virB10, was
required for enhanced DNA uptake by recipient cells.
These findings suggest that a subset of the VirB pro-
teins might assemble as a core translocation channel
at the bacterial envelope that accommodates the bidi-
rectional transfer of DNA substrates. Such a channel
might correspond to an early assembly intermediate
that, upon complex formation with additional VirB
proteins, is converted to a dedicated T-complex
export system.

VI. AGROBACTERIUM HOST
RANGE

One of the most appealing features of the A. tumefaciens
DNA transfer system for genetic engineering is its
extremely broad host range. Pathogenic strains of
Agrobacterium infect a wide range of gymnosperms
and dicotyledonous plant species of agricultural
importance. Crown gall disease can cause devastating
reductions in yields of woody crops such as apples,
peaches, and pears and vine crops such as grapes.
Various host range determinants present in different
A. tumefaciens strains determine whether a given bac-
terial strain is virulent for a given plant species.
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A. Transformation of monocots

In the past 5 years, dramatic progress has been made
toward the development of protocols for stably trans-
forming agriculturally important monocotyledonous
plant species. The first indication of gene transfer
involved the introduction of a plant viral genome into
a plant host via A. tumefaciens-mediated transfer of T-
DNA carrying the viral genome. Once inside the plant
host, the viral DNA excises from the T-DNA and infects
the host, inciting disease symptoms that are character-
istic of the virus. This process, termed agroinfection,
supplied compelling evidence that A. tumefaciens trans-
fers T-DNA to monocot plants such as maize. A notable
feature of agroinfection is that the introduced viral
DNA incites disease without incorporating into the
plant genome. Early efforts to obtain stable transfor-
mation of monocot species were unsuccessful. The
demonstration of agroinfection and the inability to
demonstrate T-DNA integration together led to the
suggestion that the T-DNA integration step was some-
how blocked in monocots. However, protocols have
been developed for the efficient and reproducible sta-
ble transformation of rice, corn, wheat, and other
monocot species. Key to the success of these protocols
was the use of actively dividing cells such as imma-
ture embryos. In addition, preinduction of A. tumefaciens
with phenolic inducers appears to enhance T-DNA
transfer efficiencies. Additional factors, such as plant
genotype, the type and age of plant tissue, the kinds
of vectors and bacterial strains, and the types of selec-
table genes delivered to plant cells, influence the
transformation efficiencies. For rice and corn, most of
these parameters have been optimized, so that the
delivery of foreign DNA to these crop plants is a
routine technique.

B. Gene transfer to yeast and fungi

Intriguing recent work has extended the host range of
A. tumefaciens beyond the plant kingdom to include
budding and fission yeast and many species of fila-
mentous fungi. The successful transfer of DNA to
yeast depends on the presence of stabilizing sequences,
such as a yeast origin of replication sequence or a
telomere, or regions of homology between the trans-
ferred DNA and the yeast genome for integration by
homologous recombination. When the T-DNA lacks any
extensive regions of homology with the Saccharomyces
cerevisize genome, it integrates at random positions by
illegitimate recombination reminiscent of T-DNA
integration in plants (see Section IV.C.2). The transfor-
mation of filamentous fungi with A. tumefaciens is an
exciting advancement. Agrobacterium tumefaciens was

shown to efficiently deliver DNA to fungal protoplasts
and fungal conidia and hyphal tissue. This discovery
extends well beyond academic interest because the
simplicity and high efficiency make this gene delivery
system an extremely useful tool for the genetic manip-
ulation and characterization of fungi. This DNA trans-
fer system is especially valuable for species such as the
mushroom Agaricus bisporus which are recalcitrant to
transformation by other methods. It is also of interest to
consider that both A. tumefaciens and many fungal
species exist in the same soil environment, raising the
possibility that A. tumefaciens-mediated gene transfer
to fungi may not be restricted solely to the laboratory
bench.

VII. GENETIC ENGINEERING
OF PLANTS AND OTHER
ORGANISMS

The extent to which any biological system is under-
stood is reflected by our ability to manipulate that
system to achieve novel ends. For A. tumefaciens trans-
formation, the holy grail has been monocot transfor-
mation. As described previously, exciting progress
has been made toward attaining this objective for
several agriculturally important monocot species.
Currently, plant genetic engineers are developing the
A. tumefaciens gene delivery to achieve equally chal-
lenging goals such as (i) designing T-DNA tagging
methods for isolating and characterizing novel plant
genes, (ii) designing strategies to deliver foreign DNA
to specific sites in the plant genome, and (iii) charac-
terizing and genetically engineering other organisms
such as agriculturally or medically important fungi.

A. Overcoming barriers to transformation

It is remarkable that all progress in A. tumefaciens-
mediated monocot transformation has been achieved
in the intervening period between the publication of
the first and second editions of this encyclopedia. In
fact, currently A. tumefaciens is the biological DNA
delivery system of choice for transformation of most
dicot and monocot plant species. The reasons are
twofold. First, A. tumefaciens is readily manipulated
such that plasmids carrying foreign genes of interest
are easily introduced into appropriate bacterial
strains for delivery to plants. Typically, strains used
for gene delivery are “disarmed,” that is, deleted of
oncogenic T-DNA but still harboring intact Ti plasmid
and chromosomal vir genes. Foreign genes destined
for delivery to plants generally are cloned onto a plas-
mid that carries a single T-DNA border sequence or
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two T-DNA border sequences that flank various
restriction sites for cloning as well as an antibiotic
resistance gene to select for transformed plant cells. If
the plasmid carries a single border sequence, the
entire plasmid is delivered to plants, and recent work
indicates that A. fumefaciens can deliver as much as
180-kb of DNA to plants. If the plasmid carries two
border sequences, only the DNA bounded by T-DNA
borders is delivered to plants. Second, the frequency
of stable transformation is often very high, far exceed-
ing frequencies achieved by other gene delivery
methods. For example, co-cultivation of A. tumefaciens
with regenerating protoplasts of certain plant species
can result in transformation of up to one-half of the
protoplasts.

However, with protoplast transformation there is
often a significant reduction in the number of trans-
genic, fertile plants recovered during selective regen-
eration of transformed protoplasts. For certain species,
protoplasts can be transformed but are recalcitrant to
regeneration into intact plants. Consequently, other
transformation methods have relied on transformation
of plant tissues such as excised leaves or root sections.
In the case of monocot species such as maize, imma-
ture embryos are the preferred starting material for
A. tumefaciens-mediated DNA transfer. For rice, suc-
cess has been achieved with callus tissue induced
from immature embryos.

In addition to the need to identify transformable
and regenerable plant tissues, many varieties of a
given species often need to be screened to identify the
susceptible varieties. A large variation in transforma-
tion efficiencies is often observed depending on
which cell line is being tested. This underscores the
notion that interkingdom DNA transfer is a complex
process dependent on a genetic interplay between
A. tumefaciens and host cells. Fortunately, many of the
agonomically important species are readily trans-
formable, but additional efforts are needed to overcome
the current obstacles impeding efficient transformation
of other species of interest.

B. Other applications

Agrobacterium tumefaciens is increasingly used to char-
acterize and isolate novel plant genes by an approach
termed T-DNA tagging. Several variations to this
methodology exist depending on the desired goals.
For example, because insertions are generally ran-
domly distributed throughout the plant genome,
T-DNA is widely used as a mutagen for isolating
plant genes with novel phenotypes. If the mutagenic
T-DNA carries a bacterial origin of replication, the
mutated gene of interest can easily be recovered in

bacteria by suitable molecular techniques. Furthermore,
if the T-DNA is engineered to carry a selectable or
scorable gene near one of its ends, insertion down-
stream of a plant promoter will permit characterization
of promoter activity. Conversely, if the T-DNA is engi-
neered to carry an outward reading promoter, inser-
tion can result in a modulation of gene expression
with potentially interesting phenotypic consequences.
Finally, the discovery that A. tumefaciens can transform
fungal species of interest means that all approaches
developed for plants can be applied to the characteri-
zation of fungi.

Although random T-DNA insertion is a boon to
investigators interested in characterizing plant or fun-
gal genes, it is an undesired event for plant genetic
engineering. In addition to the potential result that
T-DNA will insert into an essential gene, insertion
often is accompanied by rearrangements of flanking
sequences, thus further increasing the chances that the
insertion will have undesired consequences. Ideally, T-
DNA could be delivered to a restricted number of sites
in the plant genome. Recent progress toward this goal
has involved the use of the bacteriophage P1 Cre/lox
system for site-specific integration in the plant genome.
The Cre site-specific recombinase catalyzes strand
exchange between two lox sites which, for P1, results in
circularization of the P1 genome upon infection of
bacterial cells. For directed T-DNA insertion, both the
plant and the T-DNA are engineered to carry lox
sequences and the plant is also engineered to express
the Cre protein. Upon entry of T-DNA into the plant
cell, Cre was shown to catalyze the site-specific inte-
gration of T-DNA at the plant lox site. The frequency
of directed insertion events is low compared to ran-
dom insertion events, but additional manipulation of
this system should enhance its general applicability.

VIII. CONCLUSIONS

The early discovery that oncogenes can be excised
from T-DNA and replaced with genes of interest
paved the way for the fast growing industry of plant
genetic engineering. Currently, much information has
been assembled on the A. tumefaciens infection
process. This information has been used to success-
fully manipulate the T-DNA transfer system both
to enhance its efficiency and to broaden the range
of transformable plants and other organisms.
Furthermore, it must be noted that this information
has also often established a conceptual framework for
initiating or extending the characterization of other
pathogenic and symbiotic relationships. The discov-
ery that secreted chemical signals initiate a complex




24 THE DESK ENCYCLOPEDIA OF MICROBIOLOGY

dialogue between A. tumefaciens and plant cells as
well as other A. tumefaciens cells has stimulated a
global effort to identify extracellular signals and char-
acterize the cognate signal transduction systems in
many bacterial systems. The discovery of T-DNA
transport provided a mechanistic explanation for how
horizontal gene transfer impacts the evolution of
genomes of higher organisms. This discovery also
established a precedent for interkingdom transport of
virulence factors by bacterial pathogens. Indeed, in
only the past 6 years, studies have revealed that
numerous pathogens employ interkingdom transport
to deliver a wide array of effector proteins to plant
and animal hosts. These so-called type III transport
systems, like the A. tumefaciens T-complex transporter
and related type IV transporters, deliver substrates
via a process dependent on cell-to-cell contact and, in
some cases, elaboration of an extracellular filament or
pilus. It is clear that, in the future, studies of all the
various aspects of the A. tumefaciens infection process
will continue to spawn new applications for this
novel DNA transfer system and yield new insights
about the evolution and function of pathogenic mech-
anisms that are broadly distributed in nature.
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We must swim with the microbes and study their survival and
adaptation to new habitats.

Richard M. Krause (1994).

GLOSSARY

Broad-spectrum antibiotic A drug that affects a
wide range of bacteria.

Cell wall, bacterial A rigid outer layer of bacterial
cells containing peptidoglycan.

Integron A mobile genetic element that serves as the
site of integration for DNA. It encodes a site-specific
recombinase called integrase.

Multidrug Efflux Pumps Mechanisms for exporting
a number of compounds across the cell membrane.

Peptidoglycan or Murein A long chain of disac-
charides consisting of N-acetylglucosamine and
muramic acid with short peptides that are often
cross linked to give a mesh-like two-dimensional
structure. Its synthetic machinery is the target for
B-lactam antibiotics.

Protein synthesis machinery A large complex of
proteins and RNAs, including ribosome, transfer
RNAs (tRNA), messenger RNA (mRNA), proteins,
and small molecules.

Resistance determinants (or R determinants) Genes
that confer antibiotic resistance.

Target for antibiotics Ideally, a constituent present
in the target cell (e.g., bacterial pathogen, cancer
cell) and not present in the host.

The Desk Encyclopedia of Microbiology
ISBN: 0-12-621361-5

I. INTRODUCTION

The development of antibiotic resistance can be viewed
as a global problem in microbial genetic ecology. It is a
very complex problem to contemplate, let alone solve,
due to the geographic scale, the variety of environmen-
tal factors, and the enormous number and diversity of
microbial participants. In addition, the situation can
only be viewed retrospectively, and what has been
done was uncontrolled and largely unrecorded. Simply
put, since the introduction of antibiotics for the treat-
ment of infectious diseases in the late 1940s, human
and animal microbial ecology has been drastically dis-
turbed. The response of microbes to the threat of
extinction has been to find genetic and biochemical
evolutionary routes that led to the development of
resistance to every antimicrobial agent used. The result
is a large pool of resistance determinants in the envi-
ronment. The origins, evolution, and dissemination of
these resistance genes is the subject of this review.

II. MECHANISMS OF
RESISTANCE: BIOCHEMISTRY
AND GENETICS

The use of antibiotics should have created a cata-
strophic situation for microbial populations; however,
their genetic flexibility allowed bacteria to survive (and
even thrive) in hostile environments. The alternatives
for survival for threatened microbial populations were
either mutation of target sites or acquisition of novel

Copyright © 2003 Elsevier Ltd
All rights of reproduction in any form reserved
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biochemical functions (also known as resistance deter-
minants or R determinants).! Table 3.1 lists antibiotic
resistance mechanisms that are transferable among bac-
teria. Mutation and the acquisition of R determinants
are not mutually exclusive resistance strategies. Under
the selective pressure of the antibiotic, mutation can
lead to “protein engineering” of the acquired resistance
determinant which may expand its substrate range to
include semisynthetic molecules designed to be refrac-
tory to the wild-type enzyme (see Section I1.A.2.a).
Theoretically, the ideal target for a chemotherapeu-
tic agent is a constituent which is present in the target
cell (e.g. bacterial pathogen, cancer cell) and not pres-
ent in the host cell. The first antibiotics to be
employed generally, the penicillins, targeted the syn-
thesis of peptidoglycan, a component unique to the
bacterial cell wall. Antibiotics have been found that
inhibit the synthesis or interfere with the function of
essentially all cellular macromolecules. Table 3.2
lists some of the common antimicrobial drugs used
clinically and their targets within the bacterial cell. Our
discussion of the mechanisms of resistance will be
organized according to the targets of antibiotic activity.

A. Targets and specific mechanisms
1. Protein synthesis

Protein synthesis involves a number of components:
the ribosbme, transfer RNA (tRNA), messenger RNA
(mRNA), numerous ancillary proteins, and other
small molecules. When protein synthesis is inhibited
by the action of an antibiotic, the ribosome is usually
the target. The bacterial ribosome is composed of two
riboprotein subunits. The small, 30 S subunit consists
of approximately 21 ribosomal proteins (rprotein) and
the 16 S ribosomal RNA (rRNA) molecule (about 1500
nucleotides), whereas the large, 50 S subunit contains
approximately 34 rproteins and the 23 S and 5 S rRNA
molecules (about 3000 and 120 nucleotides, respec-
tively). The complexity of the ribosome structure and
the redundancy of many of the genes encoding ribo-
somal components in most bacterial genera makes
resistance due to point mutation an unlikely event.
Generally, resistance to antibiotics that inhibit protein
synthesis is mediated by R determinants.

a. Aminoglycosides

Aminoglycosides, which are broad-spectrum antibi-
otics, are composed of three or more aminocyclitol units.

A note concerning terminology: “determinant” refers to the
genetic element which encodes a “mechanism” or biochemical
activity which confers resistance.

TABLE 3.1 Transferable antibiotic resistance mechanisms
in bacteria

Mechanism Antibiotic
Reduced uptake into cell Chloramphenicol
Active efflux from cell Tetracyclines
Modification of target to eliminate or reduce ~ B-Lactams
binding of antibiotic Erythromycin
Lincomycin
Mupirocin
Inactivation of antibiotic by enzymatic
modification
Hydrolysis B-Lactams
Erythromycin
Derivatization Aminoglycosides
Chloramphenicol
Lincomycin
Sequestration of antibiotic by protein binding  B-Lactams
Fusidic acid
Metabolic bypass of inhibited reaction Trimethoprim
Sulfonamides
Binding of specific immunity protein Bleomycin
Overproduction of antibiotic target (titration)  Trimethoprim
Sulfonamides

TABLE 3.2 Antimicrobial drugs: mechanisms of action

Target Drug

Protein synthesis
30 S subunit Tetracyclines

Aminoglycosides: streptomycin,
amikacin, apramycin,
gentamicin, kanamycin,
tobramycin, netilmicin,
isepamicin

Chloramphenicol

Fusidic acid

Macrolides: erythromycin,
streptogramin B

Lincosamides

Mupirocin

50 S subunit

tRNA synthetase

Cell wall synthesis
Penicillin binding proteins  §-Lactams

Penicillins: ampicillin, methicillin,
oxacillin

Cephalosporins: cefoxitin,
cefotaxime

Carbapenems: imipenen

B-Lactamase inhibitors: clavulanic
acid, sulbactam

Cyclic glycopeptides: vancomycin,
teicoplanin, avoparcin

Fosfomycin

D-Ala-D-Ala binding

Muramic acid biosynthesis

Nucleic acid synthesis

DNA Quinolones and fluoroquinolones:
ciprofloxicin, sparfloxacin
RNA Rifampicin
Folic acid metabolism Trimethoprim
Sulfonamides
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They bind to the 30 S subunit and prevent the transition
from the initiated complex to the elongation complex;
they also interfere with the decoding process. As noted
above, target site mutations of ribosomal components
resulting in antibiotic resistance are rare; however, they
do occur. For example, in the slow-growing Mycobacter-
ium tuberculosis, mutants resistant to streptomycin
appear more frequently than they do in Escherichia coli.
Mutations leading to resistance result from an altered
S12 rprotein or 16 S rRNA such that the ribosome has
reduced affinity for the antibiotic. Most fast-growing
bacteria have multiple copies of the rRNA genes, and
because resistance is genetically recessive to antibiotic
sensitivity, only rare mutations in the gene for protein
S12 are isolated under normal situations. However,
because the slow-growing mycobacteria possess only
single copies of the RN A genes, streptomycin resistance
can arise by mutational alteration of either 16 S TRNA or
ribosomal protein S12. Both types of mutations have
been identified in M. tuberculosis (Finken et al., 1993).

The introduction and therapeutic use of a series of
naturally occurring and semisynthetic aminoglyco-
sides over a 20-year period (1968-1988) led to the
appearance of multiresistant strains resulting from
selection and dissemination of a variety of aminogly-
coside resistance determinants. For example, in 1994
the Aminoglycoside Resistance Study Group exam-
ined of the occurrence of aminoglycoside-resistance
mechanisms in almost 2000 aminoglycoside-resistant
Pseudomonas isolates from seven different geographic
regions. In their study 37% of the isolates overall had
at least two different mechanisms of resistance
(Aminoglycoside Resistance Study Group, 1994).

A dozen different types of modifications are known
to be responsible for resistance to the aminoglycosides.
When one considers that each of these enzymes has a
number of isozymic forms, there are at least 30 differ-
ent genes implicated in bacterial resistance to this class
of antibiotics. Different proteins in the same functional
class may show as little as 44% amino acid similarity.
The phylogenic relationships between different
aminoglycoside-modifying enzymes were the subject
of an excellent review by Shaw and co-workers, who
have collated the nucleotide and protein sequences of
the known aminoglycoside acetyltransferases, phos-
photransferases, and adenylyltransferases responsible
for resistance in both pathogenic bacteria and antibi-
otic-producing strains (Shaw et al., 1993).

Rarely do a few point mutations in the aminoglyco-
side resistance gene arise sufficient to generate a mod-
ified enzyme with an altered substrate range that
would lead to a significant change in the antibiotic
resistance spectrum (Rather et al., 1992; Kocabiyik and
Perlin, 1992); in other words, these genes do not

appear to undergo facile mutational changes that gen-
erate enzymes with altered substrate activity. In vitro
mutagenesis studies have failed to generate extended-
spectrum resistance to this class of antibiotics, and, so
far, such changes have not been identified in clinical iso-
lates, in contrast to the situation with the B-lactamases
(see Section I1.B.2). The bacterial response to the
introduction of a new aminoglycoside antibiotic is to
acquire a different resistance gene. For example, when
the use of kanamycin was superseded by a new but
structurally related aminoglycoside (gentamicin), a
previously unknown class of antibiotic-inactivating
enzymes was detected in the gentamicin-resistant
strains that appeared in hospitals.

Many gram-positive pathogens possess an unusual
bifunctional aminoglycoside-modifying enzyme, the
only reported instance of fused resistance genes. The
enzyme encodes acetyl- and phosphotransferase activi-
ties based on protein domains acquired by the fusion of
two independent resistance genes (Ferretti et al., 1986;
Rouch et al., 1987). The hybrid gene is widely distrib-
uted among hospital isolates of staphylococci and ente-
rococci and can be assumed to have evolved as a fortu-
itous gene fusion during the process of insertion of the
two resistance genes into the “cloning” site of a trans-
poson. The therapeutic use of aminoglycoside antibi-
otics has decreased in recent years, largely because of
the introduction of the less toxic broad-spectrum S-lac-
tams. As a result, there has been a relatively limited
effort to seek specific inhibitors of the aminoglycoside-
modifying enzymes, which might have offered thera-
peutic potential to extend the effective range of this
class of antibiotics. Although some active inhibitors
have been identified, none of them has been deemed fit
for introduction into clinical practice. The situation may
change as a result of structural studies by Puglisi and
co-workers (Fourmy et al., 1996). Employing three-
dimensional (3-D) nuclear magnetic resonance tech-
niques, they were able to model the aminoglycoside
paromomycin into its binding site (the decoding site) in
a 16 S RNA fragment. The logical extension of this
important information, which identifies the key binding
functions on the antibiotic, would be to design amino-
glycoside molecules that: (a) could bind to a resistant
ribosome modified by base substitution or methylation;
or (b) might be refractory to modification by one or more
of the aminoglycoside-modifying enzymes yet retain
high affinity to the rRNA receptor site. This aminogly-
coside/rRNA binding is the first to be characterized at
this level of resolution and may permit the design and
production of not only aminoglycoside analogs refrac-
tory to modification but also those which have reduced
affinity for mammalian ribosomes; the latter is an
important component of aminoglycoside toxicity.
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b. Tetracycline

Tetracyclines are perhaps the prime example of the
development of antibiotic resistance; introduced in the
late 1940s, they were the first group of broad-spectrum
antibiotics (penicillin use was limited mostly to infec-
tions caused by gram-positive bacteria). Tetracyclines
act by blocking the binding of aminoacyl-tRNAs to the
A-site of the ribosome. They are active against most
types of bacteria including gram-positives, gram-neg-
atives, mycoplasmas, chlamydiae, and rickettsiae. This
broad spectrum of activity and their relative safety,
and low cost, have made tetracyclines the second most
widely used group of antimicrobial agents after the 8-
lactams. It is probable that larger quantities of the
tetracyclines have been produced and used than any
other antibiotic. From a point of view of antibiotic
resistance, almost everything that could have hap-
pened to the tetracyclines has done so! In 1953, just 6
years after their discovery, the first tetracycline-resist-
ant Shigella dysenteriae were isolated in Japan. They
were the earliest of the antibiotic substances to be used
as feed additives in agriculture; enormous amounts
have been dispensed in the last 40 years. In addition,
because of their spectrum of activity, the tetracyclines
became widely dispensed in both hospitals and the
community. In many countries tetracycline has been
virtually an over-the-counter drug for many years. As
a result resistance to the tetracyclines is widely dis-
seminated in many forms (see Tables 3.3 and 3.4). This
class of antibiotics has become a paradigm for antibi-
otic resistance studies, and a number of useful reviews
of tetracycline resistance have appeared (Hillen and
Berens, 1994; Roberts, 1994).

Because tetracyclines are extensively used, one
might expect that resistance is also widespread
(Table 3.3). At least 16 different tetracycline-resistance
(Tet) determinants from “target organisms” and three
different oxytetracycline-resistance (Otr) determi-
nants from the producing organisms, Streptomyces
species, have been described and characterized
(Table 3.4). The majority of these determinants (13),
are plasmid encoded. For example, the genes encod-
ing TetA-E are found on plasmids in gram-negative
bacteria, while those for TetK and TetL are found only
in gram-positive microbes. The TetM determinant is
generally found on the chromosome of both gram-
negative and gram-positive bacteria, while TetO in
gram-negative and TetK genes in gram-positive
organisms have been detected in either location.

Three different mechanisms for tetracycline resist-
ance have been described: (a) energy-dependent
efflux of tetracycline from the cell; (b) ribosome pro-
tection (summarized in Table 3.4); and (c) enzymatic

TABLE 3.3 Distribution of tetracycline-resistance
determinants among various bacterial genera

Gram-negatives Tet determinant  Gram-positives  Tet determinant

Actinobacillus TetB Actinomyces TetL
Aeromonas TetA, B, D, E Aerococcus TetM, O
Bacteroides TetM, Q, X Bacillus TetK, L
Campylobacter TetO Clostridium TetK, L, M, P
Citrobacter TetA, B, C,D Corynebacterium — TetM
Edwardsiella TetA, D Enterococcus TetK, L, M, O
Eikenella TetM Eubacterium TetK, M
Enterobacter TetB, C, D Gardnerella TetM
Escherichia TetA,B,C,D,E Gemella TetM
Fusobacterium TetM Lactobacillus TetO
Haemophilus TetB, M Listeria TetK, L, M, S
Kingella TetM Mobiluncus TetO
Klebsiella TetA, D Mycobacterium TetK, L, OtrA, B
Moraxella TetB Mycoplasma TetM
Neisseria TetM Peptostreptococcus  TetK, L, M, O
Pasteurella TetB, D, H Staphylococcus TetK, L, M, O
Plesiomonas TetA, B, D Streptococcus TetK, L, M, O
Prevotella TetQ Streptomyces TetK, L, OtrA, B, C
Proteus TetA, B, C Ureaplasma TetM
Pseudomonas TetA, C

Salmonella TetA,B,C,D,E

Serratia TetA, B, C

Shigella TetA, B, C,D

Veillonella TetM

Yersinia TetB

Vibrio TetA,B,C,D,E, G

Based on Roberts, 1994.

TABLE 3.4 Tetracycline-resistance
determinants: location and mechanism
of resistance

Mechanism Location

Efflux
TetA,C,D, E Plasmid
TetB Primarily plasmid
TetG, H Plasmid
TetK Chromosome and plasmid
TetL Primarily chromosome
TetA(P) Plasmid
OtrB Chromosome

Ribosomal
TetM Primarily chromosome
TetO Chromosome and plasmid
TetS Plasmid
TetQ Chromosome
TetB(P) Plasmid
OtrA Chromosome

inactivation of tetracycline; only the first two mecha-
nisms have been shown to have clinical significance.
The majority of the Tet determinants code for a mem-
brane-bound efflux protein of about 46 kilodaltons
(kDa). Nucleotide sequence analysis of the genes
encoding these proteins indicate that they are mem-
bers of the so-called major facilitator (MF) family of
efflux proteins (Sheridan and Chopra, 1991; Marger
and Saier, 1993) (see Section II.B.2 and Table 3.5). The
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TABLE 3.5 Multidrug efflux pumps”

Protein Organism Substrate
MFS
QacA Staphylococcus aureus  Mono- and divalent
organic cations
NorA S. aureus Acriflavin, cetyltrimethyl-
ammonium bromide,
fluoroquinolones,
chloramphenicol,
rhodamine 6G
EmrB Escherichia coli CCCP, nalidixic acid,
organomercurials,
tetrachlorosalicylanilide,
thiolactomycin
Ber E. coli Bicyclomycin, sulfathiazole
Blt Bacillus subtilis Similar range as NorA
Bmr B. subtilis Similar range as NorA
SMR
Smr S. aureus Monovalent cations, e.g.,
cetyltrimethylammonium
bromide, crystal violet,
ethidium bromide
EmrE E. coli Monovalent cations, e.g.,
cetyltrimethylammonium
bromide, crystal violet,
ethidium bromide,
methyl viologen,
tetracycline
QacE Klebsiella pneumonia ~ Similar range to Smr
RND

AcrAB TolC E. coli Acriflavin, crystal violet,
detergents, decanoate,
ethidium bromide,
erythromycin,
tetracycline,
chloramphenicol,

B-lactams, nalidixic acid

AcrEF E. coli Acriflavin, actinomycin D,
vancomycin
MexAB Pseudomonas Chloramphenicol,
OprM aeruginosa B-lactams,
fluoroquinolones,
tetracycline

“Summarized from Paulsen et al. (1996).

efflux proteins exchange a proton for a tetracycline—
cation complex against a concentration gradient. The
other major mechanism for tetracycline resistance is
target protection. Ribosome protection is conferred by
a 72.5-kDa cytoplasmic protein. Sequence analysis has
shown regions with a high degree of homology to
elongation factors Tu and G (Taylor and Chau, 1996;
Sanchez-Pescador et al., 1988).

Every cloud has its silver lining, and the analysis of
the tetA operon and its regulation by a modulation of a
repressor—operator interaction has provided an exquis-
itely controllable gene expression system for eukaryotic
cells. A number of genes in a variety of cell lines have

been placed under the control of the tetracycline-
regulated tetA promoter with the result that transcrip-
tion can be activated on the addition of the drug.

c. Chloramphenicol

Chloramphenicol acts on the 50 S ribosomal subunit to
inhibit the peptidyl transferase reaction in protein syn-
thesis. It is an effective broad-spectrum antibiotic, is
inexpensive to produce, and is employed extensively
in the Third World for the treatment of a variety
of gram-negative pathogens (Salmonella, Vibrio, and
Rickettsia). Liberal over-the-counter availability in
many countries ensures strong selection pressure
for the maintenance of chloramphenicol resistance.
The number of indications for which chloramphenicol
is the drug of choice has declined rapidly because of
chronic toxicity, namely, depression of bone marrow
function leading to blood disorders such as aplastic
anemia. Thus, though chloramphenicol resistance
determinants are widespread, their presence is not of
major consequence from a therapeutic standpoint in
Europe and North America.

Chloramphenicol acetyltransferases (CATs) are
widely distributed among bacterial pathogens of all
genera. This group of enzymes has been analyzed in
great detail by Shaw and collaborators (Shaw, 1984;
Murray and Shaw, 1997); at least a dozen breeds of
CAT genes encoding similar but not identical acetyl-
transferases have been identified (Bannam and Rood,
1991; Parent and Roy, 1992). As with the aminoglyco-
side-modifying enzymes, the CAT genes are (presum-
ably) of independent derivation, because they cannot
be linked by a small number of point mutations to a
single ancestral gene. Potential origins for the CAT
family have yet to be clearly identified. The type I
CAT (encoded by transposon Tn9) has two activities:
in addition to catalyzing the acylation of chloram-
phenicol, the protein forms a tight stochiometric com-
plex with the steroidal antibiotic fusidic acid (Bennett
and Chopra, 1993); thus sequestered, the latter antibi-
otic is ineffective. This is the only plasmid-determined
resistance to fusidic acid that has been characterized.
Notwithstanding their different structures, the two
antibiotics bind competitively to the enzyme; interest-
ingly, both chloramphenicol and fusidic acid exert
their antibiotic action through inhibition of bacteria
protein synthesis (fusidic acid blocks the translocation
of the ribosome along the mRNA). Hence, the type I
CAT is bifunctional, determining resistance to two
structurally related antibiotics by distinct mechanisms.

Given our understanding of the basic biochemistry
of the drug and knowledge of the mechanism of
chloramphenicol resistance (Day and Shaw, 1992), it is
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surprising that more effort has not been put into rational
drug design of chloramphenicol analogs of lower toxic-
ity that would be active against resistant strains. Shaw’s
group has studied the CAT protein extensively; the
3-D structure of the protein is known, and site-directed
mutagenesis has been used to establish the kinetics of
the reaction mechanism (Murray and Shaw, 1997).
Fluorinated analogs of chloramphenicol with reduced
substrate activity for CAT have been produced but have
not been afforded extensive clinical study (Cannon et al.,
1990). The antibiotic has an excellent inhibitory spec-
trum: might it be possible to use fusidic acid analogs to
inhibit chloramphenicol acylation?

Although the CAT mechanism is the most common
form of chloramphenicol resistance, a second type
causing the active efflux of chloramphenicol from
Pseudomonas cells has been described (Bissonnette et al.,
1991). The c¢ml determinant is encoded on integrons
(see Section IV.A) and, like the tetracycline efflux
pump, is a member of the MF family of efflux systems
(see Section 1I.B.2, and Table 3.5). The presence of the
cloned cml gene in E. coli leads to, in addition to active
pumping of the drug from the cell, a reduction in outer
membrane permeability to chloramphenicol by repress-
ing the synthesis of a major porin protein (Bissonnette
et al., 1991). This effect has also been reported for the
homolog of the cml gene inHaemophilus influenzae,
a major causative agent of meningitis.

d. Macrolides, lincosamides, and streptogramins

The macrolide-lincosamide-streptogramin (MLS)
group of antibiotics have been used principally for the
treatment of infections caused by gram-positive bacte-
ria. The macrolides, especially erythromycin and its
derivatives, have been used extensively and may be
employed for the treatment of methicillin-resistant
Staphylococcus aureus (MRSA), although the multiple
drug resistance of the latter often includes the MLS
class. Extensive studies on the mechanism of action of
erythromycin identify the peptidyltransferase center as
the target of the drug although there are clearly some
subtleties in mechanism that remain to be resolved.
The principal mechanism of resistance to macrolide
antibiotics involves methylation of the 23 S rRNA of
the host giving the erm® phenotype. In clinical iso-
lates, enzymatic modification of rRNA, rendering the
ribosome refractory to inhibition, is the most preva-
lent mechanism and, worldwide, compromises the
use of this class of antibiotic in the treatment of gram-
positive infections (Leclercq and Courvalin, 1991).
Mutation of rRNA has also been shown to be impor-
tant in some clinical situations: nucleotide sequence
comparisons of clarithromycin-resistant clinical isolates

of Helicobacter pylori revealed that all resistant isolates
had a single base pair mutation in the 23 S rRNA
(Debets-Ossenkopp et al., 1996). In addition, a number
of different mechanisms for the covalent modification
of the MLS group have been described. For example,
O-phosphorylation of erythromycin has been identi-
fied in a number of bacterial isolates (O’Hara et al.,
1989), and hydrolytic cleavage of the lactone ring
of this class of antibiotics has also been described.
The lincosamides (lincomycin and clindamycin)
have been shown to be inactivated by enzymatic
O-nucleotidylation in gram-positive bacteria.
Macrolides are also inactivated by esterases and
acetyltransferases. For macrolides and lincosamides
and the related streptogramins (the MLS group)
(Arthur et al., 1987; Brisson-Noél et al., 1988), the latter
forms of antibiotic inactivation seem (for the moment)
to be a relatively minor mechanism of resistance.

The macrolide antibiotics, especially the erythromy-
cin group (14-membered lactones), contain a number of
semisynthetic derivatives that have improved pharma-
cological characteristics. This includes activity against
some resistant strains: however, no derivative has been
found with effective potency against erm® strains. The
23 S rRNA methyltransferases from pathogenic gram-
positive cocci remain the most significant problem. To
our knowledge, no useful inhibitor of these enzymes
has been identified; with the availability of ample
quantities of the purified enzymes it would not be
surprising if rationally designed, specific inhibitors of
some of the erm methyltransferases may eventually be
developed.

The control of expression of the erm methyltrans-
ferases has been studied extensively by Weisblum and
by Dubnau and their colleagues (Weisblum, 1995;
Monod et al., 1987). The majority of the resistant
strains possess inducible resistance which is due to a
novel posttranslational process in which the ribosome
stalls on a 5'-leader sequence in the presence of low
concentrations of antibiotic. The biochemistry of this
process has been analyzed extensively. Point muta-
tions or deletions that disrupt the secondary structure
of the leader protein sequence generate constitutive
expression, and such mutants have been identified
clinically. These strains are resistant to the majority of
MLS antibiotics. The regulation of antibiotic resistance
gene expression takes many forms (see tetracycline
and vancomycin for other examples); the leader-
control process seen with the erm methylases is remi-
niscent of the control of amino acid biosynthesis
by attenuation, which has been extensively studied.
One cannot help but marvel at the simplicity and
“cheapness” of this form of control of gene expres-
sion—all that is required is a few extra bases flanking
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the 5’ end of the gene with no requirement of addi-
tional regulatory genes.

The streptogramins (especially virginiamycins)
contain two components, a macrocyclic lactone and a
depsipeptide which have synergistic activity (one
such combination has been named Synercid®). These
compounds have long been used as animal feed
additives with the result that bacteria resistant to the
MLS class of antibiotics are commonly found in the
flora of farm animals. This nontherapeutic application
is likely to compromise the newer MLS antibiotics
being developed for human therapy. For example,
derivatives of the pristinamycins (quinupristin and
dalfopristin) will shortly be recommended for the treat-
ment of vancomycin-resistant enterococci, against
which they have potent activity. Regrettably, due to
animal applications of MLS antibiotics a significant
gene pool of resistance determinants is already
widely disseminated.

e. Mupirocin

Mupirocin is an example of how quickly resistance
can develop to a new antibiotic. Introduced in 1985,
it has been used solely as a topical treatment for
staphylococcal skin infections and as a nasal spray
against commensal MRSA. Mupirocin, also known
as pseudomonic acid A, is produced by the gram-
negative bacterium Pseudomonas fluorescens. It acts by
inhibiting isoleucyl-tRNA synthetase, which results in
the depletion of charged tRNA Ile, amino acid starva-
tion, and ultimately the stringent response. The first
reports of mupirocin resistance (MuR) appeared in
1987; while not yet a widespread problem, the Mu®
phenotype in coagulase-negative staphylococci and
MRSA among others is emerging in many hospitals
all over the world (Cookson, 1995; Zakrzewska-Bode
et al., 1995; Udo et al., 1994). Resistance is due to the
plasmid-encoded mupA gene, a mupirocin-resistant
isoleucyl-rTRNA synthetase (Noble et al., 1988).
Transfer has been demonstrated by filter mating and
probably accounts for the rapid spread of resistance
(Rahman et al., 1993). An analysis of plasmids from
clinical isolates of S. aureus has shown that mupirocin
resistance can be found on multiple resistance, high
copy number plasmids (Needham et al., 1994).

2. Cell wall synthesis

The synthesis and integrity of the bacterial cell wall
have been the focus of much attention as targets for
antimicrobial agents. This is principally because this
structure and its biosynthesis is unique to bacteria
and also because inhibitors of cell well synthesis are
usually bacteriocidal.

a. B-Lactams

In the years following the introduction of the B-lactam
antibiotics (penicillins and cephalosporins) for the
treatment of gram-negative and gram-positive infec-
tions, there has been a constant tug-of-war between the
pharmaceutical industry and the bacterial population:
the one to produce a novel S-lactam effective against
the current epidemic of resistant bugs in hospitals,
and the other to develop resistance to the newest
“wonder” drug.

The role of mutation is especially important in the
evolution or expansion of resistance in the case of
B-lactams. In a 1992 review Neu showed the
“phylogeny” of development of B-lactam antibiotics
in response to the evolution of bacterial resistance to
this class of antibiotics (Neu, 1992). Of the several
known mechanisms of resistance to the B-lactam
antibiotics (Table 3.1), the most elusive target is
hydrolytic inactivation by S-lactamases. A single base
change in the gene for a B-lactamase can change the
substrate specificity of the enzyme (Jacoby and
Archer, 1991). Such changes occur frequently, espe-
cially in the Enterobacteriaceae, and it is frightening
to realize that one single base change in a gene encod-
ing a bacterial S-lactamase may render useless $100
million worth of pharmaceutical research effort.

The cycle of natural protein engineering in response
to changing antibiotic-selection pressure has been
demonstrated especially for the TEM g-lactamase (peni-
cillinase and cephalosporinase) genes. The parental
genes appear to originate from a variety of different
(and unknown) sources (Couture et al., 1992). The
B-lactamase families differ by a substantial number of
amino acids, as is the case for other antibiotic resistance
genes. Sequential expansion of their substrate range to
accommodate newly introduced B-lactam antibiotics is
a special case and occurs by a series of point mutations
at different sites within the gene that change the func-
tional interactions between the enzyme and its 8-lactam
substrate. More than 30 of the so-called extended-
spectrum S-lactamases have been identified (and more
will come). The fact that the S-lactamase genes so read-
ily undergo mutational alterations in substrate recogni-
tion could have several explanations, one being that
the B-lactamases, like the related proteases, have a sin-
gle active site that does not require interaction with any
cofactors. Other antibiotic-modifying enzymes often
have two active binding sites. The pharmacokinetic
characteristics of the different classes of antibiotics
(e.g. dose regimen, active concentration, and route of
excretion) also may favor the pathway of mutational
alteration in the development of resistance. One aspect
of the mutational variations of the B-lactamase genes
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might involve the presence of mutator genes on the
R plasmids in the bacterial hosts (LeClerc et al., 1996).
These genes increase mutation frequency several-fold
and could explain the facile evolution of the TEM-
based enzymes. This characteristic of bacterial
pathogens has received comparatively little study.

As one approach to counteracting the destructive
activity of B-lactamases, a series of effective inhibitors
of these enzymes has been employed. The inhibitors
are structural analogs of B-lactams that are, in most
cases, dead-end irreversible inhibitors of the enzyme.
Several have been used in combination with a B-lactam
antibiotic for the treatment of infections from resistant
microbes, for example, the successful combination of
amoxicillin (antibiotic) and clavulanic acid (inhibitor).
However, the wily microbes are gaining the upper
hand once again by producing mutant S-lactamases
that not only are capable of hydrolyzing the antibiotic
but concomitantly become refractory to inhibition
(Blazquez et al., 1993).

In addition to active site mutation, other changes in
B-lactamase genes have evolved in response to con-
tinued B-lactam use. In some cases, increased resist-
ance results from increased expression of the gene
through an upregulating promoter mutation (Chen and
Clowes, 1987; Mabilat et al., 1990); alternatively, chro-
mosomal B-lactamase genes can be overexpressed in
highly resistant strains as a result of other changes in
transcriptional regulation (Honoré et al., 1986).

Drug inactivation is not the only mechanism of
resistance to the B-lactams. In fact, mutations that
alter access to the target (penicillin binding proteins,
pbp) of the drug through porin channels have been
widely reported (Nikaido, 1994). Methicillin resist-
ance in S. aureus (MRSA) is due to an unusual genetic
complex which replaces the normal pbp2 with the
penicillin refractory pbp2A. The origin of this resist-
ance determinant is unknown, but the consequences
of the clonal distribution of MRSA is well docu-
mented. It would appear that most MRSA are close
relatives of a small number of parental derivatives
that have been disseminated by international travel.
Alterations of other pbp’s in different bacterial
pathogens have been responsible for widespread resist-
ance to p-lactam antibiotics; in the case of
Streptococcus pneumoniae and Neisseria gonorrhoeae this
has occurred by interspecific recombination leading to
the formation of mosaic genes that produce pbps with
markedly reduced affinity for the drugs.

b. Glycopeptides

The glycopeptide antibiotics, vancomycin and teicho-
planin, were first discovered in the 1950s but have

only come into prominence since the late 1980s, being
the only available class of antibiotic effective for the
treatment of MRSA and methicillin-resistant entero-
cocci (MRE). However, numerous outbreaks of
vancomycin-resistant enterococci (VRE) have been
reported in hospitals around the world (VRE are
essentially untreatable by any approved antibiotic),
and there is great concern that vancomycin-resistance
determinants will be transferred to pathogenic staphy-
lococci; the resulting methicillin, vancomycin resistant
S. aureus (MVRSA) will be the “Superbug,” the
“Andromeda” strain that infectious disease experts fear
most (at least according to the newspapers). The gly-
copeptides block cell wall synthesis by binding to the
peptidoglycan precursor dipeptide D-alanyl-D-alanine
(D-Ala-D-Ala) and preventing its incorporation into the
macromolecular structure of the cell wall. The most
common type of resistance is the vanA type found prin-
cipally in Enterococcus faecalis (Walsh et al., 1996; Arthur
et al.,, 1996). Resistance due to the VanA phenotype
results from the substitution of the depsipeptide
D-alanyl-D-lactate (D-Ala-D-Lac) for D-Ala-D-Ala residues,
thereby reducing the binding of the antibiotic by elimi-
nating a key hydrogen bond in the D-Ala-D-Ala com-
plex. The introduction of D-Lac is encoded by the nine
genes of the VanA cluster and is associated with a mech-
anism to prevent the formation of native D-Ala-D-Ala
containing peptide in the same host; thus, the resistance
is dominant. Vancomycin resistance is inducible by a
two-component regulatory system; the inducers are not
the antibiotics, but rather the accumulated peptidogly-
can fragments produced by the initial inhibitory
action of the glycopeptides. The VanA cluster is nor-
mally found on a conjugative transposon related to
Tn1546, and it is probably responsible for the wide-
spread dissemination of glycopeptide resistance
among the enterococci. A plasmid carrying the VanA
resistance determinants has been transferred from
enterococci to staphylococci under laboratory condi-
tions (Noble et al., 1992), and there is apprehension that
this will occur in clinical circumstances. Regrettably a
glycopeptide antibiotic, avoparcin, has been employed
extensively as a feed additive for chickens and pigs in
certain European countries. This has led to the appear-
ance of a high proportion glycopeptide-resistant ente-
rococci in natural populations. This feeding practice
has now been banned by the European Union (EU), but
is it too late? Only time will tell.

c. Fosfomycin

A widely used mechanism for the detoxification of
cell poisons in eukaryotes is the formation of glu-
tathione adducts; for example, this mechanism is
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commonly used for herbicide detoxification in plants
(Timmermann, 1988). However, in spite of the fact
that many microbes generate large quantities of this
important thiol, only one example of an antibiotic
resistance mechanism of this type has so far been
identified in bacteria, namely, that of fosfomycin.
Fosfomycin, produced by a streptomycete, is an
analog of phosphoenol pyruvate and interferes with
bacterial cell wall synthesis by inhibiting the formation
of N-acetylmuramic acid, a unique component of
bacterial cell walls. It is employed in the treatment of
sepsis, both alone and in combination with other
antimicrobial agents. In gram-negative bacteria
transmissible resistance is due to a plasmid-encoded
glutathione S-transferase that catalyzes the formation of
an inactive fosfomycin-glutathione adduct (Arca
et al.,, 1990). Two independent genes for fosfomycin
resistance have been cloned and sequenced, one from
Serratia marcescens (Suarez and Mendoza, 1991) and the
other from Staphylococcus aureus (Zilhao and Courvalin,
1990); the two genes are unrelated at the sequence level.
It is unlikely that the gram-positive gene encodes an
enzyme involved in the production of a glutathione
adduct, because S. aureus does not contain glutathione!

3. DNA and RNA synthesis

Nucleic acid metabolism has attracted much attention
as a potential target for antimicrobial drugs; the strat-
egy of hitting at the “heart” of the microbe seemed the
most likely to lead to effective bactericidal agents.
Unfortunately, the ubiquity of DNA and RNA and the
failure to identify discriminating target differences in
the biosynthetic enzymes made this search unproduc-
tive until relatively recently when the fluoro-
quinolones (a class of synthetic drugs with no known
natural analogs) were introduced. However, resist-
ance mechanisms were not long in appearing, and the
fluoroquinolones instead of being the “superdrugs”
needed, are already limited by resistance.

a. Fluoroquinolones

Nalidixic acid, the prototype quinolone antibiotic
discovered in 1962, had limited use, principally for
urinary tract infections caused by gram-negative
bacteria. Resistance developed by mutation, and the
nal® phenotype proved to be the first useful marker
for gyrA the gene encoding the A subunit of DNA
gyrase (topoisomerase I). The development of resist-
ance to nalidixic acid occurred solely by this type of
mutation, and plasmid-determined resistance has
never been reliably identified. This is not surprising,
given that nalidixic acid is a purely synthetic chemical
and no natural analog has been identified.

In the late 1970s, the first fluoroquinolone antimicro-
bials were introduced; these proved vastly superior to
nalidixic acid and are among the most potent antimi-
crobial agents known. A number of fluoroquinolone
antibiotics have now been introduced as antiinfectives
and most show good, broad-spectrum activity. In
laboratory studies, mutations to high-level resistance
occurred at relatively low frequency, and genetic
studies identified a number of different DNA replica-
tion-associated targets. As with nalidixic acid, topoi-
somerase I is the principal target, but other targets
associated with bacterial DNA replication which give
the FQR phenotype have been identified in different
bacterial species. In clinical use, resistance to the
newer fluoroquinolones has been found to develop
quite rapidly as a result of one or more mutations. In
addition to target mutation, active efflux of the drug
is also an important mechanism of resistance; for
example, the norA mutation identifies a multiple drug
resistance (mdr) system in S. aureus (see Section 11.B.2
and Table 3.5). Strains resistant to high levels of the
drug have been identified frequently during the
course of treatment especially with P. aeruginosa and
S. aureus infections. Resistance is due to multiple
mutations leading to increased efflux and alteration of
components of the DNA synthetic apparatus. Clonal
dissemination of FQR strains appears to be quite com-
mon in nosocomial P. aeruginosa infections. No plasmid-
mediated resistance to fluoroquinolones has been
identified to date, although possible mechanisms lead-
ing to dominant resistance genes can be envisaged.

b. Rifampicin

Rifampicin is the only inhibitor of bacterial (and mito-
chondrial) RNA polymerases that has ever been used
in the treatment of infectious disease. Mutations in the
gene encoding the B subunit of RNA polymerase
(rpoB) give high level resistance to the drug; the study
of these mutations has provided important informa-
tion on the structure and function of the RNA poly-
merase proteins in bacteria. Rifampicin is used in the
treatment of gram-positive bacteria and is effective
against mycobacterial and staphylococcal infections.
Because it is lipophilic and thus diffuses rapidly
across the hydrophobic cell envelop of mycobacteria,
rifampicin is one of the frontline drugs for the treat-
ment of tuberculosis and leprosy. However, the
appearance of resistant strains as a result of rpoB
mutations is quite common in multiple drug-resistant
strains (Cole, 1994). In addition, inactivation of
rifampicin in fast growing mycobacterial strains by
phosphorylation, glucosylation, and ribosylation has
been reported (Dabbs et al., 1995).
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4. Folic acid biosynthesis

As the above discussion illustrates, the biosynthesis
and function of cellular macromolecules are the
principal targets for the majority of antimicrobial
agents. However, interference with the activity of
enzymes involved in intermediary metabolism is also
an effective strategy. Although many potential antimi-
crobial targets have been identified and tested, to date
only folic acid biosynthesis has been successfully
exploited in the development of useful drugs.

Folic acid is involved in the transfer of one-carbon
groups utilized in the synthesis and metabolism of
amino acids such as methionine and glycine and in
the nucleotide precursors adenine, guanine, and
thymine. Folic acid is converted in two reduction
steps to tetrahydrofolate (FH,), which serves as
the intermediate carrier of hydroxymethyl, formyl, or
methyl groups in a large number of enzymatic reac-
tions in which “one-carbon” groups are transferred
from one metabolite to another or are interconverted.
The synthetic antibacterial agents sulfonamides
and trimethoprim inhibit specific steps in the biosyn-
thesis of FHy. The current state of resistance to sul-
fonamides and trimethoprim in major bacterial
pathogens and the mechanisms of sulfonamide and
trimethoprim resistance have been reviewed
(Huovinen et al., 1995).

a. Sulfonamides

The sulfonamides were first discovered in 1932
and introduced into clinical practice in the late 1930s.
They have a wide spectrum of activity and have
been used in urinary tract infections due to the
Enterobacteriaceae, in respiratory tract infections due
to Streptococcus pneumoniae and Haemophilus influen-
zae, in skin infections due to S. aureus, and in gas-
trointestinal tract infections due to E. coli and Shigella
spp. The wide range of clinical indications and low
production costs maintain the popularity of the sul-
fonamides in Third World countries. The enzyme
dihydropteroate synthase (DHPS) catalyzes the for-
mation of dihydropteric acid, the immediate precur-
sor of dihydrofolic acid. DHPS found in bacteria and
some protozoan parasites, but not in human cells, is
the target of sulfonamides. These drugs are structural
analogs of p-aminobenzoic acid, the normal substrate
of DHPS, and act as competitive inhibitors for the
enzyme, thus blocking folic acid biosynthesis in bac-
terial cells. A large number of sulfonamides have been
synthesized that show wide variations in therapeutic
activity! One class, the dapsones, remains an effective
anti-leprosy drug.

b. Trimethoprim

Trimethoprim was first introduced in 1962, and since
1968 it has been used (often in combination with
sulfonamides due to a supposed synergistic effect) for
numerous clinical indications. Like the sulfonamides,
trimethoprim has a wide spectrum of activity and low
cost. The target is the enzyme dihydrofolate reductase
(DHFR), which is essential in all living cells.
Trimethoprim is a structural analog of dihydrofolic
acid and acts as a competitive inhibitor of the reduc-
tase. The human DHFR is naturally resistant to
trimethoprim, which is the basis for its use.

Resistance has been reported to both trimethoprim
and sulfonamides since their respective introductions
into clinical practice. Although the principal form of
resistance is plasmid mediated, a clinical isolate of
E. coli was described in which the chromosomal DFHR
was overproduced several hundredfold, leading to very
high trimethoprim resistance (minimum inhibitory con-
centration >1g/I). Sul® and TmpR strains carry plas-
mid-encoded dhps and dfhir genes that may be up to 100
times less susceptible to the inhibitors. Extensive
genetic and enzymatic studies, principally by Skold and
collaborators, have characterized resistance in the
Enterobacteriaceae. The sul gene is part of the 3’ con-
served region of integron structures and may have been
the first resistance determinant acquired (see Section
IV.A). Less information is available for resistant gram-
positive pathogens. Nonetheless, the origins of Sul® and
TmpR genes remains a mystery.

B. Broad-spectrum resistance systems

In the first part of this section, we examined bacterial
targets for antibiotic activity and mechanisms that
specifically provide resistance to those antibiotics. The
mechanisms included modification of the target (e.g.
vancomycin resistance), modification of the antibiotic
(e.g. aminoglycoside methyltransferases), overproduc-
tion of the target (e.g. trimethoprim resistance), and
extrusion of the drug from the cell (e.g. TetA-type
tetracycline resistance). However, even as the first
antimicrobial agents were being tested, researchers
noticed “intrinsic” differences in sensitivity among the
target organisms to a wide range of compounds.

1. Membranes and cell surfaces

Initially, intrinsic differences in resistance to antibiotics
and other chemotherapeutic agents were attributed to
structures such as the gram-negative outer membrane
and the mycobacterial cell surface. Intrinsic drug
resistance in mycobacteria has been reviewed by
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Nikaido and collaborators (Jarlier and Nikaido, 1994).
They suggest that lipophilic molecules are slowed by
the low fluidity of the lipid bilayer surrounding
the cell wall and that hydrophobic molecules enter
the mycobacterial cell slowly because the porins are
inefficient and few in number. They note that although
these surface features strongly contribute the high
level of natural resistance in mycobacteria, other fac-
tors are also involved such as pbps with low affinity
for penicillin and the presence of B-lactamases.

2. Multidrug efflux pumps

A cell has a number of different ways to export mate-
rial across its membrane. All of them involve the
expenditure of energy. The most well-characterized
multiple drug resistance pumps in mammalian cells
are the ABC (ATP binding cassette) transporters. In
bacteria, the ABC transporters are primarily seen in the
translocation of virulence factors such as hemolysin in
E. coli and cyclolysin in Bordetella pertussis. A second
type of active export system has been characterized in
which the energy to drive the pump comes from the
proton motive force (PMF) of the transmembrane elec-
trochemical proton gradient. These multidrug efflux
systems have been the subject of a number of reviews
(Lewis, 1994; Nikaido, 1996; Paulsen et al., 1996). There
are three families of PMF multidrug efflux pumps: the
major facilitator superfamily (MFS), the staphylococcal
(or small) multidrug resistance (SMR) family, and the
resistance/nodulation/cell division (RND) family.
Table 3.5 lists examples from each of these families and
the types of compounds they pump out of the cell. In
addition to these multisubstrate pumps, proton motive
force efflux pumps for specific antibiotic resistance,
such as the TetK and TetL (MFS-type) pumps, have also
been described (see Section I11.A.1.b).

The Acr multidrug efflux pump found in E. coli is
one of the most well characterized of the RND-type
pumps. Expression of the Acr efflux pump is con-
trolled by the marA protein. The multiple antibiotic
resistance (mar) phenotype was first described in 1983
by Levy and co-workers when they plated E. coli on
medium containing either tetracycline or chloram-
phenicol and obtained mutants that were also resistant
to the other antibiotic. Further analysis showed that
these mutants had additional resistances to B-lactams,
puromycin, rifampicin, and nalidixic acid. The most
striking aspect of this multiple drug resistance
phenotype was the wide range of structurally unrelated
compounds with which it was observed. Subsequent
studies have found that the mar phenotype is part of a
complex stress response system which includes the
superoxide response locus soxRS (Miller and Sulavik,

1996). Rather than encoding the structural components
responsible for the mar phenotype, the mar locus
encodes a regulatory system. The marA protein is a
positive regulator which controls expression of at least
two loci, the acr locus, which encodes the genes for a
multidrug efflux pump, and the micF locus, which
encodes an antisense repressor of the outer membrane
protein ompF. Expression from the mar locus is tightly
controlled by the first gene in the operon, marR, which
encodes a represser protein (Miller and Sulavik, 1996).

As noted above, the mar locus is part of a complex
stress response system. Levy and co-workers
(Goldman et al., 1996) have reported that mutations of
the marR repressor protein protected E. coli from
rapid killing by fluoroquinolones. They hypothesize
that such protection may allow cells time to develop
mutations that lead to higher levels of fluoro-
quinolone resistance, and may thus explain the
increasing frequency of occurrence of resistant clinical
isolates. Such mutations have been found among
clinical strains of fluoroquinolone-resistant E. coli,
suggesting that mutations at the mar locus may be
the first step in clinically significant fluoroquino-
lone resistance. The latter may have been the case
for all clinically significant antibiotic resistance:
a mutational event leading to a low-level increase
in drug efflux, followed by the acquisition of a
heterologous resistance determinant, leading to
high-level antibiotic resistance.

3. Other types of natural resistance

Other types of natural resistance in bacteria will
depend on the organism and the drug in question. For
example, three species of enterococci, Enterococcus
gallinarum, E. casseliflavus, and E. flavescens, produce
peptidoglycan precursors which end in D-serine
residues and are intrinsically resistant to low levels of
vancomycin. Similarly, genera from the lactic acid
bacteria Lactobacillus, Leuconostoc, and Pediococcus are
resistant to high levels of glycopeptides because their
cell wall precursors end with D-lactate. As noted
above, mycobacteria species have pbps which have a
low affinity for penicillin. In addition, some mycobac-
teria have been reported to have ribosomes that have
a lower affinity for macrolides than the ribosomes of
S. aureus (Jarlier and Nikaido, 1994).

III. GENE TRANSFER

All available evidence suggests that the acquisition
and dissemination of antibiotic resistance genes in
bacterial pathogens has occurred since the late 1940s.
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The best support for this notion comes from studies of
Hughes and Datta (Datta and Hughes, 1983; Hughes
and Datta, 1983) who examined the “Murray
Collection,” a collection of (mostly) gram-negative
pathogens obtained from clinical specimens in the pre-
antibiotic era. None of these strains show evidence of
resistance to antibiotics in current use. Given the critical
role of gene exchange in bacterial evolution, it is self-
evident that extensive interspecific and intergeneric
gene transfer must have occurred during the golden
age of antibiotics. This subject has been reviewed
many times, and a variety of mechanisms of gene
transfer have been invoked in the process of resist-
ance determinant acquisition and dispersion (see
Table 3.6) and characterized in laboratory studies. It
can be assumed that these (and probably other
processes) all occur in nature.

A. Transduction

Transduction is the exchange of bacterial genes
mediated by bacteriophage, or phage. When a phage
infects a cell, the phage genes direct the takeover of
the host DNA and protein synthesizing machinery so
that new phage particles can be made. Transducing
particles are formed when plasmid DNA or fragments
of host chromosomal DNA are erroneously packaged
into phage particles during the replication process.
Transducing particles (those carrying nonphage
DNA) are included when phage are liberated from the
infected cell to encounter another host and begin the
next round of infection. Although there are many
laboratory studies of transduction of antibiotic resist-
ance, this mechanism has been considered less impor-
tant in the dissemination of antibiotic resistance genes
because phage generally have limited host ranges;
they can infect only members of the same or closely
related species, and the size of DNA transferred does
not usually exceed 50 kb. However, phage of extraor-
dinarily broad host specificity have been described.
For example, phage PRR1 and PRD1 will infect any
gram-negative bacterium containing the resistance
plasmid RP1 (Olsen and Shipley, 1973; Olsen et al.,
1974) and could, in principle, transfer genetic infor-
mation between unrelated bacterial species.
Transduction has been documented in at least
60 species of bacteria found in a wide variety of envi-
ronments (Kokjohn, 1989). Although the actual level
of intraspecies and interspecies transduction are
unknown, the potential for transductional gene
exchange is likely to be universal among the eubacte-
ria. A study of the presence of bacteriophage in
aquatic environments has shown that there may be as
many as 108 phage particles per milliliter (Bergh et al.,

1989); the authors calculate that at such concentra-
tions one-third of the total bacterial population is sub-
ject to phage attack every 24h. In transduction the
DNA is protected from degradation within the phage
particle, and Stotzky has suggested that transduction
may be as important as conjugation or transformation
as a mechanism of gene transfer in natural habitats
(Stotzky, 1989).

B. Conjugation

Conjugation is the process in which DNA is transferred
during cell-to-cell contact. It has long been considered
the most important mechanism for the dissemination
of antibiotic resistance genes. During an epidemic of
dysentery in Japan in the late 1950s increasing numbers
of Shigella dysenteriae strains were isolated that were
resistant to up to four antibiotics simultaneously. It
soon became clear that the emergence of multiply
resistant strains could not be attributed to mutation.
Furthermore, both sensitive and resistant Shigella
could be isolated from a single patient, and the
Shigella sp. and E. coli obtained from the same patients
often exhibited the same multiple resistance patterns.
These finding led to the discovery of resistance trans-
fer factors and were also an early indication of the
contribution of conjugative transfer to the natural
evolution of new bacterial phenotypes.

In addition to plasmid-mediated conjugal transfer,
another form of conjugation has been reported to take
place in gram-positive organisms. Conjugative trans-
posons were first reported in S. pneumoniae when the
transfer of antibiotic resistance determinants occurred
in the absence of plasmids (Shoemaker et al., 1980).
Salyers has suggested that conjugative transposons
may be more important that conjugative plasmids in
broad host-range gene transfer between some species
of bacteria (Salyers, 1993). Conjugative transposons
are not considered typical transposons (Scott, 1992).
As of 1993, three different families of conjugative
transposons had been found: (a) the Tn916 family
(originally found in streptococci but now known also
to occur in gram-negative bacteria such as Campylobacter)
(Salyers, 1993); (b) the S. pneumoniae family; and
(c) Bacteroides family. Conjugative transposons range
in size from 15 to 150kb, and, in addition to other
resistance genes, most encode tetracycline-resistance
determinants (e.g. Tn916 encodes the TetM determi-
nant, and TetQ (Salyers, 1993) is found on the con-
jugative transposon from the Bacteroides group).

Does conjugation take place in the environment? The
ideal site for gene transfer is the warm, wet, nutrient-
abundant environment of the mammalian intestinal
tract with its associated high concentration of bacteria.




TABLE 3.6 Gene transfer processes

Required genetic

determinants Observed in DNA DNA
Process Components Donor Recipient” Laboratory Nature form” size Host range Comments
Conjugation Cell/cell Transfer genes May require + + ss =4 Mb Very broad Can be of very high
receptor interspecific, efficiency; can reduce
intergeneric problem of restriction
in recipient
Fusion Cell/cell ? ? + - ds Unlimited ? Likely to involve partners
(rare) with damaged wall or
membranes (protoplasts
or spheroplasts)
Transduction Bacteriophage Phage receptor Phage + + ds =50 kb Limited to Very efficient
/cell receptor closely
replated
species
Transformation® DNA/cell - a.Competence + + ss/ds =50kb Very broad Chemically and
determinants electrically induced
b.Chemical or competence required;
physical efficiency variable
changes

“All DNA exchange processes are subject to the negative effects of restriction (nuclease action) in the recipient.
PAll processes, in principle, may take place with transfer of intact plasmids, chromosomes, or linear fragments. The requirement for recombination in the recipient depends on the
nature of transferred DNA and its properties. ss, Single stranded; ds, double stranded.
‘Many bacterial species are genetically non-competent, but may be converted to a competent state by laboratory processes. Electrotransformation is a good example.
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The resident microflora is believed to serve as a reser-
voir for genes encoding antibiotic resistance which
could be transferred not only to other members of
this diverse bacterial population, but also to transient
colonizers of the intestine, such as soil or water
microbes or human pathogens. Using oligonucleotide
probes having DNA sequence similarity to the hyper-
variable regions of the TetQ determinant, Salyers and co-
workers provided evidence that gene transfer between
species of Bacteroides, one of the predominant genera of
the human intestine, and Prevotella sp., one of the pre-
dominant genera of livestock rumen, has taken place
under physiological conditions (Nikolich et al., 1994).

C. Transformation

Natural transformation is a physiological process char-
acteristic of many bacterial species in which the cell
takes up and expresses exogenous DNA. Although nat-
ural transformation has been reported to occur only in
a limited number of genera, these include many patho-
genic taxa such as Haemophilus, Mycobacterium,
Streptococcus, Neisseria, Pseudomonas, and Vibrio
(Stewart, 1989). Initial studies suggested that natural
transformation in some of these genera was limited to
DNA from that particular species. For example, an 11-bb
recognition sequence permits Haemophilus influenzae to
take up its own DNA preferentially compared to het-
erologous DNAs (Kahn and Smith, 1986). Given such
specificity one could ask if natural transformation is an
important mechanism in the transfer of antibiotic
resistance genes. Spratt and co-workers have reported
the transfer of penicillin resistance between S. pneumo-
nige and N. gonorrhoeae by transformation. Further,
Roberts reported that when the TetB determinant
(which is conferred by conjugation in other gram-
negative groups) is present in Haemophilus species and
highly tetracycline-resistant Moraxella catarrhalis, it is
disseminated by transformation (Roberts et al., 1991).

D. General considerations

There is a world of difference between laboratory and
environmental studies. While the isolation of pure cul-
tures is an important component of bacterial strain
identification, the use of purified bacterial species in
gene transfer studies does little to identify the process
and probably bears no relationship to the processes of
genetic exchange that take place in the complex micro-
bial populations of the gastrointestinal tract (for exam-
ple). When antibiotic-resistant bacteria are isolated
from diseased tissue and identified as the responsible
pathogen, this is the identification of the final product
of a complex and poorly understood environmental

system. Although gene exchange may under normal
circumstances be rare in stable microbial microcosms,
the intense selective pressure of antibiotic usage is likely
to have provoked cascades of antibiotic resistance gene
transfer between unrelated microbes. These transfers
must involve different biochemical mechanisms during
which efficiency is not a critical factor since the survival
and multiplication of a small number of resistant progeny
suffices to create a clinically problematic situation.

It should be apparent that a great deal of additional
study using modern molecular and amplification
methods with complex microbial communities is nec-
essary before the parameters of natural antibiotic
resistance gene transfer can be defined properly.

IV. EVOLUTION OF
RESISTANCE DETERMINANT
PLASMIDS

A. The integron model

Studies by Hughes and Datta of plasmids they isolated
from the Murray collection (Hughes and Datta, 1983;
Datta and Hughes, 1983) suggest that the appearance
of resistance genes is a recent event, that is, the mul-
tiresistance plasmids found in pathogens must have
been created since the 1940s. What really takes place
when a new antimicrobial agent is introduced and
plasmid-determined resistance develops within a few
years? The most significant component of the process
of antibiotic resistance flux in the microbial population
is gene pickup, which has now been emulated in
the laboratory. Largely due to the studies of Hall
and co-workers (Stokes and Hall, 1989; Collis
et al., 1993; Recchia and Hall, 1995), we have a good idea
of the way in which transposable elements carrying
multiple antibiotic resistance genes might be formed.
From their studies of the organization of transposable
elements, these researchers have identified a key struc-
tural constituent of one class of transposon that they
named an “integron.” The integron is a mobile DNA
element with a specific structure consisting of two con-
served segments flanking a central region in which
“cassettes” that encode functions such antibiotic resist-
ance can be inserted. The 5" conserved region encodes
a site-specific recombinase (integrase) and a strong pro-
moter or promoters that ensure expression of the inte-
grated cassettes. The integrase is responsible for the
insertion of antibiotic resistance gene cassettes down-
stream of the promoter; ribosome binding sites are
conveniently provided. More than one promoter
sequence exists on the element (Lévesque et al., 1994);
transcription initiation is very efficient and functions in
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FIGURE 3.1 The general structure of an integron. Integrons consist
of a 5" conserved sequence that encodes an integrase and contains
promoter sequences (P) responsible for the transcription of inserted
gene cassettes. The 3’ conserved sequence encodes resistance to
sulfonamide drugs (sul). The insertion site for gene cassettes
(GTTRRRY) is indicated.

both gram-negative and gram-positive bacteria. The 3’
conserved region carries a gene for sulfonamide resist-
ance (sul) and two open reading frames of unknown
function. Probably the ancestral integron, encoded no
antibiotic resistance (Fig. 3.1). The ubiquitous presence
of sul in an element of this type might be surprising,
although sulfonamides (see above) have been
employed since the mid-1930s and (apart from mercury
salts) are the longest used agents for the treatment of
infectious diseases. The resistance gene cassettes are
integrated into a specific insertion site in the integron.
Typically, in the case of Tn2I-related transposons,
each antibiotic resistance cassette is associated with
one of a functional family of closely related, palin-
dromic 59-b elements (or recombination hot spots)
located to the 3’ side of the resistance gene (Fig. 3.1).
Integrase-catalyzed insertion of resistance gene cas-
settes into resident integrons has been demonstrated
(Collis et al., 1993; Martinez and de la Cruz, 1990). In
addition, site-specific deletion and rearrangement of
the inserted resistance gene cassettes can result from
integrase-catalyzed events (Collis and Hall, 1992).
Francia et al. (1993) have expanded our under-
standing of the role of integrons in gene mobilization
by showing that the Tn21 integrase can act on sec-
ondary target sites at significant frequencies and so
permit the fusion of two R plasmids by interaction
between the recombination hot spot of one plasmid
and a secondary integrase target site on a second
plasmid. The secondary sites are characterized by the
degenerate pentanucleotide sequence sequence
Ga/tTNa/t. Though the details of the mechanism
by which new integrons are then generated from
the fusion structure are not established, the use of

secondary integration sites could explain how new
genes may be inserted into integrons without the
necessity for a 59-bp element, as the authors point out.

B. Other multiple resistance plasmids

Analyses of the integron-type transposons provide a
good model for the way in which antibiotic resistance
genes from various (unknown) sources may be incor-
porated into an integron by recombination events into
mobile elements and hence into bacterial replicons,
providing the R plasmids that we know today (Fig. 3.2)
(Bissonnette and Roy, 1992). However, in bacterial
pathogens a variety of transposable elements have
been found that undergo different processes of recom-
binational excision and insertion. It is not known what
evolutionary mechanisms are implicated or whether
some form of integron-related structure is present in all
cases. For the type of integron found in the Tn21 fam-
ily, we have plausible models, supported by in vivo and
in vitro studies, to provide a modus operandi by which
antibiotic resistance genes were (and are) molecularly
cloned in the evolution of R plasmids. A large number
of transposable elements carrying virtually all possi-
ble combinations of antibiotic resistance genes have
been identified (Berg, 1989), and nucleotide sequence
analysis of multiresistant integrons shows that the
inserted resistance gene cassettes differ markedly in
codon usage, indicating that the antibiotic resistance
determinants are of diverse origins. Microbes are
masters at genetic engineering, and heterologous
expression vectors of broad host range in the form
of integrons were present in bacteria long before
they became vogue for biotechnology companies in
the 1980s.

V. ORIGINS

We have described how the majority of antibiotic
resistance genes found in microbes have been
acquired by their hosts. The important question is,
From where did they acquire these genetic determi-
nants? The integron model defines a mechanism by
which antibiotic genes can be procured by members
of the Enterobacteriaceae and pseudomonads. This
mechanism requires the participation of extrinsic
resistance genes (or cassettes); however, the origins
of these open reading frames are a mystery. The
same questions can be applied to any of the resist-
ance genes found in pathogenic bacteria. Available
evidence concerning some of the origins is discussed
below.
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FIGURE 3.2 The diversity of antibiotic resistance integrons. The diagram illustrates the insertion of antibiotic resistance gene cassettes into
the basic integron structure (Fig. 3.1). It should be noted that the antibiotic resistance gene cassettes are usually inserted in tandem array and

more than five genes may be found in a single integron structure.

A. Antibiotic producers

Antibiotic-producing microbes are the prime suspects
for the maintenance of a pool of resistance genes in
nature. Any organism producing a toxic molecule must,
by definition, possess a mechanism(s) to survive this
potentially suicidal situation. Because the majority of
antibiotics are produced by bacteria (principally the
actinomycete group), one would expect these organ-
isms to have mechanisms of protection against the
antibiotics they make. These mechanisms take various
forms, and it is significant that the mechanisms of resist-
ance for the known antibiotics in producing organisms
and clinical isolates are biochemically identical (see
Table 3.7). The gene clusters for antibiotic biosynthesis
in producing organisms almost invariably comprise
one or more genes that encode resistance to the antibi-
otic produced. Many of these genes have been cloned
and sequenced. Sequence comparisons of the genes
from the producer and the clinical isolate often show
very high degrees of similarity. Thus, the homologous
biochemical mechanisms and the relatedness of the
gene sequences support the hypothesis that producing

TABLE 3.7 Resistance determinants with homologs
in antibiotic producing organisms

Antibiotic Mechanism

Penicillins B-Lactamases

Cephalosporins Penicillin binding proteins

Aminoglycosides Phosphotransferases, acetyltransferases,
nucleotidyltransferases

Chloramphenicol Acetyltransferases

Tetracyclines Ribosomal protection, efflux

Macrolides rRNA methylation

Streptogramins Esterases

Lincosamides Phosphotransferases, acetyltransferases

Phosphonates Phosphorylation, glutathionylation (?)

Bleomycin Acetyltransferases, immunity protein

organisms are likely to be the source of most resistance
genes. However, other sources of resistance genes are
not excluded, and some of these are discussed below.

1. Tetracyclines

The first tangible evidence of resistance gene transfer
involving antibiotic-producing streptomycetes in a
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clinical setting has come from Pang ef al. (1994). These
researchers analyzed human infections of nontubercu-
lous mycobacteria and Streptomyces spp.; the infections
did not respond to treatment with tetracyclines. Both
microbial species contained resistance genes (tetK and
tetL) known to be the basis of tetracycline resistance in
gram-positive bacteria (see Section II.A.1.b on tetracy-
cline resistance determinants). These resistance deter-
minants promote efflux of the drug and are typically
transposon-associated. Surprisingly, the mycobacteria
and the streptomycetes both had the tetracycline resist-
ance genes (otrA and otrB) previously identified in the
tetracycline-producing strain Streptomyces rimosis
(Davies, 1992; Doyle et al., 1991). Reciprocally, the
streptomycetes had acquired the tetK and tetL genes.
Because the latter are clearly “foreign” genes (tetK and
tetL have a G + C content different from those of strep-
tomycete and mycobacterial chromosomal DNA), they
must have been acquired as the result of a recent gene
transfer. Although this evidence is consistent with
resistance gene transfer between the streptomycetes
and other bacteria, it is not known which is donor and
which is recipient, nor whether the newly acquired
tetracycline resistance genes are plasmid or chromo-
somally encoded.

2. Aminoglycosides

Covalent modification of their inhibitory biochemical
products is very common in antibiotic-producing bac-
teria. It was the discovery of antibiotic modification as
a means of self-protection in the streptomycetes that
led to the proposal that antibiotic-producing microbes
were the origins of the antibiotic resistance determi-
nants found in other bacteria (Benveniste and Davies,
1973; Walker and Skorvaga, 1973). Support for this
hypothesis has been provided by nucleic acid and
protein sequence comparisons of aminoglycoside
resistance determinants from producing organisms
and clinical isolate sources (Shaw, 1984; Davies, 1992).
As mentioned above, producing organisms are not
the only potential source of antibiotic resistance
mechanisms. The proposal that the enzymes that
modify aminoglycosides evolved from such “house-
keeping” genes as the sugar kinases and acyltrans-
ferases has been made by a number of groups (Udou
et al., 1989; Shaw et al., 1992; Rather et al., 1993).

3. Macrolides

The principal mechanism of resistance to the macrolide
antibiotics involves methylation of the 23 S rRNA of
the host. Methylation occurs on a specific adenine
residue in the rRNA, and mono- and dimethylation
has been described. The N-methyltransferase genes

responsible for encoding this protective modification
have been studied in detail from both the producing
organisms and clinical isolates (Rather et al., 1993).
Although no direct transfer of resistance between pro-
ducer and clinical isolates has been found, the identity
of the biochemical mechanism and its regulation make
for a compelling evolutionary relationship.

4. Other antibiotics

Perhaps the most straightforward path toward the
development of a drug resistance mechanism is via the
major facilitator superfamily (MFS; see Section II.B.2)
of transporters. The MFS is found in all organisms
involved and consists of membrane transport systems
involved in the symport, antiport, or uniport of various
substrates. Other examples of MFS pumps include
sugar uptake systems, phosphate ester/phosphate
antiport, and oligosaccharide uptake. One might
expect that, in addition to methods for the import of
nutrients, a cell would have methods for the removal of
harmful substances. The B-lactamases are an interest-
ing case because they are widely distributed among the
bacterial kingdom. The ubiquity of B-lactamases sug-
gests that these enzymes may play a part in normal
metabolic or synthetic processes, but an essential role
has not been shown. Examination of the sequences of
B-lactamases by Bush et al. (1995) permitted the estab-
lishment of extensive phylogenetic relationships,
which includes those from microbes employed in the
commercial production of B-lactam antibiotics.

In the case of the glycopeptide antibiotics (van-
comycin and teichoplanin), resistance in the entero-
cocci is due to the acquisition of a cluster of genes that
encode a novel cell wall precursor (see Section I1.A.3).
A comparison of D-Ala-D-Ala ligases from different
sources has shown that the vanA gene is dissimilar to
the other known genes, suggesting a divergent origin
(Arthur et al., 1996). The vanA homolog from the pro-
ducing organism, Streptomyces toyocaensis, has been
cloned and sequenced. The predicted amino acid
sequence was compared with the D-Ala-D-Ala ligase
from Enterococcus and is greater than 60% similar
(G. D. Wright et al., 1997).

B. Unknown origin

There are gaps in our understanding of the origin of
resistance determinants. For example, the aminogly-
coside nucleotidyltransferases have been found only
in clinical isolates and have no known relatives; the
potential origins of the chloramphenicol acetyltrans-
ferase genes are still unclear (see Section IL.A.1.c);
and the sources for sulfonamide and trimethoprim
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resistance are still not known (see Section ILA.4).
There may be examples of “housekeeping” functions
of resistance genes. For example, Providencia stuartii
has a chromosomally encoded aminoglycoside acetyl-
transferase that may play a role in cell wall peptido-
glycan formation (Payie et al., 1995).

VI. MAINTENANCE OF
ANTIBIOTIC RESISTANCE

A variety of surveys have indicated that normal
healthy humans (who are not pursuing a course of
antibiotic therapy) carry antibiotic-resistant enteric
species in their intestinal tract; a substantial propor-
tion are found to contain transmissible antibiotic
resistance plasmids. Studies have demonstrated that a
lack of antibiotic selective pressure, for example,
removing antimicrobials from cattle feed, can lead to
a gradual decrease in the percentage of resistance
genes and resistance bacteria found in a population
(Langlois et al., 1986; Hintone et al., 1985).

Although the results of these studies are encourag-
ing, other studies indicate that once resistance cas-
settes have been developed it is unlikely that they will
disappear completely from an environment where
antibiotics are routinely used. In a sense “the cat is out
of the bag.” Chemostat studies (Chao et al., 1983; Hartl
et al., 1983) suggest that insertion elements may them-
selves provide their hosts with a selective advantage
independent of the resistance determinants they
carry. Roberts has postulated that commensal bacteria
can be reservoirs for tetracycline resistance determi-
nants. When bacteria from the urogenital tracts of
females who had not taken antibiotics for 2 weeks
previously were examined, 82% of the viridans-type
streptococci hybridized with at least one Tet determi-
nant (Roberts et al., 1991).

A. Multiple antibiotic resistance and
mercury resistance

Although the cooccurrence of antibiotic resistance
and resistance to heavy metals such as mercury has
long been known, its implications for public health
are only now becoming clear. In 1964, the cotransduc-
tion of genes encoding resistance to penicillin and
mercury by a staphylococcal phage was reported
(Richmond and John, 1964). Ten years later it was
found that 25% of the antibiotic resistance plasmids
isolated from enteric bacteria in Hammersmith
Hospital also carried mercury resistance (Schottel et al.,
1974). DNA sequence analyses has shown that the
Tn21-type transposons carry both a copy of the mer

locus and an integron (see above) (Stokes and Hall,
1989; Grinsted et al., 1990). Summers and co-workers
(1993) have observed that resistance to mercury occurs
frequently in human fecal flora and is correlated with
the occurrence of multiple antibiotic resistance. How
does this phenomenon become a public health con-
cern? In the same report Summers’ group found that
the mercury released from the amalgam in “silver”
dental fillings in monkeys led to the rapid enrichment
of many different mercury-resistant bacteria in the oral
and fecal flora. They suggest that in humans this
chronic and biologically significant exposure to mer-
cury may foster the persistence of multidrug-resistant
microbes through selection of linked markers.

B. Other examples

There may well be other examples of this phenome-
non, where subclinical concentrations of an antibiotic
could serve as selection for the maintenance (and
propagation) of genetic elements and their resident
resistance genes. There is also maintenance by con-
stant selection pressure for other phenotypes, a type
of “linked” selection (we have mentioned the role of
mercury in this respect). How else does one explain
the fact that streptomycin and chloramphenicol resist-
ance can be still found on plasmids in hospitals, even
though these antibiotics are no longer used? Are there
other positive selective functions carried by plas-
mids? Resistance to ultraviolet light or other physical
or chemical toxins (e.g. detergents, disinfectants)
would be a possibility. Is it also conceivable that
plasmids improve the fitness of their hosts under
“normal” conditions? Evidence for this comes from
the work of Lenski (personal communication, 1996).

VII. CONCLUDING REMARKS—
FOR NOW AND THE FUTURE

It should be apparent from the foregoing discussion of
antibiotic modification that there must be a substantial
pool of antibiotic resistance genes (or close relatives of
these genes) in nature. Gene flux between bacterial
replicons and their hosts is likely to be the rule rather
than the exception, and it appears to respond quickly
to environmental changes (Levy and Novick, 1986;
Levy and Miller, 1989; Hughes and Datta, 1983). This
gene pool is readily accessible to bacteria when they
are exposed to the strong selective pressure of antibi-
otic usage—in hospitals, for veterinary and agricul-
tural purposes, and as growth promoters in animal and
poultry husbandry. It is a life-or-death situation for
microbes, and they have survived. A better knowledge
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of the components of this gene pool, particularly with
respect to what might happen on the introduction of a
new chemical entity such as an antimicrobial agent,
might, on the one hand, permit early warning and sub-
sequent chemical modification of antibiotics to permit
them to elude potential resistance mechanisms and, on
the other, lead to more prudent use of antibiotics under
circumstances where the presence of specific resistance
determinants can be predicted.

The development of resistance to antimicrobial
agents is inevitable, in response to the strong selective
pressure and extensive use of antibiotics. Resistance
may develop as the result of mutation or acquisition, or
a combination of the two. The use of antibiotics should
be such as to delay the inevitable, and knowledge
gained over the past 50 years if correctly interpreted and
used to modify current practices appropriately should
permit this. Unfortunately, for all of the antimicrobial
agents in current use, we have reached a state of no
return. The American Society for Microbiology Task
Force on Antibiotic Resistance has made a number of
recommendations to deal with the current crisis of
antibiotic resistant microbes (see Table 3.8; ASM,

TABLE 3.8 Recommendations from the American Society
for Microbiology Task Force on Antibiotic Resistance

Establish a national surveillance system immediately.

Lead agency should be the National Center for Infectious
Diseases of the U.S. Centers for Disease Control (CDC) and
should involve the National Institute of Allergy and
Infectious Disease of the National Institutes of Health (NIH),
the Environmental Protection Agency, and the Food and Drug
Administration.

Strengthen professional and public education in the area of
infectious disease and antibiotics to reduce inappropriate usage
of antibiotics.

The curriculum for health professionals should include the
appropriate handling, diagnosis, and treatment of infectious
disease and antibiotic resistance.

Reduce the spread of infectious agents and antibiotic resistance
in hospitals, nursing homes, day care facilities, and food
production industries.

Educate patients and food producers.

Improve antimicrobial use for cost-effective treatment and
preservation of effectiveness.

Increase basic research directed toward development of new
antimicrobial compounds, effective vaccines, and other prevention
measures.
Fund areas directly related to new and emerging infections and
antibiotic resistance.
Fund basic research in bacterial genetics and metabolic pathways.
Establish a culture collection containing representative
antibiotic-resistance biotypes of pathogens.
Sequence genomes of microbial pathogens.
Develop better diagnostic techniques.
Develop vaccines and other preventative measures.

1995). It has been suggested that such measures can,
at the least, maintain and improve the status quo.

Two of the options that would permit continued
success of antibiotic therapy in the face of increasing
resistance are: (a) the discovery of new antibiotics (by
“new” this implies novel chemical structures) and
(b) the development of agents, that might be used in
combination with existing antibiotics, to interfere
with the biochemical resistance mechanisms. Such a
strategy has already been partially successful in the
development of inhibitors of B-lactamases to permit
“old” antibiotics to be used. However, there appears
to be little success (or effort) in applying this approach
to other antibiotic classes. In our discussion of
biochemical mechanisms (Section II) we have noted a
number of cases where this approach could be taken
(e.g. fluorinated analogs of chloramphenicol). With
respect to novel antibiotics, several valid approaches
exist: (a) natural product screening, especially directed
at products of the 99.9% of microbes that cannot be
grown in the laboratory; (b) combinatorial chemistry
that can be used as a means of discovery of new active
molecules or to new substitutions on known ring struc-
tures; and (c) rational chemical design based on identi-
fication of specific biochemical targets. The success of
these methods will depend on the availability of cell-
based and biochemical assays that will detect low con-
centrations of active molecules by high flux screening
methods. It seems redundant to insist on the require-
ment for early identification of natural resistance mech-
anisms for any compounds of interest (thus permitting
the design of analogs) and the study of structure-
toxicity relationships at the earliset stage possible.

Last, but not least, the introduction of a novel
antimicrobial agent into clinical practice must be
accompanied by strict limitations on its use. No novel
therapeutic should be used for other than human use
under prescription, and no structural analog should
be employed for “other” purposes.
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Antifungal agents
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GLOSSARY

emerging fungal infections Fungal infections caused
by new or uncommon fungi.

granulocytopenia/neutropenia Acquired or chemi-
cally induced immunosuppression caused by low
white blood cell counts.

immunocompromised Having a defect in the
immune system.

in vitro and in vivo Describing or referring to stud-
ies carried out in the test tube and in animals,
respectively.

mycoses and mycotic infections Diseases caused by
yeasts or molds.

nephrotoxicity Damage to the kidney cells.

opportunistic infections Infections caused by sapro-
phytic fungi or not true parasites.

Antifungal Agents are naturally occurring or synthetically
produced compounds that have in wvitro or in vivo activity
against yeasts, molds, or each. Fungi and mammalian cells
are eukaryotes, and antifungal agents that inhibit synthesis
of proteins, RNA, and DNA are potentially toxic to mam-
malian cells.

Fungi can be unicellular (yeasts) and multicellular or
filamentous (molds) microorganisms. Some medically
important fungi can exist in both of these morphologic
forms and are called dimorphic fungi. Of the esti-
mated 250000 fungal species described, fewer than
150 are known to be etiologic agents of disease in
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humans. Most fungi associated with disease are con-
sidered opportunistic pathogens (especially the
yeasts) because they live as normal flora in humans,
lower animals, and plants and rarely cause disease in
otherwise healthy individuals. Many fungi, on the
other hand, are important plant and lower animal
parasites and can cause damage to crops (wheat rust,
corn smut, etc.) and to fruit (banana wilt), forest
(Dutch elm disease), and ornamental trees and other
plants. Historically, the potato famine, which was the
reason for the great migration from Ireland to the
Americas, was caused by a fungal infection (potato
blight). At the same time, fungi and their products
play an important economic role in the production of
alcohol, certain acids, steroids, antibiotics, etc.

Due to the high incidence of toxicity among anti-
fungal agents and the perception before the 1970s that
the number of severe and invasive infections was low,
only 12 antifungal agents are currently licensed for
the treatment of systemic fungal infections: the poly-
ene amphotericin B and its three lipid formulations,
the pyrimidine synthesis inhibitor 5-fluorocytosine
(flucytosine), the imidazoles miconazole and keto-
conazole, the triazoles fluconazole, itraconazole and
voriconazole, and the echinocandin caspofungin.
However, the number of fungal diseases caused by
both yeasts and molds has significantly increased
during the past 20years, especially among the
increased number of immunocompromised patients,
who are at high risk for life-threatening mycoses.

Copyright © 2003 Elsevier Ltd
All rights of reproduction in any form reserved
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There are more antifungal agents for topical treatment
and agriculture and veterinary use, and several
agents are under investigation for the management of
severe and refractory fungal infections in humans
(Table 4.1).

This article summarizes the most relevant facts
regarding the chemical structure, mechanisms of
action and resistance, pharmacokinetics, safety,
adverse interactions with other drugs and applications
of the established systemic and topical antifungal

TABLE 4.1 Antifungal agents, mechanisms of action, and their use’

Antifungal class

Antifungal target
of action

Agent

Use

Polyenes

Phenolic benzyfuran
cyclo-hexane

Natural glutarimide

Phenylpyrroles

Synthetic pyrimidines

Anilinopyrimidines

Azoles

Allylamines

Benzylamines
Thiocarbamates

Dithiocarbamates

Membranes containing
ergosterol

Microtubule aggregation

and DNA inhibition
Protein synthesis inhibition
Unknown

Fungal cytosine permeae
and deaminase
Ergosterol inhibition

Enzyme secretion

Ergosterol biosynthesis
inhibition

Non-specific

Amphotericin B (AMB)

Nystatin (NYS)

AMB lipid complex
AMB colloidal dispersion

Liposomal AMB
Liposomal NYS
Pimaricin
Griseofulvin

Cycloheximide
Fenpiclonil
Fludioxonil
Flucytosine

Triarimol
Fenarimol
Pyrimethanil
Cyprodinil
Imidazoles
Clotrimazole
Econazole
Isoconazole
Oxiconazole
Tioconazole
Miconazole

Ketoconazole

Enilconazole
Epoxiconazole

Fluquinconazole

Triticonazole
Prochoraz
Triazoles
Fluconazole
Itraconazole
Terconazole
Voriconazole

Posaconazole

Ravuconazole
Terbinafine
Naftifine
Butenafine
Tolnaftate
Tolciclate
Piritetrade
Mancozeb
Thiram

Systemic mycoses’*

Superficial mycoses
Systemic mycoses intolerant
or refractory to AMB

bc

Under investigation
Topical keratitis"*
Dermatophytic infections”

Laboratory and agriculture
Agriculture

Systemic (yeasts) in combination
with AMB?*
Agriculture

Topical, oral troche?*

P. boydii infections only
and veterinary®
Secondary alternative to
other agents and veterinary’*
Veterinary
Agriculture

Certain systemic and superficial
diseases®*

Intravaginal

Treatment of acute aspergillosis and salvage
therapy for serious fungal infections

Under Investigation

Under Investigation

Superficial infections

Topical

Topical

Topical

Agriculture
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TABLE 4.1 (Continued)

Benzimidazoles and
methylbenz-imidazole
carbamates

Morpholines

Pyridines

Echinocandins

Pradimicins

Benanomycins
Polyoxins

Nikkomycins
Sordarins

Cinnamic acid
Oomyecete fungicide
Phthalimides

Cationic peptides

Amino acid analogs

Nuclear division

Ergosterol biosynthesis
inhibition

Fungal B(1,3)-glucan
synthesis inhibition

Fungal sacharide
(mannoproteins)

Fungal chitin synthase
inhibition
Protein synthesis

inhibition

Cell wall

Oxidative phosphorylation

Non-specific

Lipid bilayer of biological

membranes

Amino acid synthesis
interference

Carbendazim Agriculture
Benomyl
Thiophanate
Amorolfine Topical
Fenpropimorph Agriculture
Tridemorph
Buthiobate Agriculture
Pyrifenox
Papulocandins None
Caspofungin Treatment of candidemia and refractory
aspergillosis
Anidulafungin Under investigation

Pradamicin FA-2 (BMY
28864)
Benanomycin A

Under investigation

Under investigation

Polyoxin D None
Nikkomycin Z Under investigation
GM 222712 Under investigation
GM 237354
GM 211676
GM 193663
Dimethomorph Agriculture
Fluazynam Agriculture
Captan Agriculture
Captafol
Folpet
Natural peptides
Cecropin Under investigation
Indolicidin
Synthetic peptides Under investigation
RI 331 Under investigation
Azoxybacillins
Cispentacin

“Only licensed, commonly used, and antifungals under clinical investigation are listed; see text for other antifungals.

UClinical and veterinary use; other applications for use in humans only.

°A human product used in veterinary practice.

agents currently licensed for clinical, veterinary, or
agricultural uses. A shorter description is provided for
antifungal compounds that are in the last phases of
clinical development, under clinical trials in humans,
or that have been discontinued from additional clinical
evaluation. The former compounds have potential use
as therapeutic agents. More detailed data regarding
these agents are found in the references.

I. THE POLYENES

The polyenes are macrolide molecules that target mem-
branes containing ergosterol, which is an important

sterol in the fungal cell membranes. Traces of ergosterol
are also involved in the overall cell cycle of fungi.

A. Amphotericin B

Amphotericin B is the most important of the 200 poly-
enes. Amphotericin B replaced 2-hydroxystilbamidine
in the treatment of blastomycosis in the mid-1960s.
Two amphotericins (A and B) were isolated in the
1950s from Streptomyces nodosus, an aerobic bacterium,
from a soil sample from Venezuela’s Orinoco River
Valley. Amphotericin B (the most active molecule) has
seven conjugated double bounds, an internal ester, a
free carboxyl group, and a glycoside side-chain with a
primary amino group (Fig. 4.1A). It is unstable to
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FIGURE 4.1 Chemical structures of some systemic licensed antifungal agents: (A) amphotericin B, (B) 5-fluorocytosine, (C) miconazole,
(D) ketoconazole, (E) fluconazole, and (F) itraconazole.
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heat, light, and acid pH. The fungistatic (inhibition of
fungal growth) and fungicidal (lethal) activity of
amphotericin B is due to its ability to combine with
ergosterol in the cell membranes of susceptible fungi.
Pores or channels are formed causing osmotic instabil-
ity and loss of membrane integrity. This effect is not spe-
cific; it extends to mammalian cells. The drug binds to
cholesterol, creating the high toxicity associated with all
conventional polyene agents. A second mechanism of
antifungal action has been proposed for amphotericin B,
which is oxidation dependent. Amphotericin B is highly
protein bound (91-95%). Peak serum of 1-3 ug/ml and
trough concentrations of 0.5-1.1pg/ml are usually
measured after the intravenous (i.v.) administration of
0.6 mg/kg doses. Its half-life of elimination is 2448 wh,
with a long terminal half-life of up to 15 days.

Although resistance to amphotericin B is rare, quan-
titative and qualitative changes in the cell membrane
sterols have been associated with the development of
microbiological resistance both in vitro and in vivo.
Clinically, resistance to amphotericin B has become an
important problem, particularly with certain yeast and
mold species, such as Candida lusitaniae, C. krusei,
C. glabrata, Aspergillus terreus, Fusarium spp., Malassezia
furfur, Pseudallescheria boydii, Scedosporium prolificans,
Trichosporon beigelii, and other emerging fungal
pathogens.

The in vitro spectrum of activity of amphotericin B
includes yeasts, dimorphic fungi, and most of the
opportunistic filamentous fungi. Clinically, ampho-
tericin B is considered the gold standard antifungal
agent for the management of most systemic and dis-
seminated fungal infections caused by both yeasts
and molds, including endemic (infections caused by
the dimorphic fungi, Cocccidioides immitis, Histoplasma
capsulatum, and Blastomyces dermatitidis) and oppor-
tunistic mycoses. Although it penetrates poorly into
the cerebrospinal fluid (CSF), amphotericin B is effec-
tive in the treatment of both Candida and Cryptococcus
meningitis alone and/or in combination with 5-fluo-
rocytosine. Current recommendations regarding daily
dosage, total dosage, duration, and its use in combi-
nation with other antifungal agents are based on the
type of infection and the status of the host. Since
severe fungal infections in the granulocytopenic host
are difficult to diagnose and cause much mortality,
empirical antifungal therapy with amphotericin B
and other agents has improved patient care. Systemic
prophylaxis for patients at high risk for invasive
mycoses has also evolved. Toxicity is the limiting fac-
tor during amphotericin B therapy and has been clas-
sified as acute or delayed (Table 4.2). Nephrotoxicity
is the most significant delayed adverse effect.
Therefore, close monitoring of renal function tests,

TABLE 4.2 Adverse Side effects of the Licensed Systemic

Antifungal Agents”

Side effect Drug
Fever, chills AK CV
Rash FC,K,I,FL,C,V
Nausea, vomiting A, FC,K,I,FL, V
Abdominal pain FC, K,V
Anorexia A, K
Diarrhea FC,V
Elevation of transaminases FC,K,I,FL,C,V
Hepatitis (rare) FC, K, I, FL
Anemia A, FC
Leukopenia, thrombocytopenia FC
Decreased renal function (azotemia, A, C

acidosis, hypokalemia, etc.)
Decreased testosterone synthesis K (I, rare)

Adrenal insufficiency, menstrual irregularities, K
female alopecia

Syndrome of mineralocorticoid excess, I
pedal edema
Headache A,FC,K,I,FL,V
Photophobia K,V
Dizziness LV
Seizures FL
Confusion FC,V
Arthralgia, myalgia, thrombophlebitis A
Abnormal vision \%
Cardiovascular (tachycardia and others) CV
Hypokalemia (Y

“See Groll et al. (1998) for more detailed information. A, ampho-
tericin B; FC, flucytosine; K, ketoconazole; FL, fluconazole; I, itra-
conazole; C, caspofungin, and V, voriconazole. (% of side effects for
C and V are usually lower than those for other licensed agents.)

bicarbonate, electrolytes including magnesium, diure-
sis, and hydration status is recommended during
amphotericin B therapy. Adverse drug interactions
can occur with the administration of electrolytes and
other concomitant drugs. This drug is also used for
the treatment of systemic infections in small animals,
especially blastomycosis in dogs, but it is not effective
against aspergillosis. Side effects (especially in cats)
and drug interactions are similar to those in humans.

B. Nystatin

Nystatin was the first of the polyenes to be discovered
when it was isolated from S. noursei in the early 1950s.
It is an amphoteric tetrane macrolide that has a simi-
lar structure (Fig. 4.2A) and identical mechanism of
action to those of conventional amphotericin B.
Although it has an in vitro spectrum of activity similar
to that of amphotericin B, this antifungal is used
mostly for the therapy of gastrointestinal (orally) and
mucocutaneous candidiasis (topically). This is not
only due to its toxicity after parenteral administration
to humans and lower animals but also to its lack of
effectiveness when given i.v. to experimental animals.
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FIGURE 4.2 Chemical structures of the most commonly used topical antifungal agents: (A) nystatin, (B) griseofulvin, (C) clotrimazole, and

(D) terbinafine.

It is used for candidiasis in small animals and birds
and for otitis caused by Microsporum canis.

C. Lipid formulations
1. Amphotericin B lipid formulations

In an attempt to decrease the toxicity and increase the
efficacy of amphotericin B in patients with deep-seated
fungal infections refractory to conventional therapy,
several lipid formulations of this antifungal have been
developed since the 1980s. These preparations have
selective toxicity or affinity for fungal cell membranes
and theoretically promote the delivery of the drug to
the site of infection while avoiding the toxicity of supra-
maximal doses of conventional amphotericin B.
Because lysis of human erythrocytes is reduced, higher
doses of amphotericin B can be safely used. Three lipid
formulations of amphotericin B have been evaluated in

clinical trials: an amphotercin B lipid complex, an
amphotericin B colloidal dispersion, and a liposomal
amphotericin B. However, despite evidence of nephro-
toxicity reduction, a significant improvement in their
efficacy compared to conventional amphotericin B has
not been clearly demonstrated. Although these three
formulations have been approved for the treatment of
invasive fungal infections that have failed conventional
amphotericin B therapy, enough information is not
available regarding their pharmacokinetics, drug inter-
actions, long-term toxicities, and the differences in both
efficacy and tolerance among the three formulations.
Also, the most cost-effective clinical role of these agents
as first-line therapies has not been elucidated.

a. Liposomal amphotericin B

In the only commercially available liposomal formu-
lation (ambisome), amphotericin B is incorporated
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into small unilamellar, spherical vesicles (60-70-nm
liposomes). These liposomes contain hydrogenated soy
phospatidylcholine and disteaoryl phosphatidylglyc-
erol stabilized by cholesterol and amphotericin B in a
2:0.8:1:0.4 molar ratio. In the first liposomes, ampho-
tericin B was incorporated into large, multilamellar
liposomes that contained two phospholipids, dimyris-
toyl phosphatidylcholine (DMPC) and dimyristoyl
phosphatidylglycerol (DMPG), in a 7:3 molar ratio
(5-10% mole ratio of amphotericin B to lipid). This for-
mulation is not commercially available, but it led to the
development of commercial formulations.

b. Amphotericin B lipid complex

Amphotericin B lipid complex (abelcet) contains a
DMPC/DMPG lipid formulation in a 7:3 ratio and a
50% molar ratio of amphotericin B to lipid complexes
that form ribbon-like structures.

c. Amphotericin B colloidal dispersion

Amphotericin B colloidal dispersion (amphotec) con-
tains cholesteryl sulfate and amphotericin B in a 1:1
molar ratio. This formulation is a stable complex of
disk-like structures (122-nm in diameter and 4-nm
thickness).

2. Liposomal nystatin

In order to protect human erythrocytes from nystatin
toxicity and thus make this drug available as a sys-
temic therapeutic agent, nystatin has been incorpo-
rated into stable, multilamellar liposomes, which
contain DMPC and DMPG in a 7:3 ratio. It has
been demonstrated that the efficacy of liposomal nys-
tatin is significantly superior to that of conventional
nystatin and is well tolerated in experimental murine
models of systemic candidiasis and aspergillosis
(fungal infections caused by Candida spp. and
Apergillus spp.). In patients with hematological malig-
nancies and refractory febrile neutropenia, dose-
limiting nephrotoxicity has not been observed at high
dosages. A 37% response to therapy has been docu-
mented in a small group of patients. Ongoing clinical
trials would confirm the potential value of liposomal
nystatin.

D. Candicidin

Candicidin is a conjugated heptaene complex pro-
duced by S. griseus that is selectively and highly active
in vitro against yeasts. It is more toxic for mammalian
cells than either amphotericin B or nystatin; therefore,

its use was restricted to topical applications for the
treatment of vaginal candidiasis (infections by
Candida albicans and other Candida spp.).

E. Pimaricin

Pimaricin is a tetraene polyene produced by S.
natalensis. It has a higher binding specificity for cho-
lesterol than for ergosterol and, therefore, it is highly
toxic for mammalian cells. The therapeutic use of
pimaricin is limited to the topical treatment of kerati-
tis (eye infections; also in horses) caused by the molds,
Fusarium spp., Acremonium spp., and other species.

II. GRISEOFULVIN

Griseofulvin is a phenolic, benzyfuran cyclohexane
agent (Fig. 4.2B) that binds to RNA. It is a product of
Penicillium janczewskii and was the first antifungal
agent to be developed as a systemic plant protectant.
It acts as a potent inhibitor of thymidylate synthetase
and interferes with the synthesis of DNA. It also
inhibits microtubule formation and the synthesis of
apical hyphal cell wall material. With the advent of
terbinafine and itraconazole, the clinical use of grise-
ofulvin as an oral agent for treatment of dermato-
phytic infections has become limited. However, it is
frequently used for these infections in small animals,
horses, and calves (skin only) as well as for equine
sporotrichosis. Abdominal adverse side effects have
been noted, especially in cats.

III. CYCLOHEXIMIDE

This is a glutaramide agent produced by S. griseus.
This agent was among the three antifungals that were
reported between 1944 and 1947. Although cyclohex-
imide had clinical use in the past, it is currently used
as a plant fungicide and in the preparation of labora-
tory media.

IV. PYRROLNITRIN,
FENPICLONIL, AND
FLUDIOXONIL

Pyrrolnitrin is the fermentation product of
Pseudomonas spp. It was used in the past as a topical
agent.

Fenpiclonil and fludioxonil (related to pyrrolnitrin)
were the first of the phenylpyrrols to be introduced as
cereal seed fungicides.
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V. THE SYNTHETIC
PYRIMIDINES

A. 5-Fluorocytosine (5-FC, flucytosine)

The synthetic 5-fluorocytosine is an antifungal
metabolite that was first developed as an antitumor
agent, but it is not effective against tumors. It is an
oral, low-molecular-weight, fluorinated pyrimidine
related to 5-fluorouracil and floxuridine (Fig. 4.1B). It
acts as a competitive antimetabolite for uracil in the
synthesis of yeast RNA; it also interferes with thymidy-
late synthetase. Several enzymes are involved in the
mode of action of 5-fluorocytosine. The first step is
initiated by the uptake of the drug by a cell membrane-
bound permease. Inside the cell, the drug is
deaminated to 5-fluorouracil, which is the main active
form of the drug. These activities can be antagonized
in vitro by a variety of purines and pyrimidine bases
and nucleosides. At least two metabolic sites are
responsible for resistance to this compound: one
involves the enzyme cytosine permease, which is
responsible for the uptake of the drug into the fungal
cell, and the other involves the enzyme cytosine
deaminase, which is responsible for the deamination
of the drug to 5-fluorouracil. Alterations of the genetic
regions encoding these enzymes may result in fungal
resistance to this drug by either decreasing the cell
wall permeability or synthesizing molecules that
compete with the drug or its metabolites.
Development of flucytosine resistance during therapy
against Candida spp. and C. neoformans has been doc-
umented since the early 1970s.

5-Fluorocytosine has fungistatic but not fungicidal
activity mostly against yeasts; its activity against molds
is inoculum dependent. Clinically, the major therapeu-
tic role of 5-fluorocytosine is its use in combination
with amphotericin B in the treatment of meningitis
caused by the yeast C. neoformans. The synergistic anti-
fungal activity of these two agents has been demon-
strated in clinical trials in non-HIV-infected and AIDS
patients. 5-Fluorocytosine should not be used alone for
the treatment of any fungal infections. Therapeutic
combinations of 5-fluorocytosine with several azoles
are under investigation. The most serious toxicity asso-
ciated with 5-fluorocytosine therapy is bone marrow
suppression (6% of patients), which leads to neutrope-
nia, thrombocytopenia, or pancytopenia (Table 4.2).
Therefore, monitoring of the drug concentration in the
patient’s serum (serial 2-h levels post-oral administra-
tion) is highly recommended to adjust dosage and
maintain serum levels between 40 and 60 g/ ml. Since
the drug is administered in combination with ampho-
tericin B, a decrease in glomerular filtration rate, a side

effect of the latter compound, can induce increased
toxicity to 5-fluorocytosine. Adverse drug interactions
can occur with other antimicrobial and anticancer
drugs, cyclosporine, and other therapeutic agents.
Because of its toxic potential, 5-fluorocytosine should
not be administered to pregnant women or animals.
This drug has been used in combination with keto-
conazole for cryptococcosis in small animals (very
toxic for cats) and also for respiratory apergillosis and
severe candidiasis in birds.

B. Triarimol, fenarimol, pyrimethanil, and
cyprodinil

Triarimol and fenarimol are pyrimidines with a
different mechanism of action than that of 5-fluoro-
cytosine. They inhibit lanosterol demethylase, an
enzyme involved in the synthesis of ergosterol, which
leads to the inhibition of this biosynthetic pathway.
Triarimol and fenarimol are not used in medicine
but are used extensively as antifungal agents in
agriculture.

The anilino-pyrimidines, pyrimethanil and cypro-
dinil, inhibit the secretion of the fungal enzymes that
cause plant cell lysis. Pyrimethanil has activity (with-
out cross-resistance) against Botrytis cinerea (vines,
fruits, vegetables, and ornamental plants infections)
and Venturia spp. (apples and pears), whereas cypro-
dinil has systemic activity against Botrytis spp., but
only a preventive effect against Venturia spp.

VI. THE AZOLES

The azoles are the largest single source of synthetic
antifungal agents; the first azole was discovered in
1944. As a group, they are broad-spectrum in nature
and mostly fungistatic. The broad spectrum of activ-
ity involves fungi (yeasts and molds), bacteria,
and parasites. This group includes fused ring and
N-substituted imidazoles and the N-substituted
triazoles. The mode of action of these compounds is
the inhibition of lanosterol demethylase, a cytochrome
P-450 enzyme.

A. Fused-ring imidazoles

The basic imidazole structure is a cyclic five-member
ring containing three carbon and two nitrogen
molecules. In the fused-ring imidazoles, two carbon
molecules are shared in common with a fused ben-
zene ring. Most of these compounds have parasitic
activity (anthelmintic) and two have limited antifun-
gal activity: 1-chlorobenzyl-2-methylbenzimidazole
and thiabendazole.
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1. 1-Chlorobenzyl-2-methylbenzimidazole

The azole 1-chlorobenzyl-2-methylbenzimidazole
was developed specifically as an anti-Candida agent. It
has been used in the past in the treatment of superfi-
cial yeast and dermatophytic infections.

2. Thiabendazole

Thiabendazole was developed as an anthelmintic agent
and has a limited activity against dermatophytes. It was
also used in the past in the treatment of superficial yeast
and dermatophytic infections. Thiabendazole has been
used for aspergillosis and penicillosis in dogs.

B. N-substituted (mono) imidazoles

In this group, the imidazole ring is intact and substi-
tutions are made at one of the two nitrogen molecules.
At least three series of such compounds have
emerged for clinical and agricultural use. In the tri-
phenylmethane series, substitutions are made at the
nonsymmetrical carbon atom attached to one nitro-
gen molecule of the imidazole ring. In the second
series, the substitutions are made at a phenethyl con-
figuration attached to the nitrogen molecule. The
dioxolane series is based on a 1,3-dioxolane molecule
rather than on the 1-phenethyl molecule. These series
vary in spectrum, specific level of antifungal activity,
routes of administration, and potential uses.

1. Clotrimazole

Clotrimazole is the first member of the triphenyl-
methane series of clinical importance (Fig. 4.2C). It has
good in vitro activity at very low concentrations against
a large variety of fungi (yeasts and molds). However,
hepatic enzymatic inactivation of this compound, after
systemic administration, has limited its use to topical
applications (1% cream, lotion, solution, tincture, and
vaginal cream) for superficial mycoses (nail, scalp,
and skin infections) caused by the dermatophytes and
M. furfur, for initial and/or mild oropharyngeal can-
didiasis (OPC; 10-mg oral troche), and for the intravagi-
nal therapy (single application of 500-mg intravaginal
tablet) of vulvovaginal candidiasis. Other intravaginal
drugs require 3-7-day applications. This drug is also
used for candidal stomatitis, dermatophytic infections,
and nasal aspergillosis (infused through tubes) in dogs.

2. Bifonazole

Bifonazole is a halogen-free biphenylphenyl methane
derivative. Bifonazole is seldom utilized as a topical

agent for superficial infections, despite its broad spec-
trum of activity. Its limited use is the result of its toxic
side effects for mammalian cells. Bifonazole is retained
in the dermis for a longer time than clotrimazole.

3. Econazole, isoconazole, oxiconazole, and
tioconazole

Other frequently used topical imidazoles include econa-
zole (1% cream), isoconazole (1% cream), oxiconazole
(1% cream and lotion), and tioconazole (6.5% vaginal
ointment) (Table 4.1). As with clotrimazole, a single
application of tioconazole is effective in the manage-
ment of vulvovaginal candidiasis and as a nail lacquer
for fungal onychomycosis (nail infections). Mild to mod-
erate vulvovaginal burning has been associated with
intravaginal therapy. Oxiconazole and econazole are less
effective than terbinafine and itraconazole in the treat-
ment of onychomycosis and other infections caused by
the dermatophytes. Although topical agents do not
cure onychomycosis as oral drugs do, they may slow
down the spread of this infection. However, the recom-
mended drugs for the treatment of onychomycosis are
terbinafine (by dermatophytes) and itraconazole.

4. Lanoconazole

In recent years, lanoconazole has been introduced for
topical treatment of dermatomycoses. It appears to
have superior activity in vitro and in experimental infec-
tions in guinea pigs than those of earlier compound.

5. Miconazole

Miconazole was the first azole derivative to be admin-
istered intravenously for the therapy of systemic fun-
gal infections. Its use is limited, due to toxicity and
high relapse rates, to certain cases of invasive infec-
tions caused by the opportunistic mold, P. boydii.
Since this compound is insoluble in water, it was dis-
solved in a polyethoxylated castor oil for its systemic
administration. This solvent appears to be the cause
of the majority of miconazole side effects (pruritus,
headache, phlebitis, and hepatitis). On the other hand,
miconazole is used for dermatophytic infections in
large animals, fungal keratitis and pneumonia in
horses, resistant yeast infections to nystatin in birds,
and aspergillosis in raptors. However, safety and effi-
cacy data are not available (veterinary use).

6. Ketoconazole

Ketoconazole was the first representative of the diox-
olane series (Fig. 4.1D) to be introduced into clinical
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TABLE 4.3 Adverse interactions of the licensed systemic azoles with other drugs during concomitant therapy”

Azole Concomitant drug Adverse side effect of interaction

K, Fl, 1 Nonsedating antihistamines, cisapride, terfenadine, astemizole Fetal arrhythmia

K, FL LV  Rifampin, isoniazid, phenobarbital, rifabutin, carbamazepine, Reduce azole plasma concentrations
and phenytoin

K, Fl, 1,V Phenytoin, benzodiazepines, rifampin Induces the potential toxicity levels of cocompounds

K, I Antacids, H, antagonists, omeprazole, sucralfate, didanosine Reduces azole absorption

K, Fl, 1 Lovastin, simvastatin Rhabdomyolysis

1 Indinavir, vincristine, quinidine, digoxin, cyclosporine, tacrolimus,  Induces potential toxicity cocompounds
methylprednisolone, and ritonavir

FL, I,V Warfarin, rifabutin, sulfonylurea Induces potential toxicity of cocompounds

K Saquinavir, chlordiazepoxide, methylprednisone Induces potential toxicity of these compounds

K Protein-binding drugs Increases the release of fractions of free drug

K CV Cyclosporine A Nephrotoxicity (concomitant use with C is not

recommended)
C Tacrolimus Tacrolimus concentration can be decreased
C Efavirenz, nevirapine, phenytoin, dexamethasone, carbamazepine,  Can significantly reduce C concentrations (use of

and rifampin

daily dose of 70 mg of C should be considered when
C is co-administered with some of these compounds.

“See Groll et al. (1998) for more detailed information. K, ketoconazole; Fl, fluconazole; I, itraconazole; C, caspofungin; V, voriconazole.

use and was the first orally active azole. Ketoconazole
requires a normal intragastric pH for absorption. Its
bioavailability is highly dependent on the pH of the
gastric contents; an increase in pH will decrease its
absorption, for example, in patients with gastric
achlorhydria or treated with antacids or H,-receptor
antagonists (Table 4.3). This drug should be taken
with either orange juice or a carbonated beverage.
Ketoconazole pharmocokinetics corresponds to a
dual model with an initial half-life of 1-4h and a ter-
minal half-life of 6-10h, depending on the dose. This
drug highly binds to plasma proteins and penetrates
poorly into the CSF, urine, and saliva. Peak plasma
concentrations of approximately 2, 8, and 20 pg/ml
are measured 1-4 h after corresponding oral doses of
200, 400, and 800 mg. The most common and dose-
dependent adverse effects of ketonazole are nausea,
anorexia, and vomiting (Table 4.2). They occur in 10%
of the patients receiving a 400-mg dose and in approx-
imately 50% of the patients taking 800-mg or higher
doses. Another limiting factor of ketoconazole ther-
apy is its numerous and significant adverse interac-
tions with other concomitant drugs (see Table 4.3 for
a summary of the interactions of the azoles with other
drugs administered to patients during azole therapy).
In vitro, ketoconazole has a broad spectrum of activity
comparable to that of miconazole and the triazoles.
However, due to its adverse side effects, its adverse
interaction with other drugs, and the high rate of
relapses, ketoconazole has been replaced by itraconazole
as an alternative to amphotericin B for the treatment of
immunocompetent individuals with non-life-threaten-
ing, non-central nervous system, localized or dissemi-
nated histoplasmosis, blastomycosis, mucocutaneous

candidiasis, paracoccidioidomycosis, and selected
forms of coccidioidomycosis. In non-cancer patients,
this drug can be effective in the treatment of superficial
Candida and dermatophytic infections when the latter
are refractory to griseofulvin therapy. Therapeutic
failure with ketoconazole has been associated with
low serum levels; monitoring of these levels is recom-
mended in such failures. Ketoconazole also has been
used for a variety of systemic and superficial fungal
infections in cats and dogs.

7. Enilconazole

This is the azole most widely used in veterinary prac-
tice for the intranasal treatment of aspergillosis and
penicillosis as well as for dermatophytic infections.
The side effects are few.

8. Epoxiconazole, fluquinconazole, triticonazole,
and prochloraz

Epoxiconazole, fluquinconazole, and triticonazole are
important agricultural fungicides which have a wider
spectrum of activity than that of the earlier triazoles,
triadimefon and propiconazole, and the imidazole,
prochloraz, as systemic cereal fungicides. However,
development of resistance to these compounds has
been documented.

C. The triazoles

The triazoles are characterized by a more specific bind-
ing to fungal cell cytochromes than to mammalian cells
due to the substitution of the imidazole ring by the tri-
azole ring. Other beneficial effects of this substitution
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are: (i) an improved resistance to metabolic degrada-
tion; (ii) an increased potency; and (iii) a superior anti-
fungal activity. Although fluconazole, itraconazole and
voriconazole are the only three triazoles currently
licensed for antifungal systemic therapy, several other
triazoles are at different levels of clinical evaluation.
Voriconazole has been licensed in Europe (Table 4.1).

1. Fluconazole

Fluconazole is a relatively small molecule (Fig. 4.1E)
that is partially water soluble, minimally protein
bound, and excreted largely as an active drug in the
urine. It penetrates well into the CSF and parenchyma
of the brain and the eye, and it has a prolonged half-
life (up to 25h in humans). The pharmacokinetics are
independent of the route of administration and of the
drug formulation and are linear. Fluconazole is well
absorbed orally (its total bioavailability exceeds 90%),
and its absorption is not affected by food or gastric
pH. Plasma concentrations of 2-7 ug/ml are usually
measured in healthy subjects after corresponding sin-
gle doses of 100 and 400 mg. After multiple doses, the
peak plasma levels are 2.5 times higher than those of
single doses. The CSF to serum fluconazole concen-
trations are between 0.5 and 0.9% in both healthy
human subjects and laboratory animals.

Fluconazole does not have in vitro or in vivo activity
against most molds. Both oral and iv. formulations
of fluconazole are available for the treatment of
candidemia in nonneutropenic and other nonimmuno-
suppressed patients, mucosal candidiasis (oral, vaginal,
and esophageal), and chronic mucocutaneous candidia-
sis in patients of all ages. Fluconazole is the current drug
of choice for maintenance therapy of AlDS-associated
cryptococcal and coccidioidal meningitis. It is also effec-
tive as prophylactic therapy for immunocompromised
patients to prevent both superficial and life-threatening
fungal infections. However, since the cost of fluconazole
is high and resistance to this drug can develop during
therapy, fluconazole prophylaxis should be reserved
for HIV-infected individuals or AIDS patients, who
are refractory and intolerant to topical agents, or for
patients with prolonged (+2 weeks) and profound
neutropenia (41500 cells). Although the recommended
dosage of fluconazole for adults is 100-400mgqd,
higher doses (+800mgqd) are required for the treat-
ment of severe invasive infections and for infections
caused by a Candida spp. that exhibit a minimum
inhibitory concentration (MIC) of +8 ug/ml. However,
despite the fluconazole MIC obtained when the infect-
ing yeast is either Candida krusei or C. glabrata, intrinsic
resistance to these yeasts precludes its use for the treat-
ment of such infections. In contrast to the imidazoles

and itraconazole, fluconazole does not exhibit major
toxicity side effects (2.8-16%). However, when the
dosage is increased above 1200 mg, adverse side effects
are more frequent (Table 4.2). Fluconazole interactions
with other concomitant drugs are similar to those
reported with other azoles, but they are less frequent
than those exhibited by ketoconazole and itraconazole
(Table 4.3). Fluconazole has been used to treat nasal
aspergillosis and penicillosis in small animals and birds
when topical enilconazole is not feasible.

2. Itraconazole

Itraconazole is another commercially available oral tri-
azole for the treatment of certain systemic mycoses. In
contrast to fluconazole, itraconazole is insoluble in
aqueous fluids; it penetrates poorly into the CSF and
urine but well into skin and soft tissues; and it is highly
protein bound (+90%). Its structure is closely related to
that of ketoconazole (Fig. 4.1F), but itraconazole has a
broader spectrum of in vitro and in vivo antifungal
activity than those of both ketonazole and fluconazole.
Similar to ketoconazole, itraconazole is soluble only at
low pH and is better absorbed when the patient is not
fasting. Absorption is erratic in cancer patients or when
the patient is taking concomitant Hy-receptor antago-
nists, omeprazole, or antacids. Therefore, this drug
should be taken with food and/or acidic fluids. Plasma
peak (1.5-4h) and trough concentrations between 1
and 2.2 and 0.4 and 1.8 ng/ml, respectively, are usually
obtained after 200-mg dosages (capsule) as either sin-
gle daily dosages (po or bid) or after i.v. administration
(bid) for 2 days and qd for more days; these concentra-
tions are also obtained in cancer patients receiving
5mg/kg divided into two oral solution dosages.
Clinically, itraconazole (200-400mg/day) has sup-
planted ketoconazole as first-line therapy for
endemic, non-life-threatening mycoses caused by
B. dermatitidis, C. immitis, and H. capsulatum as well as
by Sporothrix schenckii. For more severe mycoses,
higher doses are recommended and clinical resistance
may emerge. It can also be effective as a second-line
agent for refractory or intolerant infections to conven-
tional amphotericin B therapy, for example, infections
by the phaeoid (dematiaceous or black molds or
yeasts) fungi and Aspergillus spp. Itraconazole is com-
mercially available as oral solution, tablet, and i.v.
suspension. The oral solution is better absorbed than
the tablet and has become useful for the treatment of
HIV-associated oral and esophageal candidiasis, espe-
cially for those cases that are resistant to fluconazole.
However, monitoring of itraconazole plasma concen-
trations is recommended during treatment of both
superficial and invasive diseases: Drug concentration
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+0.5ug/ml by high-performance liquid chromatog-
raphy and +12ug/ml by bioassay appear to be
critical for favorable clinical response. Treatment with
itraconazole has been associated with less adverse
and mostly transient side effects (+110%) than that
with ketoconazole (Table 4.2), and these effects are
usually observed when the patient takes up to 400 mg
during several periods of time. Itraconazole has been
used for the treatment of endemic mycoses, aspergillo-
sis, and crytococcosis in dogs (especially blastomyco-
sis), equine sporotrichosis, and osteomyelitis caused
by C. immitis in large animals, but its use is minimal.
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No data are available regarding its side effects or drug
interactions in animals.

3. Voriconazole (UK-109496)

Voriconazole is a novel fluconazole derivative
obtained by replacement of one triazole moiety by flu-
oropyrimidine and a-methylation groups (Fig. 4.3A).

In contrast to fluconazole and similar to itra-
conazole, voriconazole is non-water soluble. As do
the other azoles, voriconazole acts by inhibiting
fungal cytochrome P450-dependent, 14-a-sterol
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FIGURE 4.3 Chemical structures of three new triazoles: (A) voriconazole, (b) posaconazole, and (C) ravuconazole.
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demethylase-mediated synthesis of ergosterol.
Voriconazole pharmacokinetics in humans are non-
linear. Following single oral doses, peak plasma con-
centrations were achieved after 2h and multiple
doses resulted in a higher (eight times) accumulation.
The mean half-life of elimination is about 6h.
Voriconazole binds to proteins (65%), is extensively
metabolized in the liver, and is found in the urine
(78-88%) practically unchanged after a single dose.
Voriconazole has an improved in vitro fungistatic
activity and an increased potency against most fungi
compared to those of fluconazole. It is fungicidal
against some fungi, especially Aspergillus spp.
However, less in vitro activity has been demonstrated
for the opportunistic molds Fusarium spp., Rhizopus
arrhizus, S. schenckii, and other less common emerging
fungi. Studies in neutropenic animal models have
demonstrated that voriconazole is superior to both
amphotericin B and itraconazole for the treatment of
certain opportunistic (especially aspergillosis) and
endemic mycoses. This compound has undergone
phase III evaluation for the treatment of invasive
aspergillosis and infections refractory to established
antifungal agents in humans. In the United States,
voriconazole was approved May 24, 2002 for primary
treatment of acute aspergillosis and as salvage ther-
apy for serious fungal infections caused by S. apiosper-
mum and Fusarium spp. However, the European label
is for treatment of invasive aspergillosis, fluconazole-
resistant serious invasive Candida infections (including
C. krusei) and treatment of serious fungal infections
caused by Scedosporium spp. and Fusarium spp. The
drug has been well tolerated with only reversible side
effects. In patients, hepatic (10-15%), transient visual
(10-15%) and skin rash (1-5%) side effects have been
observed.

4. Terconazole

Terconazole was the first triazole marketed for the
topical treatment of vaginal candidiasis and superfi-
cial dermatophyte infections. Currently, it is only
used for vulvovaginal candidiasis (0.4 and 0.8% vagi-
nal creams and 80-mg vaginal suppositories).

D. Investigational triazoles

As fungal infections became an important health
problem and resistance to established agents began to
emerge, new triazoles were developed with a broader
spectrum of antifungal activity. Early investigational
triazoles, such as R 66905 (saperconazole), BAY R
8783, SCH 39304, and SCH 51048, were discontinued
from further development due a variety of adverse

side effects. Two triazoles (posaconazole and ravu-
conazole) are currently under clinical investigation
(Table 4.1) and others are at earlier stages of
development.

1. SCH 39304, SCH 51048, and SCH 56592
a. SCH 39304

SCH 39304 is an N-substituted difluorophenyl tria-
zole with both in vitro and in vivo (oral and parenteral)
activity for both yeasts and molds. Although prelimi-
nary clinical trials demonstrated that this compound
was well tolerated by humans and had good pharma-
cokinetic properties, additional clinical development
was precluded by the incidence of hepatocellular car-
cinomas in laboratory animals during prolonged
treatment.

b. SCH 51048

SCH 51048 is a tetrahydrofurane-based triazole that
has superior potency (orally) than that of SCH 39304
toward the target enzyme and good in vitro activity
against a variety of fungi. Although animal studies
demonstrated that this drug is also orally effective for
the treatment of systemic and superficial yeast and
mold infections, the slow absorption rate from the
intestinal track due to its poor water solubility pre-
cluded its further clinical development.

¢. Posaconazole

Posaconazole (SCH 56592) is the product of a modifi-
cation of the n-alkyl side chain of SCH 51048 which
included a variety of chiral substituents (Fig. 4.3b).
The in vitro fungistatic and fungicidal activities of
posaconazole are similar to those of voriconazole and
ravuconazole and superior or comparable to those of
the established agents against yeasts, the dimorphic
fungi, most opportunistic molds including Aspergillus
spp., the Zygomyecetes, certain phaeoid fungi, and the
dermatophytes. It has been demonstrated that
posaconazole is superior to itraconazole for the treat-
ment of experimental invasive aspergillosis in ani-
mals infected with strains of Aspergillus fumigatus
with high and low itraconazole MICs. Posaconazole
has been effective in the treatment of patients with
non-meningeal coccidioidomycosis, oropharangeal
infections and refractory and invasive mold infections
including these caused by Fusarium spp. and the
Zygomycetes. Similar results have been obtained for
a variety of superficial and invasive infections in
other animal models. The pharmacokinetics of
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posaconazole have been studied in laboratory animals
and although drug concentrations above both MIC and
MEFC (fungicidal) have been determined after a single
po dose at 24 h, it has been demonstrated that plasma
concentrations should be 5-10 times higher than the
MIC. Also, its absorption from the intestinal tract is
slow and peak serum concentrations are achieved
11-24 h after the actual dose. The clinical utility of this
compound has yet to be determined in clinical trials in
humans.

2. Ravuconazole (BMS-207147; ER-30346)

Ravuconazole (BMS-207147) is a novel oral thiazole-
containing triazole (Fig. 4.3c) with a broad spectrum
of activity against the majority of opportunistic path-
ogenic fungi. The antifungal activity of this triazole
against A. fumigatus appears to be enhanced by the
introduction of one carbon chain between the ben-
zylic tert carbon and thiazole substituents and the
cyano group on the aromatic ring attached to the thi-
azole. Ravuconazole has a similar or superior in vitro
activity compared to those of the other investigational
and established drugs against most pathogenic yeasts,
with the exceptions of C. tropicalis and C. glabrata.
Ravuconazole also has good in vivo antifungal activity
in murine models for the treatment of invasive
aspergillosis, candidiasis, and cryptococcosis.
Ravuconazole shows good pharmacokinetics in ani-
mals that is similar to that of itraconazole. This indi-
cates that ravuconazole is absorbed at levels compa-
rable to those of itraconazole. However, the half-life of
ravuconazole (4h) is longer than that of itraconazole
(1.4h) and similar to that of fluconazole. The potential
use of ravuconazole has yet to be determined in clini-
cal trials in humans.

3. Saperconazole (R 66905)

Saperconazole is a lipophilic and poorly water-
soluble fluorinated triazole; its chemical structure
resembles that of itraconazole. Although both in vitro
and in vivo antifungal activities were demonstrated
against yeasts and molds and it was well tolerated
during three clinical trials, this triazole was discon-
tinued due to the incidence of malignant adrenal
tumors in laboratory animals (long-term toxicity
experiments).

4. BAY R 3783

This metabolite triazole was also discontinued from
further clinical development due to the potential toxic
effect during prolonged therapy.

5. SDZ 89-485

The antifungal activity of the D-enantiomer SDZ
89-485 antifungal triazole was demonstrated only in a
few laboratory animal studies, and additional studies
were not conducted with this compound.

6. D 0870

Although more in vitro and in vivo studies were con-
ducted with D 0870 than with SDZ-89-485, and D 0870
showed good antifungal activity, this drug was also dis-
continued by its original developers. The in vitro activity
of D 0870 is lower than that of itraconazole against
Aspergillus spp., but higher for the common Candida spp.
Therefore, evaluation of this compound has been con-
tinued by another pharmaceutical company for the
treatment of OPC in HIV-infected individuals. It has also
shown activity against the parasite Trypanosoma cruzei.

7. T-8581

T-8581 is a water-soluble 2-fluorobutanamide triazole
derivative. High peak concentrations (7.14-12 ug/ml)
of T-8581 were determined in the sera of laboratory
animals following the administration of single oral
doses of 10mg/kg, and the drug was detected in the
animals sera after 24 h. The half-life of T-8581 varies in
the different animal models from 3.2h in mice to 9.9h
in dogs. Animal studies suggest that the absorption of
this compound is almost complete after po dosages.
The maximum solubility of T-8581 is superior (41.8
mg/ml) to that of fluconazole (2.6mg/ml), which
suggests the potential use of this compound as an
alternative to fluconazole for high-dose therapy.

T-8581 has shown potent in vitro antifungal activity
against Candida spp., C. neoformans, and A. fumigatus.
The activity of T-8581 is similar to that of fluconazole
for the treatment of murine systemic candidiasis and
superior to itraconazole for aspergillosis in rabbits.
The safety of T-8581 is under evaluation.

8. UR-9746 and UR-9751

UR-9746 and UR-9751 are similar and recently intro-
duced fluoridated triazoles that contain an N-mor-
pholine ring, but UR-9746 has an extra hydroxyl
group. The pharmacokinetics of these two com-
pounds in laboratory animals has demonstrated peak
concentrations (biological activity) of 184 (UR-9746)
and 34 pg/ml (UR-9751) after 8 and 8-24h, respec-
tively. A slow decline of these levels was seen after 48 h.
Chronic (19 days) doses of 100mg/kg produced
higher peak levels than single doses; two peaks were
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observed after 1 and 8 h. However, the rate of decline
of the drug after 24h was faster after multiple than
after single doses. Superior in vitro and in vivo activity
than that of fluconazole has been demonstrated with
these compounds against Candida spp., C. neoformans,
H. capsulatum, and C. imitis. Both antifungals lacked
detectable toxicity in experimental animal infections.
Although UR-9751 MICs were fourfold higher than
those of UR-9746, the in vivo activity in the animal
model of systemic murine coccidioidomycosis was
similar. Additional studies will determine the poten-
tial use of these compounds as systemic therapeutic
agents in humans.

9. TAK 187 and SSY 726

Some in vitro and very little in vivo data are available
for these new triazoles.

10. KP-103

KP-103 is another novel triazole that is being devel-
oped for the local treatment of dermatomycoses.
Because this azole has low affinity for keratin, its anti-
fungal activity is not lost as it penetrates skin tissue.
The clinical values of this agent is to be determined in
clinical trials.

VII. THE ALLYLAMINES

The allylamines are synthetic compounds that were
introduced in the 1970s. They act by inhibiting squa-
lene epoxidase, which results in a decrease of the
ergosterol content and an accumulation of squalene
affecting membrane structure and function (e.g. nutri-
ent uptake).

A. Terbinafine

Terbinafine is the most active derivative of this class
of antifungals. It has an excellent in vitro activity
against the dermatophytes and other filamentous
fungi, but its in vitro activity against the yeasts is con-
troversial. It follows linear pharmacokinetics over a
dose range of 125-750mg; drug concentrations of
0.5-2.7 wg/ml are detected 1 or 2h after a single oral
dose. Terbinafine has replaced griseofulvin and keto-
conazole for the treatment of onychomycosis and
other infections caused by dermatophytes (oral and
topical). It is also effective for the treatment of vulvo-
vaginal candidiasis. It is usually well tolerated at oral
doses of 250 and 500mg/day and the side effects
(~10%) are gastrointestinal and cutaneous. The

metabolism of terbinafine may be decreased by cime-
tidine and increased by rifampin. Resistance has been
reported for Ustilago maydis, a corn pathogen; resist-
ance involved a decreased affinity for the target
enzyme as well as a decreased accumulation of drug
inside the fungal cell.

B. Naftifine

Pharmacokinetics and poor activity have limited the
use of naftifine to topical treatment of dermatophytic
infections.

VIII. THE BENZYLAMINES,
THIOCARBAMATES, AND
DITHIOCARBAMATES

The benzylamine, butenafine, and the thiocarba-
mates, tolnaftate, tolciclate, and piritetrade, also
inhibit the synthesis of ergosterol at the level of squa-
lene. Their clinical use is limited to the topical treat-
ment of superficial dermatophytic infections.

The Bordeaux mixture (reaction product of copper
sulfate and lime) was the only fungicide used until
the discovery of the dithiocarbamate fungicides in the
mid-1930s. Of those, mancozeb and thiram are widely
used in agriculture, but because they are only surface-
acting materials frequent spray applications are
required. Ferbam, maneb, and zineb are not used as
much.

THE BENZIMIDAZOLES AND
METHYLBENZIMIDAZOLE
CARBAMATES

A great impact on crop protection was evident with the
introduction of the benzimidazoles and other systemic
(penetrate the plant) fungicides. These compounds
increased spray intervals to 14 days or more. The
methylbenzimidazole carbamates (MBCs; carbendazim,
benomyl, and thiophanate) inhibit nuclear division and
are also systemic agricultural fungicides. However, since
MBC-resistant strains of B. cinerea and Penicillium expan-
sum have been isolated, these compounds should be
used in combination with N-phenylcarbamate or agents
that have a different mode of action.

THE MORPHOLINES

The morpholines interfere with 614 reductase and
67 and 68 isomerase enzymes in the ergosterol
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biosynthetic pathway, which leads to an increase of
toxic sterols and an increase in the ergosterol content
of the fungal cell.

A. Amorolfine

Amorolfine, a derivative of fenpropimorph, is the
only morpholine that has a clinical application for the
topical treatment of dermatophytic infections and
candidal vaginitis.

B. Fenpropimorph, tridemorph, and
other morpholines

Protein binding and side effects have precluded the
clinical use of these morpholines, but they are impor-
tant agricultural fungicides.

XI. THE PYRIDINES

The pyridines are another class of antifungal agents
that inhibit lanosterol demethylase.

A. Buthiobate and pyrifenox

These agents are important agricultural fungicides.

XII. THE ECHINOCANDINS,
PNEUMOCANDINS, AND
PAPULOCANDINS

The echinocandins and papulocandins are naturally
occurring metabolites of Aspergillus nidulans var. ech-
inulatus (echinocandin B), A. aculeatus (aculeacin A),
and Papularia sphaerosperma (papulocandin). They act
specifically by inhibiting the synthesis of fungal
B(1,3)-glucan synthesis, which results in the depletion
of glucan, an essential component of the fungal cell
wall.

A. The papulocandins

The papulocandins A-D, L687781, BU4794F, and
chaetiacandin have in vitro activity only against
Candida spp., but poor in vivo activity, which pre-
cluded clinical development.

B. The echinocandins

The echinocandins include echinocandins, pneumo-
candins, aculeacins, mulundo- and deoxymulundo-
candin, sporiofungin, vVWF 11899 A-C, and FR 901379.

The echinocandins have better in vitro and in vivo anti-
fungal activity than the papulocandins. Pharmaceutical
development has resulted in several semisynthetic
echinocandins with an improved antifungal activity
compared to those of the naturally occurring mole-
cules described previously.

1. Cilofungin (LY 121019)

Cilofungin is a biosemisynthetic analog of the
naturally occurring and toxic (erythrocytes lysis)
4-n-octyloxybenzoyl-echinocandin B. Although it
showed good in vitro activity against Candida spp.,
this drug was discontinued due to the incidence of
metabolic acidosis associated with its intravenous car-
rier, polyethylene glycol.

2. Anidulafungin (V-echinocandin, LY 303366)

This is another semisynthetic cyclic lipopeptide, which
resulted from an increase of aromatic groups in the cilo-
fungin side-chain (Fig. 4.4A). It has high potency and
oral and parenteral bioavailability. In laboratory animals,
peak levels in plasma (5 or 6h) of 0.5-2.9 ug/ml have
been measured after single doses of 50-250mg/kg. In
humans, peak levels of 105-1624ng/ml are measured
after oral administrations of 100-1000mg/kg; its phar-
macokinetics is linear and the half-life is about 30 h and
is dose independent. Tissue concentrations are usually
higher than those in plasma in animals.

Anidulafungin has good in vitro activity against a
variety of yeasts, including isolates resistant to itra-
conazole and fluconazole, and molds. This compound
is not active against C. neoformans, T. beigelii, and
B. dermatitidis; its MICs for certain molds are higher
than those of the three new investigational azoles.
However, its fungicidal activity against some species
of Candida is superior to those of the azoles, which are
mostly fungistatic drugs. Although the drug is well
tolerated up to 700mg/kg doses, gastrointestinal
adverse effects have been observed with 100mg/kg
doses in human subjects. Potentially peak plasma
concentrations in excess of MIC values have been
demonstrated in rabbits and tissue levels are above
MIC endpoints in major organs. In human volunteers,
it exhibits linear pharmacokinetics after single oral
doses of 100-1000mg. Anidulafungin peak plasma
levels occurred after 6-7 h after ingestion with an elim-
ination half-life of approximately 30h. Anidulafungin
has in vivo activity in experimental murine (normal and
immunocompromised animals) aspergillosis and can-
didiasis and P. carinii pneumonia. Clinical trials are
being conducted to assess the efficacy of anidulafun-
gin against Candida infections.
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FIGURE 4.4 Chemical structures of: (A) anidulafungin (LY-303366), (B) caspofungin (L-743872 or MK-0991), and (C) nikkomycin Z.
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3. Anidulafungin derivatives

Several derivatives of anidulafungin have been syn-
thesized including the phospate derivative LY-307853
and phosphate ester derivatives LY-329960 and LY-
333006, which had improved water solubility. Good
activity has been demonstrated in a murine model of
candidiasis with the two latter compounds.

Other echinocandin derivative is mulundocandin,
which was obtained from a variant of A. sydowii. It
has in vitro antifungal activity against itraconazole-
resistant Candida spp. and A. fumigatus.

4. Cyclopeptamines

A-192411.29 is a novel cyclopeptamine antifungal
lipopeptide derived by total synthesis from the struc-
tural template of the natural product echinocandin. It
has similar in vitro activity to that of amphotericin B
against Candida spp. and C. neoformans and partial
activity against A. fumigatus.

5. Non-echinocandin macrocyclic
lipopeptidolactones (FR-901469)

FR-901469 is a water-soluble, non-echinocandin-type
lipoprotein fungal derivative. It has good in wvitro
activity against C. albicans and A. fumigatus.

C. Pneumocandin derivatives

The pneumocandins have similar structures to those of
the echinocandins, but they possess a hexapeptide core
with a B-hydroxyglutamine instead of the threonine
residue, a branched-chain 14C fatty acid acyl group at
the N-terminal, and variable substituents at the
C-terminal proline residue. The pneumocandins are
fermentation products of the mold Zalerion arbolicola.

Of the three naturally occurring pnemocandins
(A—C), only A and B have certain antifungal activity in
vitro and in vivo against Candida spp. and Pneumocystis
carinii (in rodents), but they are non-water-soluble;
this group has pneumocandin Ao (L-671329) and
pneumocandin Bo (L-688786), which are fermentation
products produced by Zalerion arboricola ATCC 20868
and related semysinthetic derivatives.

1. L-639989, L-733560, L-705589, and L-731373

Modification of the original pneumocandin B by
phosphorylation of the free phenolic hydroxyl group
led to the improved, water-soluble pneumocandin
B phosphate (L-639989). Further modifications of pneu-
mocandin B led to the water-soluble semisynthetic

molecules L-733560, L-705589, and L-731373.
Although studies were conduced in laboratory ani-
mals, these molecules were not evaluated in humans.

D. Caspofungin (MK-0991 or L-743872)

Caspofungin acetate (Fig. 4.4B) is the product of a
modification of L-733560 and was selected for further
evaluation in clinical trials in humans. As are the
other semisynthetic pneumocandins, caspofungin is
water soluble. Caspofungin is highly protein bound
(97%) with a half-life that ranges from 5 to 7.5h and
drug concentrations are usually higher in tissue than
in plasma.

Caspofungin has fungistatic and fungicidal activities
similar to those of anidulafungin against most Candida
spp. and lower activity against the dimorphic fungi. It
also has fungistatic in vitro activity against some of the
other molds, especially Aspergillus spp. However, both
anidulafungin and caspofungin pose difficulties
regarding their in vitro laboratory evaluation and the
data are controversial regarding their MICs for
the molds. Animal studies have demonstrated that
this compound has good in vivo activity not only
against yeast infections but also in murine models of
disseminated aspergillosis and pulmonary pneumo-
cystosis and histoplasmosis. The drug is not effective
for the treatment of disseminated experimental infec-
tions caused by C. neoformans. In laboratory animals,
the drug is mostly well tolerated, but histamine
release and mild hepatotoxicity have been reported.
Caspofungin is generally well tolerated in humans,
but side effects include hypokalemia, nephrotoxicity,
chills, fever, intestinal, tachycardia, rash, and sweating
(Table 4.2).

Data from 69 patients with either invasive
refractory aspergillosis or intolerant infection to stan-
dard therapies demonstrated a 41% favorable
response in patients receiving at least one dose of
caspofungin and a 50% favorable response in patients
receiving more than 7 days of therapy. Caspofungin
has been licensed in the United States for candidemia
and other Candida infections and for refractory
aspergillosis.

E. Micafungin (FK 463)

FK 463 is a semisynthetic derivative of naturally
occurring lipopeptide that was synthesized by a
chemical modification from a product of the mould
Coleophoma empedri. As the other related compounds,
it has good in vitro activity against Candida and
Aspergillus species, but it is inactive against C. neofor-
mans, T. beigelii, and F. solani. It also has good activity
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in vivo in experimental invasive candidiasis and pul-
monary aspergillosis in neutropenic mice; the activity
was similar to that of amphotericin B. The drug was
well tolerated (up to 2.5-50 mg single, or 25 mg multi-
ple doses, 7 days) in healthy adult male volunteers
and adult bone marrow or peripheral stem cell trans-
plant patients (200 mg/day, 10 days dosing average).
The serum concentrations in the latter two groups of
patients were higher than the serum levels obtained
in experimental candidiasis and aspergillosis.
Micafungin is protein binding (99%) and plasma con-
centrations attain a steady state by day 4 with
repeated doses. Clearing of esophageal candidiasis
symptoms has been demonstrated among 74 HIV-pos-
itive patients treated with micafungin at 50, 25, and
12.5mg/day as 1-h infusion for a mean of 12 days.
Diarrhea was the only side effect reported. Micafungin
is undergoing Phase III clinical trials.

E. Other fungal cell inhibitors

Various aromatic natural products have been shown
to have antifungal activity against S. cerevisiae (xan-
thofulvin) and C. albicans (Ro-41-0986 and its deriva-
tive Ro-09-3024).

XIII. THE PRADIMICINS AND
BENANOMYCINS

The pradimicins and benanomycins are fungicidal
metabolites (benzonaphthacene quinones) of
Actinomadura spp., which were introduced in the
1980s. Several semisynthetic molecules have also been
produced. They act by disrupting the cell membrane
through a calcium-dependent binding with the sac-
charide component of mannoproteins, which results
in disruption of the plasma membrane and leakage.

A. Pradimicin A (BMY 28567) and FA-2
(BMY 28864)

The poor solubility of pradimicin A led to the devel-
opment of BMY 28864, which is a water-soluble deriv-
ative of pradimicin FA-2. BMY 28864 appears to have
good in vitro and in vivo activity against most com-
mon yeasts and A. fumigatus. Clinical trials in humans
have not been conducted.

B. BMS 181184

This compound is either a semisynthetic or biosynthetic
derivative of BMY 28864. Although it was selected for
further clinical evaluation due its promising in vitro

and in vivo data, elevation of liver transaminases in
humans led to the discontinuation of this drug.

C. Benanomycin A

This compound has shown the best antifungal activity
among the various benanomycins. Its great advantage
compared to other new antifungals is its good in vivo
activity in animals against P. carinii.

XIV. THE POLYOXINS AND
NIKKOMYCINS

The polyoxins are produced by S. cacaoi and the
nikkomycins by S. tendae. The former compounds
were discovered during a search for new agricultural
fungicides and pesticides. Both polyoxins and
nikkomycins are pyrimidine nucleosides that inhibit
the enzyme chitin synthase, which leads to the deple-
tion of chitin in the fungal cell wall; they were intro-
duced in the 1960s and 1970s. These molecules are
transported into the cell via peptide permeases.

A. Polyoxin D

Although polyoxin D has in vitro antifungal activity
against C. immitis (parasitic phase), C. albicans, and
C. neoformans, it was not effective in the treatment of
systemic candidiasis in mice.

B. Nikkomycin Z

This compound appears to have both in vitro and in
vivo activity against C. immitis, B. dermatitidis, and
H. capsulatum, which are highly chitinous fungi. It
also has in vitro modest activity against C. albicans and
C. neoformans. Studies to evaluate its safety have been
conducted and clinical trials have been designed for
the treatment of human coccidioidomycosis. These
studies will determine its role as a therapeutic agent
in humans.

XV. THE SORDARINS

The natural sordarin GR 135402 is an antifungal fer-
mentation product of Graphium putredinis. The com-
pounds GM 103663, GM 211676, GM 222712, and GM
237354 are synthetic derivatives of GR 135402. In vitro,
GM 222712 and GM 237354 have shown broad-spec-
trum antifungal activity for a variety of yeasts and
molds. Development of these two sordarines has been
discontinued.
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XVI. DIMETHOMORPH AND
FLUAZINAM

Dimethomorph is a cinnamic acid derivative for use
against Plasmopara viticola on vines and Phytophthora
infestans on tomatoes and potatoes; it is not cross-
resistant to phenylamides (systemic controllers of
Phycomycetes plant infections). Fluazinam is used in
vines and potatoes but also acts against B. cinera as an
uncoupler of oxidative phosphorylation.

XVII. THE PHTHALIMIDES

The discovery of captan in 1952 and later of the
related captafol and folpet initiated the proper protec-
tion of crops by the application of specific fungicides.
Captan is also used to treat dermatophytic infections
in horses and cattle, but it causes skin sensitization in
horses.

XVIII. THE SPHINGOLIPID
SYNTHESIS INHIBITORS

The sphingofungins, lipoxamycins, myriocin (ISP-1)
and viridiofungins selectively inhibit the fatty acid-
like natural products. Fumonisins (produced by the
corn and human pathogen F. moniliforme) and the
structually related Alternaria toxin are inhibitors of
ceramide synthase; resemble the structurally unre-
lated australifungins. Because these compounds
inhibit the mammalian sphingolipid pathway and
cause accumulation of sphinganine (sphingolipid
depletion of both mammalian and fungal cells), they
are toxic. The fumonisins have been associated
with cancer in humans and also could cause disease
in animals.

Aureobasidin A is an inhibitor of the IPC (inosi-
tolphosphorylceramide) synthase that is produced by
the black yeast Aureobasidium pullulans; it is the less
toxic of this class of compouds. The oral fungicidal
activity of aureobasidin has been demonstrated in
experimental murine candidiasis. Khafrefungin and
rustmicin (galbonolide A) also inhibit IPC synthase
and have fungicidal activity against some yeasts and
moulds by causing ceramide accumulation in the cell
membrane. Due to their toxic effects, only aureoba-
sidin A had both preclinical and Phase I clinical trials.
However, its development was discontinued owing to
its limited activity against Candida spp.

XIX. OTHER ANTIFUNGAL
APPROACHES

A. Natural and synthetic cationic peptides

Cationic peptides provide a novel approach to antifun-
gal therapy that warrants further investigation.

1. Cecropin

Cecropin is a natural lytic peptide that is not lethal to
mammalian cells and binds to ergosterol. Its antifun-
gal activity varies according to the fungal species
being challenged.

2. Indolicidin

Indolicidin is a tridecapeptide that has good in vitro
antifungal activity and when incorporated into lipo-
somes has activity against experimental aspergillosis
in animals.

3. Synthetic peptides

Synthetic peptides have been derived from the natu-
ral bactericidal-permeability increasing factor. They
appear to have in vitro activity against C. albicans,
C. neoformans, and A. fumigatus and also show syner-
gistic activity with fluconazole in vitro.

B. Amino acid analogs

RI 331, the azoxybacillins, and cispentacin are amino
acid analogs with good in vitro antifungal activity
against Aspergillus spp. and the dermatophytes (RI
331 and azoxybacillins) and also good in vivo activity
(cispentacin). RI 331 and the azoxybacillins inhibit
homoserine dehydrogenase and the biosynthesis of
sulfur-containing amino acids, respectively. The
derivative of histatin 5 called P-113 has antifungal
in vitro activity against Candida species.

See also the following articles:

ANTIVIRAL AGENTS, BACTERIOCINS, FUNGAL INFECTIONS,
FuNaGi, FILAMENTOUS
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Antisense RNAs

Andrea Denise Branch
The Mount Sinai School of Medicine

GLOSSARY

artificial RNAs RNA molecules expressed from
genes that have been introduced into cells (trans-
genes) or RNA molecules synthesized in cell-free
systems. The mode of action of artificial antisense
RNAs is under active investigation. In some
biological systems, artificial RNAs may themselves
form double-stranded RNAs that mediate target-
gene inhibition through novel mechanisms.

complementarity A measure of the percentage of
nucleotides in two sequences that are theoretically
able to form Watson—Crick base pairs.

cosuppression A type of posttranscriptional gene
silencing in which transcripts of both an endog-
enous gene and an homologous transgene are
synthesized and then degraded.

homology-dependent viral resistance A form of post-
transcriptional gene silencing in which viral RNAs
are degraded in transgenic plants expressing RNAs
homologous to viral RNAs, resulting in inhibition of
viral replication and attenuation of virus symptoms.

perfect double-stranded RNA (dsRNA) duplex A helical
structure in which two segments from a single RNA
molecule (an intramolecular duplex), or segments of
two separate RNA molecules (an intermolecular
duplex) in an anti-parallel orientation to each other
form an uninterrupted series of Watson—Crick base
pairs (C pairing with G; A pairing with U).

The Desk Encyclopedia of Microbiology
ISBN: 0-12-621361-5

68

posttranscriptional gene silencing A process through
which specific RNAs are degraded posttranscription-
ally, resulting in loss of expression of associated genes.

RNA interference (RNAi) An efficient process that
allows small (21-23 nucleotide-long) RNAs derived
from double-stranded RNAs to inhibit (silence)
specific target genes. The small interfering RNAs
(siRNAs) that mediate RNAi may be produced
through the cleavage of longer double-stranded
RNAs, by an enzyme called Dicer, or they may be
derived from artificial siRNA duplexes.

Antisense RN As are RNA molecules that bind to a second,
sense, RNA through complementary Watson—Crick base
pairing of anti-parallel strands; RNA molecules that are at
least 70% complementary to a second RNA for at least 30
nucleotides and thus have the potential for binding; or
RNA molecules that are transcribed from the DNA strand
opposite that of a second RNA. Antisense RNAs in gene
therapy are complementary to target RNAs and are
intended to eliminate the expression of specific genes; tar-
get RNAs may be either associated with diseases or with
normal cellular functions. Naturally occurring antisense
RNAs comprise a structurally and functionally diverse
group that includes RNAs known to bind to their target
RNAs and RNAs that simply contain sequences comple-
mentary to other previously identified RNAs.

In 1984, Izant and Weintraub thrust antisense RNA
into the center stage of molecular research by proposing

Copyright © 2003 Elsevier Ltd
All rights of reproduction in any form reserved
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that artificial antisense RNAs could be used to elimi-
nate the expression of specific target genes, offering an
alternative to the labors of classical mutational analy-
sis. Rather than producing random mutations and then
screening for those affecting genes of interest, they
suggested that mutants could be created at will by
introducing antisense RNAs complementary to sense
transcripts of selected genes. They envisioned antisense
RNAs binding to messenger RNAs (mRNAs) or their
precursors, forming duplexes, and thereby inhibiting
gene expression. The promise of streamlined genetic
analysis, and improved pharmaceutical agents, live-
stock, and crops stimulated tremendous interest
in antisense technology in members of the research
community and on Wall Street. However, artificial
antisense RNAs have not always performed as
intended. The molecular events responsible for their
unexpected behavior are not yet known, but enough
information has emerged to indicate that these events
merit thorough investigation. To understand the
properties of artificial antisense RNA and to gain a
more complete understanding of RNA’s regulatory
functions, it is essential to study both naturally
occurring and artificial antisense RNA. This collection
of molecules includes RNAs known to alter the
expression of their sense RNA counterparts and
RNAs whose sequences appear to equip them to
interact with their sense counterparts (i.e., RNAs that
are at least 70% complementary to a second RNA for
at least 30 nucleotides). Many natural and artificial
antisense RNAs exist—far too many for each to be
discussed here. Therefore, this article focuses on the
principles governing their behavior. (Information
about antisense oligomers composed of DNA is not
included, but has been reviewed by the author.)

I. INTRODUCTION

A. Naturally occurring antisense RNAs are
extremely versatile

Antisense RNAs are best known for their ability to
eliminate the expression of target RNAs by binding to
complementary sequences. However, antisense RNAs
do much more than turn off other genes. For example,
in virus-infected mammalian cells, antisense RNA com-
bines with sense RNA to form biologically active dou-
ble-stranded RNA (dsRNA), which triggers the inter-
feron (IFN) response. Other antisense RNAs are
involved in RNA maturation. These molecules are often
omitted from lists of antisense RNAs because they pro-
mote expression of their target RNAs, rather than
inhibit it. However, there has never been a requirement

for antisense RNAs to function as negative regulators
of gene expression. The antisense RNAs involved in
RNA maturation illustrate how complementary RNA
sequences contribute to essential cellular functions. The
guide RNAs of certain parasites bind to mitochondrial
mRNA precursors through short complementary
regions and direct upstream editing of the pre-mRNA.
(RNA editing is any process leading to an alteration in
the coding capacity of an mRNA, other than splicing or
3’-end processing). Similarly, small nucleolar RNAs
(snoRNAs) bind to complementary regions of riboso-
mal RNA (rRNA) precursors, leading to methylaseme-
diated site-specific modification of the precursor.

Of the antisense RN As on the frontiers of research,
those transcribed from mammalian genes are among
the most intriguing and in greatest need of further
investigation. Based on evidence showing that certain of
these RNAs down-regulate their targets—diminishing
synthesis of sense RNA, interfering with pre-mRNA
processing, and inhibiting sense RNA translation—it
has generally been assumed that any newly discov-
ered antisense RNA would also function as a negative
regulator. However, recent data indicate that each
RNA must be individually investigated. An antisense
transcript of the Wilms’s tumor gene (a gene
imprinted under certain circumstances) appears to
enhance expression of the sense RNA (Moorwood
et al., 1998). Concerning the range of possible antisense
RNA functions, it is interesting to note that an anti-
sense RNA to basic fibroblast growth factor mRNA is
thought to serve in two capacities: to act as the mRNA
for a highly conserved protein of its own and to
down-regulate growth factor expression. Several
additional antisense RNAs contain open reading
frames and may specify proteins.

When interpreting a report of a newly discovered
antisense RNA, particularly one detected in eukary-
otic cells, it is important to remember that terminology
in this part of the field permits a molecule to be desig-
nated an “antisense RNA” on the basis of sequence
information alone. There is no requirement that the
RNA bind to its sense counterpart or alter expression
of the sense RNA in any way. Furthermore, through-
out the entire antisense field, there is no requirement
that sense and antisense RNAs be transcribed from
opposite strands of the same DNA, and thus they are
not necessarily exact complements of each other.

The looseness in antisense terminology could be
problematic. However, it serves a useful purpose,
increasing the chances that meaningful similarities
will be recognized. Such similarities illustrate the prin-
ciples governing the behavior of antisense RNAs.
Examples are selected from three areas: prokaryotic
systems, virus-infected mammalian cells, and artificial
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inhibitory RNAs. Antisense RNAs involved in RNA
maturation, such as guide RNAs and snoRNAs, are
not discussed further due to space limitations.
However, the ability of guide RNAs to transfer
genetic information is reflected in the function of the
minus-strand viral RNAs, which are included; and
the ability of snoRNAs to induce site-specific methy-
lation is echoed in the gene-specific DNA methylation
associated with some of the artificial inhibitory RNAs.

B. Artificial RNAs expanded the antisense
field in unexpected directions

Some naturally occurring antisense RNAs are highly
effective gene regulators. Their efficacy, and the con-
ceptual simplicity of antisense-mediated gene ablation
stimulated efforts to develop artificial antisense RNAs
that could be used to inhibit specific genes in higher
organisms and to confer resistance to micro-organisms.
These efforts have already yielded commercial agricul-
tural products, such as the transgenic Flavr Savr
tomato. They have also revealed that it is sometimes
possible to substitute a sense transcript for an antisense
transcript and achieve the same level of target-gene
inhibition. Because it is usually impossible for sense
transcripts and their targets to form a perfect duplex
containing more than about 7-12bp, sense inhibition
appears to be a manifestation of a novel regulatory
pathway. It is important to learn the details of this path-
way in order to gain insight into RNA function and to
facilitate the development of more effective artificial
RNAs for use in biotechnology and basic research.

C. Despite the diversity of antisense RNAs,
four general principles account for most
antisense effects

The first principle is that, above all else, antisense
RNAs are ribonucleic acids. As such, they are
endowed with a unique combination of properties.
RNAs can store and transmit genetic information, just
as DNA can. Moreover, naturally occurring RNAs
readily form intricate three-dimensional structures
and can produce catalytic active sites. RNAs are
directly involved in protein synthesis at a variety of
levels. Most RN As are transcribed from DNA through
a complex process involving cis-active promoter
elements and many proteins. Nascent transcripts are
converted into mature RNAs through an equally
complex set of reactions. Regulation can occur at any
of a number of points during transcription and subse-
quent processing. RNAs can be stable, or they can
turn over rapidly. RNAs can readily move from the
nucleus to the cytoplasm, and shuttle back and forth.
They can form structural signals recognized by

proteins, and they can interact with other nucleic acids
through complementary base paring. These proper-
ties allow antisense RNAs to weave their way in and
out of an enormous variety of cellular processes.

The second principle is that complementarity
between an antisense RNA and a second nucleic acid is
no guarantee that the two molecules will bind to each
other. The tendency of antisense and target RNAs to
form complexes, or to remain as separate molecules, is
strongly influenced by their individual intramolecular
structures. Potential nucleation sites can be promi-
nently displayed, or virtually inaccessible. Complex
formation is a bimolecular reaction whose rate is sensi-
tive to concentration; the rate increases with increasing
RNA concentration. The relationship between antisense
RNA structure and function is illustrated most clearly
by the antisense RNAs of prokaryotic systems, which
are described in Sections II.A and I1.B. Subcellular loca-
tion also affects the probability that two RNAs will
interact. Sense and antisense RNAs transcribed from
the same genetic locus are more likely to encounter each
other than RNAs transcribed from distant sites in the
DNA. Similarly, two RNAs that accumulate in the same
membrane-bound compartment are more likely to
interact than those in separate compartments.

The third principle is that antisense activity is often
mediated by proteins; these proteins must be identified
and their modes of action characterized for antisense
RNA function to be understood. Many different pro-
teins bind to antisense RNAs and to the RNA-RNA
duplexes they create. Depending on the protein and
the nature of the duplex, binding can have a variety of
effects. The same protein may catalyze a range of reac-
tions, with the outcome determined by information
encoded in the structure of the RNA-RNA duplex.
Interactions between antisense RNAs and proteins are
described in Sections IL.D and IIL.C.

The fourth principle is that dsRNA can act as a
signal. Mammalian cells recognize dsRNA as a sign
that they, or their neighbors, are infected by a virus.
Double-stranded RNA causes mammalian cells to
enter an antiviral state. This response is mediated by
a group of dsRNA-binding proteins, which make up a
very sensitive dsRNA biosensor. There is growing evi-
dence that dsRNA has symbolic value to cells from a
variety of plants and animals. The potential of dSRNA
to act as a signal is described in Sections III.A and
IV.B-D and should be kept in mind when considering
the possible biological effects of an antisense RNA.

D. Summary

Antisense RNAs have many roles. They can act as neg-
ative regulators of gene expression, induce interferon,
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or direct RNA maturation. Antisense effects are strongly
influenced by internal RNA structure and are often
mediated by proteins. Artificial antisense RNAs have
allowed new agricultural products to be developed and
revealed unexpected roles of RNA in gene regulation.

II. ANTISENSE RNAS
IN PROKARYOTIC SYSTEMS:
INHIBITION BY DIRECT
BINDING TO TARGET RNAs

A. The copy number of plasmid ColE1 is
regulated by RNA I, an antisense transcript

RNA I of the Escherichia coli plasmid ColE1 was the
first regulatory antisense RNA to be discovered. In
1981, Lacatena and Cesareni reported that base pair-
ing between complementary regions of RNA I and
RNA II inhibits plasmid replication. Because this sys-
tem illustrates many principles of antisense RNA
action it is discussed in detail.

As is typical of antisense reactions, binding
between RNA I and RNA II is a bimolecular process.
Its rate is concentration dependent. The concentration
dependence of the RNA I-RNA II binding reaction is
harnessed to achieve the desired biological effect—
maintenance of plasmid copy number at a stable
1020 copies per cell. Formation of the RNA I and
RNA II complex inhibits plasmid DNA replication by
preventing RNA II from maturing into the RNA
primer required for DNA synthesis (for an excellent
review of this system by a leading research group, see
Eguchiet al., 1991). RNA I is constitutively synthesized
at a high rate and has a short half-life. Its concentration
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reflects the number of template DNA molecules.
When copies of the plasmid are numerous, RNA I
concentration is high, binding to RNA II is favored,
and plasmid DNA synthesis is inhibited. Conversely,
when the plasmid DNA concentration is low, RNA
I concentration falls, and plasmid replication is
stimulated. Because RNA I contains regions comple-
mentary to the RNA II molecules produced by
related plasmids, it provides the basis for plasmid
compatibility and incompatibility. RNA I has no
coding capacity.

Synthesis of RNA 1II is initiated 555 bases upstream
from the origin of DNA replication. RNA I is perfectly
complementary to 108 bases at the 5'-end of RNA I and
is transcribed from the same region of the genome, but
in the opposite direction. RNA I must bind RNA II
shortly after RNA II synthesis is initiated. If binding is
delayed, the nascent RNA II transcript forms structures
that render it resistant to inhibition by RNA I. This com-
petition between formation of the RNA I-RNA II com-
plex and the RNA II self-structure means that antisense
activity requires rapid association.

RNA I and RNA II interact through an intricate
process whose individual steps are predetermined by
the structures of the two RNAs. As illustrated in Fig. 5.1.
RNA T has three stem-loop structures and a short tail at
its 5’-end. The loops contain seven bases. Figure 5.1 also
depicts RNAII, in a conformation that may exist in nas-
cent RNA 1II transcripts. The secondary structures of
RNA T and RNA II maximize the chances that they will
form a bimolecular complex. Three sets of complemen-
tary bases are exposed in single-stranded loops. Bases
making up these potential nucleation sites are dis-
played in structures somewhat similar to those that
project the bases of tRNA anti-codons toward the
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FIGURE 5.1 Binding of ColEI RNA I to RNA II is a stepwise process. RNA I and RNA II interact through complementary sequences
present in loops to form C**. Pairing between the 5-end of RNA I and RNA II is followed by a series of structural changes that culminate
in the formation of a stable complex, C*. Finally, RNA I hybridizes to RNA II throughout its entire length. Adapted from Eguchi et al. (1991).
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mRNA codons. During nucleation, bases in correspon-
ding loops of RNA I and RNA II interact weakly, evi-
dently forming a limited number of bonds between
bases in only one or two loops. The very unstable early
intermediates can dissociate rapidly, or establish a
“kissing complex,” which can, in turn, produce the C**
complex, a structure in which all three corresponding
loops (reversibly) interact with each other.

The formation of C** can be facilitated by the plas-
mid-encoded protein, Rom (RNA-one-modulator),
which binds to the kissing complex and reduces its
equilibrium dissociation constant. The solution struc-
ture of a helix modeled after the RNA I-RNA II
loop-loop helix was recently solved by nuclear mag-
netic resonance spectroscopy (Lee and Crothers, 1998).
As expected from previous biochemical studies, all
seven bases in the loops form complementary base
pairs. The loop-loop helix partially stacks on the stem
helices, producing a nearly linear structure. The
loop-loop helix is bent toward the major groove, which
is thereby narrowed. This bend, as well as phosphate
clusters flanking the major groove, distinguish this
helix from standard A-form RNA, perhaps accounting
for the ability of Rom to recognize it. Conversion of C**
to stable structures, such as C°, begins with events
occurring at the 5-end of RNA I If enough time
elapses, the stable complex convert into full-length
dsRNA molecules. However, inhibition can result from
stable complex formation itself and does not require
the generation of a complete duplex. Any lengthy
dsRNA regions that form are likely to be rapidly
degraded by the endonuclease RNase III.

B. Antisense RNAs in prokaryotic systems
have many features in common

1. Antisense RNA structure

RNA T is only the first example of the many well-
characterized antisense RNAs in prokaryotic systems.
Four other representative antisense RNAs are
depicted in Table 5.1 and their modes of action are
presented. Prokaryotic antisense RNAs are typically
small (65-100 bases), stable, noncoding RNAs, whose
secondary structures contain one or more stem-loops
(see Table 5.1). The loops usually contain 5-8 bases
and often have sequences that are similar to each
other. The stems of antisense RNA stemloop struc-
tures often contain unpaired nucleotides at precise
locations. These “imperfections” protect the RNAs
from cleavage by dsRNA-specific ribonucleases and
also reduce the stability of the stems, allowing them to
open up during binding to their target RNAs (Hjalt
and Wagner, 1995).

2. Antisense and target RNAs associate through
a stepwise binding process

Antisense and target RNAs interact through a step-
wise process that proceeds from nucleation to stable
complex formation. This process has been studied
extensively in three systems: RNA I and RNAII of the
plasmid ColE1, CopA and CopT of the plasmid R1
(CopT occurs in repA mRNA; see Table 5.1), and RNA-
OUT and RNA-IN from the mobile genetic element
IS10. The apparent second-order rate constants for
pairing between these RN As are in the range of 0.3-1.0
X 10°M~ s~ In the binding reactions between RNA I
and RNA II and between CopA and CopT, loop-loop
interactions between antisense and target RN As nucle-
ate binding and formation of the kissing complex. In
the binding reaction between RNA-OUT and RNA-
IN, the first bonds form between bases in the loop
of RNA-OUT and the 5'-end of RNA-IN, an RNA
thought to have a relatively open structure. Rapid
association appears to be a general requirement for
efficient antisense activity. Because they mediate this
early and rapid association, the initial base pairs are
far more important to the overall binding process than
their thermodynamic contribution to the final complex
would suggest. Early intermediates are rapidly replaced
by complexes containing more intermolecular base
pairs. The final outcome of antisense binding depends
on the system. Effects include termination of transcrip-
tion, destabilization, and inhibition of translation.
All known prokaryotic antisense RNAs are negative
regulators of gene expression, although according to
Wagner and Simons, “mechanisms for positive control
are quite plausible” (Wagner and Simons, 1994).

Most, but not all, antisense RNAs are transcribed
from overlapping gene sequences. As indicated in
Table 5.1, mRNA-interfering complementary (micF)
RNA is not closely linked to its target, ompF RNA.
The duplex they form contains looped-out regions
and noncanonical base pairs, in addition to conven-
tional bonds (Delihas et al., 1997). This duplex helps to
establish the lower limit of complementarity for an
antisense—target RNA pair. Within the duplex, only 24
of 33 bases (73%) of micF RNA are Watson—Crick
base-paired to nucleotides in ompF RNA.

C. Bioengineers hope to use the special
features of naturally occurring antisense
RNAs to develop effective artificial
antisense RNAs

Engdahl and colleagues attempted to apply their
knowledge of naturally occurring antisense RNAs to
develop bioengineered antisense RNAs capable of
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TABLE 5.1 Representative antisense RNAs of prokaryotic accessory DNA elements and bacterial DNA

System Antisense RNA structure Mode of action
Plasmid &£
Plasmid R1 Cuat CopA indirectly prevents synthesis of RepA, a protein
Antisense: CopA Uﬁﬁ required for plasmid replication, by pairing with
(91 bases) Goo CopT sequences in the polycistronic RNA that encodes
Target: CopT UA RepA. Binding blocks the ribosome binding site of the
gf tap gene, and prevents its translation, which is coupled
uu ge to translation of the repA gene. Binding also yields
é\ GH AY duplexes which are RNase III substrates.
& a6 CopA
GC GC
AU CG
UA ¢G
5-AU ¢a
ACGGUUUAAGUGGGC GUUUUUGCUU-3'

Phage
Bacteriophage A
Antisense: oop RNA
(77 bases)
Target: cIl mRNA

o0op RNA

o
00

CG
UA

cor S »0»
»0CccHccc

UG
GC
GC
CG
UG
CG
GC
CcG
AU
AU
GU

5-GU CGCCUUAG UUUUA-3

oop RNA binds to (55) bases at the 3'-end of the cII
portion of the cII-O mRNA, creating an RNase III
cleavage site, destabilizing the cIl message, and thereby
enhancing the burst size during induction.

Transposable element ce
Insertion sequence 1510 YEe RNA-OUT binds to (35) nucleotides at the 5'-end of
Antisense: RNA OUT A‘dﬁ RNA-IN, transposase mRNA, preventing translation by
(70 bases) ggc blocking the ribosome binding site or by creating an
Target: RNA-IN vy RNase III cleavage site. Antisense inhibition increases
e as IS10 copy number increases, producing multicopy
EQ inhibition. IS10 is the mobile element of Tn10
CB 2} (a tetracycline-resistance transposon).
Gy RNA-OUT
UA
GC
U&
UA
cG
ga
cd
AU
cG
5-UUCG UAUCC-3°
Bacterlal‘ chromgsome micF RNA ‘ .
Escherichia coli micF RNA is about 70% complementary to the 5'-end of
Antisense: micF RNA L% KU ompF mRNA in the region of the ribosome binding
(93 bases) 28 ce site. Binding modulates production of OmpEF, a
Target: ompF mRNA A 8 major component of the E. coli outer membrane.
ee ac
v ot
c ¢é
g AU
-GCUAUCAUCAUUAACUUUAUUUAUUAC UUUACCCCUAUUUC  UUUUUU

inhibiting selected target genes (Engdahl et al., 1997).
They tested antisense RNAs containing a recognition
element resembling the major stem-loop of CopA and
either a segment complementary to the ribosome
binding site of the target RNA or a ribozyme. None of
their antisense RNAs inhibited the target genes by
more than 50%. They concluded, “we still have too

little insight into the factors that determine this prop-
erty [the ability to rapidly associate] and, hence can-
not yet tailor such structures to any chosen target
sequence.” However, their study and similar studies
by other investigators are helping to identify the
structural features needed to produce effective artifi-
cial antisense RN As for use in bacterial systems.
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D. Proteins often mediate antisense
RNA activity: RNase III is a prototypic
dsRNA-binding protein

Important steps in several antisense systems are carried
out by RNase III. Purified in 1968, RNase III was the
first enzyme to be discovered that recognizes RNA-RNA
duplexes as substrates. Like many other dsRNA-
binding proteins, RNase III does not act exclusively
on perfect duplexes. The varied interactions between
RNase III and its substrates illustrate the range of
functions that can be included in the repertoire of a
single enzyme.

As illustrated in Fig. 5.2A, RNase III cleaves perfect
RNA-RNA duplexes into short fragments averaging
about 15 bases in length. Cuts are made across both
strands of the duplex, at sites that are usually offset by
one or two bases. This reaction shows no sequence
specificity. Certain complexes of antisense and target
RNAs are degraded by such randomly placed double-
cleavages. In contrast, the 30S rRNA precursor is cut
at four precise bonds. The rRNA precursor folds into
a structure with two large stems, one topped by the

sequence of 165 rRNA, the other by 235 rRNA. RNase
III cleaves each of these stems exactly twice at specific
nucleotides, releasing rRNA intermediates. The stem
flanking 23S rRNA is shown in Fig. 5.2B. The cleavage
reactions carried out on the nearly perfect stems in the
rRNA precursor resemble those carried out on perfect
duplexes in certain respects, but not others. They are
double-cleavages, but at predetermined locations.
Surprisingly, RNase III also makes a series of precise
cuts in the early mRNA precursor of bacteriophage T7
(Fig. 5.2¢), even though this molecule contains no
structures that bear an obvious similarity to perfect
duplexes. Although the bacteriophage T7 cleavage
sites lack the hallmark feature of dsSRNA—a consecu-
tive series of Watson-Crick bonds—they almost
certainly contain noncanonical bonds that confer sta-
bility and allow them to fold into three-dimensional
structures with features similar to dsRNA.

As a group, the RNase III cleavage sites demonstrate
the subtlety of the interactions between dsRNA-bind-
ing proteins and RNA molecules. RNase III acts as a
rampant random nuclease on dsRNA substrates.
Duplexes are cleaved at multiple sites regardless of

3 5'
— 23S rRNA
- ~2900 bases
G
AAU UG
- CAcGAG
— GC
AU A
AU u G
UA cc
UA CG
GC UA
GC CcG
AU GU
GU cG
-+ UA UG
— GC CG
UA GC
UA AU
Gc, AU
>ac c v
U A
GC g u
ca [ G
UA A A W
< UA GU
— CG AU
uaG UA
AU AU
caG GC
AU UA
AU GC
AU AU
3 5' 5' GU 3 5' GU 3

A. Perfect Duplex

B. Ribosomal Precursor

C. Phage mRNA Precursor

FIGURE 5.2 Structural features of dsRNA regions direct RNase III cleavage. RNase III cleaves perfect RNA-RNA duplexes into fragments
averaging 15 base pairs in length (A). In addition, it cuts the 30S ribosomal RNA precursor at four positions, releasing intermediates that
will become the mature ribosomal RNAs. The double-cleavage site in the region 23S region (Bram et al., 1980) is shown (B). Finally, RNase
III cleaves certain complex RNA structures, such as those in the bacteriophage T7 early mRNA precursor at single sites. These complex struc-
tures are typically depicted as “bubbles” because they are devoid of Watson—Crick pairs; however, it is likely that they contain a precise array

of non-canonical bonds and are not open loops (C).
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their sequence; yet RNase III makes precise cleavages
at sequence-specific sites in certain RNA precursor
molecules. The structure of the RNA dictates the out-
come of encounters with RNase III. The ability of single-
stranded RNAs to exploit and sometimes to thwart
dsRNA-specific enzymes is a significant survival factor
for viruses, as illustrated by bacteriophage T7, and by
the mammalian viruses discussed in the next section.

E. Summary

Naturally occurring antisense RNAs in prokaryotic
systems are small, noncoding molecules whose struc-
tures facilitate rapid association with target RNAs.
These antisense RNAs are much more than RNA mol-
ecules that happen to have sequences complementary
to those of other RNAs. They are highly evolved
machines designed to snare and entwine their targets.
Inhibition can be a direct consequence of binding, or
it can involve cellular proteins, especially endonucle-
ases. RNase III is an endonuclease that cleaves
RNA- RNA duplexes, such as those produced by cer-
tain antisense RNAs and their targets. Degradation is
not the inevitable fate of an RNase III substrate.
Depending on the structure of the duplex, RNase III
can also introduce specific cleavages and promote
RNA maturation.

III. ANTISENSE RNAs IN
VIRUS-INFECTED MAMMALIAN
CELLS: SIGNALS OF DANGER

A. dsRNAs are potent inducers of interferon
and activators of antiviral defenses

Because the interferon response is central to mam-
malian antiviral defense, few antisense molecules can
compete for significance with those producing the
dsRNAs that induce interferon and otherwise con-
tribute to the antiviral state. Despite the technical
obstacles that make these dsRNAs difficult to study,
they are analyzed here because of their importance to
mammalian survival and because they illustrate the
ability of dsRNA to act as a signal. The protective
power of an intact interferon response is demon-
strated by studies of transgenic mice deficient in
either the type I or the type II interferon receptor.
These mice rapidly succumb to viral infections that
they would otherwise readily clear. For example,
while the median lethal dose of intravenously admin-
istered vesicular stomatitis virus is normally in the
range of 10% plaque-forming units, mutant mice lack-
ing the type I IFN receptor die within 3-6 days after

receiving 30-50 units (Muller et al., 1994). A functional
interferon system raises the lethal dose of this virus 2
million-fold.

Mammalian cells have an extraordinarily sensitive
mechanism for detecting dsRNA and for responding to
dsRNA by synthesizing interferons. In 1977, Marcus
and Sekellick reported that primary chick embryo cells
are capable of responding to a single molecule of dsRNA.
They exposed cells to defective interfering particles of
vesicular stomatitis virus containing a covalently
linked antisense—sense RNA molecule in a ribonucleo-
protein complex. A single dsRNA molecule was pre-
sumed to form upon entry into the cell. Peak interferon
titers were obtained in cultures incubated with 0.3
particles per cell. Both higher and lower doses of parti-
cles resulted in very marked reductions in interferon
production, producing a bell-shaped dose— response
curve. The data indicated that cells that attached two or
more particles produced little or no interferon. Cells in
the cultures exposed to the defective interfering parti-
cles entered a general antiviral state, as indicated by
their resistance to a subsequent challenge with Sindbis
virus. Control experiments ruled out the possibility
that interferon induction was due to proteins in the
particles.

In these experiments, cells responded to intracellu-
lar dsRNA. Cells also respond to exogenously applied
dsRNA. This ability may allow cells to respond to
dsRNA released from their moribund neighbors. A
pharmaceutical form of dsRNA has been developed
for intravenous delivery to virus-infected patients.
When dsRNA acts as a danger signal, it is performing
a function similar to that of unmethylated CpG-
containing DNA. Such DNA is a strong immune stim-
ulant and is interpreted by B-cells and cells of the
innate immune system as a sign of microbial attack.
Thus, two types of nucleic acid, dsRNA and unmethy-
lated CpG-containing DNA, are central to mam-
malian defenses against infectious agents.

B. Viruses are thought to be the source of
interferon-inducing antisense RNA and

dsRNA, but hard evidence is very difficult

to obtain

Conventional wisdom holds that the dsRNAs respon-
sible for interferon induction are entirely of viral origin.
However, as stated by Jacobs and Langland, “Actually
identifying the potential sources of dsRNA in infected
cells has in fact been problematic over the years”
(Jacobs and Langland, 1996). The replication interme-
diates of RNA viruses contain both plus and minus
RNAs, and are obvious potential sources of dsRNA.
DNA viruses could generate dsRNA by aberrant
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transcription or by transcription of overlapping genes
encoded on opposite strands.

The lack of direct evidence concerning the identity of
the interferon-inducing dsRNA reflects technical diffi-
culties that make it nearly impossible to analyze the
critical dsRNA molecules. Ironically, the cell’s extreme
sensitivity is a major problem; it sets a standard for
dsRNA detection that existing molecular techniques
cannot equal. RNA viruses generate relatively large
quantities of complementary (minus) strands during
the course of replication. Minus strands create a poten-
tial background problem because they can associate
with sense strands during the extraction process.
Particularly if the extraction is carried out in the pres-
ence of phenol, which catalyzes nucleic acid hybridiza-
tion, the presence of viral dsRNA in extracts does not
prove that it existed in cells.

Even when dsRNA can be shown to be present in
cells, for example by the use of dsRNA-specific anti-
bodies, questions remain about whether this dsRNA
was accessible to the cell’s dsSRNA-sensing machinery.
Magliano and colleagues demonstrated that the mem-
brane-bound cytoplasmic vacuoles, called rubella virus
“replication complexes,” are virus-modified lysosomes
(Magliano et al., 1998). This compartmentalization may
effectively hide the rubella virus dsRNA. Similar mem-
branous structures have been described in other virus-
infected cells. The sequestration of dsSRNA may be a
common viral defense strategy. Vaccinia virus, a DNA
virus that produces large quantities of complementary
transcripts, also produces proteins encoded by the E3L
gene that bind dsRNA. This countermeasure is effec-
tive. Although vaccinia virus produces dsRNA, it is
relatively resistant to interferon unless the E3L gene is
mutated. Moreover, interferon resistance can be restored
to mutant vaccinia by supplying RNase III (Shors and
Jacobs, 1997), the bacterial endonuclease which destroys
dsRNA. The ability of vaccinia to replicate in cells
expressing RNase III suggests that the viral dsRNA is
not required by the virus, but rather is a side product.
It would be interesting to know whether RNase III-
producing cells support the replication of mammalian
RNA viruses, or if the RNA to RNA replication cycle of
such viruses render them sensitive to this endonuclease.
The replication intermediates of RNA bacteriophage
contain little if any exposed dsRNA and are not sensitive
to RNase III in vivo.

The studies of rubella virus and vaccinia virus illus-
trate the general point that the stronger the evidence
that viral dsRNA exists inside infected mammalian
cells, the stronger the evidence that the dsRNA is
obscured in some way. These experiments indicate
that viruses produce very little dsRNA that is exposed
to the interferon sensing machinery, and suggest that

the RNAs reaching the dsRNA biosensor may not be
mainstream viral RNAs required for replication. They
also raise the possibility that viral dsSRNA may not be
the only sign cells use to detect viral infection. The high
concentration of viral mRNA is a potential additional
stigma. It has been proposed that higher plants have a
surveillance system that recognizes and eliminates
RNAs whose concentrations rise above threshold lim-
its. This system has been associated with posttranscrip-
tional gene silencing (see Section IV).

C. Double-stranded RNA-binding proteins

contribute to the antiviral state

Double-stranded RNAs play two different roles in the
interferon response. First, they stimulate interferon
production and thus induce expression of at least 30
genes. Second, they interact with interferoninduced
enzymes and thereby promote the antiviral state of the
cell. Despite technical difficulties that impede direct
analysis, it is possible to deduce some characteristics
of these dsRNAs by studying the properties—length
preferences, affinities, and concentrations—of the
interferon-induced enzymes. Like dsRNA itself, at
least one of these proteins, the interferon-induced
RNA-dependent protein kinase (PKR), plays a dual
role in the interferon response. PKR transduces the
dsRNA signal, communicating to the nucleus that a
virus is present. In addition, PKR and two other
dsRNA-binding enzymes catalyze reactions that
inhibit virus production.

1. The interferon-induced RNA-dependent protein
kinase, PKR

PKR levels have been measured in human Daudi
cells. Each cell contains about 5 X 10° molecules in the
cytoplasm (mostly associated with ribosomes) and
1X10° in the nucleus (mostly in the nucleolus).
Following interferon treatment, the PKR concentra-
tion rises three- to fourfold, with almost all of the
increase occurring in the cytoplasm. IFN-treated cells
contain approximately one molecule of PKR for each
ribosome (Jeffrey et al., 1995). Ribosomes compete
with dsRNA for binding to PKR (Raine et al., 1998).
Ribosome-bound PKR may constitute a reserve sup-
ply that can be rapidly deployed without the need for
new RNA or protein synthesis.

PKR binds to and is activated by long dsRINA mole-
cules. As is true for many interactions between dsRNA-
specific enzymes and perfect duplexes, there is no
discernible sequence specificity for the reactions between
PKR and dsRNA. Duplexes shorter than 30 base pairs
do not bind stably to PKR and do not activate the
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enzyme. Those longer than 30 base pairs bind with
increasing efficiency, reaching a maximum at about 85
base pairs. The lack of sequence specificity allows the
PKR to recognize dsRNAs regardless of their origins,
satisfying a prerequisite for any broadbased antiviral
response. The rather long optimal length of dsRNA
makes PKR resistant to activation by the short and
imperfect duplexes present in many cellular RNAs,
including rRNAs. However, PKR’s requirement for
perfect duplexes is not absolute. Certain RNAs lack-
ing extensive perfect duplexes activate PKR, includ-
ing a cellular RNA recently identified by Petryshyn
et al. (1997).

Binding to long dsRNA causes PKR to undergo an
autophosphorylation reaction and become activated.
This process displays a marked concentration
dependence: PKR is activated by low concentrations
of dsRNA (in the range of 10-100ng/ml), but higher
concentrations are less and less effective, giving rise
to a bell-shaped activation curve. The shape of this
curve indicates that PKR is optimally activated by a
particular ratio of dsRNA to PKR. It also suggests that
virus-infected cells do not contain high concentrations
of accessible dsRNA. If they did, the PKR defense
system would not function efficiently.

Once it has been activated, PKR phosphorylates a
number of proteins, most notably the translation initi-
ation factor elF-2. This phosphorylation inhibits pro-
tein synthesis, thereby diminishing virus production.
In addition, PKR appears to transduce the dsRNA sig-
nal, at least in part, by phosphorylating I-«B, releasing
and activating the transcription factor NF-«B.
Analysis of the interferon response is progressing rap-
idly, producing a picture of an intricate combinatorial
cascade in which PKR activation by dsRNA is an early
event in a series of reactions that culminates in the
antiviral state.

PKR is a highly effective antiviral agent. Accordingly,
several viruses have evolved strategies for neutralizing
it. One of the best characterized of the anti-PKR viral
products, and the one with the closest ties to dsRNA, is
VAI RNA of adenovirus. In cells infected with mutant
viruses deficient in VAI RNA synthesis, PKR is acti-
vated and protein synthesis comes to a halt. VAI RNA
is an abundant RNA (108 copies per infected cell) that
is about 160 bases long. It has enough similarity to
bona fide dsRNA to bind to PKR, but lacks the struc-
tural features required for activation. Thus, it compet-
itively inhibits activation by dsRNA.

2. The 2',5'-oligo(A) synthetases

The 2',5'-0ligo(A) synthetases are activated upon
binding to dsRNA molecules. They then polymerize

ATP into 2',5"-oligo(A), which in turn activates RNase
L (a normally latent endonuclease), leading to mRNA
degradation. Constituitive expression of 2',5"-oligo(A)
synthetase has been shown experimentally to confer
resistance to picorna virus infection.

In an attempt to determine the form of picorna
virus RNA physically associated with the enzyme,
Gribaudo and colleagues analyzed RNAs co-
precipitating with 2’,5'-0ligo(A) synthetase extracted
from encephalomyocarditis virus (EMCV)-infected
HeLa cells (Gribaudo et al., 1991). Precipitates con-
tained both plus and minus EMCV RNAs. About 10%
of the viral RNA was resistant to single-stranded
RNA-specific ribonucleases, and thus potentially
representative of preexisting dsRNA. However, the
authors commented that this value might be “an over-
estimate resulting from the annealing of regions of com-
plementary strands upon removing proteins which
blocked the annealing.” Providing further evidence that
only a small percentage of the viral RNA was double-
stranded in vivo, the synthetase prepared from these
cells was not fully activated. Activation could be
enhanced 20-fold by incubation with artificial dsRNA
[poly(D-poly(C)]. Because both adenovirus VAI RNA
(Desai et al., 1995) and heterogeneous nuclear RNA
(Nilsen et al., 1982) activate 2',5'-0ligo(A) synthetases
in vitro, extensive regions of perfect duplex structure
are clearly not required for synthetase activation. Plus
and minus EMCV RNAs may have stable structural
elements capable of partially activating the syn-
thetase, particularly in cells primed to respond.
Further study is needed to determine whether both
duplexes (composed of plus and minus viral RNAs)
and free viral RNAs contribute to synthetase activation
in picorna virus-infected cells.

3. The dsRNA adenosine deaminase, dsRAD

The dsRNA adenosine deaminase, dsRAD, catalyzes
the C-6 deamination of adenosine to yield inosine.
Deamination reduces the stability of dsRNAs. In con-
junction with a ribonuclease specific for inosine-
containing RNA (Scadden and Smith, 1997), dsRAD
may play a role in viral defense. However, its contri-
bution to viral defense is not as clearly established as that
of the PKR kinase and the 2',5'-oligo(A) synthetases.
Primarily a nuclear enzyme that is expressed in virtu-
ally all mammalian cells, dsRAD contributes to normal
metabolism. It has also been implicated in the produc-
tion of hypermutated measles virus RNAs during chronic
infection of the central nervous system. Such chronic
infection can lead to a fatal degenerative neurological
disease, subacute sclerosing panencephalitis.
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The substrate preferences of dsRAD are rapidly com-
ing to light, and will clarify its biological functions
when they are fully known. The deaminase has no
clear in vitro sequence specificity for action on perfect
dsRNA; however, some adenosines may be preferred.
For maximum modification, intermolecular or
intramolecular duplexes need to contain a minimum of
100 base pairs. From the standpoint of molecular struc-
ture, it is remarkable that this enzyme acts upon
continuous duplex RNA. It is able to deaminate
adenosines even though the C-6 amino group of
adenosine lies in the deep and narrow major groove
of standard A-form RNA, a space that is usually
inaccessible to amino acid side-chains.

In addition to perfect duplexes, dsRAD acts on
RNAs that lack extensive duplex structure. For exam-
ple, it edits certain cellular pre-mRNAs, such as that
of the glutamate-gated ion channel GluR. Like PKR
and the 2',5'-0ligo(A) synthetases, dsRAD binds to
adenovirus VAI RNA in vitro (Lei et al., 1998). In a
manner similar to the assistance RNase III lends to
bacteriophage T7, dsRAD aids the human hepatitis
delta agent by deaminating a specific adenosine
residue and carrying out an RNA editing event
essential for the survival of this viroid-like pathogen.
Exhibiting an additional similarity to RNase III,
dsRAD behaves like one type of enzyme when inter-
acting with long dsRNA molecules, in this case acting
as a very robust and vigorous deaminase while it
functions as a highly selective editing enzyme when
interacting with single-stranded RNAs that have spe-
cific structural elements.

The dsRNA adenosine deaminase is clearly an
enzyme with important cellular functions, and it is
sometimes exploited by pathogens. Its role in antivi-
ral defense is less clearly established, but the fact that
its level rises following interferon treatment suggests
that dsRAD contributes to the antiviral state.

D. Summary

Antisense RNAs play an important role in antiviral
defenses by forming dsRNA. dsRNA is recognized by
mammalian cells as a danger signal indicating
that viral infection has occurred. A single molecule of
dsRNA can induce interferon. Viruses often produce
detectable amounts of dsRNA. However, in many
cases, this dsRNA is obscured by other viral products.
As a result, it has been difficult to pinpoint the actual
dsRNA responsible for inducing the interferon
response. Several cellular dsRNA-specific enzymes
are induced by interferon and are thought to con-
tribute to the antiviral state. Two of these enzymes
degrade RNA, a third blocks protein synthesis. This

enzyme, the PKR, also contributes to the antiviral
state by setting off a cascade that activates interferon
synthesis.

IV. ARTIFICIAL RNAs, DSRNA,
AND POSTTRANSCRIPTIONAL
GENE SILENCING

A. Artificial sense, antisense, and dsRNAs
place a spotlight on gene silencing

Just as Rutherford was unprepared for what happened
when he shot alpha particles at a thin sheet of gold,
biologists were unprepared for what occurred when
they engineered plants to express sense transcripts of
the chalcone synthetase A (chA) gene (van der Krol et al.,
1990; Napoli et al., 1990). In many plants, both the
transgene and the endogenous homolog of the trans-
gene were silent, or co-suppressed. Thus, an attempt
to overexpress genes involved in pigment formation
resulted in plants with white flowers. These plants,
and many studied subsequently, exhibit posttran-
scriptional gene silencing (PTGS), a condition in
which specific RNA molecules are degraded.

The examples of PTGS in plants involve many dif-
ferent genes, plant species, and DNA constructs. It is
believed that PTGS could be produced in all plant
species with most endogenous genes. Furthermore,
PTGS can be used to confer virus resistance to trans-
genic plants expressing sense transcripts of viral
genes. The RNA affected by PTGS may be the product
of a transgene, an endogenous plant mRNA, or a viral
RNA. According to Balcombe, who reviewed hypothe-
ses concerning the pathway leading to PTGS, all
mechanisms require the production of an antisense
RNA (Baulcombe, 1996). Evidence reveals that PTGS
also occurs in nematodes (Fire ef al., 1998). At least in
some cases, PTGS involves dsRNA molecules func-
tioning as signals. In order to gain a full understand-
ing of gene regulatory pathways and the biological
role of RNA, it is critical to identify the molecular
events leading to PTGS. To this end, PTGS is
described here in three experimental settings.

B. Homology-dependent virus resistance
occurs in transgenic plants

Viral genes have been transformed into a wide range of
plant species to obtain viral protection. Results of these
experiments support a two-phase model of homology-
dependent resistance. In the first phase, viral and trans-
gene RNA concentrations rise. After their combined
concentration exceeds a threshold (or for some other
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reason), a switch is triggered in a surveillance system
and a factor capable of causing gene-specific RNA
turnover is produced. Appearance of this factor—
which is probably either a perfect or an imperfect RNA
duplex—initiates the second (maintenance) phase.
During the second phase, the factor moves from the
inoculated leaf to other portions of the plant, causing
systemic resistance (Voinnet and Baulcombe, 1997).

Like other forms of PTGS in plants, virus resistance
is usually seen in only a fraction of the plants carrying
a particular transgene. This variability suggests that
PTGS results from a rare event. The level of virus
resistance is also variable. In the most extreme cases,
there is no detectable accumulation of the virus any-
where in the inoculated plant. In others, virus accu-
mulates at least in the inoculated leaves. A plant
showing intermediate resistance to tobacco etch virus
(TEV) allowed the sequential events that take place
during PTGS to be analyzed. This plant was initially
susceptible to TEV and the transgene expressed high
levels of viral sense transcripts. However, symptoms
were attenuated in the (upper) leaves, which devel-
oped after inoculation. These new leaves contained
little TEV RNA or RNA of the transgene. Such plants
are said to have “recovered” (although the tissues
showing “recovery” never developed symptoms in
the first place) (Lindbo et al., 1993; Goodwin et al.,
1996). This plant was resistant to challenge inocula-
tion with a related virus, but was susceptible to infec-
tion by unrelated viruses, indicating that resistance
was homology dependent.

Very similar events take place during certain
natural viral infections, suggesting that homology-
dependent virus resistance and natural resistance have
common features. Ratcliff and colleagues demon-
strated that Nicotiana clevelandii inoculated with
tomato black ring nepovirus (strain W22) initially
showed symptoms, and then recovered. Inoculated
plants were resistant to challenge with a second inoc-
ulation of the same strain and were partially resistant
to challenge with a related strain, BUK, which is 68%
identical to W22. However, they were sensitive to an
unrelated virus, potato virus X (Ratcliff et al., 1997).
Thus, in both homology-dependent virus resistance in
transgenic plants and in certain natural viral infec-
tions, a factor is generated in highly infected tissues
that moves to other parts of the plant, rendering
them resistant. The specificity of these events
strongly implicates a nucleic acid, almost certainly
an RNA.

PTGS can be a two-way street, as illustrated by
RNA viruses that have been engineered to contain
inserts of nuclear genes. When such viruses replicate,
they produce RNAs with sequences of the nuclear

genes and they inhibit expression of the nuclear gene.
For example, the upper leaves of N. benthamiana inoc-
ulated with a recombinant tobacco mosiac virus con-
taining part of the phytoene desaturase gene displayed
a photobleaching effect, indicating that the desaturate
gene had been inhibited (resulting in the loss of
carotenoid-mediated protection) (Kumagai et al.,
1995). Because the RNAs of plant viruses are thought
to have a strictly cytoplasmic location, these results
indicate that either all steps of PTGS can take place in
the cytoplasm or that the RNAs interact with DNA
during cell division following breakdown of the
nuclear envelope.

Waterhouse and colleagues produced strong
evidence that dsRNA can trigger PTGS. They showed
that N. tabaccum cv W38 engineered to express dsRNAs
of the potato virus Y (PVY) protease gene were much
more likely to acquire virus immunity than plants
expressing either sense or antisense transcripts of this
gene (Waterhouse ef al., 1998). As they pointed out, the
efficacy of their constructs, which were designed to
produce dsRNA in which both strands of the duplex
originated from transgenes (rather than duplexes in
which one strand originated from the transgene and
the other strand was of viral origin), argues against
conventional models of antisense action. Conventional
models require pairing to take place between tran-
scripts of transgenes and their targets, while the data of
Waterhouse and colleagues indicate that constructs
were much more effective when their transcripts were
capable of forming dsRNA on their own. It will be
interesting to learn what makes such constructs more
effective than those expressing antisense RNA and to
identify the cellular factors interacting with the
dsRNA. Proteins will almost certainly be involved in
this process. Changes at the DNA level, such as altered
methylation, may also occur.

There are many reports of DNA methylation of
transgenes associated with PTGS. For example, in
tobacco plants displaying homology-dependent
resistance and PTGS of a PVY transgene, the DNA of
the transgene was methylated (Smith et al., 1995). At
the moment, the significance of DNA methylation is
not clear. It may be a cause of homology-dependent
PTGS, or it may be a consequence of it.

When one considers the impact RNA may have on
DNA methylation patterns, it is interesting to con-
sider the results of studies carried out on transgenic
plants carrying defective viroid cDNAs. Viroids are
circular RNAs that replicate through an RNA-to-RNA
rolling-circle process in the nucleus. Inoculation of the
transgenic plants with infectious viroid led to viroid
replication and to specific methylation of the viroid
cDNA sequences, even though this DNA was not the
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template for the viroid RNA (Wassenegger et al.,
1994). Unfortunately, because viroid-infected nuclei
contain both free viroid RNA and viroid replication
intermediates (which may have dsRNA segments of
unknown length), these experiments do not reveal
whether single-stranded viroid RNA or double-
stranded viroid RNA induced the DNA methylation.

C. Co-suppression of nuclear Genes in plants

involves RNA-RNA duplexes

In studies paralleling those described above, Waterhouse
and colleagues also compared the ability of various
constructs to inhibit a AB-glucuronidase (GUS) reporter
gene in rice. Some constructs were designed to produce
single-stranded RNA transcripts, others to produce
dsRNA. Based on their results, they concluded that
co-suppression, like homology-dependent virus resist-
ance, is triggered by dsRNA (Waterhouse et al., 1998).
Their conclusion is consistent with observations made
by many earlier investigators who found that PTGS is
more likely to occur in plants containing two tandem
copies of a transgene arranged as inverted repeats, an
organization favoring the production of transcripts
capable of forming dsRNA.

Despite the strength of the evidence implicating a
perfect duplex as the PTGS trigger, Metzlaff and col-
leagues have developed a model that involves an
imperfect duplex. Their model is based on the profiles
of calcone synthetase-specific RNAs present in wild-
type Petunia and in transgenic plants manifesting
PTGS. They reported that white flowers of transgenic
plants had little full-length poly(A)* chsA RNA, but
instead had characteristic mRNA fragments. They
proposed that a self-sustaining degradation cycle is
set in motion when sequences from the 3’-portion of
an “aberrant” chsA transcript bind to partially com-
plementary sequences in a second chsA RNA mole-
cule, causing it to be cleaved and to release a new 3’
fragment (Metzlaff et al., 1997). Significantly, frag-
ments similar to those in the white-flowering trans-
genic plants accumulate in the white portions of a
nontransgenic Petunia (Red Star) whose flowers have
purple-white patterned flowers. This result shows
that co-suppression uses steps of a preexisting control
pathway. Eventually, the model proposed by Metzlaff
and colleagues will need to be reconciled with the
evidence that perfect dsRNA can trigger PTGS. A con-
sistent model may emerge when the events leading to
the production of the “aberrant” transcript are under-
stood in greater detail.

Further studies are also needed to define the role of
DNA methylation in gene silencing. DNA methylation
has been studied in Petunia and Arabidopsis manifesting

PTGS of the calcone synthetase gene. In purple Petunia
flowers, an EcoRII site in the 3'-end of the endogenous
genes only rarely contains a methylated cytosine, whereas
in leaf DNA, these sites are frequently methylated.
There is, therefore, a developmentally regulated loss of
methylation at these sites. In transgenic plants with
white flowers, this developmental change does not
occur, and these sites are frequently methylated
(Flavell et al., 1998). To determine whether methyla-
tion is required for PTGS, Furner and colleagues
studied transgenic Arabidposis plants that carry a
mutation in a gene required for DNA methylation.
PTGS was reversed and expression of the chs trans-
gene was restored in plants defective in DNA methy-
lation, leading these investigators to conclude that
“methylation is absolutely necessary” for PTGS
(Furner et al., 1998). Confirmation of this observation
in another system will shed further light on the
significance of DNA methylation.

D. dsRNA-induced homology-dependent
posttranscriptional gene silencing takes
place in Caenorhabditis elegans

RNA interference in nematodes was discovered by
Guo and Kemphues, who found that antisense and
sense transcripts yielded identical results when used
to block gene expression in the maternal germ line
(Guo and Kemphues, 1995). Fire and colleagues later
demonstrated that dsRNA mediates PTGS in nema-
todes and that these worms have a transport system
that allows dsRNA-mediated interference to move
across cell membranes. On a mole-per-mole basis,
they found that dsRNA transcripts were about 100
times more potent than either antisense or sense tran-
scripts. Their initial experiments involved the unc-22
gene, which encodes an abundant but nonessential
myofilament protein. They injected a mixture of sense
and antisense transcripts covering a 742-nucleotide
segment of unc-22 into the body cavity of adults and
observed robust interference in the somatic tissues of
the recipients and in their progeny broods. Only a few
molecules of dsRNA were required per affected cell,
suggesting that the dsRNA signal may have been
amplified.

Several genes have been tested for susceptibility
to dsRNA-mediated interference in addition to
unc-22. The following observations have been made
(Montgomery et al., 1998; Tabara et al., 1998; Fire et al.,
1998). First, PTGS effects are usually similar to those
of null mutants, indicating that the target gene has
been fully and selectively inhibited. However, some
expression of the target gene can occur in dsRNA-
treated worms. In some cases, suppression occurs in
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only some cells. Second, mRNAs appear to be the tar-
gets of PTGS, rather than mRNA precursors. dsRNA
segments corresponding to introns and promoter seg-
ments are not effective, as might be expected if precur-
sors or the transcription process were the target.
Furthermore, dsRNA covering upstream genes in polar
operons have no effect on downstream genes, under-
scoring the conclusion that mRNAs, rather than precur-
sors, are the target. In addition, cytoplasmic levels of
target RNAs drop precipitously. Third, dsRNA-medi-
ated interference is able to cross cellular boundaries. In
fact, the dsRNA crosses cellular membranes so readily
that it is possible to induce PTGS by feeding worms
transgenic Escherichia coli expressing dsRNA covering
the target gene (Timmons and Fire, 1998) or by soaking
them in dsRNA—although neither of these approaches
is as effective as microinjection. Fourth, PTGS passes
into the F; generation; remarkably, Tabara and col-
leagues report that for certain genes, “interference can be
observed to transmit in the germ line apparently indef-
initely” (Tabara et al., 1998).

E. The discovery of the importance of RNA
interference is a major breakthrough

Growing evidence indicates that dsRNA is involved
in gene regulation in higher organisms. In mam-
malian cells, dsSRNA (whether applied exogenously or
synthesized endogenously) induces interferon; in
plants, dsRNA has been linked to homologydepen-
dent virus resistance and to PTGS of both endogenous
and transgenes; and in nematodes, dsRNA moves
across cell boundaries and selectively inhibits gene
expression. It was once thought that bioengineered
antisense RNA would function by establishing
Watson—Crick base pairs with target RNAs, thereby
eliminating their function. It now appears that
dsRNA mediates the effects of artificial RNAs in
nematodes and in some cases of PTGS in higher
plants. This dsRNA is evidently recognized by cellu-
lar factors that work in conjunction with it to destroy
other RN As of similar sequence. Most of the molecular
intermediates of PTGS remain a mystery. However,
DNA methylation frequently occurs during PTGS in
plants and is thought to play an essential role by some
investigators. When one considers the possible signif-
icance of PTGS for organisms other than vascular
plants and worms, it is interesting to note that some of
the mammalian genes that are subject to imprinting,
a process associated with DNA methylation, express
antisense transcripts (Ward and Dutton, 1998;
Moorwood et al., 1998; Rougeulle et al., 1998; Reik and
Constancia, 1997). As more studies are carried out
on mammalian genes producing natural antisense

RNA and on mammalian cells synthesizing artificial
antisense RNAs, mechanistic ties to PTGS may
become apparent.

Continued exploration of phenomena such as PTGS,
homology-dependent virus resistance, and co-suppres-
sion in plants; and RNA interference in nematodes
have yielded important insights into the molecular
biology of eukaryotes at the most basic level. It is now
clear that many eukaryotic organisms—including
humans, fruit flies, plants, and fungi—have the capac-
ity to use short dsRNAs to (down) regulate expression
of homologous target sequences. Several genes and
gene products that contribute to this process have been
identified. Their roles in a variety of biological
processes, such as embryonic development, inhibition
of transposon movement, and transcriptional silencing
of chromosomal genes, remain areas of very active
investigation. Gene regulation that is mediated by short
dsRNA molecules is now most commonly referred to
as “RNA silencing”. The short dsRNAs involved in
RNA silencing are part of a much larger group of non-
coding RNAs that perform both structural and regula-
tory functions—often through complementary base
pair (antisense) interactions. A five-part “Special
Section”—RNA Silencing and Noncoding RNA, Science
(296, 1259-1273, 2002) provides an up-to-date and well-
referenced review of RNA silencing, non-coding RNAs,
and the biological functions they perform.

Several proteins involved in RNA silencing have
been identified. In the “classical” RNA silencing
degradative pathway, long dsRNA molecules are
cleaved to short duplexes (21-23 nucleotides) by an
RNase Ill-like enzyme called the Dicer, which leaves
2- to 3-nucleotide long 3’ overhangs. These short
dsRNAs may bind to 250-500kD nuclease complex
called RISC (RNA-induced silencing complex). The
individual strands of the short dsRNAs associate with
target RNAs through complementary base pairing,
perhaps using an RNA helicase to separate from each
other and thus gain assess to sequences in the target
mRNAs. The target RNAs are then cleaved by RISC.
Should one of the individual strands of the short
dsRNA bind to the target RNA in the absence of RISC,
a structure results that may be amplified by an RNA
dependent RNA polymerase, yielding additional long
dsRNA that is a substrate for Dicer.

In the fields of genomics and biotechnology, short
artificial dsRNAs are being introduced into cells to
knock out target genes and thereby determine its
function. Short dsRNAs can be more effective
inhibitors than single-standard antisense oligonu-
cleotides, and are being considered as potential thera-
peutic agents, as well as research tools. While initial
experiments have produced impressive results and
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demonstrate the RNA silencing can be obtained
in mammalian tissue culture cells, the extent of target
gene inhibition is variable. If RNA silencing mole-
cules can be optimized, they may provide a shortcut
for deletion mutagenesis and for large scale efforts to
assign functions to individual genes. RNA silencing is
one intriguing component of the larger and perenni-
ally eye-opening field of RNA biochemistry. Many
more exciting discoveries can be expected as the full
range of RNA'’s role in biology comes to light.
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GLOSSARY

acyclic purine nucleoside analog A molecule with
the structure of the normal purine components of
DNA or RNA but with the sugar ring cleaved open
(acyclic).

alanine amino transferase An enzyme found in
the liver and blood serum, the concentration
of which is often elevated in cases of liver
damage.

antiretroviral agent Any drug used in treating
patients with human immunodeficiency virus
(HIV) infection.

bioavailability The property of a drug to be
absorbed and distributed within the body in a way
that preserves its useful characteristics; for exam-
ple, it is not broken down, inactivated, or made
insoluble.

condyloma acuminatum Venereal warts.

conjunctivitis Inflammation of the conjuctiva or
white of the eye.

EC5p Concentration of a drug which produces a 50%
effect, e.g., in virus yield.

enterovirus One of a group of viruses which infect
the intestinal track.

Epstein—Barr virus A member of the herpesvirus
family.

hantavirus pulmonary syndrome A pneumonia-like
illness resulting from infection with hantavirus, a
virus normally carried in rodents.

hepatotoxicity Liver toxicity.
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hyperemia Literally excess blood; flushed, reddened,

and engorged with blood.
interferon Any group of glycoproteins with antiviral
activity.

interstitial nephritis An inflammation of the sub-
stance of kidney exclusive of the structure called
the glomerulus.

leukopenia Deficiency in circulating white blood
cells.

monotherapy Treatment with a single drug, con-
trasted with combination therapies with more than
one drug at the same time.

mucocutaneous Refers to the skin where there is
both exterior skin and mucus membranes, such as
the borders of the mouth.

nephrotoxicity Kidney toxicity.

neuraminidase An enzyme, present on the surface
of some viruses, which catalyzes the cleavage of a
sugar derivative called neuraminic acid.

neuropathy Pathological changes in the nervous
system.

papillomavirus A group of viruses causing warts of
various kinds.

peptidomimetic A molecule having properties
similar to those of a peptide or short protein.

pharmacokinetic Refers to the rates and efficiency
of uptake, distribution, and disposition of a drug in
the body.

phase III The final stage in testing of a new
drug, after determination of its safety and effective-
ness, in which it is tested on a broad range,
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and large population of patients for comparison
to existing treatments and to test for rare
complications.

picornavirus A group of viruses with small RNA
genomes, such as poliovirus.

prodrug A drug that is given in a form that is in-
active and must be metabolized in the body to the
active form.

stromal keratitis Inflammation of the deep layers of
the cornea of the eye.

superficial punctate keratopathy Fine, spot-like
pathological changes in the superficial layer of the
cornea of the eye.

t;» The time for reduction of some observed
quantity, for example, the blood concentration of a
drug, by 50%.

thrombocytopenia Deficiency of platelets, the
blood-clotting agents, in the blood.

tubular necrosis Death of the tubule cells in the
kidney.

uveitis Inflammation of the iris or related structures
in the eye.

zoster Infection with varicella-zoster virus which
leads to skin lesions on the trunk (usually) follow-
ing the distribution of the sensory nerves; com-
monly called shingles.

Antiviral Agents are drugs that are administered for
therapeutic purposes to humans with viral diseases.
Importantly, many people are infected by viruses but only
some develop disease attributed to these microbes.
Antiviral agents used to treat these diseases are currently
limited and only exist for the management of herpes sim-
plex virus, varicella-zoster virus, cytomegalovirus, hepatitis
B, hepatitis C, human immunodeficiency virus, respiratory
syncytial virus, human papillomavirus, and influenza virus-
related diseases.

Only a few antiviral agents of proven value
are available for a limited number of clinical
indications. Unique problems are associated with
the development of antiviral agents. First, viruses
are obligate intracellular parasites that utilize bio-
chemical pathways of the infected host cell.
Second, early diagnosis of viral infection is crucial for
effective antiviral therapy because by the time symp-
toms appear, several cycles of viral multiplication
usually have occurred and replication is waning.
Third, since many of the disease syndromes caused by
viruses are relatively benign and self-limiting, the
therapeutic index, or ratio of efficacy to toxicity,
must be extremely high in order for therapy to be
acceptable.

Fortunately, molecular biology research is
helping solve two of these problems. Enzymes unique
to viral replication have been identified and, there-
fore, distinguish between virus and host cell func-
tions. Unique events in viral replication are sites
which serve as ideal targets for antiviral agents;
examples include the thymidine kinase (TK) of
herpes simplex virus (HSV) or protease of human
immunodeficiency virus (HIV). Second, several sensi-
tive and specific viral diagnostic methods are possible
because of recombinant DNA technology [e.g., mono-
clonal antibodies, DNA hybridization techniques, and
polymerase chain reaction (PCR)]. This article will
synthesize knowledge of the existing antiviral agents
as it relates to both pharmacologic and clinical
properties.

I. THERAPEUTICS FOR
HERPESVIRUS INFECTIONS
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A. Acyclovir and valaciclovir

Acyclovir has become the most widely prescribed
and clinically effective antiviral drug available to
date. Valaciclovir, the L-valine ester oral prodrug of
acyclovir, was developed to improve the oral
bioavailability of acyclovir. Valaciclovir is cleaved to
acyclovir by valine hydrolase which then is metabo-
lized in infected cells to the active triphosphate of
acyclovir.

1. Chemistry, mechanism of action, and
antiviral activity

Acyclovir [9-(2-hydroxyethoxymethyl) guanine], a
synthetic acyclic purine nucleoside analog, is a
selective inhibitor of HSV-1 and -2 and varicellazoster
virus (VZV) replication. Acyclovir is converted by
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FIGURE 6.1 The mechanism of action of acyclovir. (A) activation and (B) Inhibition of DNA synthesis and chain termination.

virus-encoded TK to its monophosphate derivative,
an event that does not occur to any significant extent
in uninfected cells. Subsequent di- and triphosphoryla-
tion is catalyzed by cellular enzymes, resulting in
acyclovir triphosphate concentrations 40-100 times
higher in HSV-infected than in uninfected cells.
Acyclovir triphosphate inhibits viral DNA synthesis
by competing with deoxyguanosine triphosphate as a
substrate for viral DNA polymerase, as illustrated in

Fig. 6.1. Because acyclovir triphosphate lacks the 3’
hydroxyl group required for DNA chain elongation,
viral DNA synthesis is terminated. Viral DNA
polymerase is tightly associated with the terminated
DNA chain and is functionally inactivated. Also, the
viral polymerase has greater affinity for acyclovir
triphosphate than does cellular DNA polymerase,
resulting in little incorporation of acyclovir into
cellular DNA. In vitro, acyclovir is most active against
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HSV-1 (average ECsy=0.04 pmg/ml), HSV-2 (0.10
pg/ml), and VZV (0.50 pg/ml). Epstein—Barr virus
(EBV) requires higher acyclovir concentrations for
inhibition, and cytomegalovirus (CMV), which lacks a
virus-specific TK, is relatively resistant.

Acyclovir is available in topical, oral, and intra-
venous preparations. Oral formulations include a
200-mg capsule, a 800-mg tablet, and suspension
(200mg/5ml) and absorption of acyclovir results in
15-30% bioavailability. After multidose oral adminis-
tration of 200 or 800 mg of acyclovir, the mean steady-
state peak levels are approximately 0.57 and 1.57
pg/ml, respectively. Higher plasma acyclovir levels are
achieved with intravenous administration. Steady-state
peak acyclovir concentrations following intravenous
doses of 5 or 10mg/kg every 8 hr are approximately 9.9
and 20.0 wg/ml, respectively. The terminal plasma time
for a 50% decrease in drug concentration (t; ) is 2 or
3hr in adults with normal renal function. Acyclovir is
minimally metabolized, and approximately 85% is
excreted unchanged in the urine via renal tubular
secretion and glomerular filtration.

Valaciclovir is only available as a tablet formulation
and is metabolized nearly completely to acyclovir
within minutes after absorption. Plasma levels of
acyclovir, following 2 g of valaciclovir given three times
a day by mouth, approximate 5mg/kg administered
every 8 h intravenously. Both acyclovir and valaciclovir
must be dose adjusted if renal impairment exists.

2. Clinical indications
a. Genital herpes

First episode genital HSV infection can be treated
with topical, oral, or intravenous acyclovir. Topical
application is less effective than oral or intravenous
therapy. Intravenous acyclovir is the most effective
treatment for first-episode genital herpes and results
in a significant reduction in the median duration of
viral shedding, pain, and time to complete healing
(8 versus 14 days) but is reserved for patients with sys-
temic complications. Oral therapy (200mg five times
daily) is the standard treatment. Neither intravenous
nor oral acyclovir treatment alter the frequency of
recurrences.

While neither valaciclovir nor famciclovir have
been evaluated in patients with primary genital her-
pes, their pharmacokinetic properties would predict
efficacy. Many experienced physicians would prefer-
entially use these drugs over acyclovir. The dose of
valaciclovir is one gram t.i.d. for 7-10 days.

Recurrent genital herpes is less severe and resolves
more rapidly than primary infection, offering a
shorter time interval for successfully antiviral

chemotherapy. Topically applied acyclovir has no
clinically beneficial effect. Orally administered
acyclovir (200 mg five times daily or 400 mg three times
daily) shortens the duration of virus shedding and
time to healing (6 versus 7 days) when initiated
within 24h of onset, but the duration of pain and
itching is not affected.

Oral acyclovir administration effectively sup-
presses frequently recurring genital herpes. Daily
administration of acyclovir reduces the frequency of
recurrences by up to 80%, and 25-30% of patients
have no further recurrences while taking the drug.
Successful suppression for as long as 3 years has been
reported, with no evidence of significant adverse
effects. Titration of acyclovir (400 mg twice daily or
200mg two to five times daily) may be required to
establish the minimum dose that is most effective and
economical. Asymptomatic virus shedding can con-
tinue despite clinically effective acyclovir suppres-
sion, resulting in the possibility of person-to person
transmission.

Valaciclovir therapy of recurrent genital herpes
(either 1g or 500 mg twice a day) is clinically equiva-
lent to acyclovir administered at either 200 mg three
times daily or five times daily. It is also effective for
suppression of recurrences when 1g per day is
administered.

b. Herpes labialis

Topical therapy for HSV-1 mouth or lip infections is of
no clinical benefit. Orally administered acyclovir (200 or
400mg five times daily for 5 days) reduces the time to
loss of crust by approximately 1 day (7 versus 8 days)
but does not alter the duration of pain or time to
complete healing. Oral acyclovir therapy has modest
clinical benefit but only if initiated very early after a
recurrence. Valaciclovir is easier to administer and is
given at 500 mg 2 X day every 12 hours.

c. Immunocompromised host

HSV infections of the lip, mouth, skin, perianal area,
or genitals may be more severe in immunocompro-
mised patients. Clinical benefit from intravenous or
oral acyclovir therapy is documented as evidenced by
a significantly shorter duration of viral shedding and
accelerated lesion healing. Acyclovir prophylaxis of
HSV infections is of significant clinical value in
severely immunocompromised patients, especially
those undergoing induction chemotherapy or organ
transplantation. Intravenous or oral acyclovir admin-
istration reduces the incidence of symptomatic HSV
infection from 70 to 5-20%. A variety of oral dosing
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regimens, ranging from 200mg three times daily to
800 mg twice daily, have been used successfully.

d. Herpes simplex encephalitis

Acyclovir therapy (10mg/kg every 8 h for 14-21 days)
reduces mortality overall from 70 to 19%. Furthermore,
38% of acyclovir recipients returned to normal
neurologic function.

e. Neonatal HSV infections

Acyclovir treatment of babies with disease localized
to the skin, eye, or mouth yielded 100% survival,
whereas 18 and 55% of babies with central nervous
system (CNS) or disseminated infection died, respec-
tively. For babies with HSV localized to the skin, eye,
and mouth, 98% of acyclovir recipients developed
normally 2 years after infection. For babies surviving
encephalitis and disseminated disease, 43 and 57% of
acyclovir recipients developed normally. The cur-
rently recommended intravenous dose is 20mg/kg
every 8h for 14-21 days.

f. Varicella

Oral acyclovir therapy in normal children and adoles-
cents with chicken pox shortens the duration of new
lesion formation by about 1 day, reduces total lesion
count, and improves constitutional symptoms.
Therapy of older patients with chicken pox (who may
have more severe manifestations) is indicated,
whereas treatment of younger children must be
decided on a case-by-case basis. The oral dose of
acyclovir is 20mg/kg/t.i.d. upto 800 mg p.o. t.i.d.

Acyclovir therapy of chicken pox in immunocom-
promised children substantially reduces morbidity
and mortality. Intravenous acyclovir treatment
(500mg/m? of body surface area every 8h for 7-10
days) improved the outcome, as evidenced by a
reduction of VZV pneumonitis from 45 to <5%. Oral
acyclovir therapy is not indicated for immunocom-
promised children with chicken pox; instead, treatment
is with intravenous drug.

g. Herpes zoster

Intravenous acyclovir therapy of herpes zoster in the
normal host produces some acceleration of cutaneous
healing and resolution of pain—both acute neuritis
and zoster-associated pain. Oral acyclovir (800mg
five times a day) administration results in accelerated
cutaneous healing and reduction in the severity of
acute neuritis. Oral acyclovir treatment of zoster

ophthalmicus reduces the incidence of serious ocular
complications such as keratitis and uveitis. Valaciclovir
(1g three times daily for 7-10 days) is superior to
acyclovir for the reduction of pain associated with
shingles. Similar data established efficacy for famci-
clovir as shown below.

The increased frequency of significant morbidity in
immunocompromised patients with herpes zoster
highlights the need for effective antiviral chemo-
therapy. Intravenous acyclovir therapy significantly
reduces the frequency of cutaneous dissemination
and visceral complications of herpes zoster in
immunocompromised adults. Acyclovir is the stand-
ard therapy at a dose of 10mg/kg (body weight) or
500mg/m? (body surface area) every 8h for 7-10
days. Oral acyclovir therapy in immunocompromised
patients with herpes zoster likely is effective, but
valaciclovir is presumably superior.

3. Antiviral resistance

Resistance of HSV to acyclovir develops through
mutations in the viral gene encoding TK via genera-
tion of TK-deficient mutants or the selection of
mutants possessing a TK which is unable to phospho-
rylate acyclovir.

DNA polymerase mutants also have been recovered
from HSV-infected patients. Acyclovir-resistant HSV
isolates have been identified as the cause of pneumo-
nia, encephalitis, esophagitis, and mucocutaneous
infections, all occurring in immunompromised
patients.

Acyclovir-resistant mutants have been described
in the normal host but are uncommon. Acyclovir-
resistant isolates of VZV have been identified
much less frequently than acyclovir-resistant HSV
but have been recovered from marrow transplant
recipients and AIDS patients. The acyclovir-resistant
VZV isolates all had altered or absent TK function
but remained susceptible to vidarabine and
foscarnet.

4. Adverse effects

Acyclovir and valaciclovir therapies are associated
with few adverse effects. Renal dysfunction can
occur but is relatively uncommon and usually
reversible. A few reports have linked intravenous
acyclovir use with CNS disturbances, including agita-
tion, hallucinations, disorientation, tremors, and
myoclonus.

An Acyclovir in Pregnancy Registry has gathered
data on prenatal acyclovir exposures. Though no
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significant risk to the mother or fetus has been
documented, the total number of monitored pregnan-
cies remains too small to detect any low-frequency
teratogenic events.

B. Cidofovir
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1. Chemistry, mechanism of action, and
antiviral activity

Cidofovir, (S)-1-(3-hydroxy-2-phosphonomethoxy-
propyl) cytosine (HPMPC), is a novel acyclic phos-
phonate nucleoside analog and is used to reat
acyclovir- and foscarnet-resistant HSV infections as
well as CMV retinitis. The drug has a similar mecha-
nism of action as the other nucleoside analog but
employs cellular kinases to produce the active
triphosphate metabolite. Activated HPMPC has a
higher affinity for viral DNA polymerase, and there-
fore it selectively inhibits viral replication. The drug is
less potent than ACV in vitro; however, in vivo
HPMPC persists in cells for prolonged periods,
increasing drug activity. In addition, HPMPC produces
active metabolites with long half-lives (17-48h), per-
mitting once-weekly dosing. Unfortunately, HPMPC
concentrates in kidney cells 100 times greater than in
other tissues and produces severe proximal convoluted
tubule nephrotoxicity when administered systemically.
Attempts to limit nephrotoxicity include coadministra-
tion of probenecid with intravenous hydration, synthe-
sis of cyclic congener prodrugs of HPMPC, and use of
topical formulations. HPMPC has limited and variable
oral bioavailability (2-26%) when tested in rats and,
therefore, is administered intravenously.

2. Clinical indications

Cidofovir is licensed for treatment of CMV retinitis
and has been used to treat acyclovir-resistant HSV
infection. A treatment regimen of 5mg/kg per week
for 2 weeks followed by the same dose once weekly

provides superior benefit over lower maintenance
doses. Probenecid and liberal intravenous hydration
have been added to prevent significant nephrotoxicity.
Because of nephrotoxicity, this regimen is less attrac-
tive than oral valganciclovir therapy.

3. Resistance

The development of resistance with clinical use is
uncommon; however, mutations in CMV DNA poly-
merase can mediate altered susceptibility.

4. Adverse events

Nephrotoxicity is associated with the cidofovir adminis-
tration, occurring in up to 30% of patients. Oral
probenecid administration accompanies intravenously
administered HPMPC in order to prevent significant
nephrotoxicity.

C. Fomivirsen

Fomivirsen is the first antisense oligonucleotide
licensed for the treatment of a viral disease.

1. Chemistry, mechanism of action, and
antiviral activity

Fomivirsen (5’-GCG TTT GCT CTT CTT-3'0) is
approved for the treatment of CMV retinitis. The 1Cs,
against laboratory strains of CMV is about 0.37 uM.
Drug binds to the mrRNA of the immediate early 2
gene of CMV. Fomivirsen can only be administered by
intravitreal injection. The pharmacokinetics of drug
administration to the rabbit eye indicates a half-life of
62 hours.

2. Clinical indications

Fomivirsen delays progression of CMV retinitis when
administered at a dosage of 330 ug every other weeks
on three occasions, followed by the same dose
monthly. Drug is approved for patients intolerant to
other medications.

3. Resistance

No isolates from humans have been reported as resist-
ant to fomivirsen.

4. Adverse events

Increased intraocular pressure and inflammation
have been reported as a major side effect in as many
as 20% of patients.
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D. Foscarnet
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1. Chemistry, mechanism of action, and
antiviral activity

Foscarnet, a pyrophosphate analog of phosphonoacetic
acid has potent in vitro and in vivo activity against all
herpesviruses and inhibits the DNA polymerase by
blocking the pyrophosphate binding site, inhibiting the
formation of the 3',5" phosphodiester bond between
primer and substrate and preventing chain elongation.
Unlike acyclovir, which requires activation by a virus-
specific TK, foscarnet acts directly on the virus DNA
polymerase. Thus, TK-defi- cient, acyclovir-resistant
herpesviruses remain sensitive to foscarnet.

The oral bioavailability of foscarnet is poor; thus,
administration is by the intravenous route. An intra-
venous infusion of 60 mg/kg every 8 h results in peak
and trough plasma concentrations which are approx-
imately 450-575 and 80-150 uM, respectively. The
cerebrospinal fluid concentration of foscarnet is
approximately two-thirds of the plasma level.

Renal excretion is the primary route of clearance of
foscarnet, with >80% of the dose appearing in the
urine. Bone sequestration also occurs, resulting in
complex plasma elimination.

2. Clinical indications

Foscarnet is licensed for the treatment of CMV retinitis
as well as HSV and VZV disease caused by acyclovir-
or penciclovir-resistant viruses. Administration of fos-
carnet at 60 mg/kg every 8h for 14-21 days followed
by maintenance therapy at 90-120mg/kg per day is
associated with stabilization of retinal disease in
approximately 90% of patients. However, as is with
the case with ganciclovir therapy of CMV retinitis,
relapse occurs.

Mucocutaneous HSV infections and those caused by
VZV in immunocompromised hosts can be treated with
foscarnet at dosages lower than that for the management
of CMV retinitis. Foscarnet dosages of 40 mg/kg admin-
istered every 8hr for 7 days or longer will result in
cessation of viral shedding and healing of lesions in the
majority of patients. However, relapses will occur which
may or may not be amenable to acyclovir therapy.

3. Resistance

Isolates of HSV, CMV, and VZV have all been demon-
strated to develop resistance to foscarnet both in the

laboratory and in the clinical setting. Isolates of HSV
which are resistant to foscarnet have ECs; 100 g /ml.
These isolates are all DNA polymerase mutants.

4. Adverse effects

Although foscarnet has significant activity in the
management of herpesvirus infections, nephrotoxic-
ity, including acute tubular necrosis and interstitial
nephritis, can occur. Metabolic aberrations of calcium,
magnesium, phosphate, and other electrolytes are
associated with foscarnet administration and warrant
careful monitoring. Symptomatic hypocalcemia and
resultant seizures are the most common metabolic
abnormality. Increases in serum creatinine will develop
in one-half of patients who receive medication but
usually are reversible after cessation. Other CNS side
effects include headache (25%), tremor, irritability,
and hallucinations.

E. Ganciclovir and valganciclovir
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1. Chemistry, mechanism of action, and
antiviral activity

Ganciclovir [9-(1,3-dihydroxy-2-propoxymethyl) gua-
nine] (Cytovene) has enhanced in vitro activity against
all herpesviruses as compared to acyclovir, includ-
ing an 8-20 times greater antiviral activity against
CMV. Like acyclovir, the activity of ganciclovir in
herpesvirus-infected cells depends on phosphorylation
by virus-induced TK. Also like acyclovir, ganciclovir
monophosphate is further converted to its di- and
triphosphate derivatives by cellular kinases. In cells
infected by HSV-1 or -2, ganciclovir triphosphate
competitively inhibits the incorporation of guanosine-
triphosphate into viral DNA. Ganciclovir triphos-
phate is incorporated at internal and terminal sites of
viral DNA, inhibiting DNA synthesis. The mode of
action of ganciclovir against CMV is mediated by a
protein kinase, UL-97, that efficiently promotes the
obligatory initial phosphorylation of ganciclovir to its
monophosphate.
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The oral bioavailability of ganciclovir is poor
(5-7%). Peak plasma levels are approximately
1.0 ng/ml after administration of 1g every 6h.
Intravenous administration of a standard dose of
5mg/kg will result in peak and trough plasma
concentrations of 8-11 and 0.5-1.2 ng/ml, respec-
tively. Concentrations of ganciclovir in biologic fluids,
including aqueous humor and cerebrospinal fluid
(CSF), are less than plasma levels. The plasma elimi-
nation t/, is 2-4h for individuals with normal renal
function. The kidney is the major route of clearance of
the drug, and therefore, impaired renal function
requires adjustment of dosage. Valganciclovir is orally
bioavailable (approximately 60%) and is rapidly con-
verted to ganciclovir after absorption. It is currently in
clinical development.

Valganciclovir, L-valine, 2-[2-amino-1,6-dihydro-6-
oxo-9H-purin-9-yl)methoxy]-3-hydroxypropyl ester,
is metabolized completely to ganciclovir; thus, it has
the same spectrum of activity and mechanism of
activity as the parent compound.

2. Clinical indications
a. HIV-infected patients

Ganciclovir has been administered to large numbers
of patients with AIDS having CMV retinitis. Most
patients (78%) experience either improvement or sta-
bilization of their retinitis based on fundoscopic
exams compared to historical controls. Induction
therapy is usually at a dosage of 5.0mg/kg twice a
day given intravenously for 14-21 days. Maintenance
therapy is essential. Median time to relapse for
patients receiving no maintenance therapy averages
47 days. Maintenance therapy of 25-35mg/kg per
week significantly lengthens median time to relapse
to 105 days. Virtually every patient treated will
experience either a cessation or reduction of plasma
viremia. Visual acuity usually stabilizes at pretreat-
ment levels but rarely improves dramatically. Relapse
occurs quickly in the absence of maintenance therapy
but usually occurs eventually, even in patients receiv-
ing maintenance therapy (5mg/kg for 5-7 days per
week). The significance of bone marrow toxicity must
be taken into consideration since 30-40% of patients
develop neutropenia. Benefit has been reported with
the use of ganciclovir for the treatment of other CMV
infections, particularly in those involving the gas-
trointestinal tract.

Ganciclovir can be administered orally for preven-
tion of CMV disease and retinitis in patients with
AIDS. The utilization of ganciclovir at dosages of 1g
three to six times daily, following intravenous

induction therapy, provides a sustained period prior
to the next episode of reactivated retinitis at similar,
albeit less (but not significantly less) intervals as when
drug is given intravenously.

Valganciclovir is comparable to ganciclovir for the
treatment of CMV retinitis. The dose is 900 mg twice
daily for 3 weeks followed by 900 mg once daily.

b. Transplant recipients

Prophylaxis and preemptive therapy of CMV infections
in high-risk transplant recipients is common. Both pre-
vention and therapy of CMV infection of the lung are
amenable to ganciclovir therapy. Ganciclovir of CMV
pneumonia in conjunction with CMV immune globulin
is therapeutically beneficial. Ganciclovir has been
administered in anticipation of CMV disease to bone
marrow transplant recipients (preemptive therapy).
Several clinical trials utilizing different designs (e.g., ini-
tiation of ganciclovir after engraftment versus at the
time of documentation of infection by bronchial alveo-
lar lavage but in the absence of clinical symptomatol-
ogy) have established the effectiveness of ganciclovir
in preventing CMV pneumonia and reducing mortal-
ity during the treatment period. The utilization of
ganciclovir in these circumstances has support among
transplant physicians; however, long-term survival
benefit (>120 days) is not apparent.

Valganciclovir is under investigation in organ
transplant recipients.

3. Resistance

Resistance to CMYV is associated with a deteriorating
clinical course. Two mechanisms of resistance to gan-
ciclovir have been documented: (i) the alteration of
protein kinase gene, UL-97, reduces intracellular
phosphorylation of ganciclovir, and (ii) point mutations
in the viral DNA polymerase gene. Resistance is asso-
ciated with decreased sensitivity up to 20-fold.

4. Adverse effects

The most important side effects of ganciclovir therapy
are the development of neutropenia and that of throm-
bocytopenia. Neutropenia occurs in approximately
24-38% of patients. The neutropenia is usually reversible
with dosage adjustment of ganciclovir, including with-
holding of treatment. Thrombocytopenia occurs in
6-19% of patients.

Ganciclovir has gonadal toxicity in animal models,
most notably as a potent inhibitor of spermatogenesis.
It causes an increased incidence of tumors in the
preputial gland of male mice, a finding of unknown
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significance. As an agent affecting DNA synthesis,
ganciclovir has carcinogenic potential.

E. Idoxuridine and trifluorothymidine
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1. Chemistry, mechanism of action, and
antiviral activity

Idoxuridine (5-iodo-2'-deoxyuridine) and trifluo-
rothymidine (trifluridine, Viroptic) are analogs of
thymidine. When administered systemically, these
nucleosides are phosphorylated by both viral and cel-
lular TK to active triphosphate derivatives which
inhibit both viral and cellular DNA synthesis. The
result is antiviral activity but also sufficient host cyto-
toxicity to prevent the systemic use of these drugs.
The toxicity of these compounds is not significant
when applied topically to the eye in the treatment of
HSV keratitis. Both idoxuridine and trifluorothymi-
dine are effective and licensed for treatment of HSV
keratitis. Topically applied idoxuridine or trifluo-
rothymidine will penetrate cells of the cornea. Low
levels of drugs can be detected in the aqueous humor.

2. Clinical indications

Trifluorothymidine is the most efficacious of these
compounds. These agents are not of proven value
in the treatment of stromal keratitis or uveitis,
although trifluridine is more likely to penetrate the
cornea and, ultimately, may prove beneficial for these
conditions.

3. Resistance

Little effort has been directed to evaluating HSV iso-
lates obtained from the eye, in large part because of
the difficulty in accomplishing this task.

4. Adverse effects

The ophthalmic preparation of idoxuridine and
trifluridine causes local irritation, photophobia,

edema of the eyelids, and superficial punctate
keratopathy.

G. Penciclovir and famciclovir
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1. Chemistry, mechanism of action, and
antiviral activity

A new member of the guanine nucleoside family of
drugs is famciclovir [9-(4-hydroxy-3-hydroxymethyl-
but-1-yl) guanine; Famvir], the prodrug of penciclovir.
Penciclovir does not have significant oral bioavail-
ability (<5%), but famciclovir is orally bioavailable
(approximately 77%) and has a good therapeutic index
for the therapy of both HSV and VZV infections.
Famciclovir is the diacetyl ester of 6-deoxy penciclovir.
When administered orally, it is rapidly converted to
penciclovir. The spectrum of activity of penciclovir is
similar to that of acyclovir. Penciclovir is phosphory-
lated more efficiently than acyclovir in HSV- and VZV-
infected cells. Host cell kinases phosphorylate both
penciclovir and acyclovir to a small but comparable
extent. The preferential metabolism in HSV and VZV-
infected cells is the major determinant of its antiviral
activity. Penciclovir triphosphate has, on average, a
10-fold longer intracellular half-life than acyclovir
triphosphate in HSV-1, HSV-2, and VZV-infected cells
after drug removal. Penciclovir triphosphate is
formed at sufficient concentrations to be an effective
inhibitor of viral DNA polymerase, albeit at a lower K;
than that of acyclovir triphosphate. Both compounds
have good activity against HSV-1, HSV-2, and VZV.
The activity of penciclovir in vitro, like acyclovir, is
dependent on both the host cell and the assay (plaque
reduction, virus yield, and viral DNA inhibition). The
mean penciclovir ECs, *+ standard deviation for HSV-1
in MRC-5, HEL, WISH, and W138 cells is 0.4 + 0.2, 0.6
+04,02%*0.2, and 1.8 *0.8 pg/ml, respectively. For
HSV-2, similar levels of activity in the identical cell
lines are 1.8*+0.6, 24+25, 0.8*+0.1, and 0.3 *
0.2 pg/ml, respectively. These assays utilize a plaque
reduction procedure. In virus yield reduction assays,
inhibition of VZV replication in MRC-5 cells is
between 3.0 and 5.1 pg/ml, values virtually identical
to those of acyclovir. Penciclovir, like acyclovir, is
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relatively inactive against CMV and EBV. Penciclovir
is also active against hepatitis B.

Conversion of famciclovir to penciclovir occurs at
two levels. The major metabolic route of famciclovir is
de-acetylation of one ester group as the prodrug
crosses the duodenal barrier of the gastrointestinal
tract. The drug is transported to the liver via the portal
vein where the remaining ester group is removed and
oxidation occurs at the sixth position of the side chain,
resulting in penciclovir, the active drug. The first
metabolite which appears in the plasma is almost
entirely the de-acetylated compound, with little or no
parent drug detected. Thus, the major metabolite of
famciclovir is penciclovir. Pharmacokinetic parameters
for penciclovir are linear over famciclovir oral dose
ranges of 125-750 mg. Penciclovir is eliminated rapidly
and almost unchanged by active tubular secretion and
glomerular filtration by the kidneys. The elimination
t1 > in healthy subjects is approximately 2 h.

2. Clinical indications

Famciclovir is available in an oral preparation.
Penciclovir is available for topical therapy (Denavir).

a. Herpes zoster

Famciclovir (250, 500, or 750mg three times a day)
therapy is equivalent to the standard acyclovir treat-
ment and superior to no therapy of herpes zoster for
cutaneous healing, and in a subgroup analysis it accel-
erated resolution of pain (zoster-associated pain).

b. Genital HSV infection

Studies of patients with recurrent gential HSV infection
(either intravenous penciclovir or oral famciclovir
therapy) indicate beneficial effects in acceleration of
all clinical parameter (e.g., pain, virus shedding, and
duration). Famciclovir is given twice daily (125, 250 or
500 mg twice daily for 5 days). Famciclovir therapy on
recurring HSV infections of immunocompromised
hosts also is effective as suppressive therapy.

c. Herpes labialis

Topical application of penciclovir (Denavir) acceler-
ates lesion healing (1 day) and resolution of pain. It is
available over-the-counter in many countries.

3. Resistance

Herpes simplex virus and VZV isolates resistant to
penciclovir have been identified in the laboratory.
These isolates have similar patterns of resistance as

those of acyclovir. Namely, resistance variants can be
attributed to alterations or deficiencies of TK and
DNA polymerase.

4. Adverse effects

Therapy with oral famciclovir is well tolerated, being
associated only with headache, diarrhea, and nau-
sea—common findings with other orally bioavailable
antiviral agents. Preclinical studies of famciclovir
indicated that chronic administration was tumori-
genic (murine mammary tumors) and causes testicu-
lar toxicity in other rodents.

H. Vidarabine
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1. Chemistry, mechanism of action, and
antiviral activity

Vidarabine (vira-A, adenine arabinoside, and 9D-
arabinofuranosyl adenine) is active against HSV, VZV,
and CMV. Vidarabine is a purine nucleoside analog
that is phosphorylated intracellularly to its mono-, di,
and triphosphate derivatives. The triphosphate
derivative competitively inhibits DNA dependent
DNA polymerases of some DNA viruses approxi-
mately 40 times more than those of host cells. In
addition, vira-A is incorporated into terminal posi-
tions of both cellular and viral DNA, thus inhibiting
elongation. Viral DNA synthesis is blocked at lower
doses of drug than is host cell DNA synthesis, result-
ing in a relatively selective antiviral effect. However,
large doses of vira-A are cytotoxic to dividing host
cells.

The benefit demonstrated in initial placebo-
controlled clinical trials of this drug was a major
impetus for the development of antiviral therapies.
However, because of poor solubility and some
toxicity, it was quickly replaced by acyclovir in the
physician’s armamentarium. Today, it is no longer
available as an intravenous formulation. Vidarabine
should be recognized historically as the first drug
licensed for systemic use in the treatment of a viral
infection.
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2. Clinical indications

Vidarabine is only available as a topical formulation
for ophthalmic administration.

3. Resistance

Studies of resistance to vidarabine have not been
pursued.

4. Adverse effects

Ocular toxicity consists of occasional hyperemia and
increased tearing, both of low incidence.

II. THERAPEUTICS FOR
RESPIRATORY VIRUS
INFECTIONS

A. Amantadine and rimantadine
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1. Chemistry, mechanism of action, and
antiviral activity

Amantadine (lI-adamantane amine hydrochloride;
Symmetrel) is a tricyclic amine which is effective
against all influenza A variants. Amantadine has a
narrow spectrum of activity, being useful only against
influenza A infections. Rimantidine is the a-methyl
derivative of amantadine (a-methyl-1-adamantane
methylamine hydrochloride). Rimantidine is 5- to 10-
fold more active than amantadine and has the same
spectrum of activity, mechanism of action, and clinical
indications. Rimantadine is slightly more effective
against type A viruses at equal concentrations. The
mechanism of action of these drugs relates to the
influenza A virus M2 protein, a membrane protein
which is the ion channel for this virus. By interfering
with the function of the M2 protein, amantadine and
rimantidine inhibit the acid-mediated association of
the matrix protein from the ribonuclear protein com-
plex within endosomes. This event occurs early in the
viral replicate cycle. The consequences of this drug
are the potentiation of acidic pH-induced conforma-
tional changes in the viral hemagglutinin during its
intracellular transport.

Absorption of rimantadine is delayed compared to
that of amantadine, and equivalent doses of rimantadine
produce lower plasma levels compared to amantadine,
presumably because of a larger volume of distribu-
tion. Both amantadine and rimantadine are absorbed
after oral administration. Amantadine is excreted in
the urine by glomerular filtration and, likely, tubular
secretion. It is unmetabolized. The plasma elimination,
t1 /o, is approximately 12-18 h in individuals with nor-
mal renal function. However, the elimination, t,,,
increases in the elderly with impaired creatinine
clearance. Rimantadine is extensively metabolized
following oral administration, with an elimination
t1,, which averages 24-36h. Approximately 15% of
the dose is excreted unchanged in the urine.

2. Clinical indications

Amantadine and rimantadine are licensed both for
the chemoprophylaxis and treatment of influenza A
infections. The efficacy of amantadine and rimanta-
dine when used prophylactically for influenza A
infections averages 70-80% (range, 0-100%), which is
approximately the same as with influenza vaccines.
Effectiveness has been demonstrated for prevention
of both experimental (i.e., artificial challenge) and nat-
urally occurring infections for all three major sub-
types of influenza A. Because of a lower incidence of
side effects associated with rimantadine, it is used
preferentially. Rimantadine can be given to any
unimmunized member of the general population who
wishes to avoid influenza A, but prophylaxis is espe-
cially recommended for control of presumed
influenza outbreaks in institutions housing high-risk
persons. High-risk individuals include adults and
children with chronic disorders of the cardiovascular
or pulmonary system requiring regular follow-up or
hospitalization during the preceding year as well as
residents of nursing homes and other chronic-care
facilities housing patients of any age with chronic
medical conditions.

These drugs are also effective for the treatment of
influenza A. All studies showed a beneficial effect on
the signs and symptoms of acute influenza as well as
a significant reduction in the quantity of virus in res-
piratory secretions at some time during the course of
infection. Because of the short duration of disease,
therapy must be administered within 48h of symp-
tom onset to show benefit.

3. Resistance

Rimantadine-resistant strains of influenza have been
isolated from children treated for 5 days. There have
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been subsequent reports of rimantadine-resistant
strains being transmitted from person to person and
producing clinical influenza. Development of resist-
ance of influenza A viruses is mediated by single
nucleotide changes in RNA segment 7, which results
in amino acid substitutions in the transmembrane of
the M2 protein. Obviously, amantadine and rimanta-
dine share cross-resistance.

4. Adverse effects

Amantadine is reported to cause side effects in 5-10%
of healthy young adults taking the standard adult dose
of 200mg/day. These side effects are usually mild and
cease soon after amantadine is discontinued, although
they often disappear with continued use of the drug.
Central nervous system side effects, which occur in
5-33% of patients, are most common and include diffi-
culty in thinking, confusion, lightheadedness, hallucina-
tions, anxiety, and insomnia. More severe adverse
effects (e.g., mental depression and psychosis) are usu-
ally associated with doses exceeding 200mg daily.
About 5% of patients complain of nausea, vomiting, or
anorexia. Rimantadine appears better tolerated. Side
effects associated with rimantadine administration
are significantly less than those encountered with
amantadine, particularly of the CNS. Rimantadine
has been associated with exacerbations of underlying
seizure disorders.

B. Oseltamivir

1. Chemistry, mechanism of action, and
antiviral activity

Oseltamivir [ethyl (3R,a4R,5S)-4-acetomido-5-amino-
3-(1-ethylpropoxy)-1cyclohexene-1-carboxylate] is a
selective neuroaminidase inhibitor. It inhibits both
influenza A and B virus at concentrations of 2nM.
Drug inhibits viral replication by targeting the neur-
aminidase protein via binding in a competitive fash-
ion to the enzyme, rendering the virus incapable of
reproducing. Because it has activity against influenza
B, it has an advantage over the adamantadines. It has
no activity against any other virus.

2. Clinical indications

Oseltamivir is licensed for the treatment and preven-
tion of influenza A and B infections for individuals 2
years of age and older. Clinical trials indicate 30%
acceleration in resolution of clinical symptoms. In
pediatric studies, treatment accelerates disease
resolution and is associated with a significantly
decreased incidence of otitis media and antibiotic

usage by 30% to 40%. Prophylactic efficacy is reported
to be 75% to 85%.

3. Resistance

Mutations in the neuraminidase have been detected
rarely in patients exposed to medication. In clinical
studies, 1.3% to 8.6% of posttreatment isolates have
altered susceptibility to oseltamivir. In vitro, the
emergence of a resistant variant occurs with the sub-
stitution of a lysine for the conserved arginine at
amino acid 292 of the neuraminidase.

4. Adverse events

Oseltamivir is generally well tolerated. Nausea with
or without vomiting occurs in about 10% of the
patients. Food alleviates this side effect.

C. Zanamivir

1. Chemistry, mechanism of action, and
antiviral activity

Zanamivir  (5-acetylamino-4-[aminoiminomethyl-
amino]-2,6-anhydro-3,4,5-trideoxy-D-glycero-D-galacto-
non-2-enonic acid) is a neuraminidase inhibitor. It
binds competitively to influenza neuraminidase, habit-
ing both influenza A and B. Influenza neuraminidase
catalyzes the cleavage of the terminal sialic acid
attached to glycolipids and glycoproteins. The oral
bioavailability of zanamivir is poor, about 2%, thus it is
only available as an inhaled medication.

2. Clinical indications

Zanamivir is licensed for the treatment and preven-
tion of influenza A and B infections in patients over 7
years of age. In clinical trials, treatment reduced the
duration of symptoms from 6 to 5 days and symptom
scores by about 44%. The prophylactic efficacy of
zanamivir is about 80%.

3. Resistance

Resistance is an uncommon occurrence in clinical
trials, occurring no more frequently than in 1% of
exposed patients. The site of mutation is that where
drug binds the neuraminidase.

4. Adverse events

Most adverse effects are related to the respiratory tree.
These include rhinorrhea and, rarely, bronchospasm.
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Nausea and vomiting have been reported in less
than 3%.

D. Ribavirin

OH OH

1. Chemistry, mechanism of action, and
antiviral activity

Ribavirin (a-methyl-1-adamantane methylamine
hydrochloride) has antiviral activity against a variety
of RNA and DNA viruses. Ribavirin is a nucleoside
analog whose mechanisms of action are poorly under-
stood and probably not the same for all viruses;
however, its ability to alter nucleotide pools and the
packaging of mRNA appears important. This process is
not virus specific, but there is a certain selectivity in
that infected cells produce more mRNA than nonin-
fected cells. A major action is the inhibition by
ribavirin-5'-monophosphate of inosine monophos-
phate dehydrogenase, an enzyme essential for DNA
synthesis. This inhibition may have direct effects on the
intracellular level of GMP; other nucleotide levels may
be altered, but the mechanisms are unknown. The
5'-triphosphate of ribavirin inhibits the formation of
the 5’-guanylation capping on the mRNA of vaccinia
and Venezuelan equine encephalitis viruses. In
addition, the triphosphate is a potent inhibitor of viral
mRNA (guanine-7) methyltransferase of vaccinia
virus. The capacity of viral mRNA to support protein
synthesis is markedly reduced by ribavirin. Of note,
high concentrations of ribavirin also inhibit cellular
protein synthesis. Ribavirin may inhibit influenza
A RNA-dependent RNA polymerase.

Ribavirin can be administered orally (bioavailability
of approximately 40-45%) or intravenously. Aerosol
administration has become standard for the treatment
of respiratory synctial virus (RSV) infections in chil-
dren. Oral doses of 600 and 1200mg result in peak
plasma concentrations of 1.3 and 2.5ug/ml, respec-
tively. Intravenous dosages of 500 and 1000 mg result
in 17 and 24 ug/ml plasma concentrations, respec-
tively. Aerosol administration of ribavirin results in
plasma levels which are a function of the duration of

exposure. Although respiratory secretions will contain
milligram quantities of drug, only microgram quanti-
ties (0.5-3.5 ug/ml) can be detected in the plasma.

The kidney is the major route of clearance of drug,
accounting for approximately 40%. Hepatic metabo-
lism also contributes to the clearance of ribavirin.
Notably, ribavirin triphosphate concentrates in ery-
throcytes and persists for a month or longer. Likely,
the persistence of ribavirin in erythrocytes contributes
to its hematopoietic toxicity.

2. Clinical indications
a. Respiratory syncytial virus

While ribavirin is licensed for the treatment of carefully
selected, hospitalized infants and young children with
severe lower respiratory tract infections caused by RSV,
it is no longer used. Use of aerosolized ribavirin in
adults and children with RSV infections reduced the
severity of illness and virus shedding. In patients receiv-
ing 8 or more hours of continuous therapy, the mean
peak level in tracheal secretions may be 100 times
greater than the minimum inhibitory concentration
preventing RSV replication in vitro. The use of ribavirin
for the treatment of RSV infections is controversial and
remains discretionary. It is under study for prevention of
RSV pneumonia in bone marrow transplant recipients.
Combination ribavirin and pegylated IFN therapy is
licensed for the treatment of hepatitis C.

3. Resistance

Emergence of viruses resistant to ribavirin has not
been documented.

4. Adverse effects

Adverse effects attributable to aerosol therapy with
ribavirin of infants with RSV include bronchospasm,
pneumothorax in ventilated patients, apnea, cardiac
arrest, hypotension, and concomitant digitalis toxic-
ity. Pulmonary function test changes after ribavirin
therapy in adults with chronic obstructive pulmonary
disease have been noted. Reticulocytosis, rash, and
conjunctivitis have been associated with the use of
ribavirin aerosol. When given orally or intravenously,
transient elevations of serum bilirubin and the occur-
rence of mild anemia have been reported. Ribavirin
has been found to be teratogenic and mutagenic in
preclinical testings. This drug is therefore contraindi-
cated in women who are or may become pregnant
during exposure to the drug.

Concern has been expressed about the risk to persons
in the room of infants being treated with ribavirin aerosol,
particularly females of childbearing age. Although this
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risk seems to be minimal with limited exposure, aware-
ness and caution are warranted. Furthermore, the use of a
“drug salvage” hood is mandatory.

5. Hepatitis C

With interferon-q, ribavirin is approved for combina-
tion therapy of chronic hepatitis C (see Section IIL.A).

I11. HEPATITIS AND
PAPILLOMAVIRUS

A. Interferons

1. Chemistry, mechanism of action, and
antiviral activity

Interferons (IFNs) are glycoprotein cytokines (intracel-
lular messengers) with a complex array of
immunomodulating, antineoplastic, and antiviral
properties. Interferons are currently classified as «, 3,
or v, the natural sources of which, in general, are
leukocytes, fibroblasts, and lymphocytes, respectively.
Each type of IFN can be produced via recombinant
DNA technology. Binding of IFN to the intact cell
membrane is the first step in establishing an antiviral
effect. Interferon binds to specific cell surface recep-
tors; IFN-y appears to have a different receptor from
those of IFN-a and -8 which may explain the pur-
ported synergistic antiviral and antitumor effects
sometimes observed when IFN-vy is given with either
of the other two IFN species.

A prevalent view of IFN action is that, following
binding, there is synthesis of new cellular RNAs and
proteins, particularly protein kinase R, which mediate
the antiviral effect. Chromosome 21 is required for
this antiviral state in humans, no matter which
species of IFN is employed. At least three of the newly
synthesized proteins in IFN-treated cells appear to be
associated with the development of an antiviral state:
(i) 2'5'-oligoadenylate synthetase, (ii) a protein
kinase, and (iii) an endonuclease. The antiviral state is
not fully expressed until these primed cells are
infected with virus.

Interferon must be administered intramuscularly or
subcutaneously (including into a lesion such as a
wart). Plasma levels are dose dependent, peaking 4-8
h after intramuscular administration and returning to
baseline between 18 and 36h. There appears to be
some variability in absorption between each of the
three classes of IFN and, importantly, resultant
plasma levels. Leukocyte and IFN-a appear to have
elimination t;,, values of 2—4h. Interferon is inacti-
vated by various organs of the body in an as yet
undefined method.

2. Clinical indications
a. Condyloma acuminatum

Several large, controlled trials have demonstrated the
clinical benefit of IFN-« therapy of condyloma acu-
minatum which was refractory to cytodestructive
therapies. Administration of 1.0 X 10° International
Units (IU) of recombinant IFN-« led to significant
benefit as evidenced by enhancing clearing of treated
lesions (36 vs 17% placebo recipients) and by reduc-
tion in mean wart area (40% reduction vs 46%
increase). In other well-controlled studies, either a
similar rate (46%) or higher rates (62%) of clearance
were reported. Notably, clearing responses of placebo
recipients averaged 21 or 22%.

b. Hepatitis B

Hepatitis B DNA polymerase level, a marker of repli-
cation, is reduced with IFN therapy. Treatment with
IFN-«a in chronic hepatitis B has subsequently been
investigated in several large, randomized, controlled
trials. Clearance serum HBeAg and hepatitis B virus
(HBV)-DNA polymerase occurs with treatment
(30—-40%).

c. Hepatitis C

The activity of IFN as a treatment of hepatitis C has
undergone extensive evaluation. Interferon dosages
have ranged from 1 X 10° to 10X 10°IU three times
weekly for 1-18 months. Of the placebo controls, only
2.6% normalized serum alanine amino transferase
(ALT). In contrast, treatment led to serum ALT nor-
malization in 33-45% of patients. Unfortunately,
50-80% of patients relapsed. Recently, IFN-a has been
administered with ribavirin. Concomitant therapy for
40 weeks resulted in sustained responses in more than
60% of patients.

3. Resistance

Resistance to administered interferon has not been docu-
mented although neutralizing antibodies to recombinant
interferons have been reported. The clinical importance
of this latter observation is unknown.

4. Adverse effects

Side effects are frequent with IFN administration and
are usually dose limiting. Influenza-like symptoms
(i.e., fever, chills, headache, and malaise) commonly
occur, but these symptoms usually become less severe
with repeated treatments. At doses used in the treat-
ment of condyloma acuminatum, these side effects
rarely cause termination of treatment. For local
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treatment (intralesional administration), pain at the
injection site does not differ significantly from that for
placebo-treated patients and is short-lived. Leukopenia
is the most common hematologic abnormality, occur-
ring in up to 26% of treated patients. Leukopenia is
usually modest, not clinically relevant, and reversible
upon discontinuation of therapy. Increased alanine
aminotransferase levels may also occur as well as
nausea, vomiting, and diarrhea.

At higher doses of IFN, neurotoxicity is encountered,
as manifested by personality changes, confusion, loss
of attention, disorientation, and paranoid ideation.
Early studies with IFN-y show similar side effects as
those of treatment with and I[FN-« and -8 but with the
additional side effects of dose-limiting hypotension
and a marked increase in triglyceride levels.

B. Adefovir dipivoxil

1. Chemistry, mechanism of action, and
antiviral activity

Adefovir dipivoxil, bis-pivaloyloxymethyl-9-(2-phos-
phonyl-methoxyethyl)adenine, is the orally bioavail-
able prodrug of adefovir.

2. Clinical indications

Adefovir has activity against both herpes and hepad-
navirus. It is in the nucleotide class of medications.
Treatment of chronic hepatitis B at 10mg daily signif-
icantly decreases HBV DNA polymerase (3.56 logs
compared with 0.55 logs in placebo recipients),
improves hepatitic hitopathology scores, and induces
loss of HBeAg.

3. Resistance

Mutations within the HBV DNA polymerase which
confer resistance to adefovir have not been identified
in clinical trials. HBV isolates resistant to lamivudine
or hepatitis B hyperimmune globulin retain suscepti-
bility to adefovir.

4. Adverse events

Severe acute exacerbation of hepatitis has been
reported who have discontinued anti-HBV therapy.
Lactic acidosis and severe hepatomegaly with steato-
sis have also been reported.

C. Entecavir

[15-(1e,3a,4B)]-2-amino-1,9-dihydro-9[4-hydroxy-
methyl-2-methyllenecyclopentyl]-6H-purin-6-one, is
a nucleoside analog that is orally bioavailable for the

treatment of chronic hepatitis B. Phase III trials are in
progress.

IV. PROSPECTS FOR
ENTEROVIRAL THERAPIES

Pleconaril, a compound with activity against many
rhinoviruses and enteroviruses, is the first compound
for which data exist to define anti-viral drug interac-
tion with a virion at the atomic level. This compound
is one of a class of compounds which resembles aril-
done, a drug known to inhibit uncoating of poliovirus.
X-ray diffraction studies of bound to rhinovirus 14
show that the compound adheres tightly to a hydropic
pocket formed by VP1, one of the structural proteins of
rhinovirus 14. These hydrophobic pockets were found
in the VP1 proteins of poliovirus and meningovirus
and may be common to all picomaviruses. These com-
pounds may lock into the conformation of the VP1 so
that the virus cannot disassemble.

Pleconaril is under investigation for chronic
enterovirus infections of the CNS in the immune defi-
cient patients. It was shown to have an inadequate
therapeutic index for therapy of rhinovirus cold.

V. ANTIRETROVIRAL AGENTS

A. Reverse transcriptase inhibitors

1. Zidovudine

o)
HNZ | CHg
O N
o
HO
Ng

a. Chemistry, mechanism of action, and
antiviral activity

Zidovudine (3'-azido-2',3'-dideoxythymidine; azi-
dothymidine and Retrovir) is a pyrimidine analog with
an azido group substituting for the 3" hydroxyl group
on the ribose ring. The drug is initially phosphorylated
by cellular TK and then to its diphosphate by cellular
thymidylate kinase. The triphosphate derivative com-
petitively inhibits HIV reverse transcriptase and also
functions as a chain terminator. Zidovudine inhibits
HIV-1 at concentrations of approximately 0.013 pg/ml.
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In addition, it inhibits a variety of other retroviruses.
Synergy has been demonstrated against HIV-1 when
zidovudine is combined with didanosine, zalcitabine,
lamiviudine, nevirapine, delavirdine, saquinavir, indi-
navir, ritonavir, and other compounds. It was the first
drug to be licensed for the treatment of HIV infection
and still is used in combination with other drugs as
initial therapy for some patients.

Zidovudine is available in capsule, syrup, and
intravenous formulations. Oral bioavailability is
approximately 65%. Peak plasma levels are achieved
approximately 0.5-1.5h after treatment. Zidovudine
is extensively distributed, with a steady-state volume
of distribution of approximately of 1.6 liters/kg. The
drug penetrates cerebrospinal fluid, saliva, semen,
and breast milk, and it crosses the placenta. The drug
is predominately metabolized by the liver through the
enzyme uridine diphosphoglucuronosyltransferase to
its major inactive metabolite 3'-azido- 3'-deoxy-5'-O-
B-D-glucopyranuronosylthymidine. The elimination
t1/» is approximately 1h; however, it is extended in
individuals who have altered hepatic function.

b. Clinical applications

Zidovudine was the first approved antiretroviral agent,
and as a consequence, has been the most widely used
antiretroviral drug in clinical practice. In monotherapy
studies, zidovudine improves survival and decreases
the incidence of opportunistic infections in patients
with advanced HIV disease. Importantly, zidovudine
decreased the incidence of transmission of HIV infec-
tion from pregnant women to their fetuses. However,
its usefulness as monotherapy has been outlived.

Recently, zidovudine has been incorporated into
multidrug regimens, including combinations with
didanosine or zalcitabine which demonstrate a delay
in disease progression and improved survival com-
pared to zidovudine monotherapy; zidovudine plus
didanosine and zidovudine plus lamivudine have
also been shown to improve both outcome and
important markers of disease, including CD4 counts
and plasma HIV RNA levels.

Currently, three-drug combinations include the use of
zidovudine with other reverse transcriptase inhibitors
and nonnucleoside reverse transcriptase inhibitors and
protease inhibitors. Triple-drug combinations offer
enhanced therapeutic benefits, particularly as noted by
survival and restoration of normal immune function.

c. Resistance

Zidovudine resistance occurs rapidly after the onset
of therapy. Numerous sites of resistance have been

identified, with the degree of resistance being propor-
tional to the number of mutations. The development
of resistant HIV strains correlates with disease pro-
gression. The utilization of combination drug thera-
pies delays the onset of resistance.

d. Adverse events

The predominant adverse effect of zidovudine is
myelosuppression, as evidenced by neutropenia and
anemia, occurring in 16 and 24% of patients, respec-
tively. Zidovudine has been associated with skeletal
and cardiac muscle toxicity, including polymyositis.
Nausea, headache, malaise, insomnia, and fatigue are
common side effects.

2. Didanosine

a. Chemistry, mechanism of action, and
antiviral activity

Didanosine (2',3'-dideoxyinosine; ddl and Videx) is a
purine nuceloside with inhibitory activity against both
HIV-1 and HIV-2. Didanosine is activated by intracel-
lular phosphorylation. The conversion of 2',3'-
dideoxyinsine-5'-monophosphate to its triphosphate
derivative is more complicated than that with other
nucleoside analogs because it requires additional
enzymes, including a 5’ nucleotidase and subsequently,
adenylosuccinate synthetase and adenylosccinate lyase.
The triphosphate metabolite is a competitive inhibitor
of HIV reverse transcriptase and is also a chain termi-
nator. The spectrum of activity of didanosine is
enhanced by synergism with zidovudine and stavu-
dine as well as the protease inhibitors.

Didanosine is available in an oral formulation; how-
ever, it is acid labile and has poor solubility. A buffered
tablet results in 20-25% bioavailability. A 300-mg
oral dose achieves peak plasma concentrations of
0.5-2.6 pg/ml with a t;,, of approximately 1.5h.
Drug is metabolized to hypoxanthine and is cleared
primarily by the kidney.

b. Clinical indications

Didanosine is used in combination with other nucleo-
side analogs and protease inhibitors. In combination




100 THE DESK ENCYCLOPEDIA OF MICROBIOLOGY

with zidovudine, improvement in both clinical outcome
and immunologic markers of disease has been
reported (CD4 lymphocyte counts).

¢. Resistance

As with zidovudine, mutations and reverse transcrip-
tase appear promptly after administration of
didanosine therapy, resulting in a 3- to 10-fold
decrease in susceptibility to therapy.

d. Adverse effects

The most significant adverse effect associated with
didanosine therapy is the development of peripheral
neuropathy (30%) and pancreatitis (10%). Adverse
effects of note include diarrhea (likely attributed to the
phosphate buffer), headache, rash, nausea, vomiting,
and hepatotoxicty. Myelosuppression is not a component
of toxicity associated with didanosine administration.

3. Zalcitabine
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a. Chemistry, mechanism of action, and
antiviral activity

Zalcitabine (2',3'-dideoxycytidine; ddC and Hivid) is a
pyrimidine analog which is activated by cellular
enzymes to its triphosphate derivative. The enzymes
responsible for activation of zalcitabine are cell cycle
independent, and therefore this offers a theoretical
advantage for nondividing cells, specifically dendritic
and monocyte/macrophage cells. Zalcitabine inhibits
both HIV-1 and HIV-2 at concentrations of approxi-
mately 0.03 uM. Synergy has been described between
zidovudine and zalcitabine as well as with saquinavir.
The oral bioavailability following zalcitabine
administration is more than 80%. The peak plasma
concentrations following an oral dose of 0.03mg/kg
range from 0.1 to 0.2 uM, and the t; , is short (approx-
imately 20min). The drug is cleared mainly by the
kidney, and therefore, in the presence of renal insuffi-
ciency a prolonged plasma t; , is documented.

b. Clinical indications

Zalcitabine is used in combination with other reverse
transcriptase and protease inhibitors. As with other
nucleoside combinations, zidovudine and zalcitabine
do not benefit patients to the same extent as combina-
tions of zidovudine and didanosine. Currently, it is
used as part of a two- or three-drug regimen in com-
bination with zidovudine and saquinavir.

¢. Resistance

Zalcitabine-resistant HIV-1 variance has been docu-
mented both in vitro and in vivo.

d. Adverse effects

Peripheral neuropathy is the major toxicity associated
with zalcitabine administration, occurring in approx-
imately 35% of individuals. Pancreatitis can occur but
does so infrequently. Thrombocytopenia and neu-
tropenia are uncommon (5 and 10%, respectively).
Other zalcitabine-related side effects include nausea,
vomiting, headache, hepatotoxicity, and cardiomy-
opathy.

4. Stavudine

a. Chemistry, mechanism of action, and
antiviral activity

Stavudine (2',3'-didehydro, 3’-deoxythymidine; d4T
and Zerit) is a thymidine analog with significant activity
against HIV-1, having inhibitory concentrations which
range from 0.01 to 4.1 uM. Its mechanism of action is
similar to that of zidovudine. It is either additive or syn-
ergistic in vitro with other combinations of both nucleo-
side and nonnucleoside reverse-transcriptase inhibitors.
The oral bioavailability of stavudine is more than
85%. Peak plasma concentrations of approximately
1.2 png/ml are reached within 1h of dosing at
0.67mg/kg per dose. The drug penetrates CSF and
breast milk. The drug is excreted by the kidney
unchanged and, in part, by renal tubular secretion.

b. Clinical indications

Stavudine has been studied both as monotherapy and
in combination with other antiretroviral drugs. It is
gaining increasing use as front-line therapy for HIV
infection. Stavudine’s clinical benefit is superior to
that of zidovudine, particularly as it relates to
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increasing CD4 cell counts, slowing progression to
AIDS or mortality.

¢. Resistance

The development of resistance on serial passage in the
laboratory can be achieved. Cross-resistance with
didanosine and zalcitabine has been identified by
specific mutations for stavudine. The development of
resistance in clinical trials has not been identified.

d. Adverse effects

The principal adverse effect of stavudine therapy is
the development of peripheral neuropathy. The
development of this complication is related to both
dose and duration of therapy. Neuropathy tends to
appear after 3 months of therapy and resolves slowly
with medication discontinuation. Other side effects
are uncommon.

5. Lamivudine

|
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a. Chemistry, mechanism of action, and
antiviral activity

Lamivudine is the (—) enantiomer of a cytidine ana-
log, with sulfur substituted for the 3’ carbon atom in
the furanose ring [(—) 2',3'-dideoxy, 3'-thiacytidine;
3TC, Epivir]. It has significant activity in vitro against
both HIV-1 and HIV-2 as well as HBV. Lamivudine is
phosphorylated to the triphosphate metabolite by cel-
lular kinases. The triphosphate derivat-ive is a com-
petitive inhibitor of the viral reverse transcriptase.
Lamivudine’s oral bioavailability in adults is in
excess of 80% for doses between 0.25 and 8.0mg/kg.
Peak serum concentrations of 1.5 pg/ml are achieved
in 1-1.5h and the plasma t;,, is approximately 2—4 h.
The drug is cleared by the kidney unchanged by both
glomerular filtration and tubular excretion.

b. Clinical indications

Lamivudine is used in combination with other reverse
transcriptase inhibitors and protease inhibitors. In
combination with zidovudine, enhanced CD4
responses and suppression of HIV RNA levels occur to
a greater extent than with zidovudine monotherapy.
The combination of zidovudine and lamivudine is
without significant adverse event. Because of this
degree of tolerability, it is widely used in clinical
practice.

In addition, lamivudine is licensed for the treat-
ment of chronic hepatitis B. However, resistance
appears soon after administration in many patients.

¢. Resistance

With clinical therapy, resistance to lamivudine
monotherapy develops rapidly. In large part, resist-
ance is mediated by amino acid change at codon
184, resulting in a 100- to 1000-fold decrease in sus-
ceptibility. The 184 mutation site, which is of impor-
tance, also occurs with didanosine and zalcitabine
and appears to increase sensitivity to zidovudine,
providing a logical basis for its combination with this
agent.

d. Adverse effects

Lamivudine has an extremely favorable toxicity pro-
file. This may largely be attributed to the low affinity
of lamivudine for DNA polymerase. At the highest
doses of 20mg/kg/day, neutropenia is encountered
but at a low frequency. In pediatric studies, pancreati-
tis and peripheral neuropathies have been reported.

6. Abacavir

1. Chemistry, mechanism of action, and
antiviral activity

Abacavir is a carbocyclic synthetic nucleoside
analogue. Intracellularly, abacavir is phosphorylated
by cellular enzymes to its active metabolite, carbovir
triphosphate, which is an analogue of deoxyguano-
sine-5'-TP. Carbovir TP then inhibits the activity
of HIV reverse transcriptase both by competing
with the natural substrate dGTP and by its incorpora-
tion into viral DNA. The lack of a 3'-OH group in
the incorporated nucleoside analogue prevents the
formation of the 5 to 3’ phosphodiester linkage
essential for DNA chain elongation, producing chain
termination.
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2. Clinical indications

Abacavir often is used in combination with lamivu-
dine and zidovudine, as well as with either a non-
nucleoside reverse transcriptase inhibitor or protease
inhibitor. It is licensed for the treatment of HIV
infections of humans. The proposed dosage is 300 mg
daily.

3. Resistance

Abacavir resistance is conferred by mutations in the
HIV reverse transcriptase gene that resulted in amino
acid substitutions at positions K65R, L74V, Y115F, and
M184V. M184V and L74V are the most frequently
observed mutations among clinical isolates. Multiple
reverse transcriptase mutations conferring abacavir
resistance exhibit cross-resistance to lamivudine,
didanosine, and zalcitabine in vitro.

4. Adverse events

Adverse reactions associated with abacavir therapy
include nausea, headache, stomach pain, diarrhea,
insomnia, rash, fever, and dizziness. Importantly, fatal
hypersensitivity reactions have been associated with
abacavir use.

B. Non-nucleoside reverse transcriptase
inhibitors

1. Nevirapine
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a. Chemistry, mechanism of action, and
antiviral activity

Nevirapine (11-cyclopropyl-5,11-dihydro-4-methyl-
6H-dipyrido[3,2-b:2’, 3'-e]; [1,4]diazepin-6-one and
Viramune) is a reverse transcriptase inhibitor of HIV-
1. Nevirapine is rapidly absorbed with a bioavailabil-
ity of approximately 65%. Peak serum concentration
is achieved approximately 4h after a 400-mg oral
dose of 3.4ug/ml. Nevirapine is metabolized by
liver microsomes to hydroxymethyl-nevirapine.
In vitro, synergy has been demonstrated when
administered with nucleoside reverse transcriptase
inhibitors.

b. Clinical indications

Nevirapine monotherapy is associated with a non-
sustained antiviral effects at a dosage of 200 mg/day.
Concomitant with this minimal effect is the rapid
emergence of resistant virus, such that by 8 weeks all
patients had evidence of viral resistance. Thus, drug
can only be administered in combination with other
antiretroviral agents. In combination with nucleoside
reverse-transcriptase inhibitors, there is evidence of
reduction in viral HIV RNA load as well as increasing
CD4 counts.

c. Adverse effects

The most common adverse effects include the devel-
opment of a nonpruritic rash in as many as 50% of
patients who received 400 mg/day. In addition, fever,
myalgias, headache, nausea, vomiting, fatigue, and
diarrhea have also been associated with administra-
tion of drug.

d. Resistance

Nevirapine resistance has been identified according to
its binding site on viral polymerase. Specifically, two
sets of amino acid residues (100-110 and 180-190) rep-
resent sites at which resistant mutations have occurred.
Nevirapine monotherapy is associated with resistance,
most frequently appearing at codon 181. Because of the
rapid appearance of resistance, nevirapine must be
administered with other antiretroviral agents.

2. Delavirdine
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a. Chemistry, mechanism of action, and
antiviral activity

Delavirdine (1-[5-methanesulfonamido-1H-indol-2-
yl-carbonyl]-4-[3-(1-methylethylamino) pyridinyl]
piperazine; Rescriptor) is a second-generation bis
(heteroaryl) piperazine licensed for the treatment of
HIV infection. It is absorbed rapidly when given
orally to >60%. Delavirdine is metabolized by
the liver with an elimination t;,, of approximately
1.4h. It has an inhibitory concentration against
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HIV-1 of approximately 0.25uM. Inhibitory
concentrations for human DNA polymerases are
significantly higher.

b. Clinical indications

Reductions in plasma HIV RNA of more than
90% have been documented when delavirdine
is administered such that trough levels exceed
50 .M. However, there is a rapid return to baseline
over 8 weeks as resistance develops. As a conse-
quence, delavirdine must be administered with either
zidovudine or didanosine to have a more protracted
effect.

c. Adverse effects

Delavirdine administration is associated with a
maculopapular rash. Other side effects are less
common.

d. Resistance

Delavirdine resistance can be generated rapidly both
in vitro and in vivo with the codon change identified at
236, resulting in an increase and susceptibility to
>60 WM. Delavirdine resistance can also occur at codons
181 and 188, as noted for nevirapine administration.

3. Efavirenz

a. Chemistry, mechanism of action, and
antiviral activity

Efavirenz Sustiva [(S)-6-chloro-4-(cyclopropylethynyl)-
1,4-dihydro-4-(trifluoromethyl)-2H-3,1-benzoxazin-
2-one; Sustiva and DMP266] is a nonnucleoside
reverse-transcriptase inhibitor which can be adminis-
tered once daily. Activity is mediated predominately
by noncompetitive inhibition of HIV-1 reverse tran-
scriptase. HIV-2 reverse transcriptase in human cellu-
lar DNA polymerases «, 3, v, and & are not inhibited
by efavirenz. The 90-95% inhibitory concentration of
efavirenz is approximately 1.7-25nM. In combination
with other anti-HIV agents, particularly zidovudine,
didanosine, and indinaver, synergy is demonstrated.

b. Clinical indications

Efavirenz is employed in combination with other anti-
retroviral agents indicated in the treatment of HIV-1
infection. Efficacy has been documented in the
demonstration of plasma HIV negativity (<400 HIV
RNA copies/ml) in approximately 80% of patients.
Combination therapy has resulted in a 150-fold or
greater decrease in HIV-1 RNA levels. Importantly,
data have shown efficacy in children for both viro-
logic and immunologic end points.

c. Adverse effects

The most common adverse events are skin rash
(25%), which is associated with blistering, moist
desquamation, or ulceration (1%). In addition, delu-
sions and inappropriate behavior have been reported
in 1 or 2 patients per 1000.

d. Resistance

As with other non-nucleoside reverse-transcriptase
inhibitors, resistance appears rapidly and is mediated
by similar enzymes.

4. Future Prospect
Capravirine

Capravirine is a non-nucleoside reverse transcriptase
inhibitor currently under investigation. Need more It
has potent in vitro activity against HIV variants with
RT substitutions, including K103N that confer broad
cross resistance to the other drugs in this class.

C. Protease inhibitors

1. Saquinavir
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a. Chemistry, mechanism of action, and
antiviral activity

Saquinavir (cis-N-tert-butyl-decahydro-2[2(R)-hydroxy-
4-phenyl-3-(S)-([N-(2-quinolycarbonyl)-L-asparginyl]
amino butyl)-4aS, 8aS]-isoquinoline-3[S]-carboxyamide
methanesulfonate; Invirase) is a hydroxyethylamine-
derived peptidomimetic HIV protease inhibitor.
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Saquinavir inhibits HIV-1 and HIV-2 at concentrations at
10nM and is synergistic with other nucleoside analogs
as well as selected protease inhibitors.

Oral bioavailability is approximately 30% with exten-
sive hepatic metabolism. Peak plasma concentrations of
35mg/ ul are obtained following a 600-mg dose.

b. Clinical indications

The clinical efficacy of saquinavir is limited by poor
oral bioavailability, but improved formulation (soft-gel
capsule) will likely enhance efficacy. Currently, it is
used in combination therapy with other nucleoside
analogs, particularly zidovudine, lamivudine,
zalcitabine, and stavudine.

c. Adverse effects

Adverse effects are minimal, with no dose-limiting
toxicities. Abdominal discomfort, including diarrhea,
nausea, and photo sensitization has been reported
infrequently.

d. Resistance

Resistance to saquinavir develops rapidly when it is
administered as monotherapy. By 1 year, 45% of
patients develop resistance at codon sites 90 and 48,
resulting in, an approximately 30-fold decrease in
susceptibility.

2. Indinavir
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a. Chemistry, mechanism of action, and
antiviral activity

{N-[2(R)-hydroxy-1(S)-indanyl]-5-[2(5)-(1,1-dimeth-
ylethlaminocarbonyl)-4-(pyridin-3-yl) methylpiper-
azin+ + +-1-yl]-4[s]-hydroxy-2[2]-phenylmethyl
entanamide; Crixivan} is a peptidomimetic HIV-1 and
HIV-2 protease inhibitor. At concentrations of 100nM,
indinavir inhibits 90% of HIV isolates. Indinavir is
rapidly absorbed with a bioavailability of 60% and
achieves peak plasma concentrations of 12 uM after
an 800-mg oral dose.

b. Clinical indications

Indinavir has been established as effective therapy for the
treatment of HIV infection, particularly in combination
with nucleoside analogs. At a dose of 800mg per 8h,
80% of patients experience at least a 100-fold reduction in
HIV-RNA levels, and in 50% of patients there is up to a
2 log reduction. In approximately 30% of patients plasma
HIV RNA levels are reduced below 500 copies/ml, with
an associated increase in CD4 cell counts over baseline. In
combination with zidovudine and lamivudine, a >2 log
decrease in plasma RNA levels can be achieved for a
majority of patients (more than 80%).

c. Adverse effects

Although indinavir is well tolerated, commonly
encountered adverse effects include indirect hyper-
bilirubinemia (10%) and nephrolithiasis (5%).

d. Resistance

Indinavir resistance develops rapidly with mono-
therapy and occurs at multiple sites. The extent of
resistance is directly related to the number of codon
changes in the HIV protease gene. Codon 82 is a com-
mon mutation in indinavir-resistant HIV isolates.

3. Ritonavir
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a. Chemistry, mechanism of action, and
antiviral activity

Ritonavir (10-hydroxy-2-methyl-5-[1-methylethyl]-
1[2-(1-methylethyl)-4-thiazo lyl]-3,6,dioxo-8,11-bis
[phenylmethyl]-2,4,7,12-tetra azatridecan-13-oic-acid,
5-thiazolylmethylester, [55-(5R, 8R, 10R, 11R)]; Norvir)
is a symmetric HIV protease inhibitor which has
exquisite activity in vitro against HIV-1 laboratory
strains (0.02-0.15 pM). It is synergistic when adminis-
tered with nucleoside analogs.

Oral bioavailability is approximately 80%, with
peak plasma levels of approximately 1.8 uM after
400 mg administered every 12 h. The plasma halflife is
approximately 3 h.

b. Clinical indications

Ritonavir is used for treatment of HIV infection in
combination with nucleoside analogs. As mono-
therapy, a 10- to 100-fold decrease in plasma HIV
RNA is achieved with a concomitant increase in CD4
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cell counts of approximately 100 cells/mm?.
Combination therapy results in a more significant
decrease in HIV RNA plasma levels.

c. Adverse effects

Adverse effects include nausea, diarrhea, and
headache, but all occur at a low frequency.

d. Resistance

Resistance to ritonavir resembles that to indinavir.
Mutations at codon 82 are the most common.

4. Nelfinavir
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a. Chemistry, mechanism of action, and
antiviral activity

Nelfinavir [35-(BR, 4aR, 8aR, 22'S, 3'S)]-2- [2'-
hydroxy-3'-phenylthiomethyl-4'-aza-5'-ox-0-5"-(2"
methyl-3'-hydroxyphenyl)pentyl]-decahydroiso-
quinoline-3-N-(tert-butyl-carboxamide methanesul-
fonic acid salt) is another peptidomimetic HIV protease
inhibitor. Inhibitory concentrations of HIV-1 are in the
range of 20-50nM. Nalfinavir is orally bioavailable at
approximately 40%, achieving peak plasma concentra-
tions of 2 or 3mg following a 800-mg dose every 24 h.
The drug is metabolized by hepatic microsomes.

b. Clinical indications

Nalfinavir is utilized in combination with nucleoside
analogs. Monotherapy will achieve significant
decreases in HIV RNA plasma levels up to 100-fold.
Currently, the drug is used in combination with
nuceloside analogs, particularly zidovudine, lamivu-
dine, or stavudine, which results in 100- to 1000-fold
reductions of HIV plasma RNA levels.

c. Adverse effects

Nelfinavir is well tolerated, with mild gastrointestinal
complication reported.

d. Resistance

Cross-resistance to other protease inhibitors, particu-
larly saquinavir, indinavir, or ritonavir, is not common.
The most frequently demonstrated site of mutation is
at codon 30.

5. Amprenavir
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a. Chemistry, mechanism of action, and
antiviral activity

Amprenavir is a hydroxyethylamine sulfonamide
peptidomimetric with a structure identified as (35)-
tetrahydro- 3-furyl N-(1S,2R)-3-(4-amino-N-isobutyl-
benzenesulfonamido)-1-benzyl-2-hydroxypropyl
carbamate. It is active at a concentration of 10-20nM.
The oral bioavailability is >70%, and peak plasma
concentrations of 6.2-10ug/ml are achieved after
dosages of 600-1200mg. The plasma half-life is 7-10h.
Cerebrospinal fluid concentrations are significant.

Amprenavir acts by binding to the active site of
HIV-1 protease, preventing the processing of viral gag
and gag-pol polyprotein precursors and resulting in
the formation of immature non-infectious viral parti-
cles. In vitro, amprenavir has synergistic anti-HIV-1
activity in combination with abacavir, zidovudine,
didanosine, or saquinavir, and additive anti-HIV-1
activity in combination with indinavir, nelfinavir, and
ritonavir.

2. Clinical indications

Amprenavir is licensed for the treatment of HIV infec-
tions. The recommended dosage for adults is 1200 mg
twice daily.

3. Adverse effects

The most serious adverse effect is a rash. Other side
effects include nausea, vomiting, diarrhea, abdominal
pain, and perioral paresthesias.
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4. Resistance

Resistance to amprenavir is conferred by amino acid
substitutions primarily at positions M461/L, 147V,
150V, 154L/V, and 184V, as well as mutations in the
viral protease pl/p6 cleavage site. Cross-resistance
between amprenavir and the other protease inhibitors
is possible.

6. Lopinavir/Ritonavir

Lopinavir/ritonavir combination (marketed as
Kaletra) interferes with processing of viral polypro-
tein precursors, resulting in non-infectious progeny
virions. The addition of ritonavir enhances the con-
centrations of lopinavir that which can be achieved
following oral administration. It is given in combination
with nucleoside and/or non-nucleoside reverse tran-
scriptase inhibitors. Side effects of lopinavir/
ritonavir include diarrhea, nausea, abdominal pain,
and headache.

As lopinavir/ritonavir is a new addition to the pro-
tease inhibitors, a complete understanding of resist-
ance profiles will await its widespread utilization.

D. Nucleotide Analogues
Viread; Tenofovir (tenofovir disoproxil fumarate)

Tenofovir or disproxil fumarate salt is an acyclic
nucleoside phosphonate diester analog of adenosine
monophosphate with an in vitro the 50% inhibitor
concentration for HIV is 0.04-8.5 pmol. After diester
hydrolysis, tenofovir is phosphorylated to the DP that
then inhibits HIV reverse transcriptase by competing
with the natural substrate deoxyadenosine 5-TP and,
after incorporation into DNA, by DNA chain termina-
tion. Tenofovir DP is a weak inhibitor of mammalian
DNA polymerases alpha, beta and mitochondrial
DNA polymerase gamma. Additive or synergic anti-
HIV activity with nucleoside analog, non-nucleoside
analog and protease inhibitors has been demon-
strated in vitro. Side effects include lactic acidosis,
hepatomegaly with steatosis, and diarrhea.
Resistance is uncommon and occurs at codon 65.

E. HIV Fusion Inhibitors
Fuseon; Enfuvirtide

The recent licensure of a fusion inhibitor introduces
a new class of antiviral compounds for the treatment
of HTV. T-20 is an inhibitor of fusion of HIV-1 with
CD4 cells that consists of a 36 amino acid synthetic
peptide with the N-terminus acetylated and the

C-terminus is a carboxamide. Medication is

administered subcutaneously.

VI. SUMMARY

It is anticipated that many new compounds will be
licensed for the treatment of viral disease because
many are currently under development.
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Paul Blum and Vidula Dixit

George Beadle Center for Genetics, University of Nebraska-Lincoln

GLOSSARY

Archaea One of three domains of life. From the
Greek archaios (ancient, primitive). Prokaryotic
cells; membrane lipids predominantly isoprenoid
glycerol diethers or diglycerols tetraethers.
Formerly called archaebacteria.

Bacteria One of three domains of life. From the
Greek bacterion (staff, rod). Prokaryotic cells; mem-
brane lipids predominantly diacyl glycerol diesters.
Formerly called eubacteria.

Crenarchaeota One of two kingdoms of organisms of
the domain Archaea. From the Greek crene- (spring,
fountain) for the resemblance of these organisms to
the ancestor of the Archaea, and archaios (ancient).
Include sulfur-metabolizing, extreme thermophiles.

Eukarya One of three domains of life. From the
Greek eu- (good, true) and karion, (nut; refers to the
nucleus). Eukaryotic cells; cell membrane lipids
predominantly glycerol fatty acyl diesters.

Euryarchaeota One of two kingdoms within the
domain Archaea. From the Greek eurys- (broad,
wide), for the relatively broad patterns of metabo-
lism of these organisms, and archaios (ancient).
Include halophiles, methanogens, and some anaer-
obic, sulfur-metabolizing, extreme thermophiles.

halophiles From the Greek halos- (salt) and philos
(loving). Includes organisms that grow optimally at
high salt concentrations.
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hyperthermophiles From the Greek hyper- (over),
therme- (heat), and philos (loving). Includes organ-
isms that grow optimally at temperatures warmer
than 80°C.

mesophiles From the Greek mesos- (middle) and
philos (loving). Includes organisms that grow
optimally at temperatures between 20 and 50°C.

methanogens Strictly anaerobic Archaea that
produce (Greek gen, to produce) methane.

psychrophiles From the Greek psychros- (cold) and
philos (loving). Includes organisms that grow
optimally at temperatures between 0 and 20°C.

thermophiles From the Greek therme- (heat) and
philos (loving). Includes organisms that grow
optimally at temperatures between 50 and 80°C.

I. INTRODUCTION

In an effort to accommodate molecular signatures
evident in ribosomal small subunit RNAs, Woese and
Fox (1977) proposed that prokaryotes are not a mono-
phyletic group (single root). Instead, they argued
for two distinct evolutionary lineages of organisms
represented by the Bacteria and those now called
Archaea (Fig. 7.1). Archaea, Bacteria and Eukarya are
placed in separate taxonomic groups called Domains.
The distinction between Archaea and Bacteria has since
received impressive support from many sources.

Copyright © 2003 Elsevier Ltd
All rights of reproduction in any form reserved
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FIGURE 7.1 Universal (distance) phylogenetic tree based on ribosomal small subunit RNA sequences.

Perhaps the most compelling data comes from whole
genome sequencing studies which reveal extensive
gene and protein sequence conservation between
members of the Archaea but not Bacteria. Comparative
genomics also suggest that Archaea are a distinct group
and share a common origin with Eukarya. This is fur-
ther supported by the finding that Archaea employ a
broad range of eukaryotic-like genes for conducting
subcellular processes including the synthesis and pro-
cessing of DNA, RNA, and protein (Blum, 2001). In con-
trast, Archaea use bacterial-like mechanisms for much
of central metabolism including key biosynthetic (ana-
bolic) and degradative (catabolic) pathways.

Archaea derived from extreme environments are
studied intensively leading to the incorrect interpreta-
tion that all Archaea are extremophiles. Since extreme
environments comprise only a small portion of inhabit-
able earth, Archaea are often thought to comprise only
a small proportion of total prokaryotes. In contrast to
this notion, studies on marine prokaryotic abundance
indicate that global oceans harbor approximately
equal numbers of archaeal and bacterial cells (Karner
et al., 2001). The major fraction of these Archaea are
assigned to the subdivision called Crenarchaeota and
these represent one of the ocean’s single most abun-
dant cell types. Archaea are also evident in soil and

fresh water, and are associated with plant roots. It
may be that Archaea are as abundant a life form as
Bacteria.

Archaea are readily distinguished from Bacteria by
several universal and unique chemical features. In
contrast, the ecology and physiology of Archaea often
overlaps that of Bacteria with the notable absence of
differentiated cell forms or developmental cycles.
Investigations of archaeal genomics and their molecu-
lar biology, however, reveals the true magnitude of
the similarities between Archaea and Eukarya and
differences from Bacteria. Perhaps this latter finding
explains the utter lack of pathogenic Archaea despite
the occurrence of host-adpated species such as the
methanogens.

II. CELL STRUCTURE OF THE
ARCHAEA

Archaea, like Bacteria, are prokaryotes (Table 7.1).
They lack membrane-bound organelles such as
a nucleus, or mitochondria, and are devoid of a
cytoskeleton. Their chromosomal DNA is typically a
single circular molecule and their ribosomes are of the
70S type. Their cell membranes and surface layers
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TABLE 7.1 Major features distinguishing archaea and

bacteria
Characteristic Archaea’ Bacteria
Cell envelope
(a) Wall Mostly S-layer  Peptidoglycan
Membrane
(a) Chirality of glycerol L-glycerol D-glycerol

(b) Hydrocarbon glycerol
linkage

(c) Side-chains

(d) Side-chain branching

Bacterial antibiotic sensitivity

Ether-linkage Ester-linkages

Isoprene Fatty acids
Highly branched Linear

(a) Cell wall inhibitors No Yes
(b) Protein synthesis inhibitors No” Yes
(c) Transcription inhibitors No Yes

“Some methanogenic Archaea are sensitive to puromycin and
chloramphenicol.

(envelope) are structurally and chemically distinct
from those of Bacteria.

Archaeal cell envelope. Bacterial envelopes usually
comprise a peptidoglycan wall with a single lipid
bilayer internal to the wall (gram-positive Bacteria) or
two lipid bilayers one internal and the other external
to the wall (gram-negative Bacteria). In contrast,
Archaea have neither peptidoglycan nor a wall. Instead
the most common outer layer of their envelope consists
of a paracrystalline S-layer, composed of noncovalently
linked hexagonally or tetragonally arranged protein or
glycoprotein subunits. Methanogens show particular
diversity in envelope composition. Methanobacteria
have a structure referred to as pseudomurein which
resembles peptidoglycan, Methanosarcina have a
structure referred to as methanochondroitin and
Methanococcus and Methanoplanus have protein or
glycoprotein layers. Pseudomurein is distinguished
from peptidoglycan by its use of L-isomeric amino
sugars with «-1,3 linkages rather than D-isomeric
amino sugars using a-1,4 linkages. Haloarchaea have
a protein layer containing a great excess of acidic
amino acids whose negative charges counterbalance
the high concentration of positively charged sodium
ions in their salty environment. The envelope of
Natronobacteria contains a novel layer composed of a
glutamine polymer with N-acetylglucosamine, glu-
cose and other sugars linked via the amide group of
glutamine.

Archaeal cell membranes. Archaeal cell membranes
are chemically unique from those of Bacteria or
Eukarya. Differences include: (a) chirality of glycerol;
(b) hydrocarbon-glycerol linkage; (c) isoprenoid
chains; and (d) side-chain branching. The basic unit
from which cell membranes are built is the phospho-
lipid. The glycerol in archaeal phospholipids is a

stereoisomer (L-glycerol) of that found in bacterial
and eukaryal membranes (D-glycerol). The side chains
in the phospholipids of Bacteria and Eukarya are fatty
acids usually 16-18 carbon atoms in length and are
coupled to glycerol via an ester linkage. In Archaea,
side chains are coupled via an ether linkage. Archaea
have side chains built from isoprene. Isoprene is the
simplest member of a class of chemicals called ter-
penes. The ester linked fatty acids of Bacteria are lin-
ear, whereas the ether linked hydrocarbons of
Archaea are highly branched. Archaeal glycerol
diether lipids form a true bilayer membrane, whereas
archaeal glycerol tetraether lipids form lipid mono-
layers. Lipid monolayer membranes occur in certain
methanogens, are widespread among hyperther-
mophilic Archaea and are thought to confer addi-
tional thermal stability. Archaeol (diphytanylglycerol
diether) is the predominant membrane core lipid in
most methanogens and all extreme halophiles. In con-
trast, cell membrane of hyperthermophilic archaea
and a few methanogens contain caldarchaeol, a dibi-
phytanyldiglycerol tetraether. The production of
ether-linked lipids is so distinctive in Archaea that it
is used as a biomarker for detecting fossilized
Archaea in micropaleontological studies of rocks, sed-
iment cores and other ancient materials. The chemical
difference between archaeal and bacterial lipids pro-
vides additional support for the evolutionary distance
between the Archaea and Bacteria.

I1I. ECOLOGY, PHYSIOLOGY
AND SYSTEMATICS OF THE
ARCHAEA

The cultivated Archaea are distributed into two
kingdoms, the Euryarchaeota and the Crenarchaeota
(Table 7.2). A third kingdom called Korarchaeota con-
sists of uncultivated members. Cultivated Archaea are
divided into 12 orders, 20 families, and 69 genera
(Boone et al., 2001). Cultivated Euryarchaeota include
all of the known methanogens and extreme halophiles
as well as some extreme thermophiles. Cultivated
members of the Crenarchaeota include other hyper-
thermophiles and most thermoacidophiles. In addi-
tion, many other archaeal taxa have been detected in a
variety of environments using molecular phylogenetic
methods. While as yet uncultivated, these Archaea also
are distributed across both the euryarchaeotal and the
crenarchaeotal kingdoms. Cultivated Archaea include
terrestrial and aquatic members, and occur in diverse
locations from anaerobic sediments to hypersaline pools
and geothermally heated environments. Some also occur
as symbionts in animal digestive tracts. Archaea
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TABLE 7.2 Systematics of the Archaea

Orde Family Habitat Features
Kingdom: Euryarchaeota
Archaeoglobales Archaeaglobaceae Geothermally heated Strict anaerobes, facultative chemolithoautotrophs,
sites hyperthermophiles, neutrophiles
Halobacteriales Halobacteriaceae Ubiquitous in areas of Aerobes or facultative anaerobes, require
high salt concentration 3.5-4.5M NaCl, chemoorganotrophs, usually
like salt lakes, salterns mesophiles
Methanobacteriales Methanobacteriaceae Aquatic sediment, Strict anaerobes, chemolithoautotrophs, mesophiles to
sewage digestor, GI thermophiles
tract of animals
Methanothermaceae Hot solfataric fields Strict anaerobes, chemolithotrophs, hyperthermophiles
Methanococcales Methanococcaceae Marine environments Strict anaerobes, chemolithoautotrophs, mesophiles to
thermophiles, selenium required
Methanocaldococcaceae  Deep sea hydrothermal Strict anaerobes, chemolithoautotrophs,
vents hyperthermopbhiles
Methanomicrobiales Methanocorpusculaceae Lake sediments, Strict anaerobes, chemoorganotrophs, mesophiles
digestors
Methanomicrobiaceae Marine sediments, Strict anaerobes, acetate required,
sewage digestors chemolithoautotrophs, mesophiles to thermophiles
Methanospirillaceae Sewage sludge, waste Strict anaerobes, fix Ny, autotrophs or
digestors chemoorganotrophs, mesophiles
Methanopyrales Methanopyraceae Hot vents Strictly anaerobic, chemolithoautotrophs,
hyperthermopbhiles
Methanosarcinales Methanosaetaceae Sewage sludge and Strictly anaerobic, chemolithotrophs, mesophiles to
sediments thermopbhiles
Methanosarcinaceae Aquatic sediment, Strictly anaerobic, N, may be fixed, chemoautotophs,
sewage digestors, GI mesophiles to thermophiles
tract of animals
Thermococcales Thermococcaceae Marine and terrestrial Strict anaerobes, heterotrophs, hyperthermophiles
thermal environments
Thermoplasmatales Thermoplasmataceae Self heating coal refuse Wall-less, facultative aerobes, heterotrophs,
piles, acidic thermoacidophiles
solfatara fields
Picrophilaceae Hot geothermal solfotara  Obligate aerobes, heterotrophs,
soils and springs hyperacidophiles
Kingdom: Crenarchaeota
Desulfurococcales Desulfurococcaceae Marine environments, Mostly anaerobic, chemolithotrophs
hot solfataric areas or heteroptrophs, hyperthermophiles
Pyrodictiaceae Hot sea floors, sediments, ~Anaerobic, facultative chemolithoautotrophs,
black smokers hyperthermopbhiles
Sulfolobales Sulfolobaceae Hot acidic solfataric Aerobic or anaerobic, chemolithoautotrophs, S°
springs metabolizers, extreme thermoacidophiles
Thermoproteales Thermofilaceae Solfataric hot springs Strict anaerobes, organotrophs, thermoacidophiles
Thermoproteaceae Acidic hot springs Anaerobes to facultative anaerobes,

Kingdom: Korarchaeota

chemolithoautotrophs or
organotrophs, hyperthermophiles

Uncultivated Archaea delineated on the basis of 16 rRNA sequences

Key: M, Molar; NaCl, sodium chloride; GI, gastrointestinal; Ny, nitrogen; S9, sulfur.

include aerobes, anaerobes and facultative anaerobes,
chemolithotrophs, organotrophs and facultative
organotrophs. Archaea can be mesophilic or ther-
mophilic with some species growing at temperatures
up to 110°C. Psychrophilic members have also been
detected but not cultured. The Archaea often are

divided into three key biotypes; methanoarchaea,
haloarchaea and hyperthermophilic Archaea (Madigan
et al., 2000; also see http:/fwww. ncbi.nlm. nih.gov:80/
entrez/query. fegi? db=Taxonomy).

The methanogenic Archaea. The methanoarchaea
belong to the Euryarchaeota and constitute
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a phylogenetically unique biotype. Methane (CH,)
production is an integral part of their energy metabo-
lism and this form of metabolism is still unique to the
Archaea. Such organisms are called methanogens and
the process of methane formation is called methano-
genesis, which is the terminal step in biodegradation
of organic matter in many anaerobic environments.
Habitats of methanogens range from anoxic sedi-
ments such as swamps, and wastewater treatment
facilities to ruminant digestive tracts. They can also be
found as endosymbionts of various anaerobic proto-
zoa. Most known methanogens are mesophilic
although “extremophilic” species growing optimally
at very high or very low temperatures or at very high
salt concentrations have also been isolated. These are
strict anaerobes that are able to form methane as the
principal metabolic end product using various oxi-
dized forms of one- and two-carbon compounds as
terminal electron acceptors. Key genera of this group
include; Methanobacterium, Methanococcus, and
Methanosarcina.

The halophilic Archaea. This diverse group of
Euryarchaeota inhabit highly saline environments
such as solar evaporation ponds, natural salt lakes
and surfaces of salted foods. Moderately halophilic
Archaea require 2-4 M sodium chloride (12-23%) for
optimal growth. Virtually all extremely halophilic
Archaea grow at 5.5M sodium chloride (32%) which
is the limit of saturation of sodium chloride.
Haloarchaea can be aerobic or facultatively anaerobic
and are chemoorganotrophic. They are generally
mesophilic but can be moderately thermophilic
(growth up to 55°C). Some species contain a protein
called bacteriorhodopsin and the carotenoid pig-
ments, bacterioruberins, which are used for the light
mediated synthesis of ATP. Presence of these proteins
results in a distinct pigmentation leading to their red-
purple coloration. Halobacterium employs potassium
as a compatible solute to withstand high external
sodium concentrations to ensure a positive water
balance. Extreme halophilicity was thought to occur
only in Archaea; recently, however, molecular phylo-
genetic evidence indicates Bacteria may also have this
property. Key genera of the Haloarchaea include;
Halobacterium, Haloferax, and Natronobacterium.

The thermophilic Archaea. A number of Archaea
thrive in thermal environments. Those with growth
optima at or above 80°C are called hyperther-
mophiles. Thermophilic Archaea inhabit terrestrial
and marine regions with geothermal or hydrothermal
intrusion. A growth requirement for exterme acid (aci-
dophily) can accompany the thermophilic lifestyle.
The sulfur- and sulfate-reducing thermophiles are
split between members of the Euryarcheota and the

Crenarchaeota. These are strict anaerobes using ele-
mental sulfur as a terminal electron acceptor, which is
reduced to hydrogen sulfide. These organisms are
extremely thermophilic with growth up to 100°C.
Members of the Thermococci and Pyrococci are Eury-
archaeota. Methanopyrus, another Euryarchaeote, is a
hyperthermophilic methanogen. Only Archaeoglobus is
a true sulfate reducer, capable of reducing sulfate to
hydrogen sulfide. Sulfur reducing Crenarchaeota
include Thermoproteus, Pyrodictium, and Pyrolobus.
Pyrolobus fumarii holds the current record for the most
thermophilic of all known organisms, its growth tem-
perature maximum is 113°C. Crenarchaeotal sulfur
oxidizers include the Sulfolobales, which are found in
acidic sulfur containing geothermal pools such as
those found in Yellowstone National Park, USA
(Fig. 7.2). These are obligate aerobes that use oxygen
as a terminal electron acceptor and grow in the tem-
perature range 70-90°C and at pH values of between
2 and 5. Acidophily is also found among members of
two euryarchaeotal genera, Thermoplasma and
Picrophilus, which are among the most acidophilic of
all known prokaryotes. Most species of Thermoplasma
have been obtained from self-heating coal refuse
piles. Thermoplasma resemble the mycoplasma in
having an envelope comprising of only a cytoplasmic
membrane. Picrophilus is capable of growth even
below pH 0. These organisms are both chemoorgan-
otrophic. Again, members of the Bacteria share at least
the thermophilic and hyperthermophilic biotypes of
Archaea while extreme acidophily remains unique to
the Archaea. Key genera of the thermophilic Archaea
include; Thermococcus, Pyrococcus, Pyrobaculum, and
Sulfolobus.

Archaea as non-extremophiles. The known pheno-
types of cultivated Archaea are still largely repre-
sented by extreme halophiles, sulfur metabolizing
thermophiles, and methanogens. This picture has
altered as new methods have been applied to the
study of uncultivated microbes. The presence of new
types of uncultivated Archaea was first suggested
during surveys of marine plankton. Surveys of poly-
merase chain reaction (PCR) amplified small subunit
rRNA genes revealed archaeal rRNA sequences in
deep ocean water samples. The discovery of high
numbers of Archaea in a wide number of oceans and
the association of a novel crenarchaeotal isolate with
a marine sponge living at 10°C, provide further
evidence of new archaeal biotypes native to cold sea-
water. Since their initial detection, evidence for wide-
spread distribution of new uncultivated Archaea has
been extended to include forest and agricultural soils,
deep subsurface paleosols, freshwater lakes and
various sediments.
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FIGURE 7.2 Electron micrographs of Sulfolobus solfataricus. (A) transmission electron micrograph; (B) scanning electron micrograph.

Both images show the irregular cell shape of the organism.

TABLE 7.3 Ecology and physiology of the model archaeal species

Genus Biotype Habitat Energy metabolism Energy source
Methanococcus Methanogen Salt marsh sediment Obligate anaerobes H, + CO,, pyruvate + CO,, formate
maripaludis chemolithotrophs/
Methanosarcina Methanogen Marine sediment Obligate anaerobes H, + CO,, methanol,
acetivorans chemolithotrophs/ methylamines, acetate
Haloferax volcanii ~ Halophile Dead Sea Usually obligate aerobe Amino acids
chemoorganotroph,
Halobacterium Halophile Hypersaline lakes and Usually obligate aerobe Amino acids, organic acids
salinarium salted foods chemoorganotroph,
Sulfolobus Hyperhermophile Sulfur-rich hot springs Aerobic S0, H,S, sugars,
solfataricus chemolithotrophs/ amino acids
chemoorganotrophs
Sulfolobus Hyperhermophile Sulfur-rich hot springs Aerobic S0, H,S, sugars,
acidocaldarius chemolithotrophs/ amino acids
chemoorganotrophs

Key: Hy, hydrogen; CO,, carbon dioxide; S°, sulfur; H,S, hydrogen sulfide.

Archaeal model systems. As is the case with Bacteria,
particular archaeal taxa are employed as model
experimental systems to address mechanistic ques-
tions about this group of prokaryotes. The key
feature distinguishing these species is their
genetic systems. Among the Haloarchaea Haloferax
volcanii and Halobacterium salinarum (including
NRC-1) are employed. Methanococcus maripaludis
and Methanosarcina acetivorans, are popular among
the methanogenic Archaea, while among the

thermophilic =~ Archaea  Sulfolobus  solfataricus
and Sulfolobus acidocaldarius are best studied
(Table 7.3).

IV. MOLECULAR BIOLOGY OF
THE ARCHAEA

The distinguishing feature of Archaea is their use of
eukaryotic-like genes rather than bacterial-like genes
for the synthesis, repair, and turnover of DNA, RNA,
and protein (Table 7.4). Key aspects of this relation-
ship have been recently described in greater detail
(Blum, 2001). This striking example of gene conserva-
tion supports the idea of a shared or common
evolutionary origin for Archaea and Eukarya. An
understanding of these subcellular processes is there-
fore a prerequisite for appreciating their place in
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TABLE 7.4 Comparative molecular biology of archaea

Characteristic Archaea Eukarya Bacteria

Chromosomal DNA Covalently closed circle Linear DNA in nucleus Covalently closed circle”
Introns in genes Rare Present Rare

Operons Present Absent Present

DNA recombination and repair ~ Eukaryal homologs of Rad proteins RecA protein

Chromosome packaging

RNA polymerase
Promoter structure
Transcription factors

mRNA Caps and Long
Poly-A tails
Translation initiation

Initiator tRNA
Ribosomes
Protein folding

Proteosome
Protein secretion

Rad proteins and others
Euryarchaeotes: Histones
Crenarchaeotes:
Nonhistone proteins
One (10-12 subunits, all

eukaryal homologs)
TATA box

Eukaryal homologs of
TBP, TFIIB, TFIIS
No

Eukaryal homologs of
elF2q, B, and vy, elF4A, elF5
Methionine
705
Eukaryal homologs of
Prefoldin, NAC, TCP1
Present
7.5 S SRP RNA complex

Histones

Three (12-14 subunits)
TATA box

TBP, TFIIB, TFIIS
and others
Yes

elF2a, B, and v, elF4A,
elF5

Methionine

80S

Prefoldin, TCP1, NAC

Present
7.5S SRP RNA
complex

Nonhistone proteins

One (4 subunits)

—10 and —35 hexamers
(Pribnow box)
Sigma factor

No
IF-1, IF-2, and IF-3

Formylmethionine

70S

Hsp70 system (DnaK),
GroELS, TF

Rare

4.5 S SRP RNA and Sec
system

“Few exceptions.

Key: TBP, TATA box binding protein; TFIIB, transcription factor B; TFIIS, transcription factor S, elF, eukaryotic Initiation factors;
IF, initiation factors; NAC, nascent polypeptide-associated complex; TF, trigger factor; SRP, signal recognition particle.

biology and evolution and their relationship to
bacterial prokaryotes.

DNA replication and packing. Two features distinguish
archaeal DNA replication, initiation of DNA synthesis,
and packing and condensation of DNA into eukaryal-
like nucelosomes. Though the functions necessary for
initiation of DNA replication are common between
members of all domains, the relevant archaeal proteins
bear strong sequence conservation to those found in
Eukarya and not Bacteria. These include; origin
recognition complex protein 1 (ORC1), single strand
binding protein (RPA), primase, minichromosome
maintenance protein (MCM), clamp loader (PCNA),
ATP-dependent ligase, and primer removal protein
(FEN1). In Eukarya, ORC and MCM proteins are used to
coordinate DNA replication with cell cycle, perhaps this
is true in Archaea. Archaeal DNA replication like that
in Bacteria initiates at a single origin and proceeds in a
bidirectional manner. In most Euryarchaeota, DNA is
packaged into nucleosomes resembling eukaryotic
tetrasomes called half nucleosomes (for information
on archaeal histones, see: http://www.biosci.ohio-
state.edu/~microbio] Archaealhistones/). These structures
are evident in electron micrographs and consist of
DNA complexed with archaeal histone proteins. These
structures have the same histone-DNA stoicheometry,

DNA topology, DNA recognition, and nucleosome posi-
tioning features as those of Eukarya. In Eukarya nucleo-
somes provide an important means of regulating gene
expression, their presence in many Archaea implicates
the existence of similar processes. In contrast to the
Euryarchaeota, DNA packaging in members of the
Crenarchaeota mirrors that of Bacteria. Small posi-
tively charged and highly abundant DNA binding
proteins are present with no evidence of ordered
packing structure.

DNA recombination and repair. Processing of the DNA
ends at a double strand break (DSB) in Bacteria employs
the RecBCD enzyme. In contrast, it appears RecBCD is
absent in Archaea, which instead employ homologs of
Eukaryal proteins Mrell/Rad50 and Spo11. In Bacteria,
homologous recombination involving DNA strand
pairing and exchange is catalyzed by RecA. In Archaea
RecA is absent and this critical step is mediated instead
by a eukaryotic Rad51 homolog termed RadA.
Subsequent resolution of holiday junctions to form
recombinant DNA molecules appears to be mediated
by archaeal-specific enzymes. Recombinational repair
in Archaea is generally more similar to eukaryal repair
largely based on the presence of RAD52-like proteins.
Other types of repair in Archaea such as alkylation
repair, and nucleotide excision repair, employ proteins
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with homology to both Bacteria and Eukarya.
Mismatch and error-prone repair are less studied, how-
ever, and the lack of archaeal MutS homologs suggests
Archaea employ mechanisms unlike those of Bacteria
for overcoming this type of DNA damage.

RNA synthesis, modification, and degradation. The
general transcription apparatus of Archaea exhibits
extensive overlap in both function and gene sequence
with that of Eukarya. Transcription in Bacteria
employs a fundamentally different system. Early
studies on this topic supported the separation of
Archaea from Bacteria. In Bacteria, the association of
RNA polymerase (RNAP) with sigma factor confers
on RNAP the ability to bind specifically to promoters.
In Eukarya and Archaea, RNAP never has the ability
to bind to promoters, but instead is recruited to the
DNA by proteins that pre-associate at such sequences.
The overlap between the archaeal and eukaryotic
transcription systems include: homologous promoter
structure, and homologs of TATA binding protein
(TBP), TFIIB, TFIIS, and the complex RNAP enzyme
itself consisting of more than 10 different subunits.
Despite such intriguing evolutionary overlaps, the
identity of the accessory regulatory components of
Archaea, which must control rates of transcription ini-
tiation in response to metabolic and environmental
stimuli is poorly understood.

rRNA methylation in Archaea occurs in an analo-
gous fashion to Eukarya and not like Bacteria (see
http:/ /rna.wustl.edu/snoRNAdb/). Ribosomal RNA
of Eukarya undergoes extensive posttranscriptional
modification including the addition of between 50
and 100 2’-O-ribose methylations depending on the
species. Such modifications are thought important in
rRNA folding, stability, ribosomal protein binding
and rRNA activity within the ribosome. Methylation
is mediated by a ribonucleoprotein complex consist-
ing of the protein fibrallarin and NOP56/58 and,
small antisense RNAs called snoRNAs. Each methy-
lated position is targeted by a distinct snoRNA. The
rRNA of Bacteria such as E. coli, in contrast, contain
only four ribose methylations with no evidence of
snoRNAs. It appears that all Archaea examined to
date encode fibrallarin and NOP56/58 homologs.
Extensive arrays of snoRNAs have also been identi-
fied in thermophilic Archaea.

A hallmark distinguishing Bacteria from Eukarya is
the extremely short lifetime of bacterial mRNA. Direct
measurements of archaeal mRNA stability indicate
they have long halflives and therefore more closely
resemble Eukarya (Bini et al., 2002). In addition,
Archaea appear to lack most of the key enzymes
employed by Bacteria to degrade mRNA particularly
those required for initial endonucleolytic cleavage and

3’ to 5’ exonuclease activity. They do encode however,
enzymes for the processing, maturation, and degra-
dation of stable RNA that are co-situated in a highly
conserved locus distributed throughout the Archaea.

Protein synthesis, folding, and turnover. Like Bacteria,
archaeal mRNAs are neither capped nor contain polyA
tails of significant length. Initiation of bacterial transla-
tion depends on the interaction of sequences located 5’
to the start codon with the 3" end of the 16S rRNA and
initiation factors IF1, 2 and 3. In Eukarya, mRNAs are
capped and have long polyA tails, and localization of
the start codon by a specialized ribosomal preinitiation
complex occurs via a scanning-type mechanism with-
out involvement of rRNA. Surprisingly, comparative
analysis of protein factors in Archaea involved in trans-
lation indicate a high degree of conservation with those
of Eukarya. For translation initiation this includes
homologs of eukaryal proteins; elF1A, elF2q, 8, and y
suggesting formation of a preinitiation complex analo-
gous to that of Eukarya, as well as elF4A and elF5
implicating the use of a scanning-type mechanism to
locate initiation codons. In Archaea, monocistronic
genes and those located in promoter-proximal posi-
tions within polycistronic units, often lack rRNA com-
plementary sequences to guide incoming ribosomes.
They also lack untranslated RNA leaders such that the
transcription and translation start sites coincide.
In contrast, genes located within polycistronic units
do have rRNA complementary sequences. These
observations suggest Archaea may employ distinct
mechanisms for the initiation of translation of different
gene categories.

Protein folding in Archaea employs enzymes
that are distinct from those found in Bacteria and
homologous to those in Eukarya. In Bacteria the key
protein folding enzymes include the chaperone sys-
tem consisting of heat shock protein 70 (HSP70;
DnaK), DnaJ and HtpG, and the chaperonin system
consisting of HSP60 (GroEL), and GroES. The latter
forms double ring toroidal structures readily observed
by electron microscopy. Additional activities include
enzymes involved in protein secretion, catalysts for
protein folding, the small HSPs, and trigger factor
(TF). In Bacteria, nascent proteins proceed from the
ribosome to TF to the HSP70 system and thence to
the HSP60 system. In Archaea, TF is not present, the
HSP70 system is very rare and the HSP60 system is
absent. In Archaea nascent polypeptides interact pos-
sibly with a homolog of the eukaryotic protein, NAC,
and subsequently with a eukaryotic homolog of
Prefoldin (GimC), which functionally replaces the
action of the HSP70 system. Subsequently there is an
interaction with an alternate chaperonin system
homologous to the eukaryotic TCP1 protein.
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The key mechanism employed in Archaea for
protein degradation involves a multisubunit hollow
barrel-like structure called the 20S proteasome. The
same structure is universally present in Eukarya
but only rarely present in Bacteria. The proteasome
is readily observed by electron microscopy, being
15nm in length and containing 28 subunits. When
present in Bacteria, proteasomes are thought to have
been acquired by horizontal transmission. The
proteasome associates with ATPase regulatory com-
ponents in the form of a cap increasing the size of the
structure considerably. The eukaryotic ubiquitin pro-
tein targeting system is not evident in Archaea and
though other energy dependent proteases exist in
Archaea additional studies are necessary to determine
their distribution and relationship to bacterial
proteases.

Protein secretion. The translocation (secretion) of
proteins through membranes in all organisms
employs a ribonucleoprotein complex called signal
recognition particle (SRP). To date, this appears to be
the sole mechanism in Eukarya and Archaea, while
Bacteria have the additional (Sec) system. SRP com-
prises RNA and associated proteins, which bind nas-
cent polypeptides to promote their interaction and
transfer across the cytoplasmic membrane. Archaea
like Eukarya have a 7.55 SRP RNA while Bacteria
have a smaller 4.5S RNA. The SRP protein compo-
nents of Archaea (SRP19 and SRP54) are more similar
to those of Eukarya though present in fewer numbers.
Other components of the archaeal protein secretion
system including the leader peptidase that removes a
portion of the N-terminal end of secreted proteins,
exhibit greater similarity to eukaryotic enzymes.

V. CONCLUSIONS

Archaea like Bacteria are prokaryotes with simple cell
structures. They can be readily distinguished from
Bacteria by differences in the structure and chemistry
of their envelopes. With some exceptions they cannot
generally be distinguished by biotype, physiology, or
metabolism. The most striking difference which appears
to unite the Archaea is their use of eukaryal-type genes
often with unique functions, to make and process
DNA, RNA, and protein. This latter feature has major

implications for the origin of life and the relationship
between Archaea and the last common ancestral cell.
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Attenuation, Transcriptional

Charles Yanofsky
Stanford University

GLOSSARY

antiterminator An RNA hairpin structure that gen-
erally contains several paired nucleotides that are
essential for terminator formation. When these
nucleotides are paired in the antiterminator they
cannot participate in terminator formation.

attenuator A short DNA region that functions as a
site of regulated transcription termination.

charged tRNA A transfer RNA bearing its cognate
amino acid (e.g., Trp-tRNATP).

leader peptide A peptide encoded by the leader seg-
ment of a transcript.

leader peptide coding region A short peptide coding
region in the leader segment of a transcript.

RNA-binding attenuation regulatory protein An
RNA-binding protein that binds to a specific RNA
sequence and, by so doing, either promotes or pre-
vents formation of a transcription terminator.

RNA hairpin structure A base-paired stem and loop
structure that has sufficient stability to remain in
the base-paired, hairpin configuration.

terminator (factor-dependent) An RNA sequence
usually causing transcription pausing that serves
as a site of factor-dependent transcription
termination.

terminator (intrinsicc An RNA hairpin followed
immediately by a sequence rich in U’s. The termi-
nator serves as a signal to RNA polymerase to
terminate transcription.
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transcription pausing A temporary pause or delay in
RNA polymerase movement on its DNA template.

transcription pause structure An RNA hairpin that
causes RNA polymerase to pause or stall during
transcription.

transcription termination Cessation of RNA syn-
thesis and release of transcript and DNA template
from RNA polymerase.

transcriptional attenuation A mechanism used to
regulate continuation vs termination of transcription.

Transcriptional Attenuation is the term used to describe
a general transcription regulatory strategy that exploits
various sensing events and molecular signals to alter the
rate of transcription termination at a site or a site preced-
ing one or more genes of an operon. Many mechanisms of
transcriptional attenuation exist. Each regulates operon
expression by responding to an appropriate molecule or
event and determining whether transcription will or will
not be terminated.

I. OBJECTIVES AND FEATURES
OF REGULATION BY
TRANSCRIPTIONAL

ATTENUATION

It is evident that an appreciable fraction of the genetic
material of each organism is dedicated to regulating
gene expression. The ability to alter expression provides

Copyright © 2003 Elsevier Ltd
All rights of reproduction in any form reserved
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the variability that an organism needs in order to initi-
ate or respond to the many changes that are associated
with or responsible for each physiological and/or
developmental event. Initiation of transcription is per-
haps the single biological act that is most often subject to
regulation. There are numerous examples of “negative-
acting” repressor proteins—proteins that inhibit
transcription initiation by binding to their respective
DNA operator site(s) within or in the vicinity of the
regulated promoter. Similarly, there are many exam-
ples of “positive-acting” regulatory proteins that activ-
ate transcription by binding at specific DNA elements
in the vicinity of the affected promoter. Both negative-
and positive-acting regulatory proteins are commonly
activated or inactivated by small or large molecules as
well as by reversible processes, i.e., phosphorylation
and dephosphorylation. However, transcription initi-
ation is only one of several common metabolic events
that may be modulated to alter gene expression. The
two subsequent stages in transcription, transcript
elongation and transcription termination, are also
common targets for regulatory change. The principal
advantages achieved by regulating these events is
that different classes of molecules and different meta-
bolic processes can participate in regulatory decisions.
Thus, once transcription has begun, the nascent tran-
script is a potential target for a regulatory event. In
addition, in prokaryotes, in which most transcripts
are initially translated as they are being synthesized,
components of the translation machinery may particip-
ate in regulatory decisions. By exploiting these addi-
tional targets, organisms have greatly increased their
regulatory options. A separate objective may have
been to devote as little unique genetic information as
possible to a regulatory process. Accordingly, some of
the transcriptional attenuation regulatory mecha-
nisms that will be described use less than 150bp of
DNA to achieve gene- or operon-specific control.
Often attenuation regulation is achieved using only
the common cell components that participate in RNA
and protein synthesis. In this article, I review the fea-
tures of several examples of regulation by transcrip-
tional attenuation.

II. MECHANISMS OF
TRANSCRIPTIONAL
ATTENUATION

A. Regulation of termination at an
intrinsic terminator

Many operons regulated by transcriptional attenua-
tion contain a DNA region that specifies a RNA

sequence that can fold to form a hairpin structure fol-
lowed by a run of U’s, a structure called an intrinsic
terminator. Intrinsic terminators instruct RNA poly-
merase to terminate transcription. The region encod-
ing the intrinsic terminator is located immediately
preceding the gene or genes that are being regulated.
The transcript segment before and including part of
the terminator often contains a nucleotide sequence
that can fold to form a competing, alternative hairpin
structure called the antiterminator. The existence of
this structure prevents formation of the terminator.
Antiterminator and terminator structures generally
share a short nucleotide sequence, which explains
why prior formation of the antiterminator prevents
formation of the terminator. Additional features of the
nucleotide sequence preceding or following a termi-
nator or antiterminator can influence whether these
structures will form or act. The transcript segment
preceding the terminator often contains sequences
that allow the organism to sense a relevant metabolic
signal and to respond to that signal by allowing or
preventing antiterminator or terminator formation.

A variety of mechanisms are used to sense specific
cell signals. In operons concerned with amino acid
biosynthesis, ribosome translation of a peptide coding
region rich in codons for a crucial amino acid is often
used to sense the presence or absence of the cor-
responding charged tRNA. Depending on the location
of the translating ribosome on the transcript, an
antiterminator will or will not form. In another example,
in an operon concerned with pyrimidine biosynthesis,
coupling of RNA synthesis with translation is
employed to sense the availability of a nucleotide
needed for RNA synthesis. In some mechanisms,
RNA-binding proteins regulate termination. These
proteins bind to specific transcript sequences or struc-
tures and allow or prevent antiterminator or termina-
tor formation. One common regulatory mechanism is
designed to sense the relative concentrations of a
charged and uncharged tRNA and, depending on
which is in excess, induce formation of an antitermina-
tor or terminator. It is evident from these and other
examples that regulation of the formation of an intrin-
sic terminator is a common strategy used to alter
operon expression.

1. Ribosome-mediated attenuation

Synthesis of most proteins requires not only the avail-
ability of all 20 amino acids but also these amino acids
must be in their activated state, covalently attached to
their respective tRNAs. As such, they are primed for
participation in polypeptide synthesis. The intracellu-
lar concentration of each amino acid reflects a balance
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of several events, including rates of synthesis, utiliza-
tion, import from the environment, and release from
proteins by degradation. Occasionally, induction of a
degradative pathway also affects the cellular level of
an amino acid. The concentration of a specific charged
tRNA also reflects several events, including the pres-
ence of the corresponding amino acid, its rate of
charging onto tRNA, the availability of that tRNA,
and use of that charged tRNA in protein synthesis.
Other factors also affect the rate of protein synthesis,
such as whether there are rare codons in the coding
region being translated and whether all needed
species of charged tRNA are available. The availabil-
ity of free ribosomes and accessory molecules
required for protein synthesis also has an impact on
the rate of protein synthesis. Given these many vari-
ables, it is not surprising that so many attenuation
mechanisms are used to sense and respond to specific
cellular needs.

a. The trp operon of Escherichia coli

Transcription of the trp operon of E. coli is regulated
by both repression and transcriptional attenuation.
The initial event in regulation by attenuation is the
formation of a RNA hairpin structure that directs the
transcribing RNA polymerase molecule to pause after
initiating transcription (Fig. 8.1, stage 1). This tran-
scription pause provides sufficient time for a ribo-
some to bind to the ribosome binding site of a peptide
coding region in the leader transcript and initiate
translation (Fig. 8.1, stage 2). The moving ribosome in
fact releases the paused polymerase, permitting
resumption of transcription (Fig. 8.1, stage 3).
Thereafter, transcription and translation proceed in
unison. As the polymerase molecule transcribes the
leader region, the translating ribosome moves along
the transcript and reaches a segment that is capable of
folding to form an antiterminator structure. However,
whether or not this structure forms depends on the
location of the translating ribosome. In a bacterium
deficient in charged tRNATP, the translating ribosome
would stall over either of two adjacent Trp codons in
the leader peptide coding region (Fig. 8.1, stage 4).
Stalling would allow a downstream RNA segment to
fold and form an antiterminator hairpin structure. As
transcription proceeds, persistence of the antitermina-
tor would prevent formation of the terminator since
paired nucleotides at the base of the antiterminator
must be free for terminator formation to occur. Under
these conditions, transcription would continue into
the structural genes of the operon. In a cell with adequate
levels of charged tRNA™P (Fig. 8.1, stage 4 alternate),
the tandem Trp codons would be translated and the
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FIGURE 8.1 Stages in ribosome-mediated transcriptional attenua-
tion regulation of the trp operon of E. coli. Transcription initiation
and pausing (stage 1), ribosome loading (stage 2), and initiation of
translation and release of the pause transcription complex (stage 3)
occur under all conditions. When a cell is deficient in tryptophan-
charged tRNATP (stage 4), the translating ribosome stalls at either
of the two Trp codons in the leader peptide coding region. Stalling
permits the antitterminator to form; this prevents terminator
formation, allowing transcription to continue into the structural
genes of the operon. When a cell has sufficient charged tRNATP to
support ongoing protein synthesis (stage 4 alternate), translation
proceeds to the leader peptide stop codon. A ribosome at this posi-
tion blocks formation of the antiterminator structure and permits
the terminator to form and cause termination.

translating ribosome would proceed to the leader
peptide stop codon. At this position, the ribosome
would block formation of the antiterminator and
allow the terminator to form; hence, transcription
would be terminated.
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The leader regions of many bacterial operons, such
as the his, phe, leu, thr, lvGMEDA, and ilvBN operons,
are organized much like that of the trp operon of
E. coli. These operons appear to be regulated by the
same mechanism, with only minor variations tailored
to each operon’s needs. Generally, the leader region
sequence and organization reflects differences in regu-
latory requirements. For example, transcription of the
his operon of S. typhimurium is regulated only by
attenuation, unlike transcription of the trp operon of
E. coli which is regulated by both repression and
attenuation. The his operon’s leader peptide coding
region contains seven consecutive His codons. This
organization allows greater sensitivity to changes in
the cellular level of charged tRNA™S; a slight reduc-
tion is sufficient to delay ribosome movement
through the His codon region. Any delay promotes
antiterminator formation. An operon with a leader
region that is organized differently is the ilvGMEDA
operon of E. coli. Here, attenuation is regulated in
response to the availability of three charged tRNAs
those for tRNA", tRNAY, and tRNA™. Codons for
these tRNAs are arranged in the leader peptide cod-
ing region so that a deficiency of any of these charged
species would promote antiterminator formation.
Another operon regulated similarly is pheST of E. coli.
This operon specifies the two polypeptides of pheny-
lalanyl-tRNA synthetase. Translation of its leader
peptide coding region containing five Phe codons
is used to regulate termination/antitermination.
An interesting consideration that bears on pheST
operon regulation is that the product of this operon,
phenylalanyl-tRNA synthetase, is needed under all
growth conditions.

b. The pyrBI operon of E. coli

Another well-studied example in which ribosome-
mediated attenuation regulates transcription of an
operon concerns the pyrBI operon of E. coli. When a
cell has inadequate levels of UTP for RNA synthesis,
the UTP deficiency triggers transcription antitermina-
tion in the leader region of this operon (Fig. 8.2).
Continued transcription of the operon allows the cell
to increase its rate of pyrimidine nucleotide synthesis.
The pyrBI leader transcript has several features that
explain its role in transcription regulation. It can fold
to form alternative antiterminator and terminator
structures. In addition, the leader segment contains
the coding region for a leader peptide; this coding seg-
ment overlaps the antiterminator and terminator. The
leader transcript also has several U-rich sequences
which play a role in transcription pausing. When the
UTP level is insufficient to sustain continued RNA
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FIGURE 8.2 Stages in transcriptional attenuation in the pyrBI
operon of E. coli. When a cell is deficient in UTP, the RNA polymerase
molecule that is transcribing the pyrBl operon leader region pauses at
one or more UTP deficiency-dependent pause sites (stage 1). While
the polymerase is paused a ribosome binds to the leader transcript
and initiates translation (stage 2). When the polymerase is released,
the translating ribosome moves closely behind the transcribing poly-
merase. Continued translation by this ribosome prevents formation
of the terminator structure; thus, transcription continues into the
structural genes of the operon (stage 3). When there are adequate
levels of UTP to support rapid RNA synthesis (bottom) the transcrib-
ing polymerase pauses very briefly in the leader region and then con-
tinues transcription. The terminator sequence is formed well before
the translating ribosome can approach this segment of the transcript.
Terminator formation results in termination.

synthesis, the polymerase transcribing the pyrBI operon
stalls at these U-rich pause sites (Fig. 8.2, stage 1).
Reduced polymerase migration allows sufficient time
for a ribosome to bind to the transcript and move
closely behind the polymerase (Fig. 8.2, stage 2). A
translating ribosome at this position could prevent
formation of the terminator structure; thus, transcrip-
tion of the operon would continue (Fig. 8.2, stage 3).
When a cell has an adequate level of UTD, the tran-
scribing polymerase molecule moves through the
pause sites rapidly and is positioned well ahead of the
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translating ribosome. This separation permits the ter-
minator to form and cause transcription termination.
Transcription of this operon is also regulated by an
unrelated UTP-dependent mechanism.

c. Other examples

A related although different mechanism of ribosome-
mediated transcription attenuation is used to regulate
expression of the ampC operon of E. coli. The regulatory
region of this operon, preceding ampC, encodes a
leader transcript segment containing a ribosome bind-
ing site, adjacent start and stop codons, and a sequence
that can form an intrinsic terminator. Expression of this
operon is subject to growth rate regulation. During
rapid growth, when the ribosome content per cell is
high, a ribosome is likely to bind at the ribosome
binding site in the leader segment and interfere with
terminator formation. Under these conditions, tran-
scription of the operon will continue. When the ribo-
some content per cell is low, the leader segment of the
transcript is likely to be ribosome free for a period
sufficiently long to allow the terminator to form and
promote termination. An antiterminator is not used in
this attenuation mechanism.

2. Binding protein-mediated attenuation

In several operons regulated by transcriptional
attenuation, specific RNA-binding proteins determine
whether or not transcription will be terminated. These
proteins recognize specific sites or sequences in a
transcript and, by binding, regulate formation of an
antiterminator or terminator. Well-studied examples
include the bgl operon of E. coli and the sac operon of
Bacillus subtilis, which are regulated similarly, and the
trp and pyr operons of B. subtilis, which are regulated
differently. The RNA-binding regulatory proteins that
regulate transcription of these operons function much
like the stalled ribosome in amino acid biosynthetic
operons, as described previously.

a. The bgl operon of E. coli

The bgl operon of E. coli, bglG-bglF-bglB, is a three-
gene operon encoding proteins required for the uti-
lization of B-glucosides as carbon sources. The operon
contains two independent sites of regulated transcrip-
tion termination, the first before bglG and the second
between bgIG and bglF. The products of the first two
genes of the operon, BglG and BglF, are necessary for
regulation of this operon by attenuation. BglG exists
in two forms: a phosphorylated, monomeric, inactive
species and a dephosphorylated, dimeric, active

(RNA-binding) species (Fig. 8.3). BglF is a membrane-
bound phosphoenolpyruvatedependent phospho-
transferase. When BglF senses a B-glucoside, it
phosphorylates the sugar and transports it into the cell.
Substrate-activated BglF also dephosphorylates BglG,
converting it into the active, RNA-binding dimeric
form. In the absence of a B-glucoside, BglF phospho-
rylates BglG, rendering it monomeric and inactive.

The transcript segment preceding bglG and bIgF can
fold to form either an antiterminator or a terminator
structure. When BglG is dephosphorylated and active,
it binds to and stabilizes the antiterminator (Fig. 8.3).
Since the stem of the antiterminator contains bases that
are part of the terminator, the terminator does not
form. Nucleotides in the single-stranded loop region of
each antiterminator as well as paired bases in the
antiterminator stem appear to be the sites of BglG bind-
ing. BglG is believed to act similarly at the two antiter-
minators. When BglG is inactive and the bgl operon is
being transcribed, terminator structures form in the
transcript and terminate transcription (Fig. 8.3).

The sacB and sacPA genes of B. subtilis, genes con-
cerned with sucrose utilization, appear to be regu-
lated by a very similar antitermination/termination
mechanism. The protein products of genes sacY and
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FIGURE 8.3 Protein-mediated transcriptional attenuation in the
bgl operon of E. coli. In the presence of a B-glucoside carbon source
the BgIF protein phosphorylates the sugar and transports it into
the cell (top). B-Glucoside-activated BglF also dephosphorylates the
BglG protein. Dephosphorylated BglG dimerizes, and the dimer
binds at one or both of the antiterminators in the transcript of the
bgl operon, stabilizing the antiterminator structure. The existence of
the antiterminator prevents formation of the terminator; thus, tran-
scription proceeds. In the absence of a B-glucoside BglF phospho-
rylates BglG and the phosphorylated form remains as a monomer,
incapable of binding to RNA (bottom). Under these conditions, the
antiterminator is not stabilized, and the terminator forms, termi-
nating transcription.
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sacT regulate sacB and sacPA expression, respectively.
The leader regions preceding sacB and sacPA specify
RNA antiterminator structures that closely resemble
those of the bgl operon. Dephosphorylation of SacY by
SacX, in response to the presence of sucrose, leads to
antitermination of transcription in the leader region
preceding sacB. The proteins and sites involved in
attenuation control in the sac and bgl systems are
homologous.

b. The trp operon of B. subtilis

The leader segment of the transcript of the trp operon
of B. subtilis can fold to form mutually exclusive
antiterminator and terminator structures (Fig. 8.4).
When a cell is deficient in tryptophan and the leader
region of the operon is being transcribed, the antiter-
minator forms, preventing terminator formation and
termination (Fig. 8.4). In the presence of excess tryp-
tophan, an RNA-binding protein, TRAP (trp RNA-
binding attenuation protein), encoded by the mtrB
gene, binds tryptophan and becomes activated.
Activated TRAP can bind to the trp operon leader tran-
script while it is being synthesized. The TRAP binding
site consists of a series of U/GAG repeats located
immediately preceding and including part of the
antiterminator structure (Fig. 8.4). TRAP binding to the
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FIGURE 8.4 Protein-mediated transcriptional attenuation in the trp
operon of B. subtilis. When a cell is deficient in tryptophan the TRAP
protein is not active, the leader region of the trp operon is
transcribed, the antiterminator forms, and transcription continues into
the operon (top). When a cell has sulfficient tryptophan to support
rapid growth, the TRAP protein is activated by bound tryptophan
(bottom). Activated TRAP binds at U/GAG repeat sequences (small
boxes) in the transcript segments located before and within the antiter-
minator. Bound TRAP essentially melts the antiterminator, allowing a
sequence at the base of the antiterminator to exist in an unpaired form.
This unpaired sequence participates in the formation of the terminator
hairpin structure, which promotes termination.

transcript prevents formation of the antiterminator,
thereby promoting fo