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The Cellular Basis of 
Tumor Progression 

Gloria H. Heppner and Fred R. Miller 
Karmanos Cancer Institute, Detroit, Michigan 48201 

Variability in disease presentation and course is a hallmark of cancer. Variability is 
seen among similarly diagnosed cancers in different patients or animal hosts and in the 
same cancer at different periods of time. This latter type of variability, termed “tumor 
progression,” was defined by Foulds in a series of six rules that describe the independent 
behavior of individual cancers and the independent evolution of different cancer 
characteristics. Tumor progression is believed to result from variability among 
subpopulations of tumor cells within individual cancers and from selection of these 
subpopulations by conditions within the cancer environment, such that different 
subpopulations come to prominence over the course of cancer development and growth. 
Interactions among subpopulations, however, modulate tumor behavior as well as tumor 
evolution. The leading hypothesis for the origin of tumor subpopulations is the genetic 
instability of cancer cells. There are a number of possible mechanisms of genetic 
instability, some internal to cancer cells (mutation, amplification, mutator phenotypes, 
DNA repair deficiencies) and some present in the tumor microenvironment (endogenous 
mutagens). There are also potential epigenetic mechanisms of variability, including 
alterations in gene regulation, differentiation, adaptation, and cell fusion. Regardless of 
mechanism, the heterogeneity of tumor subpopulations poses a number of challenges to 
the practice of cancer research, including the design of reproducible and meaningful 
experiments. Tumor heterogeneity also has significant consequences for the clinical 
assessment of tumor prognosis and the development of effective treatment regimens. 

1. Introduction 

Cancer researchers are frequently asked the questions “With so much 
money being poured into cancer research, why hasn’t there been more 

lnrernarional Review UJ Cyrology, Vol. 177 
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2 GLORIA H. HEPPNER AND FRED R. MILLER 

progress; why hasn’t cancer been cured?” Our usual response is to point 
to the successes to date-childhood leukemia and Hodgkin’s Disease, a 
very short list-and to mumble something about the complexity of the 
problem and the probable lack of a “magic bullet.” No wonder the public 
is skeptical! Just what is it that makes cancer so complex that the combined 
efforts of thousands of scientists and many millions of dollars cannot solve 
its mysteries? The answer to this question is not obvious to the general 
public and probably not all that clear to the professional cell and molecular 
biologists who make up the readership of the International Review of Cytol- 
ogy. But the answer is not hidden or unique to cancer. It involves two of 
the most fundamental properties of life, namely, the proclivity of organisms, 
including cells, to undergo change and the capacity of the environment to 
utilize that change to mold a new, evolving population. In short, cancer 
exhibits in a dramatic and immediate way, the same hallmarks as does life 
in general, variation and selection and the interplay between the two that 
leads to overall survival. The fact that in the case of cancer the forces that 
lead to the survival of the neoplastic population, if unchecked, ultimately 
destroy its environment, its host, should not be surprising, given the many 
similar examples in the evolution of free-living organisms. However, the 
public, as well as researchers and oncologists, generally confronts cancer 
on a less cosmic scale, in particular experimental systems and individual 
patients. At this level the forces of evolution are manifested as unwanted, 
and oftentimes unexpected, variability-inconsistency in experimental re- 
sults and patient outcome. The variability in the “trees” makes up the 
complexity of the “forest.” The purposes of this review are to describe the 
types and mechanisms of variability in cancer, to show how they result in 
the phenomenon known as “tumor progression,” and hopefully to enhance 
the reader’s appreciation of the complexity of the neoplastic process. 

II. Tumor Progression 

A. Variability in Tumor Behavior 

1. Among Patients 

One of the most fascinating experiences for a cancer experimentalist is to 
attend a “multidisciplinary” clinical conference in a large-practice cancer 
center and to hear the presentation of the week’s “cases” and the discussion 
by the various physicians-surgeons, pathologists, diagnostic radiologists, 
and radiation and medical oncologists-on the best course of action for 
treatment. What soon becomes apparent is that individual cases which 
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nominally carry the same diagnosis, for example, infiltrating ductal carci- 
noma of the breast, are anything but routine. The physicians will weigh 
every bit of information they have on each patient-age, family history, 
previous and current medical history, extent of cancer spread (local, to 
lymph nodes, in distant organs), and pathological features, the expression 
of tumor “markers”, etc.-and then arrive at a consensus decision couched 
in statistical predictions-recurrence occurs 10% of the time in this type 
of patient, or 5-year survival is 45%, and so on. What eventually becomes 
clear is that no two patients are alike and that disease outcome cannot be 
predicted with certainty. The apparently most hopeless case may achieve 
a complete cure; the less problematic one may turn out to be catastrophic. 
This extensive interpatient variability is at the heart of medical decision- 
making and is the major reason why clinical trials of new treatments require 
such large numbers of patients and such long times to complete. Indeed, 
even in large cancer centers there are seldom enough of a particular type 
of patient to carry out a definitive study, necessitating the organization of 
multiinstitutional cooperative trials to make even a small advance. Thus, 
the first “type” of variability that must be appreciated is among individual 
cancer patients and includes both patient variables and differences among 
their neoplasms. 

2. Over Time 

The second type of variability likewise contributes to the difficulty in making 
treatment decisions because it deals with the possibility of change over 
time. A patient’s breast cancer may present with the molecular markers, 
estrogen and progesterone receptors (ER, PR), that predict for sensitivity 
to hormone-based therapy, nowadays most likely with tamoxifen. Following 
surgery to remove the primary cancer, the patient may be placed on a 
regimen of tamoxifen. Fortunately, at least half of such patients will respond 
to the treatment and many will have no further difficulties. However, for 
some patients the cancer may eventually recur and it will be found to no 
longer express ER or PR and no longer respond to tamoxifen. Over time, 
a hormone-responsive cancer has evolved into a nonresponsive one. Simi- 
larly, a cancer that was initially responsive to a particular set of chemothera- 
peutic drugs may evolve into a resistant cancer. A cancer that on primary 
diagnosis appeared to be relatively well-differentiated and contained may 
reappear as an aneuploid, highly aggressive malignancy. In short, the basic 
characteristics of an individual cancer may become fundamentally different 
over a period of time such that the original treatment plan may no longer 
be appropriate and the patient’s prognosis has become drastically changed. 
This ability of individual neoplasms to change over time is called “tumor 
progression.” 
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6. The Concept of Tumor Progression 

1. Foulds’ Definition 

The formulation of the concept of tumor progression was the seminal 
contribution of Leslie Foulds whose encyclopedic knowledge of the behav- 
ior of both experimental and clinical cancers allowed him to perceive the 
underlying generalizations masked by the otherwise overwhelming varia- 
tion, to define the forest as distinct from the trees. Foulds’ concepts and 
their documentation are contained in a brilliant two-volume work entitled 
Neoplastic Development (Foulds, 1969,1975). These volumes, no longer in 
print, represent one of the most profound syntheses in cancer research. 
Foulds defined progression as the “acquisition of permanent, irreversible 
qualitative changes of one or more characteristics in a neoplasm.” It is 
important to emphasize that progression deals with qualitative changes in 
fundamental characteristics, not just the extension of a cancer in time or 
space, for which the term progression is often misapplied. The concept of 
progression also deals with changes in a cancer, not with changes in cancer 
cells-it is a tissue, not a cellular phenomenon. Although Foulds included 
the word “irreversible” in the definition, this may not be literally true since 
sometimes cancers may undergo spontaneous regression (which is a special, 
unfortunately infrequent case of progression) or may be induced to regress 
by, for example, noncytotoxic, differentiating agents or embryonic fields 
(Pierce et al., 1984). These exceptions, however, do not disprove the rule. 
Finally, the term progression can be applied over the entire course of 
neoplastic change, from seemingly normal, but “initiated” cells to advanced, 
metastatic disease. 

2. Foulds’ Rules 

The intellectual strength of Foulds’ concept of tumor progression lies in a 
series of six “rules” which he extracted from his detailed reading of the 
clinical and experimental literature. Although a great deal has been learned 
about cancer, particularly at the molecular level, since Foulds’ time, most, 
if not all, of that knowledge has provided more examples of its truth, 
without shaking the foundations of his concept. The rules are as useful as 
when they were first formulated. 

Rule 1 states that “progression occurs independently in different tumors 
in the same host.” Multiple tumors are quite common in animal cancer 
models, particularly those of viral or germline origin. Multiple simultaneous 
neoplasms, for example, carcinoma in silu and invasive carcinoma in the 
breast (Teixera et al., 1994, 1996; Fujii et al., 1996), multiple polyps and 
cancer in the colon (Fucci et al, 1994; Fante et al., 1996), or second or even 
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more cancers of the same or different histotype as these or other cancers 
(Czarneki et al., 1994; Azizi et al., 1995; Yokoyama et al., 1996), are also 
frequent in humans. Rule 1 addresses the independence of the natural 
history of these lesions. Thus, although multiple independent foci of carci- 
noma in situ may occur in the same patient, in the same or different breasts, 
they do not all have the same probability of progression to invasive cancers, 
nor do the cancers that may occur necessarily share similar sensitivities to 
treatment or proclivities for metastatic spread. 

Rule 2 is “progression occurs independently in different characters in 
the same tumor.” A great deal of effort has gone, and is still going, into 
the identification of “prognostic indicators,” pathological, cellular, and mo- 
lecular markers that will allow a physician to predict whether an individual 
cancer will follow a relatively benign course and be controlled by moderate 
therapy or whether it will prove to be highly malignant and require corre- 
spondingly aggressive treatment. Much experimental ingenuity and statisti- 
cal analysis has been used to specify independent markers of risk or to 
construct multivariate indices of prognosis. Without denying the usefulness 
of these approaches as general guidelines, it is clear that there are no 
absolute indicators. Cancer development and progression are multifactorial 
processes. The expression of any one characteristic is not a guarantee of 
the eventual expression of any other. 

Rule 3, “progression is independent of growth,” with its corollaries “at 
its first clinical manifestation a tumor may be at any stage of progression” 
and “progression is independent of the size or clinical duration of a tumor,” 
appears to be counterintuitive: after all, isn’t the basis of cancer “uncon- 
trolled growth?” Discussion of this assumption, one of the most common 
misconceptions in cancer research, is beyond the scope of this review. 
However, for an illustration of the validity of Rule 3, it is only necessary 
to consider “cancers of unknown origin,” a not uncommon diagnosis in 
which the cancer presents as widely disseminated disease without an obvious 
primary, even at extensive autopsy (Mackay and Ordonez, 1993; Abbruz- 
zese et al., 1994). 

Rule 4, “progression is continuous or discontinuous, by gradual change 
or by abrupt steps,” refers to the sometimes startling rapidity with which 
a cancer may appear to “take off” (although it may also be a consequence 
of how frequently the neoplasm is being monitored). 

Rule 5 ,  “progression follows one of alternate paths of development,” is 
related to Rule 1 and is most meaningful when applied to the relationship 
between preneoplastic lesions, whether histological or molecular, and the 
eventual development of overt cancer. Progression can follow a particular 
sequence of events, but it does not have to. 

Rule 6 particularly applies to experimental work: “progression does not 
always reach an end point within the lifetime of a host.” Cancers that have 
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been propagated for long times, either in experimental animals or in cell 
culture, are still subject to change and the rules of progression. 

C. Examples of Progression and Foulds’ Rules 

As mentioned above, tumor progression can be seen in a wide range of 
biologically and clinically significant cancer characteristics: growth rate, 
sensitivity to endogenous (hormones, growth factors) and exogenous 
growth regulators or cytotoxic agents (antihormone drugs, chemo- and 
radiation therapy), as well as in the development of metastases. The litera- 
ture on this topic is extensive and only a few illustrative examples can be 
presented here. 

Foulds (1969) carried out an extensive analysis of the progression of 
pregnancy-dependent mouse mammary tumors. These tumors arise during 
pregnancy and then regress after weaning. Foulds followed a number of 
such tumors that had arisen in different mammary glands of a single mouse. 
Over the course of several pregnancies the tumors grew and regressed until 
one of them did not regress but continued to grow in the absence of 
hormone stimulation (see Rule 1). 

Some years ago our laboratory (Hager et al., 1978) measured a number 
of behavioral characteristics (latency period, growth rate, invasiveness, and 
metastasis) in seven, independently arising mouse mammary tumors serially 
passaged for up to 10 generations. In general the data illustrated progression 
of these characteristics over time and, in addition, provided further exam- 
ples of the validity of Foulds’ rules, in particular the independent evolution 
of the characteristics measured, including enhanced growth rate versus 
ability to metastasize (Rule 2). However, our tumors also demonstrated 
considerable fluctuation in progression from 1 serial passage generation to 
the next. For example? one tumor became metastatic, lost the capacity, 
regained it, and lost it again over successive passages, suggesting that the 
course of tumor evolution need not be inexorable but may be subject to 
control mechanisms, a theme which will be discussed more fully below. 

Rubin (1994b) utilized a cell culture system to address the validity of 
Rules 3, 4, and 5. Rubin’s system consists of a subline of NIH 3T3 cells 
that undergo progression, manifested as foci of increasing population den- 
sity, when subjected to sequential rounds of growth to and maintenance 
of confluence. Interestingly, progression was favored by constraint of prolif- 
eration (see Rule 3). Furthermore, although the appearance of dense foci 
was usually gradual, they sometimes appeared very quickly, at a rate conso- 
nant with one-step transformation (Rule 4). The system also gave evidence, 
by the unique morphology of the dense foci from independent lineages, of 
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the validity of Rule 5, that progression follows alternate paths of devel- 
opment. 

A very active area of current research is the identification of molecular 
genetic and cytogenetic correlates of tumor progression and the relationship 
of these to histopathological lesions that cover the progression spectrum 
of normal to dysplastic to preneoplastic to in situ and finally invasive cancers. 
The underlying premise is that the cause of progression is genetic (see 
below) and in particular involves alterations in key oncogenes and suppres- 
sor genes. This scheme of genetic progression, originally articulated for 
colon cancer by Fearon and Vogelstein (1990), also illustrates some of 
Foulds’ rules: for example, although it is possible to discern an order of 
genetic alterations in the progression to malignancy, the order is not neces- 
sarily the same in each tumor (Rules 1, 2, and 4). For a recent, thoughtful 
application of the Fearon and Vogelstein scheme to head and neck cancer, 
the reader is referred to Califano et al. (1996). 

In addition to progression occurring within sites of primary tumor devel- 
opment, Foulds’ Rule 6 addresses the issue of progression beyond the life 
of the host. This rule has long been appreciated by experimentalists who 
have used serial transplantation as a method to develop animal models of 
aggressive and metastatic tumor growth (Hauschka, 1953). A corollary to 
this rule is that progression does not end within primary cancers but can 
also be seen within individual metastatic lesions from the same primary 
cancer, which may continue to evolve new properties, including the ten- 
dency to metastasize to new sites (Poste et af., 1982) and different levels of 
sensitivity and resistance to chemotherapeutic drugs (Talmadge et al., 1984). 

111. Cellular Heterogeneity as the Basis of 
Tumor Progression 

A. Nowell Hypothesis 

The underlying mechanisms of tumor progression had been a subject of 
conjecture and debate before Foulds so elegantly defined the phenomenon 
and enunciated his rules. Parallels were noted with the emergence of drug 
and phage resistance in bacteria and similar debate occurred on whether 
what appeared to be a wholesale change in population phenotype was due 
to induction of new behavior by an environmental factor or was evidence 
of the emergence of variants, preexisting within the original population, 
which had been selected to dominance through changing environmental 
conditions (Hauschka, 1953). Indeed, Law (1952) adapted the Luria and 
Delbruck (1943) fluctuation test to demonstrate that emergence of A- 
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methopterin resistance in leukemia cells was due to selection of preexisting, 
resistant mutants. 

In 1976 a very influential paper appeared in Science that clearly and 
succinctly focused on the cellular basis of tumor progression (Nowell, 1976). 
In this paper Nowell hypothesized that “tumor progression results from 
acquired genetic variability within the original clone allowing sequential 
selection of more aggressive sublines.” A particular feature of Nowell’s 
concept was the contention that a fundamental property of cancer cells, as 
opposed to normal cells, was heightened genetic instability and that instabil- 
ity may become more pronounced as neoplasms evolve. Genetic instability, 
which could be due to a variety of mechanisms, was postulated to result 
in the production of clonal variants, some of which have a selective advan- 
tage in their environmental milieu and hence come to be dominant forces 
in the growing cancer such that their behavioral characteristics determine 
the behavior of the entire neoplasm. 

In order for the Nowell hypothesis to have any validity, cancers must be 
heterogenous at the cellular level. At some time during the evolution of a 
single neoplasm, it must be possible to demonstrate coexisting tumor cell 
subpopulations that differ in the type of behavioral properties known to 
change during tumor progression. If the basis for the cellular heterogeneity 
is genetic, these subpopulations should be clonal, that is, they should be 
able to reproduce themselves or “breed-true,’’ at least until further genetic 
variation occurs. It should also be possible to demonstrate the emergence 
and diminution of individual subpopulations (clones) within a single neo- 
plasm, over time, as they are affected by selection pressure. 

Although an attractive part of Nowell’s hypothesis, tumor cells need not 
be especially unstable genetically or become more so during neoplastic 
development for progression to occur. Tomlinson et al. (1996) have used 
mathematical models of tumorigenesis (based on data from colorectal can- 
cer) to show that selection is more important in driving tumorigenesis than 
is an increased mutation rate. An enhanced mutation rate may result in 
more rapid progression but is not required for it. Furthermore, as will be 
discussed, not all cellular heterogeneity in neoplasms is necessarily due to 
primary genetic alterations, nor does the ability of a cell to pass on a trait 
to its daughter cells necessarily mean that the trait is inherited. 

Subsequent research has also shown that tumor progression need not be 
simply the reflection of the “survival of the fittest.” As mentioned above, 
there can be fluctuations in progression and, as will also be discussed, 
modifying intersubpopulation interactions that influence the direction and 
extent of evolution. 

A stumbling block for some to accepting the concept of intratumor 
cellular heterogeneity is the well-documented evidence for the monoclonal 
origin of the vast majority of cancers (Fialkow, 1979; Tanooka and Tanaka, 
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1982; Vogelstein et al., 1985; Tanooka, 1988; Noguchi et al., 1992). Further 
reflection, however, reveals no inherent inconsistency. Clonality does not 
signify the absence of change. A cancer, just as a whole, multicellular 
organism, may originate with a single “stem” cell which nevertheless may 
change, by either normal differentiative processes or actual genetic alter- 
ations, during the course of development. Some markers of clonal identity, 
such as X-inactivation, may be less subject to change, than, for example, 
resistance to a particular chemotherapeutic drug: one can surely have sub- 
clones, derived from an original, parental clone, that continue to express 
common features, as well as new ones. Similarly, individual metastases 
from a single cancer may be clonal in origin (Talmadge et al., 1982) and yet 
develop subclonal heterogeneity over time (Poste et al., 1982). Furthermore, 
there is considerable evidence for clonal selection during the early phases 
of cancer development (Mitelman, 1971), even within preneoplastic or 
preinvasive lesions (Hsu et al., 1983; Shibeta et af., 1993; Fujii et al., 1996), 
so that the appearance of clonality within an established tumor may mask 
genetic diversity at the true point of origin (assuming that could be defined) 
(Ogawa et al., 1980). In any event, there is a great deal of evidence that 
individual cancers can, in fact, contain multiple cellular subpopulations that 
behave in a clonal manner. 

6. Cellular Heterogeneity of Cancer 

1. Animal Tumors 

The experimental study of cancer heterogeneity received major impetus 
with the publication in the late 1970s by Fidler and Kripke (1977) of a 
paper demonstrating the preexistence (prior to assay) within the B16 mela- 
noma cell line of clones of cells that differed markedly in their ability to 
form lung colonies upon intravenous injection into syngeneic mice (this 
procedure is known as the experimental metastasis assay). Fidler and 
Kripke, as had Law before (1952), used an adaptation of the fluctuation 
test to show that a cancer was heterogenous at the cellular level. Soon 
thereafter our own laboratory (Dexter et al., 1978) reported the isolation, 
based on morphological criteria, of four tumor-producing subpopulations 
from a single, primary mammary carcinoma that had arisen in a strain Balb/ 
cfC3H mouse. A fifth subpopulation was later isolated from a spontaneous 
metastasis in a mouse bearing a serial transplant from that same primary 
(Heppner et af., 1978). These five subpopulations were shown to differ in 
basic behavioral properties, including growth rate (Dexter et al., 1978), 
intrinsic sensitivity to chemotherapeutic drugs (Heppner et al., 1978), immu- 
nogenicity in syngeneic hosts (Miller and Heppner, 1979), and ability to 
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metastasize (Miller et al., 1983). The populations bred true, that is, their 
basic characteristics were stable upon repeated propagation. 

Subsequently, there have been repeated demonstrations of similar cellu- 
lar heterogeneity in experimental tumors of recent origin as well as in 
well-established tumor models. This review can only cite a fraction of 
the published literature. Virtually every type of cancer has been used: as 
mentioned, melanoma, lymphoma-leukemia (Olsson and Ebbesen, 1979), 
sarcoma (Nicolson et af., 1978; Varani et af., 1978; Kripke et al., 1978; 
Mantonvani et al., 1981; Boone et al., 1979; Wang et al., 1982), and carcinoma 
(Martin et al., 1983; Welch et al., 1984a,b; Brodt et al., 1985). Clonal hetero- 
geneity has been demonstrated in tumors induced by chemicals (Wang et 
al., 1982; Martin et al., 1983), by physical agents (Kripke et al., 1978; Boone 
et al., 1979), by steroids (Dominguez and Huseby, 1968), or by viruses 
(Dexter et al., 1978; Brodt et af., 1985; Olsson and Ebbesen, 1979), as well 
as in spontaneously transformed clones in v i m  (Rubin, 1988). Clonal tumor 
heterogeneity has been noted in a wide range of properties: karyotype 
(Dexter et al., 1978; Boone et af., 1979; Wang et al., 1982), histopathology 
(Dexter et af., 1978), metastatic and invasive behavior (Fidler and Kripke, 
1977; Boone et al., 1979; Mantovani et af., 1981; Wang et a!., 1982; Miller 
et al., 1983; Welch et al., 1984a), antigenicity, and immunogenicity (Miller 
and Heppner, 1979; Brodt et al., 1985; Hostetler and Kripke, 1988), and 
sensitivity to chemotherapy (Law, 1952; Heppner et al., 1978; Tsuro and 
Fidler, 1981; Welch and Nicolson, 1983), to X-irradiation (Hill et af., 1979; 
Leith et al., 1981; Welch et al., 1984b; Wallen et al., 1985; Jamasbi and 
Perkins, 1990), to y-radiation (Welch et al., 1983), and to hyperthermia 
(Tomasovic et aL, 1984; Rhee et al., 1987). Biological agents, such as hor- 
mones (Geradts et af., 1986) and inducers of differentiation (Gerharz et af., 
1989), likewise elicit differing responses among clones isolated from the 
same animal tumor. 

In general, the clones isolated from all these cancers remain stable, 
at least for some time, in regard to their specific traits, upon repeated 
propagation. Also, in general, the specific traits exhibited by the varying 
clones are randomly distributed among them, that is, metastasizing ability 
does not sort with drug sensitivity, and so on (see Fould’s Rule 2). 

2. Human Cancers 

Investigation of the cellular heterogeneity of human cancer is logistically 
more difficult than it is for animal cancer and the proof of clonality is 
oftentimes indirect, due to difficulties in successfully propagating many 
human cancers either in v i m  or as xenografts. Nevertheless, there is an 
impressive number of publications in which investigators have shown by 
direct isolation the existence of multiple subpopulations (clones) in human 
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cancers, either in primary cancers or  in different metastatic foci from the 
same patient, or in human cancer cell lines. As with animal tumors, the 
types of cancers for which this has been achieved are all-inclusive: mela- 
noma (Albino et al., 1981; Natali et al., 1983; Rofstad, 1992), colon carcinoma 
(Brattain et al., 1981, 1983; Leith et al., 1982a,b, 1983, 1984, 1985; Zhou et 
al., 1995), glioma (Yung et al., 1982; Wikstrand et al., 1983; Allalunis-Turner 
et al., 1992; Coons et al., 1995), lung cancer (de Vries et al., 1989; Linsley 
et al., 1986), breast cancer (Brennan et al., 1979; Teixeira et al., 1995), 
bladder cancer (Brown et al., 1990), salivary gland cancer (Shirasuna et al., 
1986), and thyroid cancer (Eng et al., 1996) among others (Slocum et al., 
1985). Also, as with animal tumors, the heterogeneity is seen for a wide 
range of characteristics, including in vitro growth properties (Albino et al., 
1981; Brattain et al., 1983), karyotype (Leith et al., 1982b; Coons et al., 
1995; Teixeira et al., 1995), sensitivity to growth regulators or expression 
of growth factor or hormone receptors (Brennan et al., 1979; Brattain et 
al., 1983; Zhou et al., 1995), molecular genetic markers (Eng et al., 1996), 
antigen expression (Albino et al., 1981; Natali et al., 1983; Wikstrand et al., 
1983; Linsley et al., 1986), ability to grow as xenografts (Brown et al., 1990; 
Shirasuna et al., 1986), and sensitivity to chemotherapeutic drugs (Yung et 
al., 1982; de Vries et al., 1989; Allalunis-Turner et al., 1992), various types 
of radiation (Leith et al., 1982a,b, 1984; Rofstad, 1992; Allalunis-Turner et 
al., 1992), hyperthermia (Leith et al., 1983, 1985), and biological therapy 
(Leith et al., 1982a; Allalunis-Turner et al., 1992). (Again, the references 
cited are only a fraction of the published literature.) 

A particularly elegant study on the extent and distribution of distinct 
clones (detected by flow cytometry and cytogenetic analysis of first division 
cells) was recently published for a single, human low-grade oligoastrocy- 
toma (Coons et al., 1995). The authors sampled 38 spacially mapped areas 
in the tumor and found extensive variation in karyotype and DNA content 
among them. One area in particular, in addition to containing a distinct, 
clonal stem line, also contained a variety of nonclonal abnormalities, sug- 
gesting that this area was a hot spot of genetic instability. This study is 
a fine illustration of regional heterogeneity, that is, heterogeneity in the 
distribution of tumor cell clones within a solid neoplasm. 

In addition to many examples in the literature where heterogeneity of 
human cancers has been demonstrated by direct isolation, propagation, and 
characterization of clones, there are numerous studies in which multiple- 
clonality has been inferred by the analysis of genetic characteristics in 
multiple samples taken from different regions of the same neoplasm. These 
studies, although impressive, are less supportive of the Nowell hypothesis 
because they do not demonstrate that the genetic variants are actually 
viable clones, rather than reproductive end points, unable to propagate 
to a significant extent. Flow cytometry has revealed extensive intratumor 
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heterogeneity in DNA content/ploidy in multiple samples from individual 
breast cancers (Meyer and Wittliff, 1991; Beerman et af., 1991; Fuhr et al., 
1991; Schvimer et al., 1995), head and neck cancers (Jacob et al., 1996), 
colorectal cancers (Wilson et al., 1993), hepatocellular cancers (Okada et 
al., 1995), stomach cancers (Sasaki et al., 1993; Fujimaki et al., 1996), and 
prostate cancers (Shankey et af. ,  1995a). Likewise, conventional cytogenet- 
ics on multiple samples and/or interphase cytogenetic analysis by FISH 
(fluorescence in situ hybridization) has been used to demonstrate extensive 
genetic heterogeneity in gliomas (Coons et af., 1995), soft tissue tumors 
(Orndal et al., 1994), bladder cancers (Schapers et al., 1993), prostate cancers 
(Alers et al., 1995), and breast cancers (Balazs et al., 1995; Fiegl et al., 1995). 
Furthermore, a number of investigators have also reported multiclonality 
in individual human tumors as revealed by heterogeneity in specific muta- 
tions in oncogenes or suppressor genes (Mirchandani et al., 1995; Konishi 
et al., 1995; Giaretti et al., 1996). Again, these studies indicate that different 
clones may be regionally distributed within a solid cancer. 

Thus, there is extensive support from both animal and human studies 
for the sine qua non of Nowell’s hypothesis, that individual cancers contain 
multiple, genetically and/or behaviorally distinct subpopulations or clones. 
The next requirement is the demonstration that the relative proportion of 
these subpopulations changes as the cancer evolves in a way that reflects 
the changing behavior seen in tumor progression. 

C. Clonal Evolution of Cancer 

The direct demonstration of changes in subpopulation distribution during 
tumor progression has been achieved only rarely. There are many reports 
of karyotypic differences among primary tumors and their metastases, or 
between tumors sampled at different times or from different areas believed 
to represent different stages of tumor progression (Mitelman, 1972; Alam 
et al., 1992; Orndal et al., 1994; Simmons et al., 1995; Fiegl et al., 1995; 
Katsura et al., 1996; Gagos et al., 1996), but generally these studies, although 
suggestive of clonal evolution, do not actually quantitate its extent or relate 
the changed pattern to biological behavior (Nowell, 1976). 

In part, this deficiency in the tumor progression literature may be due 
to the lack of experimental tools with which to monitor accurately and 
quantitatively individual clones within a mixed tumor. Various techniques 
have been applied to the problem, with somewhat anomalous results. Ichi- 
kawa et al. (1989) mixed together morphologically and karyotypically dis- 
tinct, androgen-dependent and independent subpopulations of the experi- 
mental Shionogi carcinoma and grew them either in vitro, with testosterone 
in the media, or in vivo in either male or female mice. I n  vitro, neither 
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population had a selective advantage. In vivo, the androgen-independent 
population came to predominate, irrespective of the gender of the host 
(the dependent population did not grow in female mice). Thus, this system 
reproduced the progression to hormone independence seen in many animal 
and human tumors of endocrine-sensitive histotypes, but the nature of the 
selection pressure was obscure. 

Staroselsky et al. (1990) also used karyotypic differences to follow the fate 
of metastatic line K-1735 melanoma cells mixed together with nonmetastatic 
cells in subcutaneous tumors in mice. The metastatic line came to predomi- 
nate in mice in which they were at least 5% of the original inoculum. 

Other investigators have used flow cytometry to monitor the distribution 
of mixtures of clones that differ in DNA content. Aabo et al. (1994) mixed 
together BCNU (1,3-bis (2-chloroethy 1)-1-nitrosourea) sensitive and insen- 
sitive human small cell lung cancer lines, injected them into nude mice, and 
treated the mice with BCNU after the tumor had become well-established. 
Tumors that initially had a high predominance of the sensitive line re- 
sponded to treatment but recurred. Only the resistant-line cells were de- 
tected in the recurrence. 

Various investigators have utilized molecular genetic markers to detect 
individual clones within artificially mixed tumors. A common technique 
has been transfection of pSV2 neo, which inserts a t  a unique site for each 
clone, allowing its detection by restriction fragment analysis. With this 
approach, Waghorne et al. (1988) demonstrated in primary mouse mam- 
mary cancers the development of dominant clones that were then responsi- 
ble for metastasis, a result that was similar to that of a later study using 
human breast carcinoma clones grown in nude mice (Price et al., 1990). 
Staroselsky et al. (1992) used the same approach with a human renal cell 
carcinoma model to demonstrate that the site of primary implantation 
(kidney, colon, or subcutaneous) influenced which clones grew from a 
mixture and which clones were able to grow as visceral metastases from 
the different primaries. Collectively, these studies have been taken as evi- 
dence for the role of “clonal dominance” in metastasis, that is, that clones 
able to metastasize come to dominate the primary tumor prior to the 
metastatic event (clonal dominance will be discussed more fully below). 
However, using the same technique, but analyzing a larger number of 
tumors and tumor types, Moffett et al. (1992) found that although a single 
clone in a primary tumor could become dominant, this was not necessarily 
associated with metastasis. Further, primary tumors usually remained poly- 
clonal even at late stages and individual lung metastases, although often 
clonal, could also be polyclonal. Lymph node metastases were always poly- 
clonal. Moffett et al. reported great variability in clonal evolution from 
tumor to tumor, even those produced by the same polyclonal inoculum, 
and concluded that the development of metastases and the acquisition of 
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growth supremacy by a clone of cells within the primary were not a constant 
feature of progression to malignancy and that their results conformed with 
“much previous clinical and experimental information indicating that tumor 
cell behavior is disorderly and unpredictable.” 

Our own group has used another method to follow the fate of individual 
tumor subpopulations growing within a single neoplasm. We mix together 
tumor subpopulations that differ in drug resistance markers that enable us 
to quantitate the number of clonogenic cells of each type by plating in the 
appropriate selective medium (Miller et al., 1987). As we describe below, 
our results are similar to those of Moffett et al. in that they reveal a variety 
of outcomes in subpopulation composition during tumor growth. Even 
when under clear and controllable selection pressure, in the form of chemo- 
therapy to which one population is sensitive and the other resistant (note: 
the chemotherapy is unrelated to the drug resistance markers used to 
quantitate the subpopulation distribution), there is no uniform selection 
for the resistant subpopulation and no overall progression to resistance 
(B. E. Miller et al., 1989). 

Thus, at this time, there is no large body of evidence that definitively 
documents the clonal evolution of tumors over time such that there is a 
clear relationship between the emergence or extinction of particular clones 
and the expression by the tumor of new behavior that is relevant to the 
behavioral changes seen in tumor progression. Most of the evidence consists 
of single snapshots indicating that, at any one time, cancers are heteroge- 
neous at the cellular level and that this heterogeneity may change over 
time, but the direction of change and its relationship to any particular 
selection pressure remain ill-defined. This is not to suggest that the Nowell 
hypothesis is fundamentally incorrect but rather that the relationships 
among individual clones within tumors may be more complex than origi- 
nally envisioned. 

D. Tumor Subpopulation Interactions 

Our hypothesis that tumor cell subpopulations within the same neoplasm 
might interact to influence each other’s behavior, thereby subverting the 
logical course of tumor progression, derives support from an old tradition 
in tumor biology that focuses on cancer as a diseased tissue rather than on 
an abnormal proliferation of aberrant cells. The theoretical basis for this 
concept has been beautifuily summarized by Prehn (1991) in a Perspective 
for the journal Cancer Research. Historically, it was noted that growth of 
multiple tumors in the same experimental host often results in a mutual 
decrease in growth rate or other proliferation indices, compared to growth 
of the tumors in individual hosts (Browning, 1948; Makino, 1956; Cheshire, 
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1970; Bichel, 1972). A perhaps related phenomenon is the burst of meta- 
static growth that sometimes follows surgical removal of a primary cancer 
(Gorelik et al., 1978; Keller, 1985; Fisher et al., 1989). These observations 
have been variously attributed to immune alterations (Gorelik et al., 1978) 
or growth regulators, such as “chalones” (Cheshire, 1970) or secreted 
growth inhibitory factors (Fisher et al., 1989), by which a primary cancer 
controls competing metastatic growth. They may also be related to the 
phenomenon known as “concomitant immunity” in which a growing tumor 
may suppress growth of the same or a related tumor injected at a different 
site (Nowotny and Grohsman, 1973; Gorelik et al., 1981; Niederkorn and 
Streilen, 1983). 

A more direct indication that interactions between tumor subclones can 
affect growth comes from observations that cloned subpopulations may 
behave differently than the tumors from which they were derived, for 
example, being less transplantable (Woodruff et al., 1982) or more meta- 
static (Edwards et al., 1990). Many investigators (Giavazzi et al., 1980) have 
remarked that tumor cells grown out from metastases may not be more 
metastatic than the primaries from which they came and have interpreted 
this as evidence against the hypothesis that metastases are produced by 
highly metastatic clones preexisting within the primary tumors. However, 
as discussed below, this conclusion is unwarranted in light of the evidence 
for clonal interactions affecting metastasis, as well as the possibility of 
instability (“dynamic heterogeneity”) in the metastatic phenotype. 

Our laboratory has been especially interested in the possibility that inter- 
actions between tumor subpopulations may affect tumor behavior and alter 
the course of progression. We view cancers as societies of tumor (and 
normal) cells in which the individual behaviors and potentials contribute 
to, but do not necessarily dominate, the behavior of the whole (Heppner, 
1989). We have arrived at this concept based on a series of experiments 
utilizing the set of five tumor subpopulation lines, mentioned above, and 
derivatives thereof, established from a single mouse mammary cancer. 
These lines differ in basic behavioral properties, such as growth rate, immu- 
nogenicity, and ability to metastasize, as well as in sensitivity to a variety 
of chemotherapeutic drugs. We have developed a number of experimental 
protocols to observe the effect, in syngeneic mice or in vitro, of one subpopu- 
lation on the behavior of another, and vice versa, and to determine the 
mechanism that may underlie any particular interaction. Examples of our 
results include the following: 

0 The ability of a subpopulation line designated as 410 to depress the 
growth of subpopulation line 168. This interaction occurs in vivo and in- 
volves an immune response elicited by 410 which is active against both 410 
and 168 (line 168 is nonimmunogenic). It does not require physical contact 
between the two subpopulations (Miller et al., 1980). 
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0 The ability of subpopulation lines 168 and 68H to alter each other’s 
growth rates in vitro so that they grow at the same rate, even though by 
itself line 68H has twice the doubling time of line 168. The combined rate 
can be that of either line alone, not an average of the two (Heppner et 
al., 1980). 

0 The ability of line 4T07 to inhibit strongly (that is, to dominate) line 
168 both in vivo and in vitro. This is true even when tumors are initiated 
with inocula in which the ratio of 168 to 4T07 is 1OO:l or greater. The 
mechanism of interaction requires intermingling of the cells, but not gap 
junction formation, suggesting the involvement of a transitory growth inhib- 
itory factor. In this example of “clonal dominance,” neither line is able to 
metastasize, further evidence that the ability to dominate is independent of 
the ability to metastasize (Samiei and Waghorne, 1991; Moffett et al., 1992). 

0 The ability of line 410.4 to allow lines 67 and 168, neither of which 
can produce metastases in the lung by themselves, to cometastasize with 
metastatic 401.4 cells (Miller, 1983). 

0 The ability of line 168 tumors, which are relatively sensitive to cyclo- 
phosphamide (CY), to render insensitive line 410.4 tumors susceptible to 
CY action. The mechanism of interaction does not involve the immune 
response but seems to involve the ability of 168 tumors to enhance the 
metabolism of CY to active drug (Miller et al., 1981). 

0 The ability of methotrexate (MTX)-sensitive line 4T07 cells to render 
insensitive line 66 cells sensitive to that drug, whereas insensitive line 168 
cells decrease the sensitivity of 4T07 cells. In these experiments paired cell 
lines are mixed together and injected into mice 2 days prior to treatment. 
The clonogenic fraction of individual subpopulations is monitored as de- 
scribed above (B. E. Miller et al., 1989). 

0 The ability of melphalan (MEL) - sensitive line 4T07 cells to markedly 
(2 log) enhance the number of relatively insensitive line 66 cells killed by 
that drug. This can be seen even when treatment is withheld until the 
tumors are grossly palpable. It does not depend upon host factors, since 
the effect can be mimicked in vitro and does not require cell-cell contact. 
Another MEL-sensitive line, 168FAR, however, cannot transfer sensitivity 
to 66 cells, indicating specificity in the mechanism. 

Such examples of tumor subpopulation interaction have also been re- 
ported by other investigators, using different model systems. For example, 
Caignard et al. (1985) reported a growth interaction between two subpopu- 
lations isolated from a single, chemically induced rat colon cancer. One 
subpopulation, TS, inhibited tumor formation by line TR when the two 
were injected simultaneously, either as mixtures or in separate sites of the 
same rat. However, TS cells were able to form tumors if injected into rats 
already bearing established TR tumors. Both outcomes required the host 
immune system. 
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As already mentioned, a number of investigators have reported examples 
of clonal dominance in which one subpopulation can completely overgrow 
another, even when the initial inoculum contains only a very small number 
of dominating cells and when, by themselves, the two populations grow at 
the same rate (B. E. Miller et af., 1988; Waghorne et al., 1988; Price et al., 1990; 
Staroselsky et af., 1990,1992; Samiei and Waghorne, 1991; Aabo et af., 1995). 
The mechanisms for this interaction have been reported to be due to the 
immune system (Staroselsky et af., 1990), but others, including ourselves, 
have not found evidence for immune involvement (Ichikawa et af., 1989). 
Kerbel and Theodorescu (1990) presented evidence that, rather than domi- 
nance, the interaction could be the result of stimulation of the dominating 
line by the release of active TGF-/3 by the dominated line. However, this 
mechanism also does not explain our results with lines 168 and 4T07. 

Subpopulation interactions affecting the ability to metastasize have also 
been reported by others. A metastatic clone of the SP1 mouse mammary 
tumor enabled nonmetastatic SP1 cells to metastasize spontaneously to lung 
(Waghorne et af., 1988). Lin et af. (1993) reported cooperativity between 
ras- and sis-transformed clones of Balbk 3T3 cells such that following 
intravenous injection into nude mice, a number of lung foci were detected 
in which cells of the two lines had colocalized. Cells of one line increased 
the survivability and subsequent growth of cells of the other, whereas, in 
reverse, the second line facilitated the ability of the other to grow from 
micro- to overt metastases. Jouanneau et af. (1994) co-injected into nude 
mice mixtures of cancer sublines that differed in production of acidic fibro- 
blast growth factor. The factor-producing line increased the tumorigenicity 
and decreased the time to metastatic growth of the entire population. 

Tumor subpopulation interactions affecting hormone responsiveness 
have also been reported. Thus, in both a rat mammary tumor model (Daniel- 
pour and Sirbasku, 1984) and the human MCF-7 breast line (Kasid et al., 
1987) it has been found that estrogen-independent sublines can support 
growth of estrogen-dependent cells in the absence of estrogen by constitui- 
tively producing growth factors (TGF-a, IGF-1) that are otherwise induced 
by estrogen in the dependent cells. On the other hand, Horvath et af. 
(1993) reported that an estrogen-independent tumor inhibited growth of an 
estrogen-sensitive tumor in the presence of low concentrations of estrogen. 

Cell subpopulation interactions that affect sensitivity to chemotherapy 
have been described in a number of different models. Tofilon et af. (1984) 
investigated in vitro BCNU sensitivity of multicellular spheroids consisting 
of mixtures of sensitive (9L) and resistant (R3) sublines of a rat brain tumor. 
The sensitivity of the 9L cells decreased as the percentage of R3 increased 
such that the resistant cells did not come to dominate the mixture. 

In studies with a human small cell lung carcinoma model, Aabo et af. 
(1994) mixed together a BCNU-sensitive, clonal-dominating line (592) with 
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a BCNU-resistant, subservient line (NYH) and injected the mixture into 
nude mice. BCNU treatment was begun 3 to 4 weeks later. A significant, 
but transient response was seen in the mixed tumors, initiated at 9:l ratio 
of 592:NYH, in which only 592 cells were detectable, by flow cytometry, 
at the beginning of treatment. In the regrowing tumors, only NYH cells 
could be detected. Tumors initiated with a 1:l ratio of the two cell types 
failed overall to respond to BCNU, although 592 cells were eradicated. 
Thus, treatment of the sensitive population resulted in emergence of the 
resistant population, which otherwise had been nearly totally dominated. 
This is similar to our experience with mixed tumors of the MTX-sensitive, 
dominant 4T07 subline and the MTX-insensitive, subservient 168 where 
the overall response pattern is closer to that of 168 tumors and less than 
that of 4T07 tumors (B. E. Miller et al., 1989). 

Frankfurt et al. (1991) carried out an intriguing in vitro study in which 
subpopulations of a human ovarian cancer line that differed in sensitivity 
to L-phenylalanine mustard ( L-PAM) were mixed, treated with L-PAM 
for 1 hr, and assessed for DNA damage. The extent of damage was signifi- 
cantly less in the sensitive subline in the mixture than that when treated 
alone. The interaction required direct cell contact and apparently involved 
transfer of glutathione from resistant to sensitive cells, thereby allowing 
them to repair DNA damage. The results were confirmed by clonogenic 
assays. 

Of course, as we have also found, interactions affecting drug sensitivity 
do not occur with every combination of subpopulations. Thus, Leith et al. 
(1988) found that mixed tumors of two subpopulations of a human colon 
carcinoma responded as expected based on their individual sensitivities in 
nude mice treated with mitomycin C. 

In addition to modification of the expression of behavioral traits, a num- 
ber of investigators have asked whether tumor subpopulation interactions 
could alter the basic foundation of tumor heterogeneity, that is, the propen- 
sity to produce new variant subpopulations. Poste et al. (1981) and Poste 
and Grieg (1982) found that clones isolated from various metastatic lines 
of experimental tumors, such as B16 melanoma, Lewis lung carcinoma, or 
UV 2237 fibro sarcoma, were individually unstable, rapidly producing vari- 
ant subclones with diverse metastatic phenotypes upon passage in virro or 
in viva However, cocultivation of mixtures of the clones resulted in a 
“stabilization” of their individual phenotypes and a quenching of variant 
formation. The interactions were specific in that B16 clones were not stabi- 
lized by Lewis lung cells or by syngeneic, normal cells. 

Itaya et al. (1989) found that culture of individual clones of the mouse 
CT-26 colorectal cancer line resulted in extensive diversification of a variety 
of phenotypic properties and genotypic markers. During the same culture 
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period the parental line from which the clones were derived remained 
stable in all the measured properties. 

The possibility that tumor subpopulation interactions can stabilize clonal 
diversification has both practical as well as theoretical consequences. If 
true, it could imply that cancers are by nature heterogeneous and that 
monoclonal origin is in itself a stimulus to the production of the cellular 
heterogeneity from which tumor progression is the ultimate result. The 
mechanisms of stabilization are unknown. However, a very recent paper 
by Glick et al. (1996) suggests a possibility. These investigators have demon- 
strated in a mouse keratinocyte system that TGF-fl can suppress amplication 
of the carbamoyltransferase-dihydroorotase (CAD) gene induced by the 
drug N-phosphono-acetyl-L-aspartate (PALA). The effect requires an intact 
TGF-P type I1 receptor and is independent of proliferation and of the p53 
and Rb genes. Thus, factors, like TGF-0, produced by one clone could 
perhaps control genetic diversification in another clone. 

We have attempted to see whether subpopulation interactions can affect 
the rate of emergence of drug resistance by comparing the development 
of MTX resistance in cultures of mixtures versus individual clones of the 
mammary tumor sublines 66, 168TFAR, and 4T07 (Miller et al., 1996). 
There is little evidence of such an interaction in this system. However, to 
our knowledge this is the only published test of clonal stabilization of the 
emergence of drug resistance and surely deserves further study. 

As can be seen from the above, there is a reasonable amount of experi- 
mental evidence that tumor cell subpopulations and clones can interact to 
affect each other’s behavior, and it is reasonable to postulate that such 
interactions may influence, and complicate, the course of tumor progression. 
It is clear, however, that there is little consistency in the mechanisms by 
which these interactions are effected. Indeed, not all subpopulations inter- 
act, at least in regard to the phenotypes tested. Where interactions do  
occur, they may involve the host, such as through the immune response or 
by metabolism of drugs, etc., or they may depend upon tumor properties. 
In this case, they may require cell-cell contact or they may involve produc- 
tion of a growth factor or inhibitor. From our work, we have seen examples 
of all these possibilities. Other suggested mechanisms of interaction from 
the literature include production of growth inhibitory factors (Horvath et 
al., 1993), production of growth stimulatory factors, i.e., acidic fibroblast 
growth factor (Jounneau et al., 1994), production by one population of 
proteases that facilitates establishment or invasion of a second population 
(Biswas et al., 1978), suppression by one population of proteases produced 
by the other (Newcomb et al., 1978), and alterations by one population of 
angiogenesis and/or necrosis that affect establishment or survival of the 
second population (Ichikawa et al., 1989; Good et al., 1990). [Note: Given 
the current interest in apoptosis, it is likely that suppression or stimulation 
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of apoptosis will be suggested as intercellular mechanisms of stimulation 
or inhibition, respectively.] 

There is also no consistency in the direction of subpopulation interactions 
in regard to progression: the interaction can stimulate or inhibit prolifera- 
tion, can stimulate or inhibit tumorigenicity or metastasis, or can increase 
or decrease sensitivity to chemotherapy. In part, this may reflect the experi- 
mental approach of testing only a few clones at a time, rather than the 
entire polyclonal population. However, it appears that the outcome of 
any particular interaction is just as likely to be the preservation of the 
heterogeneity as it is the establishment of the supremacy of a particular 
clone. 

Perhaps the lesson from all this is that cancers, in addition to being 
heterogeneous and dynamic, share another characteristic with other types 
of societies, ours included. Individuals and groups in societies communicate, 
i.e., “interact,” for all sorts of reasons. Some interactions are mutually 
beneficial, some mutually destructive, and some one-sided. The mechanisms 
of interaction (visual clues, olfactory clues, speech, writing, the internet, 
etc.) depend on the capabilities, i.e., the “phenotype,” of the parties in- 
volved and on the environment in which they find themselves. From the 
point-of-view of understanding tumor progression, where the goal is to 
relate specific behavioral changes to alterations in the balance of the inter- 
acting populations with the environment, it may be that it is more fruitful 
to accept the holistic view of a cancer as an integrated tissue rather than 
to dissect out example after example of the mechanisms by which that 
integration is achieved. 

As might be expected most of the literature on subpopulation interactions 
utilized either animal models or human cell lines in which the relationship 
among the tumor clones is quite artificial. That the results from these 
models have an application to clinical cancers, however, has been suggested 
by a number of clinical investigators based on their observations of spacial 
relationships among divergent neoplastic cells in the same cancer (Teixera 
et al., 1995; Visscher et al., 1995; Okcu et al., 1996). 

E. Origins of Cellular Heterogeneity 

1. Genetic Instability 

a. Cytogenetic and Molecular Genetic Abnormalities As already de- 
scribed, a basic tenet of the Nowell hypothesis is that acquired genetic 
instability is the underlying cause of tumor heterogeneity and progression. 
The nature of this genetic instability and its mechanisms continue to be 
very active research areas. Nowell himself focused on cytogenetic evidence 
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of instability, although he discussed many of the other possibilities as well 
(Nowell, 1976). Evidence of genetic alteration in cancer, as manifested at 
the chromosome level, is commonly reported, although these observations 
are usually made at  one time, late in a tumor’s evolution, and are difficult 
to correlate to progression (Rodriguez et al., 1994). There are reports, 
however, that relate specific, nonrandom, sequential changes in chromo- 
some number or structure to biological properties, such as age of tumor 
(Mitelman, 1971), acquisition of tumorigenicity (Kitchin and Sager, 1980), 
loss of hormone dependence (Isaacs et al., 1982), and metastatic potential 
(Wolman et al., 1985). However, in a direct test of the hypothesis that 
chromosomal instability is related to progression, Kendal et al. (1987) found 
no correlation between the rate of generation of marker chromosomal 
abnormalities and metastatic potential in a mouse melanoma cell model. 
The cytogenetic literature, which is vast, has been succinctly summarized 
in a recent review by Rodriguez et al. (1994). 

Rodriguez et al. also summarized the still growing literature on the use 
of molecular genetic techniques to analyze chromosomal alterations. These 
techniques allow for analysis of much smaller samples of tissue and do not 
require cell growth in culture, both limitations of conventional cytogenetics. 
Two major conclusions are presented in their review: (1) that the type 
of genetic lesions associated with tumor development are related to the 
embryonal derivation of the precursor cell, with epithelial and neurogeneic 
tumors exhibiting deletions of genetic material (evidence of the importance 
of tumor suppressor genes), sarcomas and hematopoietic tumors exhibiting 
rearrangements (translocations), and germ cell tumors showing amplifi- 
cations; and (2) that, as previously cited (Fearon and Vogelstein, 1990; 
Califano et al., 1996), it has been possible to associate specific and different 
structural defects (allelic losses) with the progression of colorectal adenoma 
to carcinoma, Barrett’s esophagus to esophageal cancer, early to late ovar- 
ian cancer, and other examples in the progression of bladder, gastric, breast, 
and hepatocellular cancer. Most of these observations are correlative, with- 
out direct proof of a specific role or mechanism for genes in the deleted 
regions vis-a-vis tumor progression. However, as more tumor suppressor 
genes are cloned and put into functional test systems, it is likely that this 
situation will change rapidly. 

b. Mutation Frequency Nowell’s hypothesis specifies that genetic insta- 
bility is enhanced in cancer cells, relative to their normal counterparts, and 
that the degree of instability may increase with tumor progression. Testing 
these parts of the hypothesis presents a number of questions: (1) What is 
the normal baseline of genetic change? (2) What types of genetic changes 
are relevant to progression? (3) When is phenotypic instability too unstable 
to be equated with genetic instability? A number of investigators have 
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approached these questions by comparing the mutation rates in normal 
versus cancer cells. 

A common technique is measurement of the rate of development of 
resistance to thioguanine, which reflects point mutations in the hypoxan- 
thine-guanine phosphoribosyl transferase gene located on the X chromo- 
some. Seshadri et al. (1987) compared the spontaneous mutation rates of 
lymphocytes from three normal individuals with those of three human 
neoplastic lymphocyte cell lines. Considerable variability was seen in both 
groups, but the rate of mutation/cell/generation was 2- to 120-fold greater 
in the leukemic cell lines than that in the normal lymphocytes. Using the 
same technique, Kaden et al. (1989) measured the mutation rate in a series 
of sublines from the tumorigenic Chinese hamster embryo fibroblast cell 
line CHEF/16 and the nontumorigenic line CHEF/18. The mutation rates 
of four lines ranged from 1.2 X to 8.9 X mutations/cell/generation, 
with only one tumorigenic line having a frequency significantly greater 
(2.5 X lo-’) than that of the nontumorigenic CHEF/18 cells. These authors 
concluded that mutation rate per se did not correlate with tumorigenicity. 
A similar result was obtained by Eldridge and Gould (1992) who compared 
mutation frequencies in early cultures of normal and carcinomatous human 
breast samples. 

Cifone and Fidler (1981) compared the spontaneous mutation frequency 
for development of both thioguanine and ouabain resistance in a set of 
mouse UV-fibrosarcoma clones that differed in the ability to produce lung 
colonies in the experimental metastasis assay. In all cases, the cells with 
the greatest metastatic potential had 3- to 7-fold greater mutation rates 
than did the poorly metastatic, but tumorigenic clones. Other comparisons 
between metastatic versus nonmetastatic tumor lines, however, failed to 
confirm these results as generally true. Thus, although the spontaneous 
mutation rates to thioguanine and ouabain resistance in our series of mouse 
mammary tumor lines varied 10- and 9-fold, respectively, there was no 
correlation with these rates and the ability to either spontaneously metasta- 
size or form lung colonies after intravenous injection. There was a positive 
correlation, however, between metastatic ability and the mutation rates in 
response to the mutagen ethyl methylsulfonate (Yamashina and Heppner, 
1985). Kendal and Frost (1986) also found no correlation between the rate 
of mutation to ouabain resistance in metastatic and nonmetastatic variants 
of NIH 3T3 or CBA SP-1 cells. 

Recently, there was an elegant analysis of genetic instability, as measured 
by a point mutation in a bacteriophage A transgene, in normal mammary 
gland, mammary tumors, and lung metastases in transgenic mice also carry- 
ing a polyomavirus middle T oncogene, targeted to expression in the mam- 
mary gland (Jakubezak et al., 1996). The frequency of mutation in the A 
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gene was not significantly different among normal mammary epithelium, 
primary mammary tumors, and their metastases. 

Collectively, these studies do not offer support for the notion that genetic 
instability, as measured by a variety of general assays for point mutations, 
is associated with the progression of normal to tumor, or of tumor to 
metastatic, phenotypes. 

c. Gene Amplification Another genetic defect that has been investigated 
as a correlate of tumor progression is gene amplification. The evidence that 
amplification is a relevant indicator of genetic instability is stronger and 
much more consistent than that for point mutations. Amplification of spe- 
cific oncogenes has been associated with markers of poor prognosis in a 
variety of human cancers, including gastric, ovarian, breast, and esophageal 
cancer (Rodriguez et al., 1994). Gene amplification as a mechanism of 
tumor heterogeneity and of drug resistance has been particularly studied 
in the case of MTX resistance due to amplification of the dihydrofolate 
reductase (DHFR) gene (Schimke et al., 1985). 

Tlsty (1990) compared the gene amplification potential of a large series 
of normal diploid, human, and rodent cells with that of their transformed 
counterparts. The test system involved two genes, DHFR and CAD, the 
amplification of which leads to resistance to MTX and PALA, respectively. 
In general, amplification was below detectable limits (SO-') in the normal 
cells whereas all the transformed cells had amplification frequencies be- 
tween SO-3 to  celllgeneration. Similar results were reported for nontu- 
morigenic versus tumorigenic rat liver epithelial cell lines (Tlsty et al., 1989), 
and this association has been found to hold up in other tumor models as 
well (Glick et al., 1996). 

Comparisons between the rates of gene amplification of tumorigenic, but 
nonmetastatic cells versus metastatic cells likewise show a strong correlation 
with tumor progression. Cillo et al. (1987) measured generation of resistance 
to MTX and PALA in highly metastatic versus poorly metastatic mouse 
B16 melanoma cells and found an approximately fivefold higher frequency 
in the former. Gitelman et al. (1987) also reported enhanced amplified 
DNA (homogeneously staining regions) in metastatic versus nonmetastatic 
clones of the human melanoma line MeWo. Likewise, Radinsky et al. 
(1988) reported enhanced amplification and rearrangement of the v-ki-ras 
oncogene as a correlate of metastatic ability of clones of v-ki-ras trans- 
formed Balblc 3T3 cells. 

Mention has already been made of the recent finding that TGF-P,, via 
transduction of the TGF-P type I1 receptor, is able to suppress amplification 
of the CAD gene in a model of keratinocyte carcinogenesis (Glick et al., 
1996). In this model, cells which carry a target deletion of the TGF-PI gene 
undergo both malignant transformation and gene amplification (in response 
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to PALA) at much higher frequencies that do TGF-&-expressing controls. 
Interestingly, inactivation of type I1 TGF-P] receptors has been recently 
associated in colon cancer cells with another indicator of genetic instability, 
microsatellite instability (Markowitz et a!., 1995). 

a! “Mutator” Phenotypes and DNA Repair Genes The idea that an un- 
derlying cause of genetic instability in cancer may be mutations in genes 
associated with some step(s) in DNA repair is not new (Loeb, 1991), but 
the topic has taken on new life with the linkage of a particular manifestation 
of instability seen in the length of microsatellites, or short, repeated se- 
quences of nucleotides, in the DNA of colorectal tumors from patients 
with hereditary nonpolyposis colorectal cancer (Leach et al., 1993) and the 
recognition that the genes responsible are homologous to the yeast DNA- 
mismatch repair genes hMSH2 and LMLHI (Fishel et al., 1993). These 
observations have triggered a stampede of investigations seeking evidence 
of microsatellite instability in nonhereditary cancers, and indeed it has been 
found, at varying frequencies, in pancreatic and gastric (Han et al., 1993), 
endometrial (Duggan et al., 1994), and breast cancer (Yee et al., 1994), 
among others. The relationship of these replication error repair mutations 
to tumor progression remains unclear. Most studies have provided only 
snap-shot data on their frequency in a series of cancers, although Duggan 
et al. (1994) reported one case of endometrial cancer in which DNA of the 
primary tumor was stable while that of a metastasis was unstable. However, 
in their limited series, there was evidence of heterogeneity within primary 
tumors as well, so the significance of this one case, vis-h-vis progression, is 
uncertain. As might be expected from Foulds’ Rule 1, there are also reports 
of heterogeneity in expression of microsatellite instability among multiple 
tumors of the same patient (Nakashima et al., 1995). A recent report of 
microsatellite instability in nonneoplastic tissues from chronic inflammatory 
conditions, pancreatitis and ulcerative colitis, raises questions about the 
role of this type of instability in progression although it is intriguing in 
view of the possible involvement of inflammation in carcinogenesis (see 
below) (Brentnall et al., 1996). 

Other mutator phenotypes have been assessed for their effect on tumor 
progression. Damen et a1 (1989) reported no difference in the generation 
of metastatic variants in the thy-49 Chinese hamster mutator cell line or 
in the amplificator baby hamster kidney cell mutant lines YMPl and YMP7, 
compared to their wild-type controls. McMillan et al. (1990) found that 
amplificator mutants of the B16 melanoma line actually produced fewer 
experimental lung metastases than did their parental controls. The molecu- 
lar mechanisms responsible for the altered phenotypes in these lines are 
either not reported or do not involve a DNA repair defect (Meuth et 
al., 1979). 
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Other genes that affect DNA stability or repair are potential contributors 
to genetic instability and tumor progression. These include the poly (ADP- 
ribose) polymerase (PARP) gene, disregulation of which has been recently 
reported to be associated with gene amplification and chromosomal loss 
of heterozygosity in breast cancer (Bieche et al., 1996). PARP is involved 
in DNA excision repair. Likewise, the p53 gene is known to affect DNA 
repair and has been suggested to contribute to genetic instability (Living- 
stone et al., 1992; Yin et al., 1992; Fishel, 1996). However, a recent report 
failing to link p53 mutations with other measures of genetic instability 
(indeed, the opposite correlation was seen) in colorectal cancers casts doubt 
on its role in this regard, at least in this neoplasm (Kahlenberg et al., 1996). 

e. Genetic Damage and Reactive Oxygen Species The possibility that 
reactive oxygen species, produced by a variety of metabolic and inflamma- 
tory processes, are involved in tumorigenesis, by virtue of their ability to 
damage DNA, has been reviewed by Feig et al. (1994). As will be discussed, 
phagocytic cells are a major source of reactive oxygen species, but it has 
also been shown that tumor cells themselves can produce large amounts 
of hydrogen peroxide (Szatrowski and Nathan, 1991). This raises the possi- 
bility that tumor cells contribute to their own genetic instability by produc- 
ing oxyradical mutagens. There is little evidence for this hypothesis. How- 
ever, Malins et al. (1996) recently compared the levels of hydroxyl-radical- 
associated DNA damage in a series of human breast cancers that had not 
metastasized to lymph nodes to those in similarly diagnosed breast cancers 
with nodal involvement. DNA from the metastatic tumors exhibited greater 
than a twofold increase in hydroxyl radical damage, as well as greater base 
diversity. The source of the hydroxyl radicals was not identified, nor were 
primary and metastatic tumor foci analyzed from the same women. How- 
ever, this report suggests that reactive oxygen species may contribute to 
genomic instability in a way that is associated with tumor progression. 

f. Tumor Environment and Genetic Instability 
i. Infiltrating Inflammatory Cells So far this discussion of the possible 

origin of genetic instability in cancer cells has focused on the cancer cells 
themselves as the source of genetic damage. However, cancers exist in the 
presence of host cells and other microenvironmental factors which may 
contribute to their genetic instability as well. 

Inflammatory cells, neutrophils, macrophages, and eosinophils, produce 
oxyradicals able to cause DNA damage similar to that produced by other 
radical-generating reactions (Reid and Loeb, 1992; Dizdaroglu et al., 1993). 
Activated leukocytes are mutagenic in the Ames assay (Weitzman and 
Stossel, 1981,1982; Fulton et al., 1984) and carcinogenic in vitro (Weitzman 
et al., 1985). Activated macrophages are able to induce DNA strand breaks 
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in tumor cells (Chong et al., 1989). It appears likely that they are also 
involved in the long-appreciated association between chronic inflammation, 
would healing, and susceptibility to carcinogenesis (Rosin et al., 1994). 

Solid cancers are frequently infiltrated with inflammatory cells, including 
macrophages. Some years ago we analyzed the phenotypes of macrophages 
isolated from tumors produced by metastatic versus nonmetastatic mouse 
mammary tumor lines and found that those from metastatic tumors exhib- 
ited greater cytotoxic activity (Loveless and Heppner, 1983) and were more 
activated (Mahoney et al., 1985) than were those from nonmetastatic tu- 
mors. We tested macrophages from these tumors for their ability to induce 
thioguanine resistance variants in a mouse mammary tumor cell line and 
found that the metastatic tumor-associated macrophages were able to do 
so at a significant frequency. Inhibitor studies indicated that the hydroxyl 
radical was likely responsible (Yamashina et al., 1986). 

Interestingly, TNF-a, a product of many infiltrating inflammatory and 
lymphoid cells, has been shown to induce manganese superoxide diamutase 
(Wong and Goeddel, 1988), an enzyme which protects cells from oxyradical 
damage and which has been shown to reverse the malignant phenotype of 
human breast cells (Li et al., 1995). Thus, tumor-infiltrating inflammatory 
cells may be involved in both inducing and suppressing genetic instability 
in cancers. 

ii. Tumor Microenvironment Paquette and Little (1994) compared the 
level of genomic rearrangements in a set of clones isolated from C3H/10T2 
cells, transformed by exposure to X-rays in vitro, that were either grown 
in vitro for 25 passages or injected into syngeneic mice and grown in vivo 
for 3 to 5 months (the number of cell divisions was approximately the same 
under the two conditions). The two sets of clones were then subcloned and 
their DNA was analyzed by fingerprinting. The in vivo propagated clones 
exhibited a much greater frequency of genomic rearrangements than those 
propagated in vitro. Further study suggested that selection for more diver- 
gent clones in vivo could not explain the results and the authors speculated 
that some property of the in vivo environment contributed to enhanced 
genomic instability. A recent study by Reynolds et al. (1996) reported on 
the mutation frequency in a h phage shuttle vector contained in a single 
chromosome of mouse LN12 tumor cells grown either in vitro or in nude 
mice. The frequency of mutations in the in vivo grown cells was five times 
that of the cultured cells, and there was a different pattern of mutations 
(deletions and transversions) as well. 

As reviewed by Vaupel et al. (1989), the tumor microenvironment differs 
from that of normal tissue in important respects, including areas of hypoxia, 
acid pH, and poor nutrient supply. Several groups have tested whether 
these factors might affect genetic instability and tumor progression. 
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Rice et al. (1986) demonstrated that exposure of Chinese hamster ovary 
cells to transient hypoxia enhanced resistance to MTX and amplification 
of the DHFR gene. Likewise, Young and Hill (1988) reported that transient 
hypoxia resulted in DNA overreplication and increased metastatic potential 
in a number of mouse tumor cell lines. 

The relevance of these findings to genetic instability in vivo, however, 
is unclear. Young and Hill (1990a,b) isolated tumor cells from different 
regions of several types of mouse tumors. These regions differed in degree 
of oxygenation. The cells were reoxygenated in culture and then tested for 
metastatic ability (Young and Hill, 1990a,b). Subpopulations isolated from 
hypoxic regions did demonstrate an increase in metastatic ability, but the 
increase was only transient. Likewise, their degree of DNA overreplication 
was minor, compared to that of cells exposed to hypoxia in vitro. It is 
difficult to interpret these studies in regard to tumor progression. The 
techniques utilized could not detect small areas of DNA amplification which 
could be relevant to  progression. Furthermore, it is difficult, based on these 
studies, to predict the effect of chronic hypoxia, followed by periods of 
reoxygenation, and hypoxia again as may occur in vivo. It is also difficult 
to separate transient effects on metastatic ability (due to changes in cell 
cycle, cell size, etc.) from permanent, genetic alteration. However, the 
matter is far from settled. Stoler ef al. (1992) have described an anoxia- 
inducible endonuclease which they suggest could contribute to genetic 
instability of cancer cells. Furthermore, in the study by Reynolds et al. 
(1996) described above, the authors were able to reproduce the shuttle 
vector mutation frequency and pattern seen in tumor cells grown in vivo 
by exposing the cells to hypoxia in v i m .  

Other microenvironmental factors that could effect genetic instability 
and progression are acidic pH and glucose starvation. Schlappack et al. 
(1991) investigated the effects of both on drug resistance, metastatic ability, 
and DNA content. The results somewhat depended upon the cell line. Both 
KHT sarcoma and B16 melanoma cells showed enhanced ability to colonize 
lungs, but increased DNA content (detected by flow cytometry) was seen 
only in KHT cells. MTX resistance was only slightly affected by acidosis 
and not at all by glucose starvation. Again, these studies are inconclusive 
and suffer from a lack of sensitivity in the experimental techniques. 

g. Stability versus Instability in Tumor Heterogeneity and Progression 
Genetic models of tumor heterogeneity and progression are based on the 
idea that, by whatever mechanisms, new clonal variants occasionally arise 
within a tumor population, and if they are viable and conditions are favor- 
able, they may come to be an important influence on the behavior of the 
tumor. Many experimental models of tumor heterogeneity consist of sets 
of subpopulations or clones isolated from the same tumor, which are then 
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independently grown for periods of time. The stability of these subpopula- 
tions and clones becomes an issue in regard to assessing the degree of 
stability necessary to be important in tumor progression. If a clone is to 
be influential in the behavior of a cancer, and it is to be responsive to 
selection, it must have a degree of stability, but how much? Data indicating 
that clones grown individually may be more unstable than those grown in 
polyclonal cultures have already been discussed. If generally applicable, 
this may indicate that there is a limit on the monoclonality of a tumor 
population such that new clones will inevitably arise to maintain heteroge- 
neity. It may also indicate that in vivo clones are more stable than isolated 
measurements indicate. 

It is clear, however, that there are quantitative differences among cancers 
and among cancer subpopulations in degree of instability (Nagase et al., 
1987; Dulbecco and Armstrong, 1988). It is also clear that changes will 
occur in cancer populations and, in the absence of selection pressure, there 
may be a “phenotypic drift” resulting in an unexpected change in the 
characteristics of the population (Welch and Nicolson, 1983). 

In some systems, and for some phenotypes, the degree of clonal instability 
has been reported to be quite high, on the order of >10-5/cell/generation. 
This has been especially noted in the metastatic phenotype (Chambers et 
al., 1981; Harris et al., 1982; Hill et al., 1984; Ling et al., 1985). In part, this 
may be due to the sensitivity of that phenotype to experimental variables 
(Chambers et al., 1981; Young and Hill, 1990a,b). On the other hand, mea- 
sured rates of variation in some, but not all (Volpe and Milas, 1988), tumor 
models have indicated that metastatic variants can be generated at unusually 
high rates and that the ability to classify a particular tumor subpopulation 
line as either highly metastatic or poorly so reflects the balance between 
the “on and off” rates of generation of variants, which in the former favors 
the metastatic phenotype and in the latter the nonmetastatic one. This 
concept was presented by Ling and associates (1985) as the “dynamic 
heterogeneity” model of tumor metastasis. It is complicated by the well- 
known phenomenon of “metastatic insufficiency” that is the very low fre- 
quency at which even highly metastatic cells succeed in forming metastases 
due to the complexity of events required to complete the metastatic cascade 
(Miller and Heppner, 1990). Furthermore, metastasis no doubt involves 
many genes, so analysis of variant formation frequency is difficult in the 
context of a genetic model. In short, the contention that tumor population 
variants may be too unstable to form the basis of tumor progression proba- 
bly reflects a lack of appreciation of the complexities in the in vivo tumor 
environment, as well as those which determine the metastatic phenotype. 

2. Epigenetic Mechanisms in Tumor Progression 

a. Alterations in DNA Methylation Although, as seen above, there is 
substantial evidence for direct genetic alterations in tumor progression, 
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there is also literature on the possibility that “epigenetic” mechanisms, 
particularly alterations in DNA methylation, may likewise contribute to 
clonal diversity. The pattern of methylation is inheritable (Holliday, 1987; 
Jones, 1996) and alterations in methionine metabolism are oftentimes ob- 
served in cancer cells (Hoffman, 1984), suggesting that they are especially 
susceptible to disruption of the normal pattern of DNA methylation. If so, 
gene expression my be affected and if the genes are involved in neoplastic 
processes, or  in other traits of importance to cancer behavior, this altered 
gene expression could play a role in the cellular diversity and progression 
of neoplasms. 

Early reports focused on the hypomethylation of DNA or of specific 
genes in cancer, relative to normal tissues (Feinberg and Vogelstein, 
1983a,b; Diala et al., 1983; Flatau et al., 1983), suggesting that this resulted 
in the enhanced expression of genes during tumor development and pro- 
gression. Indeed, a number of investigators demonstrated that hypomethyl- 
ating agents, such as 5-azacytidine, induced inheritable, although relatively 
(compared to mutations) unstable changes in a variety of relevant pheno- 
types, including immunogenicity (Frost et al., 1984), tumorigenicity, and 
metastatic ability (Kerbel et al., 1984; Olsson and Forchhammer, 1984) and 
growth rate and clonogenicity (Olsson et al., 1985). Similar results were 
reported with agents that interfered with methonine metabolism (Liteplo 
and Kerbel, 1986). 

Further studies, however, suggested that the hypomethylation results 
were more complicated than originally thought. Goelz et al. (1985) reported 
that genes in benign polyps were as hypomethylated as those in colon 
cancers, indicating that this change might precede cancer formation. Also, 
the so-called hypomethylating agents, 5-aza-2 deoxycytidine and 2‘-deoxy- 
5 azacytidine, were found to have additional activities, making it difficult 
to separate direct genetic effects from alterations in gene expression (Frost 
et al., 1987; Alvarez et al., 1988). 

Now the focus of this research has shifted from hypomethlation to methyl- 
ation (Jones, 1996). Rather than being an epigenetic phenomenon, cytosine 
methylation is suspected of being responsible for a range of inactivating 
point mutations in tumor suppressor genes, such as p53 (Rideout et al., 
1990; Greenblat et al., 1994). Jones (1996) has suggested that increasing 
methylation of tumor suppressor gene CpG sites might play a role in tumor 
progression. Clearly, these new data do not negate the hypothesis that 
epigenetic alterations in gene expression are involved in the generation of 
tumor heterogeneity and tumor progression, but they do require a new 
experimental approach to test it. 

6. Adaptation If scientific truth were established by vote, there is no 
question that the result would be “election” of genetic instability as the 
driving force in tumor progression. However, scientific truth is not decided 
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that way (although research grant funding is). An alternative theory to 
explain tumor heterogeneity and progression is the adaptation of cells to 
perturbations in their environment. Since the range of adaptive responses 
will be limited by the hereditary potential of the cells, over time, selection 
of particular genotypes will occur, but particular environmental conditions 
will induce the behavior necessary to survive. In this view, the main propo- 
nents of which are Farber and Rubin (1991), cancer development is analo- 
gous to embryological development in which “cell lineage and environmen- 
tal induction interact in a complex manner to form differentiated tissues,” 
and “progression reflects an imbalance in the homeostatic interactions 
operating in an organism and mutations may be as much an effect as a 
cause of this imbalance” (Hennessey and Rubin, 1986). 

The experimental basis for this view comes from Rubin’s detailed, meticu- 
lous series of experiments on the “spontaneous transformation” or, to 
quote Rubin (1994a), “physiological induction” of focus formation or other 
changes in growth response in transformed BALBk3T3 mouse fibroblasts. 
In these studies the cells are subjected to mild adversity (excess NaCl 
concentration, low serum supplementation, crowding). Cell cultures treated 
in these ways exhibit many of the properties considered to be the basis of 
tumor progression, including a high degree of interclonal heterogeneity (H. 
Rubin et al., 1984; A. L. Rubin et al., 1990), selection of particular pheno- 
types upon further passage of adapted clones, a process Rubin terms “pro- 
gressive state selection” (Rubin and Xu, 1989; Yao et al., 1990; Rubin et 
af., 1990; Grundel and Rubin, 1991), and, in addition, conformance to 
Foulds’ rules (Rubin, 1994b). The new behavior can be inherited over many 
generations (H. Rubin et al., 1985), but there is a high rate of reversal in 
some highly transformed clones (A. L. Rubin et al., 1992), incompatible 
with a mutational origin for the behavior change. Further evidence for an 
adaptive as opposed to a genetic origin in the new behavior is the rapidity 
with which change may be noted (Hennessey and Rubin, 1986) and cloning 
experiments that show that all, or nearly all, cells are affected (Rubin, 
1994b). 

Although the fact that in Rubin’s system progression can take place in 
the absence of cell proliferation (Rubin, 1994b) may also seem to be evi- 
dence against a mutational origin, MacPhee (1995) has recently provided 
a mechanism by which mutation could occur under these conditions. 

The adaptation versus mutation controversy has a long history in biologi- 
cal science. It is a stimulus to thought and to experimental ingenuity. Rubin’s 
experiments show that the matter is not yet settled. 

3. Differentiation and Tumor Progression 

Rubin has compared tumor progression to embryogenesis, a normal devel- 
opmental process. Pierce and Cox (1978) characterized cancer as a carica- 
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ture of normal tissue renewal. A possible source of tumor cell heterogeneity, 
and hence progression, may be subpopulation variants derived by differenti- 
ation from a developmental, neoplastic stem cell. Unlike normal tissue 
differentiation, these variants would have to retain their proliferative poten- 
tial if they are to participate in tumor progression. (Note: morphological 
and histological heterogeneity of tumors may also reflect processes resulting 
in terminal differentiation.) Teratocarcinoma is an obvious example of 
tumor heterogeneity through differentiation (Pierce and Cox, 1978). How- 
ever, a number of other tumor models have been described in which variant 
tumorigenic lines are generated from an apparent neoplastic stem cell. 
These include a rat tumor of peripheral nerve origin, RT4, which consists 
of a stem cell line and its three variants (Imada and Sueoka, 1978), the 
mouse myeloma line MOPC-315 (Daley, 1981), and the human salivary 
gland tumor line HSGc (Shirasuna et al., 1986). A variety of breast tumor 
models have also been described. One of our mouse mammary tumor 
subpopulation lines, line 68H, gave rise to a family of clonal lines of either 
fusiform or epithelioid morphology (Hager et al., 1981). The fusiform vari- 
ants remained stable upon passage, whereas the epithelioid clones contin- 
ued to give rise to more variants. Among all the clones there was great 
heterogeneity in in v i m  growth properties, karyotype (although they all 
shared common marker chromosomes), and tumorigenicity. The histologies 
of the tumors produced by individual clones included glandular, sarcoma- 
tous, and angiomatous patterns. A similar mouse mammary tumor line was 
also described by Sonnenberg et al. (1986) and rat mammary tumor lines 
by Rudland et al. (1982) and Dulbecco et al. (1986). In this later model, 
there was an especially careful attempt to relate the heterogeneity of the 
tumor to differentiation by the mapping of a large number of markers 
associated with various stages of mammary gland development to discrete, 
heterogeneous areas within the tumor (Dulbecco et al., 1986). 

RAMA 25, a stem cell line derived from a dimethylbenzanthracene- 
induced rat mammary tumor (Bennett et al., 1978), forms tumors in nude 
mice with areas resembling both fibrosarcoma and carcinoma. We have 
recently described a human breast epithelial cell line which forms persistent 
lesions in immune-deficient mice (Miller et al., 1993). These lesions are 
preneoplastic, progressing to carcinoma in about 25% of cases, of which 
approximately 75% are adenocarcinomas and the remaining 25% are undif- 
ferentiated carcinomas or squamous carcinomas (Miller et al., 1993; Dawson 
et al., 1996). 

4. Cell Fusion and Tumor Heterogeneity 

Cell biologists have long used fusion between different cell types as a way 
to investigate gene chromosomal location of various characteristics. Upon 
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division of fused cells, there may be an unequal distribution of chromosomes 
and chromosome loss, resulting in the production of variant cell populations. 
Cell-cell fusion can occur in vivo (Goldenberg et al., 1974; DeBaetselier 
et al., 1981; Kerbel et al., 1983; F. R. Miller el al., 1988) and may be a 
mechanism for generating tumor heterogeneity and progression (Golden- 
berg et al., 1974). Fusion of normal cells with nonmetastatic tumor cells 
has been reported to yield highly metastatic variants (DeBaetselier et al., 
1981; Kerbel et al., 1983) and F. R. Miller et al. (1989) have produced a 
more aggressive variant by fusion in vitro of two, less aggressive tumor cell 
clones. How often this mechanism is actually involved in tumor progression 
is not known, but it provides an unusual potential for rapid generation of 
diversity by asymmetric chromosome segregation following fusion. 

IV. Consequences of Tumor Heterogeneity 
and Progression 

A. Practical Considerations in Experimented and Clinical 
Cancer Research 

The theoretical aspects of tumor heterogeneity aside, it is apparent that it 
poses a number of practical challenges for practitioners of experimental 
and clinical cancer research. Those who use cell culture and animal models 
have to be aware of the possibility of change in their experimental tools 
over time, as well as of the necessity for sampling strategies, of both physical 
and statistical variety, to deal with intratumor heterogeneity. 

The issue of adequate sampling is currently being addressed in the flow 
cytometry and clinical pathology community. Shankey et al. (1995b) have 
called upon flow cytometrists to adopt sampling standards, quantitative 
models, and statistical techniques to deal with intratumor heterogeneity in 
DNA content. Zhang and Xie (1995) suggested that a minimum of three 
samples from different parts of the same primary or metastasis be tested. 
Beerman et al. (1991) found from their analysis that an average of four 
samples was needed for reliable determinants of ploidy status in human 
breast cancer. Other investigators have likewise commented on the exten- 
sive ploidy heterogeneity and the need for multiple samples in breast (Fuhr 
et al., 1991; Schvimer et al., 1995), prostate (Warzynski et al., 1995), and 
liver (Okada et al., 1995) cancers. 

The need for multiple samples implies regional or zonal distributions of 
different clones within the same neoplasm. That this can be the case has 
already been discussed. However, karyotypic analysis of multiple regions 
and interphase cytogenetics which can reveal clonal heterogeneity within 
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a single area have both shown that karyotypically different clones can be 
interspersed, even in the absence of histological heterogeneity (Teixeira et 
al., 1995; Alers et al., 1995). 

Assessment of indices of proliferation have also revealed considerable 
heterogeneity among multiple samples of the same breast (Meyer and 
Wittliff, 1991; Siitonen et al., 1993), colon (Wilson et al., 1993), and esopho- 
geal (Jenner et al., 1996) cancer. Although this heterogeneity may be clonal 
in origin (Balazs et al., 1995), it could also reflect differences in the vascular 
supply, leading to differences in the proliferation rate. Jenner et al. (1996) 
therefore recommended that multiple samples be taken from both central 
and edge regions of biopsy specimens. 

Finally, as already remarked, molecular genetic markers may also be 
heterogeneously distributed within a neoplasm, again necessitating the need 
for multiple samples (Mirchandani et al., 1995; Giaretti et al., 1996). 

6. Tumor Heterogeneity in Prognosis 

Adequate sampling of tumor specimens is of course important clinically 
for obtaining accurate prognostic information. However, it may be that 
it will yield additional information, as well. If tumor heterogeneity is a 
consequence of genetic/phenotypic instability, it may be that the extent of 
tumor heterogeneity per se is an indication of the likelihood of tumor 
progression and therefore a useful prognostic factor. Several recent studies 
have addressed this hypothesis, with somewhat variable results. 

Van der Poel et al. (1993) assessed the degree of variability in cell parame- 
ters associated with karyotype (nuclear size, chromatin) in 121 renal cell 
carcinomas. Heterogeneity in these features was an unfavorable sign 
(poorer survival times) in patients who had not developed metastatic disease 
at the time of diagnosis but was less predictive in patients who had. In 
contrast, Ljungberg et al. (1996) analyzed multiple samples of 200 cases of 
renal cell carcinoma and found no correlation between the extent of ploidy 
heterogeneity and survival. They did find, however, that at least four sam- 
ples were necessary to achieve a 90% probability of detecting an aneuploid 
clone and that aneuploidy was a significantly adverse prognostic factor. 

Takahashi et al. (1994) analyzed DNA content, by flow cytometry, of 
multiple samples of 41 cases of primary epithelial ovarian cancer. None of 
the eight patients with only diploid DNA had lymph node involvement, in 
contrast to 70% of those with DNA heterogeneity, defined as two or more 
different aneuploid stem lines. DNA heterogeneity also correlated with 
stage, whereas the presence of only one aneuploid population did not. 

A similar study was performed by Sasaki et al. (1993) on 74 cases of 
undifferentiated stomach cancer. Heterogeneity in DNA content was sig- 
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nificantly associated with other markers of poor prognosis only in tumors 
that had invaded the muscle layer. No such correlation was seen for cancers 
confined within the muscle layer. Fujimaki et af. (1996) have also used flow 
cytometry to assess variation in DNA content in multiple samples of gastric 
cancer. They reported that DNA ploidy heterogeneity itself correlated with 
invasion depth and was a better correlate of prognosis than was the presence 
of aneuploidy. 

Yildiz et af. (1994) reported that intratumor DNA ploidy heterogeneity, 
rather than DNA ploidy, was a correlate of unfavorable histology and poor 
survival in 44 patients with Wilm’s tumor. 

On the other hand, Paradiso et af. (1995) found that heterogeneity among 
multiple samples in the thymidine labeling index, a measure of cellular 
proliferation, had no prognostic significance in terms of disease-free survival 
greater than 5 years in a series of 101 operable node-negative breast cancer 
patients. As discussed above, however, proliferative heterogeneity is proba- 
bly the result of tumor environmental factors in addition to clonal heteroge- 
neity. Furthermore, overall survival in node-negative patients is quite fa- 
vorable. 

Clearly, at this time, it is not known whether heterogeneity will prove 
to be a generally useful prognostic indicator. At the very least, the above 
studies suggest that it will depend upon the particular clinical situations 
and the type of characteristics being assessed. 

C. Tumor Heterogeneity and Treatment 

As has already been discussed, tumor cell heterogeneity is seen in a number 
of characteristics that impact on cancer therapy, including sensitivity to 
chemotherapy, hormone therapy, radiation therapy, and hyperthermia, as 
well as in parameters important to biological therapy and immunotherapy 
(antigenicity, immunogenicity, and sensitivity to growth factors and hor- 
mones). Such heterogeneity poses grave challenges to the successful treat- 
ment of clinical cancer. 

One of these challenges is the development of predictive assays for 
therapeutic response. Several of the earliest reports of tumor heterogeneity 
involved demonstrations that cancer cells taken from different pieces of 
the same primary cancer, or from different foci of metastatic disease, were 
markedly divergent in response to drugs in vitro (Hakansson and Trope, 
1974a,b; Trope et af., 1979; Siracky, 1979). The advent of clonogenic (soft 
agar) assays for drug sensitivity likewise gave confirmation of substantial 
differences in the sensitivity of primary versus metastatic tumors and among 
individual metastases from the same patient in a variety of human tumors 
and to a variety of drugs (Schlag and Schreml, 1982; Tanigawa et af., 1984; 
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von Hoff et al., 1986). Von Hoff (1985) reviewed the implications of intratu- 
mor heterogeneity for in vitro drug testing of human cancers and listed 
several areas in which it presented significant difficulty: heterogeneity 
among subpopulations in the ability to form colonies in culture, heterogene- 
ity in the size of the clones formed, heterogeneity in these regards in 
clones from metastatic versus primary cancers, and heterogeneity in drug 
sensitivity among cells from different sources, as much as 50% between 
two areas of the same primary and with such divergence between primaries 
and their metastases that there was not even a significant correlation be- 
tween the results. Heterogeneity has also been reported in predictive assays 
for radiation responsiveness (Britten et al., 1996) and hyperthermia (Woo 
et al., 1991). 

In addition to intratumor heterogeneity in sensitivity versus resistance 
to chemotherapeutic drugs, there are also reports of differences in the 
mechanisms by which the individual subpopulations are resistant (Rosow- 
sky et al., 1985; Ferguson and Cheng, 1989; de Vries et al., 1989). 

Tumor heterogeneity also poses an immense challenge to the develop- 
ment of effective treatment protocols against clinical cancer (Goldie and 
Coldman, 1984; Schnipper, 1986; Heppner and Miller, 1989). Goldie and 
Coldman (1984) have considered at length the implications of intrapatient 
therapeutic heterogeneity and have developed mathematical and computer 
models of strategies to maximize cure. They have suggested two major 
strategies. The first is to begin treatment at  the time of the smallest tumor 
burden possible. Of course this strategy is not unique to addressing the 
problem of heterogeneity, but in this context it is based on the idea that 
the emergence of drug resistance variants is a stochastic process, the likeli- 
hood of which increases with time. The earlier the treatment in the life of 
a tumor, the less the chance that variants will be present. 

The second strategy is the use of combination chemotherapy (or multi- 
modality therapy) in which one hopes that individual variants will respond 
to at  least one in a cocktail of non-cross-resistant agents. The ideal is to 
use all the drugs at once, but this is limited by host toxicity. Thus, alternating 
regimes of combinations of drugs with noncompeting sites of toxicity is 
recommended. Dose is an important consideration; lowering the dose limits 
host toxicity, but it also increases the chance that marginally resistant 
variants that would perhaps have been killed by higher doses will be en- 
riched as the more sensitive cells are killed. The Goldie and Coldman 
analysis suggests that combinations of multiple agents need to be given at 
maximum doses and at minimum intervals. 

Clearly, these strategies are complex in concept and perilous in practice. 
Success depends, in part, on the rate and degree at which heterogeneity 
arises in a particular neoplasm. It is confounded by the interrelationships 
among tumor cell subpopulations (Heppner and Miller, 1989) and between 
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tumor cells and their environment (Leith and Michelson, 1990). Successful 
eradication of some variants may upset the balance of the “cellular society” 
and alter the course of tumor progression, not for the better, by allowing 
the escape of more aggressive subpopulations from interclonal control. If, 
as suggested by Poste and Grieg (1982), this control includes limitations 
on the generation of new variants, chemotherapy could, in effect, unleash 
an “Andromeda Strain” type of neoplastic instability. 

Although most emphasis on the therapeutic implications of tumor hetero- 
geneity has been placed on chemotherapy, the same considerations apply 
to other modalities. For example, numerous investigators have suggested 
the use of cocktails of different monoclonal antibodies, directed against 
different, heterogeneously distributed epitopes, for antibody-based therapy 
or imaging (Hand et al., 1983; Olsson et al., 1984; Roth et al., 1984; Fargion 
et al., 1986). 

As we have described, it is possible to demonstrate tumor subpopulation 
interactions that have the effect of increasing the sensitivity of otherwise 
insensitive tumor clones to therapy (Heppner and Miller, 1989; B. E. Miller 
et al., 1989) even in well-established tumors (Miller et al., 1991). Other 
investigators have reported similar findings with hormone therapy (Robin- 
son and Jordan, 1989). This raises the possibility that such interactions 
could be utilized in the design of more effective therapy. The multiplicity 
of mechanisms involved makes this approach problematic, but its clinical 
feasibility may have, in fact, been inadvertently demonstrated in a number 
of gene therapy experiments in which the results of the therapy seem to 
have been greater than expected based on the proportion of cells within 
the cancer that had been genetically altered (Moolten, 1986; Culver et al., 
1992; Freeman et al., 1993; Roth et al., 1996). This phenomenon, called the 
“bystander effect,” may actually represent special cases of tumor subpopu- 
lation interactions in which the source of cellular heterogeneity is not 
nature but rather the therapist who has produced variant populations by 
introducing genes into only a fraction of the neoplastic population. 

V. Concluding Remarks 

As has been reviewed, tumor heterogeneity and progression are major 
features of neoplastic development and contribute adversely to  our ability 
to control neoplastic diseases. For cancer researchers and clinicians, hetero- 
geneity and progression represent problems that need to be solved or 
circumvented. However, it may be instructive to step back and ask what 
the significance of cancer heterogeneity and progression may be in a larger 
biological context. The analogy between progression and evolution has 
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already been mentioned, but how parallel are the processes and phenomena 
that have been discussed to situations in “normal,” i.e., nonneoplastic, bi- 
ology? 

A. Heterogeneity of Normal Cell Populations 

A great deal of the literature on tumor heterogeneity derives from studies 
in which tumor tissues are disaggregated, subpopulations and clones isolated 
by one means or another, and then the characteristics of these subcompo- 
nents analyzed. As we have seen, such studies demonstrate considerable 
variability. How do normal cells behave in similar circumstances? 

Griffen et al. (1980) examined fibroblasts from human skin explants for 
the level of steroid 5a-reductase activity. Cultures from genital skin had 
high activity whereas activity in nongenital skin cultures was low. Clones 
derived from genital skin fibroblasts were extremely variable with activities 
ranging from barely detectable to very high. Clones from nongenital skin 
fibroblasts had uniformly low activity. High-activity clones gradually gave 
rise to mixed cultures of high- to low-activity clones. Low-activity clones 
remained stable. 

Wier et al. (1987) studied the cellular and subcellular distribution of 
[Ca2+Ii as well as cellular appearance and contractile behavior in single, 
isolated rat cardiac ventricular cells. There were three subpopulations of 
cells that differed significantly in these parameters. The authors state that 
“experiments performed on suspensions of cells should be interpreted 
with caution.” 

Baroffio et al. (1995) examined the characteristics of isolated human 
muscle satellite cells (HMSC; prefusion cells) and their progeny in regard 
to a variety of muscle-associated markers. There was marked homogeneity 
among the HMSC themselves, but their clonal progeny consisted of at least 
four subpopulations, one of which appeared to have been “born in culture.” 

Ceriani et al. (1984) analyzed the variability in expression of a breast- 
associated surface antigen in cultures of normal human breast, human 
breast cancers, and apparently normal tissue peripheral to cancers. All 
three types of cells exhibited single-cell variability, although normal cells 
had the lowest coefficient of variation (48 2 5%). Rates of development 
of quantitatively different variants were measured in clones of all three 
types of culture. Although the rate for cancer cells was highest (1.2 X 
CelVgeneration), the rates for normal cells (0.12 X and cancer-adjacent 
normal cells (0.3 X lo-’) were not negligible. 

Not all demonstrations of normal cell heterogeneity are in cell culture. 
Hughes et al. (1986) reported phenotypically distinct subpopulations, as 
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detected by a panel of monoclonal antibodies, among glands in normal 
mucosa from patients with colon cancer or various nonmalignant conditions. 

Smeds et al. (1987) demonstrated in situ what appeared to be clones of 
cells with a very high proliferation potential in the follicular epithelium of 
mouse thyroids. Clonality was indicated by the labeling pattern of a single 
injection of [3H]thymidine. These authors concluded the high intrinsic 
growth rate is a “stable, inheritable trait.” 

These examples of variability in normal tissues and in cultures of normal 
tissues indicate that cellular heterogeneity is not an exclusive property of 
neoplastic tissues. Of course, the demonstration of cellular variability does 
not address the mechanism by which it is generated, a conclusion that is 
as valid for neoplastic tissues as it is for normal ones. 

6. Cellular Societies, Hierarchical Organizations, and 
Tumor Progression 

If normal and neoplastic cells are fundamentally heterogeneous, it is also 
true that they are not independent units in multicellular organisms but 
function together to produce tissues and integrated cellular systems. For 
normal cells this conclusion is self-obvious. For neoplastic cells, its validity 
is demonstrated by the examples of tumor subpopulation and clonal interac- 
tions cited in this review. In both cases, the variability of the individual 
cellular units is subsumed through interrelationships with the whole. This 
is the principle of hierarchical organization in which the larger unit of 
organization (the tissue, the interacting polyclonal population) has a greater 
degree of predictability in behavior than do the smaller units of which it 
is composed (Rubin, 1994a). If this was not true of cancer, it would not 
be possible to develop any coherent view of the course of development, 
progression of disease, or strategies for treatment. For the most part, even 
in cancer, the hierarchy prevails, but a weakening of the interactions among 
the cellular units may eventually allow individual subpopulations to escape 
hierarchical control and become functionally independent. Breaking cell- 
cell bonds and intercellular communication is known to induce neoplastic 
behavior (Rubin, 1994a) and is believed to be involved in neoplastic devel- 
opment (Trosko et al., 1983). From this perspective tumor progression 
is less a manifestation of selection and “survival of the fittest” than the 
breakdown of ordered control imposed by the “top level operations of the 
organism” that is normally relayed down to intermediate levels of greater 
variance (cells) and then to even lower levels (molecular) (Weiss, 1973; 
Rubin, 1994a). Again, from this perspective, the molecular alterations in 
gene structure and function that are taken as evidence of “genetic instabil- 
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ity” may be, in reality, the result, not the cause, of the loss of control at 
the top. 

Irrespective of whether or not cancer progression is the result of the 
breakdown of hierarchical order or the accumulation of genetic and pheno- 
typic heterogeneity, it happens, at the level of the whole tumor and in the 
composition of the cellular populations of which the tumor is made. Selec- 
tion undoubtedly plays a role in these changes and selection pressures (such 
as hormones, drugs, microenvironmental factors, and organ-specific factors) 
help shape the cancer’s course and outcome. Is selection the only role for 
the environment in this process or does it play a more instructive or induc- 
tive role, challenging cancer cells to adapt to new conditions, thereby assur- 
ing that whatever the gene composition of the most adaptable cells and 
whatever the characteristics these genes might confer, they will be better 
represented in succeeding generations than they were in the starting popu- 
lation? 

Finally, variability may be a fundamental property of life but it need 
not signify a lack of order. That order may not be apparent, however, at 
least from the level from which we view the system. “Chaos” is the term 
used to describe “the presence of hidden order within apparent disorder” 
(Posadas et al., 1996). It is becoming increasingly recognized that chaotic 
variability is a sign of health and breaks down in pathological states (Pool, 
1989). Coffey and associates (Posadas et al., 1996) have begun to use tumor 
heterogeneity as a way to analyze chaos in cancer and to see whether chaos 
can be controlled, even if it is not fully understood. Where these pioneering 
efforts will lead is itself uncertain, but how ironic it would be if the study 
of cancer, which to many is the epitome of disorder, will open our minds 
to an appreciation of the ultimate basis for order. 
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To achieve fertilization, sperm and egg are equipped with specific molecules which 
mediate the steps of gamete interaction. In mammals, the first interaction between sperm 
and egg occurs at an egg-specific extracellular matrix, the zona pellucida (zp). The three 
glycoproteins, ZP1, ZP2, and ZP3, that comprise the zp have been characterized from 
many species and assigned different roles in gamete interaction. A large number of 
candidate-binding partners for the zp proteins have been described; a subset of these 
have been characterized structurally and functionally. Galactosyltransferase, sp56, zona 
receptor kinase, and spermadhesins are thought to participate in the primary binding 
between sperm and zp and may initiate the exocytotic release of hydrolytic enzymes in 
the sperm head, the acrosome reaction. Digestion of the zp by these enzymes enables 
sperm to traverse the zp, at which time the proteins PH20, proacrosin, sp38, and Sp17 
are thought to participate in secondary binding between the acrosome-reacted sperm and 
zp. Once through the zp, sperm and egg plasma membranes meet and fuse in a process 
reported to involve the egg integrin a&, and the sperm proteins DE and fertilin. These 
molecules and the processes involved in gamete interaction are reviewed in this chapter 
within a physiological context. 

Gamete, Mammals, Membrane fusion, Spermatozoa, Zona pellucida. 
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1. Introduction 

The interactions between sperm and egg at fertilization are multiphasic 
and multicomponent events. Sperm first bind to an egg-specific extracellular 

I Present address: Institut de Biologie du Developpement de Marseille, 13288 Marseille 
Cedex 9, France. 

Copyright 0 1998 by Academic Press. 
All rights of reproduction in any form reserved. 

Inrernarionnl Review of Cyiol~gy.  Val. 177 57 
0074-76%/98 $25.00 



58 S. B. MCLESKEY ETAL. 

matrix (ECM), the zona pellucida (zp). This primary interaction between 
sperm and ECM triggers a cellular response in the sperm, the exocytotic 
secretion of vesicular contents from the sperm head. The hydrolytic enzymes 
released by this reaction, termed the acrosome reaction, together with the 
sperm’s own motility, allow it to traverse the zp during a secondary phase 
of sperm-zp interaction. Sperm-egg plasma membrane interaction then 
ensues, involving two steps, binding and fusion. Membrane fusion triggers 
cellular responses in the egg: exocytosis of egg cortical granules and activa- 
tion of development. Elucidating the molecular details of these mechanisms 
is a principal goal of current research in fertilization. 

The fundamental mechanisms that underlie these events are conserved 
among all cells, independent of their somatic or germ line origin. Sperm-zp 
binding involves adhesion of a cell to an ECM as seen in axonal growth, 
lymphocyte homing, and endothelial cell function. The acrosome reaction 
resembles regulated exocytosis triggered by conserved signaling pathways 
observed in a large variety of cell types, such as neurons and mast cells. 
Sperm-egg membrane fusion employs cell-cell adhesion pathways and 
viral fusion characteristics. However, unique features of fertilization are 
the specialized cells, the gametes, and how these cells use variations of 
these biological themes to drive reproduction. 

In the last decade, there has been considerable effort to identify proteins 
and pathways utilized during gamete interaction, and the molecular basis 
of this process is beginning to be understood. In this review, we try to 
summarize new data on sperm-egg interaction beginning with a general 
overview of gamete structure and the steps of gamete interaction followed 
by a discussion of individual molecules that function in these processes. 
Although it is our goal to be comprehensive, different events of gamete 
interaction and the relevant molecules involved are treated unevenly, re- 
flecting the extent of molecular analysis available. 

A. The Egg 

At ovulation, most mammalian eggs are surrounded extracellularly by two 
layers, have not yet completed meiosis, and the maternal chromosomes are 
aligned and arrested at metaphase I1 (Fig. 1). The egg’s plasma membrane 
is covered by microvilli except for the area overlying the mitotic spindle 
(Phillips and Shalgi, 1980). Corresponding to the microvillar region is a 
subjacent layer of cortical secretory granules (Wassarman and Albertini, 
1994); it is in this area of the egg surface that fusion with the sperm plasma 
membrane occurs. Fertilization triggers the resumption of meiosis and the 
regulated release of the cortical granules which fuse with the overlying egg 
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FIG. 1 Schematic representation of the mammalian egg at the time of fertilization. The 
maternal chromosomes aligned at the metaphase plate, the zona pellucida envelope, and a 
portion of the cumulus layer are depicted. CC, cumulus cells; PB, polar body; EPM, egg 
plasma membrane: ZP. zona pellucida; PVS. perivitelline space; CG, cortical granules. 

plasma membrane and deposit their contents into the perivitelline space 
(Yanagimachi, 1994). 

Surrounding the egg is the zp, an egg-specific ECM that is secreted by 
the growing oocyte, is present in all mammalian oocytes, and is a key 
regulator of fertilization (Yanagimachi, 1994). Structurally, the zp is com- 
posed of three sulfated glycoproteins, ZP1, ZP2, and ZP3, intertwined to 
form a three-dimensional matrix. The zp is always present at  the time of 
gamete interaction and has been shown to possess specific ligands for 
cognate sperm receptors (Wassarman and Litscher, 1995). Interaction be- 
tween sperm and zp stimulates the acrosome reaction, liberating acrosomal 
enzymes necessary for digestion through the zp. In addition to its role 
during initial interaction between sperm and egg, the zp also serves several 
other critical functions in reproduction: mediation of species-specificity 
during gamete interaction (O’Rand, 1988), prevention of polyspermy after 
fertilization (Bleil and Wassarman, 1980), and protection of the developing 
embryo prior to implantation (Mintz, 1962; Modlinski, 1970). Mice with 
eggs that lack zp are completely infertile, verifying the critical role of this 
ECM in the process of reproduction (Liu et al., 1996; Rankin et al., 1996). 

A somatic cell layer, the cumulus, also accompanies the egg into the 
oviduct at ovulation (Fig. 1). The cumulus layer has both cellular and 
acellular components. The cellular component is a subset of follicular granu- 
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losa cells; its acellular component is a hyaluronic acid-rich ECM secreted 
by the cumulus cells (Camaioni et al., 1996). Potential functions of the 
cumulus layer include presentation of an enlarged, sticky surface thought 
to facilitate pickup by oviductal fimbriae and trapping of sperm once within 
the oviduct (Bedford, 1994; Camaioni et al., 1996; Eppig et al., 1996). How- 
ever, these functions do not appear essential for fertilization since the 
cumulus layer, unlike the zp, is not universally present at the time of 
mammalian gamete interaction. In some species (e.g., bovine, ovine), it 
is shed soon after ovulation and the sperm is not thought to encounter 
this layer. 

6. TheSperm 

The sperm is a highly polarized and specialized cell with a tripartite structure 
of head, midpiece, and tail that is conserved among all mammals studied 
(Eddy and O’Brien, 1994). Interaction with the egg is restricted to the 
sperm head, which can be distinguished into two major domains due to the 
location of a large secretory vesicle, the acrosome (Fig. 2). As a consequence 
of sperm interaction with the zp, exocytosis of this granule occurs, termed 
the acrosome reaction (AR). Exocytosis occurs over the acrosomal region 
but stops short of its terminal portion, differentiating the acrosome into 
two segments, the principal segment and the equatorial segment (Fig. 2). 
This structural distinction has a functional counterpart since the principal 
segment is involved in initial binding to the zp (Mortillo and Wassarman, 

FIG. 2 Schematic representation of the mammalian sperm head as a function of the acrosome 
reaction. The major domains of the sperm head are indicated. IAM, inner acrosomal mem- 
brane: OAM, outer acrosomal membrane; PM, plasma membrane; N, nucleus: M, midpiece. 
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1991) whereas the equatorial segment is responsible for initiating fusion 
with the egg plasma membrane (Bedford et al., 1979). 

Before interaction with the egg can occur, sperm must penetrate the 
cumulus layer. To achieve this, sperm are required to first undergo physio- 
logical alterations known collectively as capacitation (Austin, 1951; Chang, 
1951). If capacitated, sperm are able to penetrate through the cumulus 
layer, whereas uncapacitated sperm are excluded from entry (Saling, 1989). 
Despite considerable work, which has been reviewed comprehensively 
(Florman and Babcock, 1991; Benoff, 1993; Bedford, 1994; Baldi et al., 
1995; Fraser. 1995), a satisfying definition for capacitation has not yet been 
achieved. These recent reviews detail the changes known to occur during 
this process, including changes in (a) the lipid composition of the plasma 
membrane leading to a net cholesterol decrease; ( b )  many membrane pro- 
teins, including their redistribution, modification, or removal; ( c )  sperm 
motility resulting in a hyperactivated pattern; ( d )  oxidative metabolism; 
and (e) the tyrosine phosphorylation of several sperm proteins. However, 
whether any of these alterations are a cause or a consequence of capacitation 
is unclear. The process is reversible and occurs either in the female repro- 
ductive tract or in a defined medium in vitro (Florman and Babcock, 1991). 
The result is that capacitated sperm are able to fertilize eggs without delay, 
in particular by gaining competence for triggered acrosomal exocytosis 
(Bedford, 1983). The relationship of capacitation to regulated exocytosis 
appears to be unique to sperm; other secretory cells such as chromaffin or 
nerve cells do not require such an identified period of preparation for 
exocytotic stimulation. However, most other cells are not maintained with 
secretory vesicles anchored at the plasma membrane for the extended 
period found in sperm. 

C. Gamete Interactions: An Overview 

Since the cumulus layer is of somatic origin, the first interaction between 
sperm and egg occurs at the zp surface via receptors in the sperm plasma 
membrane; in the mouse the zp glycoprotein involved at this stage has 
been identified as ZP3 (Wassarman and Litscher, 1995; Saling, 1996). Both 
direct and indirect evidence suggests that this interaction causes aggregation 
of the receptors present in the sperm membrane and triggers acrosomal 
exocytosis (Leyton and Saling, 1989a; Aarons etal., 1991; Macek et al., 1991). 
Controversy revolves around the identity of the sperm’s ZP3 receptors, 
and several candidate proteins will be discussed below. Irrespective of the 
specific receptors involved, there is general consensus that sperm interaction 
with ZP3 stimulates profound changes in the sperm cell, including the 
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activation of tyrosine kinase- and G protein-mediated signaling cascades 
and ion channels (Yanagimachi, 1994; Saling, 1996). 

The consequence of such cellular activation is exocytosis of the acrosomal 
contents, the array of hydrolytic enzymes mentioned above. Exposure of 
these enzymes enables the sperm to digest a path through the zp matrix. 
Sperm proteins localized within the acrosomal granule are also thought to 
stabilize contact between the acrosome-reacted sperm and the zp during 
transit through this matrix. Of additional importance is the strong flagellar 
beat of the sperm which facilitates this penetration (Stauss et al., 1995); 
indeed, sperm motility is likely to be an absolute requirement at this stage 
of gamete interaction. 

After traversing the zp, the sperm reaches the egg plasma membrane. 
The plasma membrane overlying the equatorial segment of the acrosome 
(Fig. 2) is thought to be the site of initiation of fusion with the egg membrane 
(see below for further discussion); once initiated, fusion progresses until 
the sperm head and flagellum are incorporated into the egg cytoplasm. On 
the egg plasma membrane, fusion is restricted to the microvillar region 
overlying the cortical granules (Yanagimachi, 1994). 

After fertilization, the zp is modified to prohibit the binding, AR, and 
further penetration of sperm (Austin and Braden, 1956; Barros and Yanagi- 
machi, 1971). This block to polyspermy is thought to be mediated by the 
contents of the egg cortical granules (Fig. 1) (Barros and Yanagimachi, 
1972). These granules fuse with the egg plasma membrane following fertil- 
ization and extrude their contents into the perivitelline space. A conse- 
quence of cortical granule exocytosis in the mouse is the modification of 
at least two zp glycoproteins, ZP2 and ZP3.ZP2 is proteolyzed from a 120- 
to a 90-kDa form, termed ZP2f, by a non-trypsin-like protease (Moller and 
Wassarman, 1989). Similarly, ZP3 is altered to ZP3f, which has altered 
biological activity, but its conversion is not detectable by a modified molecu- 
lar weight or isoelectric point (Bleil and Wassarman, 1983). Similar postfer- 
tilization modifications of zp glycoproteins have been demonstrated for the 
rat [Repin and Akimova (1976) cited in Yanagimachi (1994)], the pig 
(Hedrick et al., 1987; Hatanaka et af . ,  1992), and the human (Shabanowitz 
and O’Rand, 1988; Moos et al., 1995). 

II. The Zona Pellucida and Its Interaction with Sperm 

A. The Zona Pellucida 

Structurally, the zp is a glycoprotein coat that forms during oogenesis in 
all mammalian eggs and, in mature oocytes, can vary in thickness from 
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<2 p m  in marsupials to 27 p m  in cows (Dunbar and Wolgemuth, 1984). 
The zp has a fibrous, sponge-like appearance made up of as little as 4 ng 
of total protein in the mouse to as much as 30 ng in the pig (Wassarman, 
1988). Despite its complex appearance, in most species the zp is composed 
of only three glycoproteins, ZP1, ZP2, and ZP3 (Harris et al., 1994). All 
three components are heavily and heterogeneously glycosylated and mi- 
grate as broad bands in one- and two-dimensional polyacrylamide gel elec- 
trophoresis (Wassarman, 1988). In the intact mouse zp, these glycoproteins 
have been proposed to be arranged in filaments of ZP2:ZP3 heterodimers 
assembled by ZP1 homodimers (Greve and Wassarman, 1985). 

The zp proteins for which the corresponding genes have been cloned 
and characterized are shown in Fig. 3. Each is shown with its specific name 
used in the literature but, based on sequence information, is grouped into 
one of the three families: ZPl,ZP2, or ZP3. Hereafter in this review, each 
will be referred to by its species name and family name, e.g., rabbit ZP1, 
not RC55 or rabbit 55. In some species, such as the mouse and pig, the zp 
proteins, initially purified from native material, were characterized exten- 
sively and their cDNAs were cloned and sequenced subsequently. In other 
species, such as the cat and marmoset, primary information has been ob- 
tained by cloning techniques, and these proteins have yet to undergo com- 
prehensive physiological or biochemical analysis. A few zp proteins have 
been identified experimentally, such as hamster ZP1 and ZP2, but the 
sequences of their cDNAs have not yet been reported. Here, we will discuss 
only those zp proteins for which sequence information is available. 

1. Genes That Encode the Zona Pellucida Proteins 

Nucleotide sequences are available for cDNAs that encode 26 zp proteins 
(Table I) .  The nucleotide and protein similarity among family members is 
shown in Fig. 4. Overall, the nucleotide sequence shows higher homology 
than the protein sequence. Genomic clones have been isolated for eight of 
these proteins and allow analysis of the genomic structure of these se- 
quences. Each gene family is similar in introdexon structure: the ZP1 
family contains 12 exons, the ZP2 family has 18 exons, and the ZP3 family 
has 8 exons. Human ZP2 and cynomolgus macaque ZP2 have sequences 
from an additional exon in the C-terminal end (Liang and Dean, 1993; J. 
Harris, personal communication). The length of the chromosomal region 
comprising the locus of these genes varies from as few as 6.5 kb (mouse 
ZPZ) to as many as 18.3 kb (human ZP3) (Chamberlin and Dean, 1990; 
Epifano ef af., 1995a). For those that have been examined, all but human 
ZP3 are single-copy genes (Epifano and Dean, 1994). Human ZP3 is par- 
tially duplicated on the same chromosome as a fusion between a gene 
homologous to a rat nuclear pore membrane protein (POM121) and exons 



FIG. 3 Zona pellucida family domain organization. Motifs were determined by (1) Swiss- 
Protein database entries; (2) the PROSITE database at http://expasy.hcuge.ch/sprot/ 
scnpsicl .htrnl for N-glycosylation sites, zp. and Trefoil-(P-)-domain signatures and the algo- 
rithms at http://psort.nibb.ac.jp/form.html (a WWW server for analyzing and predicting 
protein-sorting signals coded in amino acid sequence) for signal peptide and transmembrane 
domain predictions: and (3) by homology with other family members. The pig zp proteins 
ZP2 and ZP4 correspond to residues 36-168 (ZP4) and 169-716 (ZP2) of the pig ZP1 cDNA 
shown here. ‘Partial or incomplete sequences. Only those sequences entered in GenBank 
are shown. 
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5-9 of human ZP3; this transcript is expressed ubiquitously and is termed 
POM-ZP3 (Kipersztok et al., 1995). 

In general, the Z P  genes are transcribed and translated only in oocytes. 
Mouse ZP2 mRNA appears to be expressed at low levels in resting oocytes, 
whereas mouse ZP1 and ZP3 are expressed only in growing oocytes (Epi- 
fano et al., 1995b). These transcripts accumulate in a coordinated fashion 
during the growth of the oocyte and reach maximal levels in midsized 
(50-60 pm) oocytes. Biosynthesis and secretion of the zp by growing oocytes 
match this transcriptional activation; the coordinate regulation of these 
genes suggests that they are controlled by similar transcriptional regulators 
(Epifano et al., 1995b). Coordinate regulation of the zp proteins is also 
seen in other species; however, in some species, granulosa cells appear to 
express some of the ZP genes as well (Lee and Dunbar, 1993; Grootenhuis 
et al., 1996; Kolle et al., 1996; Martinez et al., 1996). Further analysis of 
this topic will better define the specific expression of the ZP genes in 
different species. 

The zp proteins appear to have evolved from a common ancestral gene. 
Fish possess ZP-like genes for proteins that are components of their vitel- 
line envelopes [white flounder, wf? (Lyons e f  al., 1993), medaka, LSF41 
(Murata et al., 1995), goldfish, ZP3 (Chang et al., 1996), and carp, ZP3 
(Chang et af., 1996)l. The region of similarity encompasses the ZP domain 
(see below). Interestingly, wf0 and the medaka egg envelope protein, as 
well as egg envelope proteins from some species of trout, are synthesized 
in the liver. These proteins are then transported to the oocyte to become a 
part of the vitelline envelope (Lyons et al., 1993). Thus, although nucleotide 
sequence analysis suggests a common ancestor, gene expression appears 
to be regulated differently in these groups. 

2. Zona Pellucida Protein Sequence Analysis 

The sequences determined for 26 zp proteins have served to elucidate the 
relationships among family members (Figs. 3 and 4, Table I). To date, ZP1, 
ZP2, and ZP3 family members have been cloned from cat, cow, mouse, 
human, pig, rabbit, and cynomolgus macaque. The five remaining sequences 
are found in the ZP2 and ZP3 families (Table I). In general, the ZP3 family 
displays a greater degree of structural conservation compared with that of 
the ZP1 or ZP2 families (Fig. 3). For those sequences available in GenBank, 
the following features are shared: 

i. short 5' and 3' untranslated regions; 
ii. N-terminal hydrophobic signal peptides; 

iii. potential N- and 0-linked glycosylation; 



TABLE I 
Zona Pellucida Family Members 

App. MW GenBank 
Family member Sperm binding AR inducer Calc. MW (kDa) (kDa) Accession No. Sequence reference 

ZP1 
Mouse ZP1 
Cat ZPB 
Cow ZPB' 
Human ZPB 
Cyno. macaque ZPB' 
Pig ZP3a 
Rabbit 55 kDa 

ZP2 
m 
Q, Mouse ZP2 

Cat ZPA 
Cow ZPA' 
Dog ZPA 
Human ZP2 
Cyno. macaque ZPA' 
Pig ZP1 
Rabbit 75 kDa' 

Mouse ZP3 
Cat ZPC 
cow ZPC 
Dog ZPC 
Hamster ZP3 
Human ZP3 
Marmoset ZP3 

ZP3 

+' 

i m  

67 
61 

57 

57 
57 

- 

- 

76 
76 

76 
78 

76 
75 

- 

- 

+ p  + p  44 
44 
44 
45 

+ q  + q  44 
+' +' 44 

44 

200a.b 

88d 
1 5 6  

55h 

120" 

102d 

1 oof 
90" 
85J.k 

83'7 

73" 

564 
65f 

U20448 
U05776 
NIA' 
U05781 
N/Ae 
LllOOo 
M58160 

M34148 
U05777 
N/A' 
U05779 
M90366 
NIA' 
S74651 
L12167O 

~ 2 n n x  
U05778 
U05775 
U05780 
M63629 
M35109 
S71825 

Epifano et al. (1995a) 
Hams et al. (1994) 
Harris et af. (1994) 
Harris er al. (1994) 
J. D. Hams, personal communication 
Yurewicz et al. (1993a) 
Schwoebel er al. (1991) 

Liang et al. (1990) 
Harris et af. (1994) 
Harris et al. (1994) 
Harris et al. (1994) 
Liang and Dean (1993) 
J. D. Harris, personal communication 
Taya er al. (1995) 
Lee et al. (1973) 

Ringuette et al. (1988) 
Harris et al. (1994) 
Harris et al. (1994) 
Harris et al. (1994) 
Kinloch ef al. (1990) 
Chamberlin and Dean (1990) 
Thillai-Koothan et al. (1993) 



Cyno. macaque ZPC' 
Bonnet monkey ZP3 

Rabbit ZPC' 
Pig ZP3p 2 s  

- N/AC J. D. Harris. personal communication 
44 X82639 Kolluri et al. (1995) 
44 5 9  L22169 Harris et al. (1994) 
43 U05782' Hams et al. (1994) 

Note. ZP1, Z E ,  and ZP3 family members are listed with their common nomenclature, each was evaluated for sperm-binding activity. acrosome 
reaction inducing function, calculated molecular weight, apparent molecular weight, GenBank Accession No.. and sequence literature reference. 
Calculated molecular weights were determined by Protein (DNAstar, Inc., Madison, WI) and do not include the signal peptide sequence. 

Van Duin et al. (1993). 
Mouse ZP1 is a dimer. 
Partial or incomplete sequences. 
Florman and First (1988). 
Partial clones: cow ZPA and cynomolgus macaque ZPA encode the C-terminal 4 of the protein: cow ZPB, cynomolgus macaque ZPB. and ZPC 

encode the C-terminal f of the protein. 
f Moos et al. (1995). 
8 Sacco et al. (1989). 

' Prasad et al. (1996). 
Yurewicz et al. (1987). 

Lee et al. (1993). 
The apparent molecular weights shown for rabbit 55 kDa and rabbit 75 kDa were ~ rived from endo-P-galactosidase-treated rabbit zp. 

' Bleil et al. (1988). 
Tsubamoto et al. (1996). 
Yurewicz et al. (1983). 
The clone for rabbit 75 kDa is missing the N-terminal -49 codons. However, N-terminal sequencing of the purified protein yielded a peptide 

whose sequence was KQLQPSDPAF plus a 17-amino-acid overlap with the predicted amino acid sequence of the clone. Addition of these 10 amino 
acids to the N terminus of the protein sequence predicted by the clone yields a 676-amino-acid protein which is missing -33-39 amino acids. These 
amino acids encode the presumptive signal peptide. 

P Bled and Wassarman (1983). 
9 Moller et al. (1990). 
' Van Duin et al. (1994). 
Yurewicz et al. (1993b). 

'The rabbit ZPC clone is missing the initiating ATG and -3 codons within the signal peptide. 





MOLECULES IN MAMMALIAN SPERM-EGG INTERACTION 69 

iv. a hydrophobic domain near the C terminus with characteristics of a 
transmembrane domain: 

v. a canonical furin proteolytic processing signal, R-X-R/K-R, altered 
to S-R-R-R (human and rabbit ZP1) and S-R-R-N (cow ZPl) ,  up- 
stream of the putative transmembrane domain: and 

vi. a ZP-signature domain, altered in mouse ZP1 and cat ZP3. 

Functions for the furin proteolytic processing signal and the putative trans- 
membrane domain have not yet been determined. However, Yurewicz et 
al. (1993a) have suggested that processing at  the furin site may allow the 
zp proteins to move to the outer edge of the zp as this region grows larger 
during oocyte maturation. 

Two sequence motifs, the zp domain and the Trefoil (or P-) domain, 
have been recognized in zp family members and may help to determine 
the three-dimensional structure of these proteins. The zp domain (Bork 
and Sander, 1992) consists of -260 amino acids and has thus far been 
recognized only in the zp proteins, transforming growth factor f l  receptor 
111, uromodulin, and pancreatic secretory granule glycoprotein GP-2 (Bork 
and Sander, 1992). This domain is contained in the PROSITE database 
(Bairoch, 1991) as an -40-amino-acid signature. When the zp proteins are 
used to search this database, all family members except mouse ZP1 and 
cat ZP3 conform to the signature sequence. However, nonconformity for 
these latter two sequences is restricted to only 1 amino acid (residue 459 
of mouse ZP1, residue 204 of cat ZP3); overall alignment of these proteins 
with the other family members indicates that, despite this discrepancy in 
the signature motif, the zp domain is intact in these proteins. Further 
analysis of the zp domain from the ZP1, ZP2, and ZP3 families indicates 
that the ZP1 and ZP2 families are more similar to one another (35-42%) 
than either family is to the ZP3 family (17-25%). The zp protein families 
show a sequence and genomic structural similarity to fish vitelline envelope 
proteins in this area (see above) (Epifano et af., 1995a). 

The Trefoil domain is a 45-amino-acid cysteine-rich region found origi- 
nally in a family of small polypeptides called the Trefoil family. Of the zp 
proteins, only the ZP1 family features this domain. In addition to the ZPls, 
this family also includes a group of gastrointestinal polypeptides, frog skin 

FIG. 4 Zona pellucida family cDNA nucleotide and amino acid similarities. Boxes above the 
diagonal compare amino acid similarity; boxes below compare nucleotide similarity. Shaded 
boxes indicate a C-terminal partial sequence alignment with 25-50% of the cDNA available 
for comparison. Similarities were determined by the program MegAlign (DNAstar, Inc., 
Madison, WI) and are defined as similarity (i,j) = 100 X sum of the identity matches/lcngth 
- gap residues (i) - gap residues ( j ) .  Protein and DNA sequences were aligned identically. 
P-Partial or incomplete sequences. 
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proteins and mucins, and the vertebrate enzymes sucrase-isomaltase and 
lysosomal a-glucosidase (Hoffman and Hauser, 1996). This domain is also 
featured in the PROSITE database (Bairoch, 1991) as a 22-amino-acid 
signature. All of the ZP1 family members conform strictly to this motif 
except mouse ZP1, which deviates from the signature at amino acids 235 
and 240. The overall alignment of mouse ZP1 in this area, however, suggests 
that a Trefoil domain does exist in a slightly modified form in mouse ZP1 
(P. Bork, personal communication). 

The crystal structure for a dual Trefoil domain-containing protein, por- 
cine pancreatic spasmolytic polypeptide, has been solved and reveals a 
disulfide-linked three-looped Trefoil motif containing an 8- to lo-A cleft 
which could accommodate part of an oligosaccharide chain (Gajhede et al., 
1993; De et al., 1994). Many Trefoil domain-containing proteins demon- 
strate high resistance to proteolytic degradation (Thim, 1989). A mechanism 
for this resistance is proposed to be associated with the domain’s extensive 
crosslinking and short secondary structure. These elements limit the flexi- 
bility of the motif and serve to shield it from access to protease active sites 
(Gajhede et al., 1993). For the ZP1 family, it is tempting to speculate that 
this domain could be involved in zp assembly by linking ZP1 to neighboring 
oligosaccharides via the Trefoil cleft or in maintaining zp ultrastructure 
during proteolytic attack by acrosomal enzymes or cortical granule enzymes 
during fertilization. 

3. ZPl,ZP2, and ZP3 

The most extensive investigation of sperm-zp interactions has been carried 
out in the mouse (Saling, 1989; Wassarman and Litscher, 1995). That work 
started at the cellular level and continued at a molecular level once the zp 
proteins were identified and purified. The collective conclusions from those 
studies, which are amplified below, are: 

i. primary sperm-zp interaction is mediated by ZP3 and specific ZP3 

ii. acrosomal exocytosis is triggered in sperm bound to ZP3; 
iii. secondary sperm-zp interaction ensues between the acrosome- 

iv. ZP1 does not interact directly with sperm. 

receptors in the sperm plasma membrane; 

reactingtreacted sperm and ZP2; and 

These findings have served as the fundamental paradigm for understanding 
gamete interaction in other mammalian species. Thus, ZP3 proteins are 
predicted to serve as the ligand during primary binding and to trigger the 
AR; likewise, ZP2 proteins are predicted to exhibit secondary binding 
activity with acrosome-reacted sperm. In this framework based on protein 
function, ZP1 has remained the neglected cousin. However, data concerning 
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zp proteins from several species have emerged recently, and it may be 
useful to reevaluate the collective findings on zp protein function to discern 
basic principles. 

a. Primary Binding-Sperm Interaction with ZP3 In the mouse, ZP3 
binds to specific receptors in the sperm plasma membrane during the initial 
interaction between sperm and zp. These ligand-receptor complexes serve 
dual roles: (i) to adhere sperm to the zp and (ii) to elicit a cellular response 
in sperm, the AR. The bifunctional nature of the interaction between sperm 
and ZP3 has been investigated extensively in the mouse. The mouse ZP3 
glycoprotein consists of a 44-kDa polypeptide with three or four N-linked 
oligosaccharides and an undetermined number of O-linked oligosaccha- 
rides, generating a glycoprotein with an observed average molecular weight 
of 83 kDa (Wassarman and Litscher, 1995). The sperm-binding sites of 
mouse ZP3 have been attributed to O-linked oligosaccharides located in 
the C-terminal half of the molecule (Florman and Wassarman, 1985; Ro- 
siere and Wassarman, 1992). In particular, O-linked oligosaccharides linked 
to amino acids between Cys328 and Asp,,, have been suggested to play an 
important role in sperm binding (Kinloch et al., 1995). Competition studies 
have attempted to examine the oligosaccharide structure important for 
binding sperm to mouse ZP3. Small glycopeptides (1.5-6 kDa) obtained 
following pronase digestion of mouse ZP3, O-linked oligosaccharides de- 
rived from alkaline reduction of mouse ZP3, and synthetic oligosaccharide 
constructs have been shown to inhibit binding of mouse sperm to mouse 
zp (Florman et al., 1984; Florman and Wassarman, 1985; Litscher et al., 
1995). The ability of an oligosaccharide to compete for sperm binding 
depends upon its size and branching pattern, as well as the terminal sugar 
moiety at the nonreducing end of the oligosaccharide (Litscher et al., 1995). 
However, the identity of the terminal sugar is controversial. Bleil and 
Wassarman (1988) suggest that terminal galactose is critical, whereas the 
work of Miller et al. (1993) implicates the sugar N-acetylglucosamine at 
the nonreducing end of the oligosaccharide chain by demonstrating that 
its modification by egg cortical granule N-acetylglucosaminidase renders 
ZP3 unable to bind sperm. 

These isolated sugars and sugar-peptide moieties compete for sperm 
binding with an IDSo in the 1-10 p M  range, whereas intact, purified mouse 
ZP3 competes 10- to 100-fold more effectively, with an IDs0 of 100 nM 
(Litscher et al., 1995). Furthermore, none of these smaller molecules mimics 
the ability of intact mouse ZP3 to induce the AR (Florman et al., 1984; 
Florman and Wassarman, 1985; Litscher et al., 1995). The smallest defined 
region of mouse ZP3 that retains both sperm-binding and AR-triggering 
ability is a 21 -kDa C-terminal fragment produced by digestion of mouse 
ZP3 with papain and subsequent removal of N-linked oligosaccharides by 
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N-glycanase (Litscher and Wassarman, 1996). Regarding the ZP3 polypep- 
tide backbone, potential functions include orienting the three-dimensional 
presentation of the sperm-binding 0-linked oligosaccharides and serving 
a direct role in sperm binding. The latter suggestion arises from observations 
concerning the ability of antibodies raised against ZP3 peptides to block 
interaction with sperm (Bagavant et al., 1993a,b). 

In contrast to this thorough analysis of mouse ZP3 function, not all ZP3 
homologs are even known to bind sperm and initiate the AR. Only 4 of 
the known 11 members of the ZP3 family have been evaluated for these 
functions at present (Table I). Confounding the mouse ZP3 role as the 
exclusive ligand for primary binding, in the porcine system, both ZP1 and 
ZP3 have been shown to possess sperm-binding capacity (see below) (Sacco 
et al., 1989; Bagavant el al., 1993a,b; Topfer-Petersen et al., 1993; Yurewicz 
et al., 1993b,c). 

6. Secondary Binding-Sperm Interaction with ZP2 After the AR oc- 
curs, the plasma membrane of the sperm is no longer the outermost mem- 
brane surface available to bind and interact with the zp. ZP3 receptors on 
the sperm plasma membrane that adhered sperm to zp prior to the AR 
are lost from the sperm during acrosomal exocytosis (Fig. 2). At this stage 
of interaction, termed secondary binding, a second mouse zp protein, mouse 
ZP2, has been proposed to mediate interactions between sperm and zp 
(Bleil and Wassarman, 1986). Whereas mouse ZP3 binds preferentially to 
acrosome-intact sperm heads, mouse ZP2 binds preferentially to the inner 
acrosomal membrane of acrosome-reacted sperm heads (Bleil et al., 1988; 
Mortillo and Wassarman, 1991). Antibodies against mouse ZP2 compete 
for binding of acrosome-reacted sperm to eggs, but do not compete for 
binding of acrosome-intact sperm to eggs (Bleil etal., 1988). Soybean trypsin 
inhibitor mimics the action of anti-mouse ZP2 antibodies by reducing the 
number of acrosome-reacted sperm bound to eggs, implying that a trypsin- 
like proteinase might be involved in sperm binding to mouse ZP2 (Bleil et 
al., 1988). 

c ZPI-Structural Role or Sperm Binding? Mouse ZPI,  a homodimer 
made up of 100-kDa monomers, is thought to play a structural role in the 
zp; it has been proposed to crosslink ZP2:ZP3 filaments to make up the 
three-dimensional zp matrix (Greve and Wassarman, 1985). In contrast 
to this restricted structural role, considerable work on porcine ZP1 has 
delineated a sperm-binding role, similar to that of murine ZP3 (Sacco et 
al., 1989; Yurewicz et al., 1993a,b). Porcine ZP1 binds to sperm membranes, 
and N-linked oligosaccharides in the N-terminal region of the glycoprotein 
have been suggested to be important (Yonezawa et al., 1995; Nakano et 
al., 1996), in contrast to the 0-linked oligosaccharides of ZP3 discussed 
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above. In addition, porcine ZP3 is also involved in primary binding by 
enhancing porcine ZP1 's ability to bind to sperm membranes; the combina- 
tion of ZP1 + ZP3 is eightfold more effective than ZP1 alone (Yurewicz 
et al., 1993b). Other experiments also suggest a direct role for porcine ZP3 
in sperm-zp binding since an anti-porcine ZP3 antibody blocks sperm-zp 
interaction: this antibody was prepared against a 25-mer peptide that is 
thought to be rich in 0-linked oligosaccharide (Bagavant rt ul., 1993b). It 
is useful to note, however, that the ZP1 and ZP3 proteins in the pig copurify 
and must be modified chemically to achieve separation (Yurewicz et al., 
1987). Consequently, the function of each of these proteins in isolation has 
yet to be analyzed fully. In addition to these results using pig gametes, 
rabbit ZP1 has also been suggested to play a sperm-binding role (Prasad 
et al., 1996), questioning the suitability of mouse ZP1 as a general model 
for the function of this family of zp proteins. In this regard, it is useful to 
remember that mouse ZP1 is ~ 4 0 %  similar to its other family members, 
each of which share >60% similarity (Fig. 4). 

4. Recombinant Zona Pellucida Proteins 

Until very recently, experimentation in the field of sperm-zp interaction 
has been limited by the paucity of eggs that can be recovered from most 
mammals. This technical limit has restricted the types of experiments that 
can be performed. For this reason, it is particularly valuable that many zp 
family members have been cloned and characterized. By expressing these 
proteins recombinantly, they can be produced and utilized in appropriate 
quantities. While the work done with these recombinant proteins will re- 
quire verification by parallel studies using native material, development of 
these bioactive reagents continues to greatly enhance work in the field of 
sperm-zp interaction. 

Several laboratories have begun to produce biologically active zp proteins 
in vitro (Kinloch et al., 1991; Beebe et af . ,  1992; Van Duin et al., 1994; Barratt 
and Hornby, 1995; Burks et a[., 1995). These reagents are particularly critical 
for investigation of human sperm-zp interaction. The ZP3 family of proteins 
has been the subject of most of the work in this area: ( i )  human ZP3 has 
been expressed in bacteria (Barratt and Hornby, 1995), and in mammalian 
CHO (Van Duin et al., 1994; Barratt and Hornby, 1995) and COS cells 
(Burks et al., 1995); (ii) mouse ZP3 has been expressed in mouse L cells, 
monkey CV-1 cells (Beebe et af. ,  1992). and embryonic carcinoma cells 
(Kinloch et al., 1991); (iii) hamster ZP3 has been expressed in embryonic 
carcinoma cells (Kinloch et al., 1991); and ( iv)  bonnet monkey ZP3 has 
been expressed in Escherichia coli (Kaul et al., 1996). The only other recom- 
binant zp proteins produced have been from the pig: porcine ZP2 has been 
expressed in E. cofi (Tsubamoto et al., 1996), and in CHO and 293T cells 
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(Yamasaki et af., 1996), whereas porcine ZP1 has been expressed as a p- 
galactosidase fusion protein in E. cofi (Gupta et al., 1996b). 

Use of these recombinant proteins has permitted an exploration of the 
role of glycosylation in ZP3 bioactivity. Bacterially expressed human ZP3- 
glutathione-S-transferase fusion protein is not glycosylated and is unable 
to induce the AR in human sperm (Barratt and Hornby, 1995). However, 
human ZP3 expressed in CHO cells produced via two different expression 
systems is able to induce the A R  in human sperm (Van Duin et af., 1994; 
Barratt and Hornby, 1995). Expression of rabbit ZP1 in a baculovirus 
expression system produced protein which was glycosylated by Sf9 insect 
cells, but not to the extent found in intact zp. This protein could bind to 
sperm and inhibit sperm-zp interaction, but its ability to trigger the A R  
was not reported (Prasad et al., 1995, 1996). The role of recombinant zp 
proteins as experimental reagents and as tools in contraceptive vaccine 
development (Prasad et al., 1996) can be predicted to continue vigorously 
in the coming years. 

5. Summary 

The zp is an egg-specific ECM that consists of three structurally conserved 
glycoproteins, is universally present at the time of fertilization, and regulates 
sperm function. Work in the mouse suggests that 0-linked oligosaccharides 
of ZP3 feature prominently in primary binding to sperm whereas ZP2 
serves as ligand for sperm binding once the A R  has occurred (secondary 
binding). Mouse ZP1 has not been found to display sperm-binding proper- 
ties and is thought to perform a scaffolding role in zp matrix organization. 
More recent work in other species, such as the pig and rabbit, reveals that 
ZP1 may also function as a primary ligand for sperm binding. Analysis of 
recombinantly expressed proteins is likely to facilitate determining whether 
a universal paradigm exists for mammalian sperm interaction with zp. 

6. Sperm Proteins That Interact with the Zona Pellucida 

The previous section detailed research identifying the zp proteins that 
interact with sperm. These proteins serve as ligands for receptors on the 
sperm. Several candidate zp-binding sperm proteins have been identified 
and can be grouped as primary or secondary receptors. Primary binding 
candidates are responsible for initial interaction with the zp and initiation 
of the AR; secondary binding candidates adhere the sperm to the zp follow- 
ing the A R  and during the transit of the sperm through the zp. Thus, a 
sperm protein involved in primary interaction with the zp will be found on 
the sperm’s plasma membrane overlying the acrosome, the region of the 
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sperm head which first contacts the zp. In mice, the zp ligand for this 
interaction is ZP3. A sperm protein involved in secondary interaction with 
the zp is anticipated to be present on or associated with the surface of the 
acrosome-reacted sperm (inner acrosomal membrane: see Fig. 2). Current 
evidence in the mouse suggests that ZP2 serves as the ligand at this stage. 
Molecules proposed to be involved in zp-regulated exocytosis of the acro- 
some are expected to modulate signaling cascades such as G proteins, 
tyrosine kinases, or ion channels, all of which are active in acrosomal 
exocytosis. Due to the zp modifications that constitute the block to  poly- 
spermy, sperm receptors necessary for fertilization are not expected to 
interact with zp proteins recovered from fertilized eggs. 

From the preceding discussion of zp proteins, it would appear as though 
the identification of sperm protein binding partners for each of the zp 
proteins would be straightforward. Indeed, many studies have aimed at 
this goal and resulted in the identification of potentially relevant enzymatic 
activities (Cornwall et af., 1991), antigens recognized by monoclonal anti- 
bodies (Brucker et al., 1992; Alves et af., 1995), or sperm-associated compo- 
nents (Robinson et af., 1987). In most cases, however, molecular character- 
ization of the candidate receptor has not yet been reported; although likely 
to be interesting in the context of gamete interaction, sperm components 
in this category will not be considered further here. Several other sperm 
proteins are also potentially important in interaction with the zp, such as 
FA-1, which blocks sperm-zp interaction in competition studies (Naz and 
Ahmad, 1994: Kadam et af., 1995); however, sequence information has not 
yet been reported and we will not consider them further. 

One limitation to the identification of binding partners for individual zp 
proteins has been production of sufficient amounts of purified native zp 
proteins. The mouse has served as the prototype for analysis of individual 
zp proteins, yet dealing with mouse sperm offers several drawbacks such 
as the limited number of sperm that can be obtained and their fragility. In 
other species, such as the pig or rabbit, in which sperm are plentiful or 
robust, the purification of isolated native zp proteins is difficult due to 
inherent properties of the zp proteins. Consequently, whole solubilized zp 
have been used by several investigators, enabling the identification of zp- 
binding proteins without regard to the particular zp protein(s) involved in 
the interaction. Recently, Hardy and Garbers (1995) reported a cDNA 
sequence that encodes a porcine sperm membrane protein, designated 
zonadhesin (Table 11), which binds (whole) pig zp in a species-specific 
manner and whose expression is restricted to the testis. Interestingly, both 
the human and mouse Zonadhesin genes are located on the same chromo- 
some as their respective ZP3 gene (D. L. Garbers, personal communica- 
tion), suggesting a possible chromosomal linkage of some fertilization- 
specific molecules, although neither the localization of zonadhesin on the 
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TABLE II 
Sperm Proteins That Interact with the Zona Pellucida 
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APP. 
MW Accession 

Sperm protein (kDa)” Species No.”.‘ Sequence reference 

Galactosyltransferase 54 Mouse 503880” Shaper ef a/. (1988) 
PH-20 41 + 27“ Guinea pig X56332” Lathrop et al. (1990) 
Proacrosin 52-55 Human Y00970’ Baba et a/. (1989b) 
Sp17 17-26 Rabbit Z206SSh Richardson et al. (1994) 
sp38 38 Pig D17572h Mori er al. (1995) 
sp 56 56 Mouse U17108” Bookbinder eta/ .  (1995) 
Spermadhesin 

AQN-I P26322‘ Sanz er a/. (1992b) 
AQN-3 12-16 P24020‘ Sanz et al. (1991) 
AWN” Pig P26776‘ Sanz et a/. (1992a) 

Zonadhesin 105 + 4.5’ Pig U40024h Hardy and Garbers (1995) 
ZRK 9s Human L08961” Burks et al. (199.5) 

Nore. These sperm proteins are listed with respect to their apparent size, the species from 
which sequence information was derived, and the database accession number and literature 
reference for the sequence information. 

a The reported size of each protein is based on disulfide-reducing SDS gels. 
” The accession numbers provided are from “GenBank or ‘SwissProt. 
(‘ Following the AR, the 64-kDa PH-20 protein is cleaved into 41- and 27-kDa disulfide- 

” AWN-1 and AWN-2 have the same nucleotide sequence, but AWN-2 is acetylated at the 

’Zonadhesin was originally purified from epididymal boar sperm as a 150-kDa protein 

linked fragments. 

N terminus. 

without disulfide-reducing agents. 

sperm nor its zp ligand has been defined. Since bioactive recombinant zp 
proteins are now becoming available, attempts to isolate sperm proteins 
that bind to individual zp proteins are finally reasonable and should lead 
to significant progress on this topic. 

1. Candidate Sperm Proteins Involved in Primary Binding to 

An additional caveat to identifying sperm proteins involved in primary 
binding to the zp is their loss from the cell. By definition, proteins involved 
in primary binding are located on the principal segment of the plasma 
membrane overlying the sperm’s acrosome and will be lost from the cell 

the Zona Pellucida 
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as a consequence of acrosomal exocytosis (see Figs. 2 and 5). Despite this 
cautionary note, investigators have been successful in identifying sperm 
proteins involved in primary zp binding, and four candidates are diagramed 
in Fig. 5 and discussed below. 

a Galactosyltransferase (GalTase) The first sperm protein reported as 
a primary zp binding candidate was pl-4 galactosyltransferase (GalTase; 
Fig. 5) (Shur and Hall, 1982). This enzyme is found not only in the Golgi 
apparatus and endoplasmic reticulum, where it functions as a biosynthetic 
glycosyltransferase, but it is also found on the surface of several cell types 
(Evans et al., 1995b), including sperm (Shaper et al., 1990). The intracellular 
and surface forms differ by only 13 residues at the cytoplasmic N-terminal 
(Table 11) (Shaper et al., 1988). On the cell surface, GalTase apparently 
does not use its enzymatic activity in its receptor function but, rather, 
operates as a lectin, recognizing terminal N-acetylglucosamine-containing 
oligosaccharide ligands. The initial suggestion that GalTase may be involved 
in zp adhesion arose from a correlation between fertilizing ability and levels 
of GalTase activity in certain t-haplotype sperm (Shur and Bennett, 1979). 

FIG. 5 Proposed structures of candidate sperm proteins involved in primary binding to the 
zp. Shading depicts amino + carboxy termini (dark --f light). The inset represents the location 
of these proteins on the sperm head during interaction with the zp. 
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Subsequently, it was observed that sperm-egg binding is inhibited by puri- 
fied GalTase, GalTase inhibitors, and anti-GalTase antibodies (Shur and 
Neely, 1988). Use of galactosylated zp proteins indicates that GalTase 
interacts specifically with ZP3 (Miller et al., 1992), and sperm from mice 
that overexpress a surface GalTase transgene bind more ZP3 than wild- 
type sperm (Youakim er al., 1994). 

In addition to its role as a sperm adhesion molecule, GalTase is suggested 
to possess signal transduction functions as well. Sperm from transgenic 
mice that overexpress surface GalTase bind more ZP3 than controls and 
a greater proportion of these sperm undergo the AR (Youakim et al., 1994). 
Shur and co-workers found that aggregation of sperm surface GalTase by 
bivalent antibodies activates G proteins, and synthetic peptides derived 
from the cytoplasmic domain of the long form of GalTase associate with 
heterotrimeric Gi proteins (Gong et al., 1995). Consistent with the putative 
function of GalTase as a signal transducing receptor for ZP3, zp from 
unfertilized eggs increases GTP-y3% binding to sperm membranes twofold, 
while zp from two-cell embryos does not (Gong et al., 1995). Though 
considerable evidence supports a role for GalTase in sperm interaction 
with the zp, its suggested role in AR triggering has been challenged recentiy, 
and the precise regionalization of GalTase on the sperm surface at the time 
that the sperm meets the zp is ambiguous (Cardullo and Wolf, 1995). 

Recent work from Shur and co-workers has focused on generating a 
GalTase knockout mouse and analyzing its phenotype (B. D. Shur, personal 
communication). GalTase-null sperm are capable of fertilizing eggs in vivo, 
though litters are smaller and gestation times are longer than those for 
wild-type controls, documenting the fact that GalTase is not essential for 
fertilization. Shur and co-workers are considering the idea that the entire 
mechanism of GalTase-ZP3 binding and signaling interactions is used by 
mouse gametes to optimize the process of fertilization (B. D. Shur, personal 
communication). 

6. sp56 A second ZP3-binding candidate is a 56-kDa peripheral mem- 
brane protein, sp56. This protein was originally identified in mouse sperm 
by its ability to become covalently associated with purified mouse ZP3 
(Bleil and Wassarman, 1990) or with '251-labeled ZP3 glycopeptides (Cheng 
et al., 1994) via a photoactivatable, radiolabeled crosslinker. Analysis of 
the binding of monoclonal antibodies specific for sp56 using light and 
electron microscopy has localized the protein to the dorsal region of the 
mouse sperm head, appropriate for a role in primary binding. Furthermore, 
purified sp56 binds to zp surrounding mouse eggs, but not embryos, and 
inhibits sperm-egg binding in vitro (Bookbinder et al., 1995). 

Recently, a cDNA encoding sp56 has been cloned and sequenced (Book- 
binder er al., 1995), revealing a deduced protein which contains seven Sushi 
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repeats (Table 11). Dual cysteine residues in each repeat are consistent 
with the numerous intramolecular disulfide linkages hypothesized from 
electrophoretic studies (Fig. 5). Sushi domains (also called short consensus 
repeats) are motifs of -60 amino acids found in many blood complement 
system proteins and other molecules of widely varied function. These motifs 
often occur in tandem arrays of five or more (Reid and Day, 1989). Database 
homology searches indicate that sp56 is most similar to the a chain of 
complement 4B-binding protein, C4BPa, which also contains Sushi repeats 
(Hessing, 1991), and the region of homology is confined to this motif. Both 
human and mouse C4BPa are -44% identical to mouse sp56. No putative 
transmembrane-spanning regions are present in sp56, consistent with previ- 
ous data which suggested that sp56 is a peripheral membrane protein 
(Cheng et af., 1994). Northern blot analysis of mouse tissues detects a 
2-kb RNA transcript for sp56 in the testis, but not in other tissues. Cor- 
respondingly, protein immunoblot analysis with an anti-sp56 monoclonal 
antibody localizes the sp56 protein to the testis and epididymis, but not to 
other tissues. In sitii hybridization of sp56 mRNA demonstrates its expres- 
sion only in round spermatids, and immunohistochemistry reveals the sp56 
polypeptide in round and elongating spermatids and in spermatozoa. 

Using Northern blot and immunohistochemical analysis, sp56 does not 
appear to be highly conserved among mammalian species. It is found in 
the mouse and hamster, but not in the guinea pig or human (Bookbinder 
et al., 1995). O f  interest is a correlation between the occurrence of sp56 
and the specificity of sperm-egg binding for that species. Both mouse and 
hamster sperm bind the zp of mouse eggs, and sperm from both of these 
species contain sp56 transcripts and anti-sp56 antigens. However, human 
and guinea pig sperm, neither of which contain detectable sp56 message 
or protein, do not bind mouse eggs (Bookbinder et al., 1995). Although 
the closer evolutionary relationship of mice and hamsters may explain a 
greater similarity among these proteins, examination of additional species 
with regard to the expression of sp56 and zp binding will be important in 
validating this hypothesis. 

Ongoing studies suggest that sp56 is present on the mouse sperm surface 
as a 62-kDa protein, tethered together to form a homomultimeric protein 
by intermolecular disulfide linkages in the C termini. Preliminary studies 
suggest that association between the homomultimeric sp56 complex and 
ZP3 on the zp surface results in the release of sp56, while the crosslinked 
C termini remain sperm-associated. Continuing work is aimed at examining 
whether these products may play a role in signal transduction (J. D. Bleil, 
personal communication). 

c. Zona Receptor Kinase (ZRK) A third ZP3-binding candidate mole- 
cule, and one which has intrinsic signaling potential, is a 95-kDa transmem- 
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brane receptor tyrosine kinase known as ZRK. Tyrosine phosphorylation 
in sperm is important for fertilization since inhibition of protein tyrosine 
kinase activity prevents acrosomal exocytosis (Leyton et al., 1992) and 
blocks fertilization. Consistent with observations in mice (Leyton and 
Saling, 1989b; Leyton et al., 1992), a 95-kDa protein is the major phosphoty- 
rosine-containing protein identified in human sperm, and its level of phos- 
photyrosine increases with capacitation (Burks et al., 1995). Use of the 
monoclonal antibody mAb 97.25 has independently implicated a 95-kDa 
human sperm protein in sperm-zp interaction (Moore et al., 1987); this 
human sperm protein is also tyrosine-phosphorylated. Live human sperm, 
probed with mAb 97.25, demonstrate that this antigen is located on the 
sperm surface in the acrosomal region, appropriate for a role in gamete 
interaction. Although Kopf and co-workers (Kalab et al., 1994) have sug- 
gested that the 95-kDa ZP3-binding protein in mouse sperm is a novel 
hexokinase, these two proteins appear to be completely distinct (Leyton 
et al., 1995). Two antibodies, anti-phosphotyrosine and mAb 97.25, were 
used in series to screen a human testis expression library and a novel clone 
reactive with both probes was isolated and termed hu9 (Table 11) (Burks 
et al., 1995). Based on intracellular subdomain structure and signature 
motifs, huq is a member of the ax1 family of receptor tyrosine kinases 
(RTKs) (Fig. 5 )  and is most similar (61%) to another recently isolated ax1 
family member, c-mer (Graham et al., 1994). 

Among the evidence that supports the identity of hu9 as encoding human 
ZRK is work with a rabbit antipeptide antibody generated against hu9- 
deduced intracellular residues 539-553, called K16. Not only does this 
antibody immunoprecipitate a 95-kDa phosphotyrosine-containing protein 
from extracts of capacitated human sperm, but mAb 97.25 also immunopre- 
cipitates a 95-kDa band which is recognized by K16, indicating that the 
same tyrosine-phosphorylated protein is recognized by both antibodies. 
Immune complex kinase assays, using K16, show that human ZP3 is a ligand 
capable of stimulating sperm kinase activity and that K16 immunoprecipi- 
tates a zp-responsive kinase, further suggesting that hu9 encodes ZRK. The 
putative receptor function of the hu9-encoded polypeptide was examined in 
a human hemi-zona assay (Durkman et al., 1988). Two peptides (residues 
57-71 and 94-105 of the hu9-encoded extracellular domain) competitively 
inhibit human sperm-zp interaction, blocking binding by 69 and 80%, re- 
spectively (Burks ef  al., 1995). 

Examination of the intracellular domain sequence encoded by hu9 reveals 
that many of the tyrosine residues are located in consensus motifs predicted 
to bind SH2-containing proteins to activated RTKs (Songyang et al., 1994). 
SH2-containing proteins that are involved directly in signaling, such as 
phospholipase Cy (PLCy) and phosphatidylinositol 3-kinase (PI 3-K), as 
well as adaptor proteins, such as Grb-2, Shc, and 3BP2, which link RTKs 
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with G protein signaling pathways, are thus predicted to bind to ZRK. 
PLCyl has been identified in both mouse (Tomes et al., 1996) and human 
(Saling et al., 1996) sperm, where immunostaining demonstrates a periacro- 
soma1 location. Catalytically active PLC is immunoprecipitated by both anti- 
PLCyl and antiphosphotyrosine antibodies and, in human sperm, PLCyl 
coprecipitates with ZRK. Stimulation of mouse sperm with solubilized 
mouse zp or recombinant mouse ZP3 increases PIP2-PLC enzymatic activ- 
ity, leading to increased IP3 production in a pathway that depends on 
tyrosine phosphorylation (Tomes et al., 1996). Another SH2-containing 
signaling protein that associates with and is activated by RTKs is PI 3-K 
(Varticovski et al., 1994). Consisting of a heterodimer with a regulatory 
85-kDa subunit and a catalytically active 110-kDa subunit, PI 3-K catalyzes 
the formation of phosphorylated phosphoinositides, the appearance of 
which often correlates with the activation of differentiated cellular func- 
tions, such an granule secretion (Stephens et al., 1993). Both subunits of 
PI 3-K are found in sperm (Saling et al., 1996). Reciprocal immunoprecipita- 
tion and immunoblotting assays suggest that ZRK and the 85-kDa subunit 
are associated physically and tyrosine-phosphorylated in activated sperm. 
PI 3-K stimulation appears relevant to acrosomal exocytosis, since incuba- 
tion of human sperm with wortmannin, a membrane-permeable inhibitor 
of PI 3-K (Yano et al., 1993), results in inhibition of human ZP3-stimulated 
ARs (Saling et al., 1996). These data suggest that both PLCyl and PI 3-K 
constitute key elements in the cascade(s) that couples sperm binding to ZP3 
with regulated acrosomal exocytosis and emphasize the signaling potential 
associated with ZP3 stimulation of ZRK. 

a! Spermadhesins Spermadhesins make up a family of small (12-16 kDa) 
sperm-associated proteins, characterized chiefly in boar sperm, which bind 
a number of ligands including zp glycoproteins (Fig. 5). Although the 
majority of spermadhesin molecules are lost from the sperm surface during 
capacitation, a population is retained and these have been shown to bind 
both solubilized and of zp (Topfer-Petersen and Calvete, 1995). The sperm- 
adhesins implicated in sperm-zp binding include AWN-1, which is secreted 
by the rete testes and found on epididymal sperm, and AQN-1 and AQN- 
3, which are adsorbed at ejaculation from the seminal plasma (Table 11). 
Interestingly, only specific isoforms of these three spermadhesins, those 
which lack N-glycosylation at AspSO, have affinity for zp proteins, a finding 
which has led to the identification of a potential zp-binding region (Calvete 
et al., 1993a,b, 1994). Indirect immunofluorescence, using anti-AWN-1 anti- 
bodies, suggests that AWN is localized in the physiologically relevant site 
for a role in primary zp binding: on the acrosomal cap of fertile sperm 
attached to intact zp (Dostalovh et al., 1995). The spermadhesins are not 
found exclusively in pigs; immunoreactive moieties are found on dog and 
horse sperm and purified horse AWN differs at only three residues from 
pig AWN (Topfer-Petersen et al., 1995). It is exciting to look forward to 
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further work on this protein family to determine whether spermadhesins 
are present universally on mammalian sperm and are essential for 
sperm-zp binding. 

2. Candidate Sperm Proteins Involved in Secondary Binding to 

Secondary binding occurs following acrosomal exocytosis. Thus, sperm 
proteins that participate in this stage of gamete interaction will be found 
within the acrosomal vesicle and become available for interaction with the 
zp only upon dispersion of the acrosomal matrix. Since the zp ligand in- 
volved at this stage is not established unequivocally, our classification of 
sperm proteins in this category is based first on the ability of a candidate 
protein to bind to the zp and, second, on an intra-acrosomal localization. 

the Zona Pellucida 

a. PH-20 PH-20 is a glycosyl phosphatidylinositol-anchored membrane 
protein initially found on guinea pig sperm (Phelps et al., 1988). In these 
cells, PH-20 actually exists in two populations: on the sperm surface in the 
postacrosomal region of the sperm head as well as within the acrosome. 
Paralleling these two areas of localization, the PH-20 polypeptide displays 
two distinct activities (Fig. 6) and PH-20 appears to play two independent 
roles during sperm-egg interaction. Although originally identified using a 

FIG. 6 
zp. Shading depicts amino + carboxy termini (dark 
of these proteins on the sperm head during interaction with the zp. 

Proposed structures of candidate sperm proteins involved in secondary binding to the 
light). Thc insct represents the location 
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monoclonal antibody that blocks zp binding of acrosome-reacted, but not 
acrosome-intact, guinea pig sperm (Primakoff et al., 1985; Myles et al., 
1987), PH-20 has more recently been found to also demonstrate hyaluroni- 
dase activity (Hunnicutt et al., 1996) and is thought to be important in 
degrading hyaluronic acid during transit through the cumulus layer (Lin et 
al., 1994). Presumably, the postacrosomal surface population of PH-20 is 
utilized during cumulus penetration, while the intra-acrosomal population 
participates in secondary binding to the zp. PH-20 is a highly immunogenic 
protein that has been useful in contraceptive vaccine development (Prima- 
koff et al., 1988) and many aspects of its biology have been reviewed recently 
(Primakoff, 1994). The PH-20 gene has been observed in a wide variety 
of mammals and clones have been reported for guinea pig (Table 11) 
(Lathrop et al., 1990), cynomolgus macaque, and human (Lin et al., 1993). 

6. Proacrosin A protein long known to be involved in sperm-zp interac- 
tion, the zymogen proacrosin is found ubiquitously within the acrosome of 
mammalian sperm. Due to this localization, proacrosin is most likely to 
participate in fertilization at the level of secondary binding following the 
AR (Jones, 1990; Topfer-Petersen et al., 1995; Topfer-Petersen, 1996). As 
a consequence of the AR, the proacrosin molecule undergoes cleavage to 
yield the sperm's major trypsin-like serine protease, acrosin (Fig. 6) 
(Topfer-Petersen, 1996). This activation of proacrosin to the biologically 
active enzyme appears to be regulated by the zp itself (Topfer-Petersen 
and Cechova, 1990). Due to its demonstrated zp-binding and proteolytic 
activities (Jones and Brown, 1987; Topfer-Petersen and Henschen, 1987, 
1988; Urch and Patel, 1991), proacrosin has been thought to play roles in 
both sperm binding and penetration of the zp. Determination of the struc- 
ture of proacrosin (Table 11) (Baba et al., 1989b) has revealed a high 
degree of homology across mammalian species; for example, pig and human 
proacrosin demonstrate 69% identity (Baba et al., 1989a). Biochemical 
(Topfer-Petersen et al., 1990; Jansen et al., 1995) and molecular (Jansen et 
al., 1995; Richardson and O'Rand, 1996) analysis of proacrosin has mapped 
residues critical to zp binding (Fig. 6). Recently, Tsubamoto and colleagues 
(1996) used a blot-overlay technique to demonstrate binding between por- 
cine ZP2 and proacrosin, supporting the involvement of ZP2 in secondary 
binding. Despite these advances, the physiological role of proacrosin has 
been questioned by the observation that proacrosin-null mice are fertile, 
though the time necessary for sperm penetration of the zp is increased 
(Baba et al., 1994). In boars, a molecule that is structurally similar to 
proacrosin, sp38, has been shown to have many similar binding characteris- 
tics. A cDNA encoding sp38 was cloned recently and reported also to 
demonstrate an intra-acrosomal regionalization (Table 11). Testis-specific 
expression of sp38 in conjunction with the ability of specific oligopeptides 
from both sp38 and acrosin to  inhibit sp38-zp protein binding suggests that 
sp38 could play a physiological, and perhaps redundant, role in porcine 
sperm-egg interactions (Mori et al., 1995). 
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c. Rabbit Sperm Autoantigen and Spl7 Another family of sperm pro- 
teins identified by zp-binding properties is the rabbit sperm autoantigens 
(RSAs) (O'Rand, 1988). The RSAs are a family of low-molecular-weight 
proteins found on the surface of sperm and spermatogenic cells, and anti- 
RSA antibodies inhibit sperm-egg interaction in vivo and in vitro (O'Rand, 
1988). Using antisera against unfractionated RSAs to probe a rabbit testis 
cDNA expression library, two cDNAs were identified, cloned, and se- 
quenced; these cDNAs generated identical protein products of 146 amino 
acids with a predicted molecular weight of 17 kDa, and the encoded protein 
was named Sp17 (Table 11) (1994). Interestingly, the N terminus of Sp17 
shows similarity to the proposed dimerization domain of testis CAMP- 
dependent protein kinase (Oyen et al., 1989; Taylor et al., 1990), and it also 
contains key residues determined necessary for a C-type lectin galactose- 
binding domain (Drickamer and Taylor, 1993) (Fig. 6); however, the sig- 
nificance of these features in Sp17 function has not been addressed. North- 
ern blot analysis detects RNA transcripts encoding Sp17 in both human 
and mouse testes, but not in any somatic tissue tested. cDNAs encoding 
mouse and human Sp17 have recently been sequenced, establishing the 
close homology within this family (Kong et al., 1995; Lea et al., 1996). 
Western blot analysis with an anti-Spl7 antibody prepared against bacteri- 
ally expressed recombinant Sp17 recognizes multiple rabbit sperm proteins; 
Richardson et al. (1994) have concluded that these represent various post- 
translationally modified or proteolytically processed forms of the Sp17 
protein. Using a solid-phase assay, bacterially expressed Sp17 binds not 
only rabbit zp, but also dextran and dextran sulfate (Richardson et al., 
1994), the latter two compounds serving as a carbohydrate source that 
mimics sperm-binding moieties of the zp (O'Rand, 1988; Parrish et al., 
1989). Rabbit Sp17 has recently been expressed in COS cells for further 
analysis of its role in zp binding (Yamasaki et al., 1995). Analysis of com- 
plexes generated by crosslinking '*'II-Sp17 with solubilized rabbit zp suggests 
that both rabbit ZP1 and rabbit ZP3 associate with Sp17 and that unique sets 
of Sp17 family members interact with the different zp proteins (Yamasaki et 
al., 1995). 

Antisera prepared against bacterially expressed Sp17 or against a Sp17 
peptide do not stain the surface of live, acrosome-intact sperm, but they 
do localize to the apical region of fixed, acrosome-intact sperm heads, 
suggesting an acrosomal distribution. Detailed observation of such images 
has led Richardson et al. (1994) to propose that during the AR, Sp17 
becomes exposed on the rabbit sperm surface and moves posteriorly on 
the sperm head while aggregating into punctate foci; finally, Sp17 remains 
associated with both the acrosomal ghost and with the equatorial region 
of the head of AR sperm. These characteristics suggest that Sp17 is involved 
in secondary binding to the zp, yet the zp protein-binding profile recently 
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reported for Sp17 expressed in COS cells (see above) (Yamasaki et al., 
1995) is at odds with conclusions from studies in the mouse (Bleil and 
Wassarman, 1990) which predict that ZP2 is the ligand involved in second- 
ary binding. 

3. Summary 

A large number of sperm proteins have been reported to interact with the 
zp, and consensus has not yet been reached on the sperm proteins that are 
necessary for fertilization in any particular mammalian species. However, 
one aspect of the analysis has been facilitated by recognizing that sperm 
interaction with the zp consists of at least two different stages, before and 
after the AR. The rather recent categorization of zp binding proteins of 
sperm as potentially involved in primary versus secondary binding begins 
to simplify this topic. Despite this clarification, recent knockout experiments 
(Baba et al., 1994; B. D. Shur, personal communication) and biochemical 
analysis (Thaler and Cardullo, 1996) demonstrate that sperm-zp interaction 
is a complex series of interactions, with more than a single sperm protein 
serving as the zp binding partner during primary or secondary binding. 
Redundancy may be built into this system, considering the importance of 
the biological event involved, or the principal players in the process may 
not have identified yet. Our emerging ability to analyze these interactions 
at a molecular level will assist in generating agreement about sperm proteins 
that are essential for fertilization within and among mammalian species. 

111. The Egg Plasma Membrane and Its Interaction 
with Sperm 

After binding and penetrating the zp, the sperm quickly traverses the 
perivitelline space and reaches the egg plasma membrane. There, the sperm 
binds and membrane fusion is initiated. The entire sperm is then incorpo- 
rated into the egg. Interaction of the sperm and egg plasma membranes 
involves at least two distinct steps, binding and fusion. The first step, binding, 
brings the two membranes into molecular contact. Although binding can 
occur over the entire surface of the egg plasma membrane, fusion rarely 
occurs in the area overlying the mitotic spindle (Fig. 7A) (Shalgi and 
Phillips, 1980b; Phillips and Shalgi, 1982; Talansky et al., 1991). This region 
of the egg membrane appears to have altered characteristics: it is devoid 
of microvilli, it lacks underlying cortical granules, and it displays a different 
glycosylation (Johnson el al., 1975; Wolf and Ziomek, 1983). Binding may 
involve any region of the sperm membrane, including the inner acrosomal 
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FIG. 7 Localization of microvilli and integrins on the egg surface. ( A )  Scanning electron 
micrograph of an unfertilized mouse egg. reproduced with permission from Phillips and Shalgi 
(lY80). (B) Indirect integrin immunofluorescence using a pan-inlegrin antiserum. The image 
is taken from Almeida er a1 (199%) with permission and has been rotated with respect to 
the original in this representation. 

membrane (Yanagimachi, 1994), suggesting that it may be mediated by 
nonspecific cellular interactions. The second step, fusion, has stricter re- 
quirements compared to those for binding. Fusion events only occur at 
specific cellular domains (see below) and also demand precise temperature, 
pH, and ionic conditions. In the hamster, fusion has been noted to be more 
temperature-sensitive than the events preceding and following it. Binding 
and postfusion events can take place at temperatures below IWC, while 
fusion is inhibited reversibly (Hirao and Yanagimachi, 1978). Similarly, at 
pH 6.0, fusion. but not binding, in hamster sperm is inhibited reversibly 
(Yanagimachi et af., 1980). Extracellular divalent cation dependence has 
been demonstrated in several species; calcium is required but magnesium, 
barium, and strontium may substitute (Yanagimachi, 1978). Collectively, 
these characteristics suggest that the steps of binding and fusion are two 
distinct processes and may be mediated by two distinct sets of molecules. 

Most work in mammalian sperm-egg fusion has been conducted using 
eutherian (placental) mammals. In this group, in contrast to nonmammals 
and noneutherian mammals, the plasma membrane of the sperm head fuses 
with the egg plasma membrane and the inner acrosomal membrane is 
incapable of fusion (see Fig. 2) (Yanagimachi, 1994). ( In  noneutherian 
animals, the inner acrosomal membrane is the site of fusion initiation.) 
The specific region responsible for initiating fusion is controversial yet 
has important implications for identifying sperm proteins responsible for 
membrane fusion. Originally thought to be the postacrosornal region (Ya- 
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nagimachi and Noda, 1970). the site of fusion initiation is now generally 
agreed to be the plasma membrane overlying the equatorial segment as 
shown, first, in rabbit sperm by electron microscopy (Moore and Bedford, 
1978; Bedford er al., 1979) and, more recently, in human and bovine sperm 
by the use of lipid vesicles (Arts et al., 1993). Some investigators maintain 
that fusion can be initiated in the postacrosomal segment (Vigil, 1989) or 
that fusion occurs simultaneously in both segments (Oura and Toshimori, 
1990). The conclusions of the latter work, conducted using hamster gametes. 
may be attributable to the fact that the equatorial segment extends more 
rostrally in this species than in others (Yanagimachi, 1994). The equatorial 
segment, otherwise, seems to be essential for fusion with the egg plasma 
membrane although it should be recognized that only a few species have 
been examined rigorously. 

The AR is an absolute requirement for fusion but not for binding (Yanag- 
imachi, 1994). Acrosome-intact sperm cannot fuse with eggs which have 
had the zp removed experimentally (Yanagimachi and Noda, 1970). This 
observation emphasizes that the A R  serves not only to permit sperm to 
traverse the zp but is also responsible for profound changes in the mem- 
brane, including the appearance and migration of proteins. It has been 
proposed that various substances released during the AR might alter the 
plasma membrane. The presence of inhibitors of acrosin (Tesarik et al., 
1990) and metalloendoproteases (Diaz-PCrez and Meizel, 1992) during the 
AR inhibits subsequent fusibility. However, these potential candidates do 
not appear to be the basis for acquisition of fusion competence since treat- 
ment of acrosome-intact hamster sperm with crude acrosomal extracts does 
not provoke fusibility, nor can fusion competence be attained artificially 
(Longo and Yanagimachi, 1993). An alternative explanation is that the AR 
might allow a necessary component in the medium to penetrate the plasma 
membrane. A calcium influx that occurs during the AR is one possible 
mechanism (Monroy, 1985) and may act through calpactin I1 (Berruti, 1991) 
and calpain I1 (Schollmeyer, 1986), two Ca2+-activated proteins present in 
the acrosome. 

Notably, whereas sperm motility is required for penetration of both the 
cumulus and zp matrices, fusion does not appear to require sperm motility. 
The weakly motile and immotile sperm of individuals with Kartagener’s 
syndrome are able to fertilize eggs (Aitken et al., 1983). 

A. Egg Plasma Membrane Proteins Involved in 
Gamete Interaction 

In situ, sperm bind only to the egg microvilli (Shalgi and Phillips, 1980a; 
Phillips and Shalgi, 1982; Talansky et al., 1991; Santella et al., 1992), suggest- 
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ing that these structures may play an important role in sperm-egg binding 
and fusion. The microvillar structure, however, is not required. At  pH 6.0, 
egg microvilli flatten; sperm attach to the flat microvillus-free egg plasma 
membrane and, if the pH is raised to 7.3, fuse with the membrane despite 
the absence of microvilli (Yanagimachi et al., 1980). These observations 
suggest that receptors for sperm in the egg membrane are normally associ- 
ated with microvilli but that this is not a necessary relationship. These 
receptors are present in the membrane relatively early in egg maturation, 
since growing hamster oocytes acquire the capacity for fusion just as they 
begin to form microvilli (Zuccotti et al., 1991). The fusibility of the egg 
plasma membrane increases as the oocyte grows; by the germinal vesicle 
stage, the egg plasma membrane is able to incorporate sperm in all species 
analyzed: hamster (Zuccotti et al., 1991), pig (Polge and Dziuk, 1965), 
mouse (Niwa and Chang, 1975), dog (Mahi and Yanagimachi, 1976), and 
human (Lopata and Leung, 1988). 

Egg fusibility, however, is transient and it is lost after fertilization, pre- 
sumed to be the consequence of loss or modification of sperm receptors. 
The time at which fusibility is lost varies. In rabbits, mice, and humans, 
the egg plasma membrane becomes refractory to spermatozoa after fusion 
with the first sperm (Austin, 1961; Wolf, 1978: Sengoku ef al., 1995). In the 
hamster, although the ability to fuse is reduced after fertilization, it is not 
completely lost until the eight-cell stage (Zuccotti et al., 1991). Loss of 
fusibility depends on fertilization and cannot be mimicked by activation or 
triggering of the cortical granule exocytosis (Horvath et al., 1993). Sperm 
interaction with the egg plasma membrane appears less species-specific 
than interaction with the zp, although some specificity is retained. For 
example, mouse eggs only fuse with mouse sperm: however, hamster eggs 
fuse with sperm from all species tested (Yanagimachi, 1994) but display 
the greatest affinity for hamster spermatozoa (Yanagimachi, 1981). 

The nature of egg plasma membrane receptors for sperm has been elusive 
until recent years. The first assays to identify these receptors were based 
on inhibition of sperm-egg fusion using a variety of agents, such as sugars 
(Boldt et al., 1989b; Okabe et al., 1989), trypsin inhibitors (Wolf, 1977), 
enzymatic treatment (Boldt et al., 1988; Kellom et al., 1992), or small pep- 
tides (Bronson and Fusi, 1990). These studies led to the identification of 
putative receptors, which are summarized below. 

1. Egg Integrins 

Integrins are a large family of cell-surface proteins that serve as receptors 
for cell-cell and cell-matrix interactions. At present, more than 20 different 
integrin heterodimers are known. Each integrin is composed of noncova- 
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lently associated a and p subunits (Fig. 8). The a subunits have large 
extracellular domains containing three to four divalent cation-binding 
domains, a single transmembrane region, and a short cytoplasmic region 
(Ruoslahti, 1996a,b). p Subunits have large extracellular domains with 
48-56 cysteine residues, most of which are clustered in four repeated motifs. 
The cytoplasmic domains are relatively short (-65 amino acids) with the 
exception of p4 which is -1000 amino acids long (Hogervorst et al., 1990; 
Suzuki and Naitoh, 1990). All integrin subunits are glycosylated and at 
least some of them can be phosphorylated (Ruoslahti, 1996a,b). 

Ligands for integrins include collagen, laminin, vitronectin, fibronectin, 
and RGD-containing peptides (Ruoslahti, 1996a,b). It is noteworthy that 
some integrins are promiscuous and bind to more than one ligand. More- 
over, some integrins are dual receptors for both secreted as well as cell- 
associated ligands (Ruoslahti, 1996a,b), which may be relevant in under- 
standing the putative role of integrins in sperm-egg interaction. 

The binding of an integrin to its ligand is not restricted to a role in 
adhesion, and it is becoming clear that integrins play a larger role in regulat- 
ing signal transduction mechanisms (Burridge and Chrzanowska-Wodnicka, 
1996). Thus, activation of integrins can trigger the phosphorylation of intra- 
cellular proteins (Yamada and Miyamoto, 1995), changes in intracellular 
pH (Schwartz etaf., 1991), reorganization of the cytoskeleton (Burridge and 
Chrzanowska-Wodnicka, 1996), and increased gene transcription (Hynes, 
1991). Integrins are involved in such diverse processes as the formation of 
focal contacts, cell migration on extracellular matrices, platelet aggregation, 

FIG. 8 Proposed structure of integrin a& a candidate egg protein involved in fusion with 
sperm. 



90 S. 8. MCLESKEY ET AL. 

and embryo implantation (Burridge and Chrzanowska-Wodnicka, 1996; 
Ruoslahti, 1996a,b). 

The involvement of integrin-like molecules in sperm-egg fusion is sug- 
gested by several lines of evidence. First, RGD peptides, known ligands 
for many integrins, inhibit the fusion of human and hamster sperm to 
hamster eggs (Bronson and Fusi, 1990; Fusi ef al., 1993). Second, integrins 
are expressed on the surface of unfertilized eggs coincident with the distribu- 
tion of microvilli in the fusogenic region of the egg membrane (Fig. 7). 
Finally, the most intriguing suggestion for the role of an integrin as a 
receptor for sperm arises from the identification of an integrin-binding 
disintegrin domain in fertilin, a sperm protein proposed to participate in 
fusion (see below) (Blobel et af., 1992). 

Among the integrins expressed on the egg surface, recent work has 
identified ahPl as the integrin that serves as a sperm receptor. Antibodies 
that block a6PI function inhibit sperm-egg binding in a dose-dependent 
fashion, while non-function-blocking antibodies do not have any effect. 
Moreover, peptides that inhibit other integrins, but do not inhibit a6P1, do 
not inhibit either sperm binding or fusion. Sperm bind to transfected cells 
that express a6PI; such binding is inhibited by peptides that contain the 
disintegrin domain present in fertilin (see below) (Almeida ef af., 1995b). 
Thus, a role for ahPI integrin in mouse sperm interaction with the egg plasma 
membrane is strongly supported. Moreover, since interaction between an 
integrin and its ligand can trigger signal transduction pathways, it is also 
possible that this interaction between sperm and egg membranes activates 
signals to stimulate subsequent events, such as membrane fusion and egg ac- 
tivation. 

Despite firm evidence for the importance of ahPI integrin in interaction 
with sperm, some aspects of its role are not yet clear. As mentioned earlier, 
the ability of the egg membrane to fuse with sperm is a transient phenome- 
non. However, expression of ahPl continues after fertilization since it can 
be detected continuously on the unfertilized egg through fertilization to 
the blastocyst stage. Furthermore, a monoclonal antibody that blocks 
sperm-egg fusion by inhibiting a& also inhibits the migration of tropho- 
blast cells, indicating that a& may also play a role in implantation (Suther- 
land et af., 1993). Since an individual integrin can recognize several different 
ligands. it has been proposed that a& has both a cellular ligand (fertilin) 
and an acellular one (laminin, present in the uterine stroma) and that 
fertilization alters the affinity of ahPl (Almeida et af., 1995a). However, 
since fusibility in the mouse egg is lost soon after fertilization (Wolf, 1978), 
a6PI or some other factor(s) must be altered as a consequence of fertil- 
ization. 
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2. Other Candidate Molecules 
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Although integrins are important in sperm-egg fusion, there are several 
lines of evidence to suggest that they are not the only sperm receptors 
present in the egg plasma membrane. Nevcrtheless, there is little informa- 
tion about other candidate receptors for sperm in the egg plasma membrane. 
Rochwerger et al. (1992) used a sperm-associated protein in the rat that is 
involved in fusion (protein DE; see below) as a probe to detect complemen- 
tary sites in the egg plasma membrane. The distribution of the egg receptor 
for DE matches that of a protein involved in fusion (on the entire egg 
surface except the region overlying the mitotic spindlc) and purified D E  
protein is able to inhibit sperm-egg fusion (Rochwerger et al., 1992). In 
addition, DE-binding sites are first detected on the growing oocyte when 
fusibility appears (Cohen et al., 1996). suggesting a correlation between 
these phenomena. However, the structure of the DE-binding protein on 
the egg has not yet been reported. 

A 94-kDa mouse egg surface protein has also been proposed to be 
involved in gamete membrane fusion events. This protein can be visualized 
by surface radioiodination of mouse eggs and is lost following trypsin or 
chymotrypsin treatment, correlating with a loss of sperm attachment and 
penetrability (Boldt et af., 1989a). Moreover, protease-treated eggs recover 
penetrability after 3-6 h of culture in v i m ,  an interval which coincides 
with reappearance of the 94-kDa protein at the egg surface (Kellom et al., 
1992). Myles (1993) has suggested that the 94-kDa protein may be the p 
subunit of an integrin, since it is the appropriate size, but there is no 
experimental evidence for this, as of yet. 

3. Summary 

Various lines of evidence suggest that integrins at the egg surface may be 
involved in fusion with the sperm plasma membrane, and accumulating 
data point to the integrin a& as an excellent candidate. Not only is a&, 
expressed with appropriate temporal and spatial characteristics, but it also 
displays an alteration in ligand affinity following fertilization, consistent 
with the behavior of eggs. Since sperm attachment to the egg plasma mem- 
brane can be distinguished from sperm fusion, it is likely that other proteins 
on the egg plasma membrane are also important in this interaction, but 
these have yet to be characterized. 

6. Sperm Interaction with the Egg Plasma Membrane 

Most of the attempts to identify sperm molecules involved in sperm-egg 
plasma membrane binding and fusion have used antibodies to various sperm 
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proteins to inhibit sperm binding or fertilization. Several candidate mole- 
cules have been identified in this manner: DE (Cuasnicu et al., 1984a), M29 
and M37 (Saling et al., 1985), fertilin [PH-30 (Primakoff et al., 1987)], 
OBF13 (Okabe et al., 1988), and MH61 (Okabe et al., 1990). For a recent 
review of these molecules, see Myles (1993). In addition to its proposed role 
in zp binding, GalTase (see above) has also been suggested to participate in 
gamete membrane fusion due to redistribution to the equatorial segment 
following the AR (Lopez and Shur, 1987). Finally, Allen and Green (1995) 
have recently identified two guinea pig sperm proteins (34 and 44 kDa) 
located at the equatorial segment using monoclonal antibodies that recog- 
nize epitopes which appear de novo following the AR, a characteristic 
predicted for a sperm component involved in gamete fusion. 

Considerable evidence for a role in sperm-egg fusion has accumulated 
for two of these candidates, protein DE and fertilin, which are diagramed 
in Fig. 9 and discussed below. 

1. DE 

DE is a 32-kDa protein that is abundantly secreted in the proximal epididy- 
mis of the rat in response to androgens and associates with the sperm 

FIG. 9 Proposed structures of candidate sperm proteins involved in fusion with the egg plasma 
membrane. Shading depicts amino + carboxy termini (dark + light). The inset represents 
the location of these proteins on the sperm head during interaction with the egg. 
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surface (Garberi et al., 1979; Kohane et al., 1980; Sanjurjo et al., 1990). DE 
is found on the dorsal region of the sperm head, where it was hypothesized 
to covalently bind to specific sperm receptors via disulfide bonds (but see 
below) (Tezon et al., 1985; Brooks, 1987). Immunofluorescence studies 
indicate that, following the AR, DE relocalizes to the equatorial segment 
(Rochwerger and Cuasnicu, 1992). A role in fertilization for DE was first 
suggested when an anti-DE polyclonal antibody significantly reduced the 
percentage of rat eggs fertilized in v i m  (Cuasnicu et al., 1984b). 

Relocalization of protein DE to the fusogenic region of the acrosome- 
reacted sperm, together with the finding that an anti-DE polyclonal anti- 
body inhibits sperm penetration of rat eggs (Cuasnicu et al., 1990), implies 
a role in sperm-egg fusion for DE. Further, purified DE inhibits fertilization 
in a concentration-dependent manner without an effect on sperm-egg bind- 
ing (Rochwerger er al., 1992), suggesting a role in fusion that is independent 
of and subsequent to binding. These results from studies in vitro have 
been partially corroborated by studies in vivo. Both male and female rats 
immunized with DE demonstrate reduced fertility (Cuasnicu et al., 1990). 
In a related set of experiments, sperm were exposed to sera from DE- 
immunized animals prior to intrauterine insemination of superovulated 
female rats; in this case, the percentage of fertilized eggs was reduced 
compared to that of controls in which unexposed sperm were used (Perez 
Martinez et al., 1995). Since observations in vitro indicated that these sera 
display no effect on sperm viability, motility, or ability to undergo the AR 
(as measured by relocalization of DE), the decrease in fertility may be 
attributed to interference with sperm-egg fusion. 

Rat sperm protein DE (Table 111) has actually been studied indepen- 
dently by several other groups and named acidic epididymal glycoprotein 
[AEG (Lea and French, 198l)], sialoprotein (Faye et al., 1980), 32-kDa rat 
epididymal protein (Wong and Tsang, 1982), and protein IV (Pan and Li, 
1982). More recently, two murine homologs of DE have also been identified: 

TABLE Ill 
Sperm Proteins That Interact with the Egg Plasma Membrane 

Sperm 
protein App. MW (kDa) Species GenBank Accession No. Sequence reference 

DE 30-32 Rat X04643 Brooks et al. (1986) 
Fertilin 44 (4 Guinea pig 211719 

60 ( P )  211720 Blobel et al. (1992) 

Note. These sperm proteins are listed with respect to their apparent size (based on disulfide- 
reducing SDS gels), the species from which sequence information was derived, and the Gen- 
Bank accession number and literature reference for the sequence information. 
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cysteine-rich secretory protein-1 [CRISP-1 (Haendler et al., 1993; Ebers- 
paecher et al., 1995)] and mouse epididymal protein-7 (Rankin et al., 1992). 
In addition to expression in the epididymis, CRISP-1 is also present in the 
vas deferens, seminal vesicle, prostate, and salivary gland (Eberspaecher et 
al., 1995). Like other CRISP family members, D E  shares a highly conserved 
cluster of cysteines near the C terminus. Other family members are the 
secretory proteins CRISP-2 [also Tpx-1 (Kasahara et al., 1989; Mizuki et 
al., 1992)] and CRISP-3 [also AEG-2 (Mizuki and Kasahara, 1992; Haendler 
et al., 1993)], found in the testis and salivary gland, respectively. The CRISP- 
2 homologs TPX-1 (Kasahara et al., 1989) and Autoantigen 1 (Foster and 
Gerton, 1996) were the first human and guinea pig CRISP family mem- 
bers identified. 

Very little is known about the function of the CRISP proteins, although 
a compact structure for these secreted proteins is suggested due to their 
conserved cysteine residues (Fig. 9) (Eberspaecher etal., 1995). The absence 
of free cysteines in CRISP-1 does not support hypothetical covalent attach- 
ment to a sperm receptor, and physical association with sperm appears to 
be loose (Rankin et al., 1992; Eberspaecher et al., 1995). However, Cuasnicu 
and co-workers have recently found that D E  exists on the sperm surface 
in at least two different populations. One of these is readily dissociated 
from the cells with hypertonic salt whereas the second population is dissoci- 
ated only by using detergents or chaotropic agents (Cuasnicu et al., 1996). 
Interestingly, this latter D E  population constitutes the D E  which relocalizes 
to the equatorial segment following the AR. Recently, a human epididymal 
secretory protein, AEG-Related Protein, was named a potential functional 
counterpart of CRISP-1/DE based on its localization to the postacrosomal 
region of the sperm head and on its conserved CRISP family features 
(Hayashi et al., 1996). However, a role in fertilization has not yet been 
established and has been challenged recently (Kratzschmar et al., 1996). 
Thus, studies of homologs of D E  have so far lent little support to a targetted 
role in sperm-egg fusion. Rather, the presence of CRISP-1/DE in the 
salivary glands and the discovery of its close relatives suggest a more general 
function in secretion. 

2. Fertilin 

The heterodimeric glycoprotein now known as fertilin was initially identi- 
fied in the guinea pig when a monoclonal antibody, PH-30, was found to 
inhibit fertilization (Primakoff et al., 1987). This antibody was subsequently 
shown to recognize a protein with two polypeptides, 60 and 44 kDa on 
reducing SDS-PAGE, and the antigen was localized to the posterior head 
surface of the sperm (Primakoff et al., 1987). The postacrosomal localization 
of fertilin is one potential weakness in its candidacy as a mediator of 
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sperm-egg fusion. However, the region of the sperm plasma membrane 
that initiates fusion with the egg is currently debated, and fertilin should 
not be discounted on this basis. Several other lines of evidence strongly 
support the idea that fertilin participates in gamete membrane fusion. For 
instance, PH-30 antibody binding is first detected on sperm from the proxi- 
mal cauda epididymis, where fertilization competence is believed to be 
acquired (Horan and Bedford, 1972; Dyson and Orgebin-Crist, 1973). De- 
tection of binding occurs concomitantly with the final of several proteolytic 
processing steps that convert the larger precursor subunits to their mature 
counterparts (Blobel et al., 1990). 

The cDNA and deduced amino acid sequences of the mature and precur- 
sor polypeptides reveal that fertilin is composed of two subunits, a and p 
(Fig. 9 and Table 111). These subunits are both type I integral membrane 
glycoproteins and similar in sequence. Sequence information permitted the 
identification of a viral fusion peptide domain in the mature a subunit 
and a disintegrin domain in the mature p subunit (Blobel et al., 1992). A 
disintegrin domain was subsequently found in the precursor a subunit 
and. in addition, both precursor subunits contain metalloprotease domains 
(Wolfsberg et al., 1993). Mouse (Evans et al., 1995a; Wolfsberg et al., 1995b) 
and monkey (Perry et al., 1995; Ramarao et al., 1996) fertilins also share 
this organization. The discovery of these highly conserved functional do- 
mains has important implications for fertilin in sperm-egg interaction. 

Viral membrane fusion has long been studied as a model for cell-cell 
fusion (White, 1992). Viral fusion proteins contain a “fusion peptide” that 
is (i) located in a membrane-anchored subunit, (ii) relatively hydrophobic, 
and (iii) able to adopt an alpha-helical structure (Blobel and White, 1992). 
Because viral fusion proteins are responsible for membrane binding as well 
as fusion, the identification of a viral fusion peptide in the a subunit of 
fertilin supports its role in binding as well as in fusion with the egg plasma 
membrane. Further evidence is contributed by the ability of synthetic pep- 
tides corresponding to the putative fusion sequence to interact with phos- 
pholipid bilayers and induce intervesicular fusion (Muga et al., 1994). 

Disintegrins are a family of soluble, integrin-binding proteins initially 
isolated from snake venom. Since integrins have a widespread role in cell- 
cell and cell-matrix interaction, the identification of a disintegrin sequence 
in the p subunit of fertilin, a membrane-bound protein, raises the possibility 
of a role in binding to the egg plasma membrane. Two important characteris- 
tics that many disintegrins share are (i) consensus integrin-binding tri- 
peptides, such as RGD (although some contain an alternative tripeptide 
sequence in their disintegrin loop) (Blobel and White, 1992), and 
(ii) dependence on divalent cations for binding. 

Prior to the identification of a disintegrin domain in fertilin, a role for 
integrins in fertilization had been proposed. Bronson and Fusi examined 
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the effect of RGD-containing peptides on fertilization and found an inhibi- 
tion of sperm-egg binding and binding of eggs to RGD-coated immuno- 
beads in hamsters (Bronson and Fusi, 1990). This has also been shown, 
more recently, in humans (Fusi et al., 1992) and in mice (Evans et al., 
1995a). The RGD sequence is not the universal tripeptide found at the 
disintegrin loop and RGD-containing peptides can inhibit the binding of 
non-RGD-containing disintegrins to integrins (Hynes, 1992; Rosales et al., 
1995). Instead of RGD, guinea pig fertilin /3 has a TDE tripeptide at the 
disintegrin loop, and mouse fertilin /3 has a QDE tripeptide. TDE- 
containing peptides are thus able to inhibit guinea pig sperm-egg fusion, 
presumably by inhibiting binding (Myles et al., 1994), and QDE-containing 
peptides similarly inhibit mouse sperm-egg binding and fusion (Evans et 
al., 1995a). In the monkey Macaca fascicularis, the disintegrin loop of fertilin 
/3 is FDE (Perry et al., 1995); the corresponding loop in the human is FEE 
(Gupta et al., 1996a). The divalent cation dependence characteristic of 
disintegrins has also been demonstrated in mice; binding requires the pres- 
ence of calcium, magnesium, or manganese, whereas fusion requires calcium 
(Evans et al., 1995a). 

The identification of metalloprotease domains in the precursor regions 
of both fertilin subunits suggests that fertilin may have another, earlier, 
role in sperm development. Pro-a and pro+ fertilin are present in testicular 
spermatogenic cells, although sequence information suggests that only pro- 
a is catalytically active (Wolfsberg et al., 1993). Metalloprotease activity 
may be involved in spermatogenesis, where proteolysis has many potential 
roles, from facilitating the migration of the developing germ cell to process- 
ing the @ subunit or other molecules to their mature, fertilization-competent 
forms (Wolfsberg et al., 1993). 

The identification of the disintegrin and metalloprotease domains also 
made fertilin a and /3 the founding members of a novel family of proteins 
that contain “a disintegrin and metalloprotease domain,” the ADAMs 
(Wolfsberg et al., 1995a). Twelve members of this family have now been 
identified in both reproductive and nonreproductive tissues ( Wolfsberg et 
al., 1995a; Cho et al., 1996). Although all members possess potential disinte- 
grin and metalloprotease domains, these domains may or may not be active. 
In addition, several of the members (such as fertilin a) possess potential 
viral fusion peptide domains. Six have been found in spermatogenic cells 
of various species: fertilin a and /3, mouse cyritestin (Heinlein et al., 1994), 
and ADAMs 4-6 (Wolfsberg et al., 1995a,b). As determined by RT-PCR, 
however, only fertilin /3 and mouse cyritestin are testis-specific. Another 
interesting family member, Epididymal Apical Protein-1, is synthesized by 
and located along the epithelium of the caput epididymis, adjacent to the 
epididymal region in which fertilization competence is acquired (Perry et al., 
1992). Finally, meltrin-a, an ADAM which contains a viral fusion peptide 
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domain, has been recently shown to be required for myoblast fusion 
(Yagami-Hiromasa et al., 1995). 

3. Summary 

Overall, the multiple activities of the fertilin heterodimer suggest multiple 
roles in gametogenesis and fertilization. The hypothesis that fertilin /3 is 
binding the egg plasma membrane via its disintegrin domain with fertilin 
LY mediating fusion via its viral fusion peptide domain is an attractive one 
that is finding increasing support. However, the growing ADAM family, 
with many members represented in reproductive tissues, suggests a bigger 
story. Though complicated by interspecies variation, a picture is emerging 
of a large family whose members share features important for cell-cell 
interaction but retain critical differences in expression, localization, and 
processing. It is likely that, in addition to fertilin, other ADAM family 
members as well as other molecules, perhaps some related to protein DE, 
work in concert to bring about the union of the sperm and the egg. 

IV. Concluding Remarks 

Complex and dynamic cellular interactions between sperm and egg regulate 
the entire process of fertilization, from the first binding of gametes to the 
fusion of their membranes. These interactions include adhesion and binding 
events which in turn induce signaling cascades that trigger profound cellular 
consequences, such as exocytosis and reorganization of cell membrane 
components. Detailed study of fertilization in a variety of mammalian 
organisms has already identified molecular components involved in gamete 
interaction. These components participate in binding and signaling pro- 
cesses that closely parallel processes in other cells. Integration of data from 
these studies with the information already amassed on their somatic cell 
counterparts has greatly enhanced our understanding of the molecular and 
cellular events of fertilization. 

The molecular identification and biological analysis of the zp proteins 
and their sperm binding partners have defined two phases of sperm-zp 
interaction, primary and secondary binding. These phases appear to involve 
distinct zp proteins as well as distinct sets of sperm receptor candidates that 
have been summarized here. Sperm-egg plasma membrane interactions can 
be separated into binding and fusion components. Egg integrin a& and 
the sperm proteins fertilin and DE/CRISP-1 have been proposed to partici- 
pate in these events; however, their precise roles have not been firmly 
established. Although a variety of gamete proteins have been suggested to 
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participate in fertilization, we have discussed only those which we feel are 
the strongest candidates. It is readily apparent, however, that considerable 
additional research is needed to more firmly establish the roles of the 
proteins discussed and to identify additional molecules that participate in 
gamete interactions. 

Until recently, studies of the molecular components of mammalian fertil- 
ization were limited because, for many species, obtaining gametes in large 
quantities is cumbersome and costly. Molecular cloning of the proteins 
involved in gamete interaction will enable the next decade of fertilization 
research to transcend this limitation. Detailed analysis can be achieved due 
to the expression of adequate quantities of the necessary proteins; this 
knowledge will help to build a picture of fertilization in individual species 
and define common themes among them. The results of these investigations 
will likely indicate that the coordination of many systems is necessary for 
sperm and egg to interact in stepwise progress to conception. Experimenta- 
tion in the coming years will determine the validity of these predictions. 
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Plastid proteins are encoded in two genomes, one in the nucleus and the other in the 
organelle. The expression of genes in these two compartments is coordinated during 
development and in response to environmental parameters such as light. Two converging 
approaches reveal features of this coordination: the biochemical analysis of proteins 
involved in gene expression, and the genetic analysis of mutants affected in plastid 
function or development. Because the majority of proteins implicated in plastid gene 
expression are encoded in the nucleus, regulatory processes in the nucleus and in the 
cytoplasm control plastid gene expression, in particular during development. Many 
nucleus-encoded factors involved in transcriptional and posttranscriptional steps of plastid 
gene expression have been characterized. We are also beginning to understand whether 
and how certain developmental or environmental signals perceived in one compartment 
may be transduced to the other. 

KEY WORDS: Plastids, Transcription, RNA splicing, RNA processing, 
RNA degradation, Protein degradation, Signal transduction, Plastid signal. 

I .  Introduction 

Two genomes directly govern the biogenesis of the plastid: most genes are 
located in the nuclear chromosomes, but a separate set is maintained in 
the plastid. According to the endosymbiotic theory of organelle evolution, 
plastids are descendants of a prokaryotic photosynthetic organism related 
to cyanobacteria that established a symbiotic relationship with an early 
eukaryotic host (Gray, 1988, 1991; Palmer, 1992). This situation then 
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evolved as the original endosymbiotic ancestor of the plastid gradually lost 
genetic information that was partly relocated in the nucleus. The evolution- 
ary flow of genetic information from the plastid to the nucleus is compen- 
sated, for the development and maintenance of plastids, by the converse 
flow of information carried by the many polypeptides that are encoded in 
the nucleus, translated in the cytoplasm, and imported into the organelle 
(Fig. 1). A similar situation is found with mitochondria which also maintain 
a separate genome. Plastid genomes of land plants and green algae contain 
approximately 120 genes, but the original endosymbiotic cyanobacterium 
probably contained a good order of magnitude more. Part of the genes 
which were nqt retained in the plastid may have been lost, some of them 
functionally replaced by genes in the nucleus, but others have been trans- 
ferred from the organelle to the nucleus (Palmer, 1991; Thorsness and 
Weber, 1996). It is also likely that new functions have emerged to ensure 
the coordinate expression of the two genomes and to promote the differenti- 
ation of plastids into some of their specialized forms. 

Plastids are extraordinarily flexible in their developmental capacity (Kirk 
and Tilney-Bassett, 1978). They can differentiate to form specialized organ- 
elles, of which the familiar chloroplasts have been studied most extensively. 
The meristematic tissues contain undifferentiated proplastids which can 
develop to become the photosynthetic chloroplasts with their abundant 
network of photosynthetic membrane vesicles, the thylakoids. But, for 
example, proplastids can also develop into the starch-rich amyloplasts found 
in roots. In the dark, leaf plastids can differentiate to form etioplasts, which 
are deficient in thylakoid membranes but contain arrays of prolamellar 
bodies arranged in quasicrystalline lattices. Upon transfer to light, etioplasts 
can mature and become fully developed chloroplasts, with a concomitant 
large increase in the complement of thylakoid membranes and photosyn- 
thetic proteins. In plants with the C4 pathway of carbon fixation, chloro- 
plasts further specialize in the bundle sheath cells and in the mesophyll 
cells, and correspondingly the chloroplast genes are differentially expressed. 
For example, in maize and sorghum the plastid genes for photosystem I1 
subunits are expressed more in the mesophyll chloroplasts, but the plastid 
gene for the large subunit of Rubisco (rbcL) is expressed to a greater level 
in the bundle sheath (Kubicki et al., 1994). Plastids can also differentiate 
to become the colorful carotenoid-containing chromoplasts of some flowers 
and fruits. Contemplation of a vegetable stand at the market is thus a 
wonder to this reviewer, pondering the long evolutionary way from an 
endosymbiotic cyanobacterium to a bell-pepper chromoplast. Literally 
spectacular changes also occur in the plastids of senescing leaves. All these 
specializations require different complements of proteins and thus call for 
differential gene expression in the plastid according to the developmental 
pathway and the developmental stage on one hand and environmental clues 
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FIG. 1 Coordination of gene expression in plant cells. Plant cells contain three genetic systems, 
in the plastid (right), in the mitochondria (bottom), and in the nucleus and cytosol (left). 
Organellar genes are expressed to produce RNAs and proteins. In addition, many polypeptides 
are encoded in the nucleus, translated in the cytosol, and imported into the organelles (thick 
black arrows). Some of the polypeptides that are imported into the plastids are structural or 
enzymatic components, while others are involved in plastid gene expression. Environmental 
or developmental signals are perceived and transduced in the nucleocytosolic compartment 
(thick white arrows). It is not known whether such signals are directly perceived in the plastids 
or whether signals are transduced from the cytoplasm to the organelles (dotted white arrows). 
There is evidence for the control of nuclear gene expression by a signal(s) emanating from 
the plastid. Plastid development is dependent on mitochondria1 function. 
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such as light on the other hand. Gene expression is also modulated by 
circadian rhythms. All these regulated changes are obviously paralleled in 
the nucleocytosolic compartment. The tight integration of the activity 
of the two genetic systems implies a regulatory network to perceive and 
transduce the developmental and environmental clues in the two compart- 
ments. 

There are only a few copies of the nuclear genome in a cell (depending 
on its ploidy) but there are many copies of the chloroplast genome in every 
chloroplast, and often many chloroplasts per cell, so that there can be 
thousands of copies of the plastid genome in a cell (Bendich, 1987). This 
number also varies during development, with few copies in meristematic 
cells and a large increase during leaf development. The coordinate expres- 
sion of the two genomes must compensate for this variation in gene dosage. 

The biogenesis of plastids requires the coordinate expression of genes 
in the nucleus and in the chloroplast, and probably also in the mitochondria. 
Schematically, coordinate expression can be achieved in two general modes. 
In the first mode, the different compartments independently perceive devel- 
opmental or environmental cues, transduce the signals, and respond (Fig. 
1). Coordination will result from the independent implementation of appro- 
priate responses to the developmental and environmental parameters in 
the separate compartments. Increased understanding of gene regulation in 
different compartments contributes to our comprehension of this type of 
coordination by comparing the responses to a given stimulus. There have 
been considerable advances in dissecting gene expression and its regulation 
in the nucleocytosol (Gallie, 1993; Bowler and Chua, 1994; Terzaghi and 
Cashmore, 1995) and in the plastids (Rochaix, 1992, 1996; Mullet, 1993; 
Gruissem and Tonkyn, 1993; Mayfield et af., 1995). 

In the second mode, a signal is perceived in one compartment which 
then regulates its own response but also governs the response in the other. 
In the interactions between the nucleus and the plastid, this type of coordi- 
nation is in part a corollary of the fact that many plastid proteins involved 
in gene expression are actually encoded in the nucleus and imported, so 
that in this sense the plastids are largely controlled by the nucleocytosolic 
compartment (Fig. 1). Even though these imported factors may be acting 
entirely within the plastid, their synthesis is placed under regulatory circuits 
of the nucleus and cytoplasm. But it is also possible that a signal from a 
transduction chain or a metabolic pathway is transmitted from one compart- 
ment to the other. It is mainly this second mode of control which will be 
the subject of this review, focused on the molecular genetics of nuclear 
mutants that affect plastid gene expression and on the biochemistry of the 
nucleus-encoded factors that are involved. 
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Although plastids of land plants and green algae have very similar gene 
sets, there is more variation when more distant algae are compared (Palmer, 
1991; Reith, 1995; Reardon and Price, 1995). The selective pressure for the 
maintenance of an active genetic system in the chloroplast is not understood, 
and the rules that govern which genes are retained in the organelle genome 
and which ones become established in the nucleus are not known. An 
obscuring factor in this respect is that serendipity may have influenced the 
process to an unknown extent. The plastid genome of land plants is appar- 
ently mainly dedicated to the expression of components of the photosyn- 
thetic apparatus. Plant cells with plastids that have lost all their ribosomes, 
and thus cannot express the plastid genome, are bleached for lack of 
pigment-containing proteins and are nonphotosynthetic, but are neverthe- 
less viable if they are fed by other parts of the plants such as seed reserves 
in seedlings, green sectors in striped plants, or by the medium in cell or 
tissue culture. The plastidic compartment is still maintained, implying that 
its propagation does not require plastid gene expression. 

The unicellular alga Chfamydomonas reinhardtii is a facultative photo- 
troph that can also be maintained on acetate in the dark. Thus many 
mutants of C. reinhardfii that completely abolish photosynthesis have been 
recovered (see below), but mutations that affect the expression of all chloro- 
plast genes, for example, mutations in ribosomal protein genes, always have 
leaky phenotypes and allow some reduced level of expression. Attempts to 
inactivate chloroplast RNA polymerase genes by site-directed mutagenesis 
have also indicated that chloroplast transcription is essential for the viability 
of this alga (Fischer ef af., 1996; Rochaix, 1995). The basis for this difference 
with plant cells which do not strictly require plastid gene expression has 
not been established, but it could be that some of the genes that are present 
on the algal chloroplast genome but not in the plant plastid genome are 
essential for the survival of the cell. Another explanation could be that in 
both cases the plastids encode an enzyme that is involved in producing a 
metabolite that the plant cells can import but not C. reinhardtii. 

In other more distantly related algae, the chloroplast genome contains 
more genes (Reith, 1995; Reardon and Price, 1995). They encode polypep- 
tides with other functions, for example, enzymes of lipid and amino acid 
metabolism, or chaperonins involved in protein folding. Some of the “extra” 
plastid genes encode certain subunits of the photosynthetic complexes that 
are products of nuclear genes in vascular plants. Here again, it is unclear 
how much selective pressure (functional constraints) and stochastic events 
have contributed to these differences. 

An example which illustrates the selective pressure that is exerted to 
maintain a functional genetic system in the organelle is provided by the 
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analysis of the plastid genome in the nongreen parasitic plant Epifagus 
virginiana (Wolfe et al., 1992). In this heterotrophic plant, the photosyn- 
thetic genes have been lost by mutation and deletion but many genes for 
components of the plastid translation machinery have been retained in 
functional form. Some function(s), other than photosynthesis, is apparently 
encoded at least in part in the plastid and seems essential for viability. 

While the requirement for the maintenance of a plastid organelle might 
be understood in terms of compartmentalization of biochemical pathways, 
the requirement for a separate plastid genetic system is still unclear: why 
have all genes not been transferred to the nucleus (Bogorad, 1975)? One 
explanation could be that there are polypeptides that cannot be imported 
across the plastid envelope and therefore have to be encoded and expressed 
in the organelle. This hypothesis has been tested for the large subunit of 
ribulose-bisphosphate carboxylase oxygenase (LS of Rubisco) which is 
encoded in the plastid genome by the rbcL gene. The enzyme is composed 
of 8 small subunits (SS), which are encoded by a gene family in the nucleus 
(rbcS) and imported into the chloroplast, and 8 large subunits to form a 
complex of 16 subunits (Rubisco form I, Ls8ss8). A site-directed chloroplast 
mutant of tobacco was first obtained with a knock-out of the rbcL gene 
(Kanevski and Maliga, 1994). This pale, nonphotosynthetic mutant was 
transformed in the nucleus with a construct to express the rbcL gene with 
a transit peptide for chloroplast targeting (allotypic expression; Nagley 
and Devenish, 1989). The transformed lines were green in culture and 
accumulated Rubisco, albeit to reduced levels, and some were capable of 
slow photosynthetic growth in the greenhouse. So it appears that the Rubi- 
sco large subunit can be imported across the envelope into the organelle, 
as had been suggested by the fact that it can be imported into yeast mito- 
chondria (Hurt et al., 1986), and it remains unclear why the rbcL gene is 
retained in the plastid while the rbcS genes are nuclear. In Dinoflagellates, 
a different type of Rubisco with only a large subunit (L or form 11) is 
encoded in the nuclear genome and imported into the plastid (Morse et 
al., 1995; Rowan et al., 1996). 

A variation of the previous hypothesis proposes that the polypeptides 
than cannot be imported are those which have too many hydrophobic 
transmembrane helices (more than three) (Popot et al., 1994). An example 
could be the D1 polypeptide of PSI1 which is imbedded in the thylakoid 
membrane with five transmembrane segments and is always encoded in 
the plastid genome by the psbA gene. Allotypic expression in the nucleus 
of an ArnaranthuspsbA gene with a mutation for atrazine resistance confers 
tolerance to this herbicide in tobacco, but only transiently (Cheung et al., 
1988). Low levels of the modified gene product can be detected immunologi- 
cally in thylakoid membranes. It is not clear whether these low levels of 
expression reflect problems with protein import, defects in other aspects 
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of transgene expression, or competition with the endogenous D1 because 
the resident psbA gene is still present in the transformed plants. Although 
this experiment shows that the five transmembrane helices do not com- 
pletely preclude translocation, it might be interpreted to indicate that the 
helices still significantly interfere with the import process. 

It has also been suggested that it is for regulatory reasons that some 
genes are located in the plastid. Sensing of the redox state in the organelle 
and regulation of the expression of relevant genes might best function if 
maintained within the same cellular compartment, thus minimizing the 
signal transduction chain (Allen, 1993). Another possibility is that the 
persistence of a plastid genetic system could just be an evolutionary happen- 
stance, that we are contemplating snapshots of a continuing process. This 
is a question that remains unresolved. 

B. Technical Developments in Molecular Genetics 

In recent years, several technical developments have enhanced our ap- 
proaches to unravel nuclear-chloroplast interactions. Stable transformation 
of the plastid genome has become possible using particle-gun bombardment 
with micron-sized projectiles carrying transforming DNA. This technique, 
first used in C. reinhardtii (Boynton et al., 1988), has also been applied to 
tobacco (Svab et al., 1990). The high level of homologous recombination 
in the plastids and the development of dominant selectable markers allow 
the site-directed mutagenesis of the plastid genome or the introduction of 
chimeric reporter genes to study cis-acting elements involved in chloroplast 
gene expression. 

Other advances have come from the use of insertional mutagenesis as a 
tool for the molecular cloning of nuclear genetic loci. If a mutation is caused 
by the insertion of a known DNA element for which a molecular probe is 
available, then the genetic locus is tagged and can be subjected to molecular 
analysis and recovered by cloning (Walbot, 1992). This has been used to 
clone nuclear genes involved in chloroplast function, which will discussed 
in this review. One approach uses endogenous transposable elements, such 
as Robertson’s mutator (Mu) or Ac in maize (Martienssen et al., 1989; Han 
et al., 1992; Schultes et al., 1996; Voelker etal., 1997) or Tam3 in Anthirrinurn 
(Chatterjee et al., 1996). The Ac/Ds transposons from maize have also been 
used to mutate and clone genes in other plants, as illustrated by the cloning 
of D A G  in tomato (Keddie et al., 1996). Another approach is to use trans- 
formation as the insertional mutagen: T-DNA tagged mutants can thus be 
obtained and cloned in Arabidopsis thaliana (Koncz et al., 1990; Deng et 
al., 1992; Ahmad and Cashmore, 1993; Castle and Meinke, 1994; Reiter et 
al., 1994; Wei et al., 1994; Grevelding et al., 1996; Szekeres et al., 1996). A 
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similar strategy is possible in C. reinhardtii where transforming DNA also 
apparently integrates at many sites in the nuclear genome, generating muta- 
tions with a variety of phenotypes including defects in chloroplast gene 
expression (Gumpel and Purton, 1994). The use of mapped molecular 
markers has also made it possible to obtain nuclear genes of Arabidopsis 
by positional cloning (Pepper et al., 1994; Li et al., 1996). 

II. Classical Genetics of Nuclear-Plastid Interactions 

Early studies with mutants in many plant species have established the basic 
principles that govern plastid inheritance and interactions between genomes 
of organelles and of the nucleus (Kirk and Tilney-Bassett, 1978; Gillham 
1978,1994). More recent investigations at the molecular level have gener- 
ated new insight which will be highlighted here by a few selected examples. 

A. Plastid Inheritance 

While the nuclear genome is inherited according to Mendelian rules, trans- 
mission of the organelle genomes deviates. The study of this “cytoplasmic” 
inheritance founded the genetics of plastids and mitochondria (Gillham, 
1978, 1994; Gillham et al., 1991; Boynton et al., 1992; Hagemann, 1992). 
However, the use of the term “cytoplasmic” will be avoided in this review 
to prevent any confusion with the nucleocytosolic compartment where the 
nuclear genes are expressed. In many plants, the plastid genome is inherited 
principally or exclusively from one parent (uniparental inheritance, often 
maternal but also paternal), but in some plants from both (biparental 
inheritance). The basis of plastid inheritance has been the subject of several 
reviews (Kirk and Tilney-Bassett, 1978; Sears, 1980; Gillham et al., 1991; 
Hagemann, 1992). In some cases, plastids are excluded from gametes; in 
others they are inactivated or lost at a later stage. An extreme case is found 
in the green alga C. reinhardtii: chloroplasts of the two gametes fuse after 
zygote formation, but the plastid genomes from the mating-type minus 
parent are first selectively degraded. In a small fraction of zygotes, biparen- 
tal inheritance and recombination of parental markers are observed so that 
genetic maps can be derived. The inheritance of the plastid genome is 
governed by the nuclear mating-type locus, and genes that play a role 
in this mechanism have recently been identified (Armbrust et al., 1993; 
Goodenough et al., 1995). 
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A classical example of nuclear-plastid interaction was provided by studies 
on Oenothera (Stubbe, 1989). Some crosses between different species result 
in variegated plants with deficient plastids. This depends on the particular 
combination of nuclear and plastid genomes. A given plastid genome will 
give rise to normal green chloroplasts in a compatible nuclear background, 
but to deficient plastids in a different nuclear background. In the latter 
background, however, another compatible plastid genome will give rise to 
normal chloroplasts. When crossed from an incompatible background back 
into a compatible one, the plastid again gives rise to normal chloroplasts, 
showing that no genetic change is induced in the incompatible combination. 
Oenotheru have particular genetic features that have allowed these observa- 
tions: plastids are transmitted biparentally, but principally from the mother, 
giving rise to variegated plants that differ in reciprocal crosses (hence the 
name of hybrid variegation given to this phenomenon of incompatibility). 
Furthermore, the nuclear chromosomes do not assort independently in 
meiosis. Because of a series of translocations they form rings at meiosis I in 
heterozygous plants, and the chromosomes from one parent then segregate 
together, forming defined haploid sets which are transmitted as such (Kirk 
and Tilney-Bassett, 1978). Three types of haploid nuclear genomes (six 
diploid combinations) and five types of plastid genomes were identified in 
the subgenus Euoenotheru, depending on their compatibilities and the de- 
gree of the resulting phenotype and its developmental features (Stubbe, 
1989). Mutations in the chloroplast and nuclear genomes must have evolved 
in concert to maintain viability, highlighting the requirement for a close 
functional integration of the two genomes. 

Beyond the interesting formal concepts that these incompatibilities reveal 
comes the question of the molecular basis for the different genotypes and 
their interactions. What are the relevant changes in one genome, and how 
are they paralleled in the other genome? Molecular analysis of plastid DNA 
shows many restriction-fragment-length polymorphisms between the five 
different plastid types, in correlation with the genetic assignments and thus 
confirming them (Gordon et af.,  1982). Sequencing of selected fragments 
reveals changes such as point mutations, short duplications, and variation 
in the length of A-tracts within intergenic regions, but the coding regions 
are conserved (Wolfson et al., 1991; Johnson and Sears, 1990b). Although 
the CP47 polypeptide of photosystem I1 has a different electrophoretic 
mobility in different plastid types, the coding sequences are identical, imply- 
ing that this electrophoretic variation is due to posttranslational modifica- 
tion (Offermann-Steinhard and Herrmann, 1990). However, a size differ- 
ence in one large open reading frame (ORF2280) is due to variation in the 
number of repeats in a tandem array (Glick and Sears, 1993). Differences 
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in a variable spacer between the 16s rDNA and trnl are mostly due to 
insertions and duplications (Hornung et al., 1996). The characterization of 
these differences between the different plastid types at the molecular level 
bring to light a major hurdle to understand nuclear-plastid compatibility 
in Oenothera: the relevant, causative differences between plastid types will 
be difficult to identify in a background of polymorphic, probably neutral 
sequence variation. 

The compatibility or incompatibility of certain combinations of nuclear 
genomes and organelles is also observed in many experiments with cybrids 
(Per1 et al., 1991). An example is provided by those obtained in protoplast 
fusions of Atropa belladona and Nicotiana tabacum (Kushnir et al., 1991). 
The Nicotiana plastids in the Atropa background are chlorophyll deficient, 
in contrast with the reciprocal combination where the Atropa plastids are 
green in the Nicotiana background. In subsequent fusions, the deficient 
cybrids give rise to green combinations when the Nicotiana plastids are 
returned to the Nicotiana background or when Atropa plastids are reintro- 
duced in the Atropa context, showing that their competence for a compatible 
interaction has not been lost in the procedure. Experiments of this type 
illustrate the constraints for genetic cooperation of the nucleus and the 
organelles (plastids and mitochondria), but here again it would be difficult 
to pinpoint the relevant differences among the many silent genetic changes 
that have accumulated between the parental strains. 

During evolution, the appearance of certain mutations in one compart- 
ment must have required corresponding changes in the other compartment 
so as to maintain a functional interaction. This relation is reminiscent of 
the mutations and their suppressors, some of them allele specific, that 
have been valuable genetic tools for studying interacting proteins. Such 
suppressors sometimes have a defective phenotype of their own in the 
absence of the initial mutation. Similarly, the coordinate changes in the 
nucleus and the chloroplast genome can be expected to eventually lead to 
an incompatibility with the original genotypes. The plastid genome evolves 
relatively slowly (Palmer, 1992), and compatibility can be retained for some 
relatively close species, but incompatibility becomes more probable with 
increasing phylogenetic distance. 

C. interactions with Mitochondria 

Some mutants that have variegated or striped phenotypes with pale, yellow, 
or white sectors have revealed an interesting interaction between mitochon- 
dria and plastids. Well-characterized examples are provided by some of 
the maternally inherited NCS (nonchromosomal stripe) mutants of maize. 
The NCS2 mutant exhibits reduced growth, pale-green leaf stripes, and 
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sectors of aborted kernels on the ears. In this mutant, a rearrangement 
in the mitochondrial genome cosegregates with the defective phenotype, 
suggesting that the primary mutation is actually in the mitochondrion. In 
the affected sectors both the mitochondria and the plastids are abnormal 
by a number of morphological and functional criteria (Roussell et af., 1991). 
A similar interaction seems to prevail in the NCSS and NCS6 mutants 
which also have reduced height, yellow stripes on the leaves with abnormal 
plastids, and sectors of aborted kernels. In stripe tissue from NCSS and 
NCS6, segments of the cytochrome oxidase subunit 2 gene (Cox2) are 
deleted in the mitochondrial genome (Newton et af., 1990; Gu et af., 1993). 

The nuclear chm (chloroplast mutator) mutants of Arabidopsis have pale 
or white sectors with deficient plastids. The variegation is induced at high 
frequency in the homozygous chm background and is subsequently inher- 
ited maternally. Cells with mixed populations of plastids having different 
ultrastructural defects are observed (Mourad and White, 1992). The plastid 
phenotype becomes stable when wild-type CHM function is restored by 
crossing, and plants with morphologically homogeneous populations of 
plastids (homoplastidic) can then be derived. However, it is in the mitochon- 
drial genome of variegated chm plants that specific new restriction frag- 
ments have been observed, indicative of DNA rearrangements (Martinez- 
Zapater et af., 1992). These new mitochondrial DNA restriction fragments 
are inherited maternally and cosegregate with the variegated phenotype. 
The same novel restriction fragments are observed with different chm 
alleles. The MDL (maternal distorted leaf) mutant was derived from a 
cross of chm to wild type and exhibits poor growth, distorted leaves, and 
aborted floral organs (Sakamoto et af., 1996). In MDL, the mitochondria 
have abnormal ultrastructure and the mitochondrial DNA contains re- 
arrangements. The rearranged genomes can be detected in low amounts 
in wild type, but are predominant in the mutant, suggesting that the C H M  
locus could be involved in the maintenance of the wild-type master mito- 
chondrial genome. It is thus possible that the primary effects of mutations 
at this nuclear locus are with the mitochondrial genome and that the defects 
in plastid development may be an indirect consequence. 

Although it is difficult to completely rule that there could also be a 
change in the plastid genomes of these mutants, the cosegregation of the 
phenotype with the mitochondrial marker would imply that mutant chloro- 
plasts and mitochondria somehow always cosegregate, and wild-type chloro- 
plast and mitochondria likewise. It seems more likely that plastid develop- 
ment is dependent on normal mitochondrial function, so that the plastids 
become abnormal as a secondary consequence of impaired mitochondrial 
function. Either alternative is obviously interesting, and the physiological 
and molecular basis for this relationship remains to be investigated. Experi- 
ments with C. reinhardtii mitochondrial mutants resistant to mixothiazol 
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have shown that mitochondria1 respiration can influence the electrochemi- 
cal gradient across the chloroplast thylakoid membrane and the redox 
state of the plastoquinone pool (Bennoun 1994). It may be that metabolic 
interactions of this kind play an essential role at some stages of plastid 
development and that the defective mitochondria in the mutant sectors of 
the striped plants cannot fulfill this requirement. 

These observations also raise the possibility that some of the incompatible 
interactions between nuclear and plastid genomes (described above) are 
actually due to a primary defect in the interaction with mitochondria and 
that this secondarily affects the plastids. 

D. Genetic Analysis 

In order to avoid the problems of the numerous polymorphic genetic differ- 
ences that have accumulated in the different species that were used in the 
studies of nuclear-plastid compatibility, it is necessary to isolate mutants 
in a defined genetic background. A direct genetic approach to identify 
mutations affecting nuclear-plastid interactions has been taken in a number 
of plants and algae. Because of the central role of plastids in plant metabo- 
lism, these mutants are often not viable or fertile, but can be maintained 
as heterozygotes. Homozygous seedlings showing the mutant phenotype 
can be analyzed while they temporarily strive on seed reserves or grow on 
synthetic media. Mutant tissues can also be propagated in culture with the 
appropriate medium. In some cases the mutations are expressed in sectors 
or in chimeras with the normal tissue feeding the mutant one. The green 
alga C. reinhardtii is a facultative phototroph that can be maintained on 
acetate medium in the dark, in the absence of photosynthesis. 

1. Nuclear Mutants with Altered Plastids 

Many nuclear mutations that alter plastid pigmentation have been studied. 
Some of these mutants have defects in pigment biosynthesis (von Wettstein 
et al., 1995; Bartley et af.,  1994) and will not be discussed here except for 
one aspect, the fact that pigment deficiency can influence plastid or nuclear 
gene expression (see section V). In many cases, impaired expression of 
plastid genes, or of nuclear genes implicated with the plastids, can indirectly 
cause the lack of pigment accumulation. Thus altered pigmentation is an 
easily scored, but also sensitive, monitor of plastid function. 

The plastome mutator ( p m )  of Oenothera is a recessive nuclear mutation 
that induces a high frequency of mutations in the chloroplast genome which 
appear as chlorotic sectors (Sears and Sokalski, 1991). The plastid mutations 
are subsequently inherited in non-Mendelian fashion, independent of the 
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pm mutation. They show a variety of phenotypes (Johnson and Sears, 
1990a,b; Johnson et al., 1991). Thepm mutation also induces DNA polymor- 
phisms, due to deletions in specific regions of the genome, at least one of 
which contains a variable number of short direct repeats (Chiu et al., 1990; 
Blasko et al., 1988). In the nuclear pm mutant a defect in chloroplast DNA 
replication or recombination could thus explain the appearance of both 
silent DNA polymorphisms and chlorotic plastid mutations. 

A different situation seems to prevail in some nuclear mutants like iojap 
in maize and albostrians in barley, which have defective plastids that appear 
in sectors or stripes of tissue (Borner and Sears, 1986). Unlike thepm mutant 
of Oenotheru, these mutants only induce one type of plastid phenotype. The 
deficient plastids can be maternally transmitted in crosses to yield some 
completely white seedlings, even when the wild-type function of the nuclear 
gene is restored in the progeny (from the paternal parent). The affected 
plastids have abnormal, undifferentiated morphology and contain no detect- 
able ribosomes (Taylor, 1989). In iojap plastids many transcripts are affected 
in their processing and abundance, and many polypeptides are missing 
(Han et al., 1993). This does not seem to occur as a result of mutations in 
the plastid genome induced by a nuclear “mutator,” the iojap sectors are 
not randomly distributed, the patterns cannot be explained by clonal cell 
lineages passing from leaf to leaf, and they are influenced by developmental 
parameters (position in the leaf) and genetic background (Han et al., 1992). 
This contrast between the maternal inheritance of the deficiency and the 
appearance of nonclonal stripes is explained by the following hypothesis. 
The defect may be due to a sort of vicious circle: once established, a general 
defect in chloroplast gene expression cannot be reversed (Walbot and Coe, 
1979; Borner and Sears, 1986). This is because the plastid genome encodes 
the rRNAs, tRNAs, some of the ribosomal proteins, and subunits of RNA 
polymerase which are essential for expression of the plastid genome. As a 
consequence, if a block leads to an arrest of chloroplast gene expression, 
this cannot be restored even when the block is removed. Such a block 
could be caused by a defective nuclear gene involved in plastid gene expres- 
sion and be influenced by developmental parameters. Han et aL(1992) point 
out that cells of the leaf margins, which are more subject to striping, also 
divide and expand faster and thus could depend more stringently on the 
proper expression of the Zojap product for plastid development. An iojap 
allele tagged with the transposable element Mu1 (Robertson’s mutator) 
has been cloned, and the wild-type Iojap DNA sequence has been deter- 
mined (Han et al., 1992). The deduced polypeptide sequence (25 kDa) does 
not have homology to known proteins. By using antibodies against Iojap 
protein produced in Escherichia coli, Han and Martienssen have found that 
the Iojap polypeptide is located in the chloroplast, apparently associated 
with the 50s ribosomal subunit (personal communication). This is in agree- 
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ment with the hypothesis that the nuclear Zojap gene encodes a factor 
required for chloroplast gene expression. 

2. Photosynthetic Mutants 

Photosynthetic deficiency is another phenotype that has been extensively 
investigated. Defects in photosynthetic electron transport often result in 
altered chlorophyll fluorescence, a phenotype that can readily be screened 
nondestructively. High-chlorophyll-fluorescence mutants (hcf) have been 
studied in many plants, most prominently maize (Miles, 1994; Barkan et 
al., 1995) and Arabidopsis, and in algae such as C. reinhardtii (Bennoun 
and Delepelaire, 1982). In C. reinhardtii, which can be maintained hetero- 
trophically on acetate, conditional mutants that are acetate-dependent also 
present a broad range of photosynthetic defects. The mutants include those 
affected in photosynthetic electron transport, but also in other parts of the 
photosynthetic apparatus such as the chloroplast ATP synthase or the 
enzymes of the Calvin cycle. Some mutations alter genes for components 
of the photosynthetic machinery directly. More pertinent to this review, 
there are also many mutations that affect different aspects of plastid gene 
expression. These mutations will be discussed in later sections bearing on 
the different steps of gene expression that are altered. 

111. Plestid Development 

The differentiation of proplastids into specialized forms, and in particular 
the development of chloroplasts, is coordinated with the differentiation of 
the cells and the tissues in which they reside. This process appears to 
be largely governed by the nucleocytosolic compartment. For instance, 
proplastids will form chloroplasts in some leaf cells, but not in the vascular 
tissue. Conversely, cell development and morphogenesis are not grossly 
affected in plants with deficient plastids, for example, in albino seedlings 
or following photooxidative destruction (see section V). However, the phe- 
notypes of some novel mutants raise the possibility that chloroplast develop- 
ment is required for the proper differentiation of cells in the palisade layer 
of the leaf. 

A. Plastid Differentiation 

Chloroplast development seems to be arrested at a very early stage in the 
dcl (defective chloroplasts and leaves) mutant of tomato (Keddie et al., 
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1996) and in the dug (differentiation and greening) mutant of Antirrhinurn 
(Chatterjee et af.,  1996). Both mutations are due to transposable element 
insertions and are unstable, giving variegated plants. In the mutant sectors, 
the plastids do not differentiate to form chloroplasts but retain the size 
and morphology of proplastids. If the dug mutant is grown in the dark, 
etioplast development is likewise impaired. The effect of the mutations is 
cell autonomous, since single cells can revert to wild type. Both mutants 
also have a defect in palisade cell development in the leaf this distinct 
layer of elongated, columnar cells is not formed in the mutant sectors. This 
dual phenotype suggests that chloroplast development may be necessary 
at an early stage for differentiation of palisade cells. The mRNA for rpoB 
(which encodes a subunit of plastid RNA polymerase) is expressed very 
early in development in the wild type. It is accumulated to  higher than 
wild-type levels in the dcf mutant, but is not detectable in dug mutant cells. 
The DAG and DCL genes have been isolated and found to encode two 
different, novel polypeptides. Both have predicted transit peptides and can 
be imported in vitro into isolated chloroplasts. The difference in rpoB gene 
expression and the lack of sequence similarity between the two genes 
suggest that D A G  and D C L  are involved in different aspects of early 
chloroplast development. 

In the puc (pale cress) mutants of Arubidopsis, proplastids or etioplasts 
undergo only the initial stages of differentiation but are then arrested and 
form only few thylakoid lamellae (Reiter et uf., 1994; Grevelding ef uf., 1996). 
The puc mutations also affect leaf development: the palisade layer does not 
differentiate. Thus the phenotype of pac is reminiscent of dug or dcf, but 
arrest occurs at a later stage. This later arrest could explain the fact that the 
expression of the nuclear Cub genes, which requires a chloroplast signal (see 
below), is blocked in dug and dcf but not inpuc. Thepac-2 phenotype can be 
rescued by cytokinins, which induce greening of mutant plants. It is interest- 
ing that cytokinins can also promote plastid development and deetiolation 
in dark-grown seedlings (Chory et uf., 1994; see below). 

It is intriguing that the palisade layer is specifically affected in these 
mutants. The development of the palisade layer is also affected in the 
mitochondrial mutants NCV of tomato (nonchromosomal variegation) and 
A- lb  of tobacco (Bonnema et uf., 1995; Bonnett et uf., 1993). Both of 
these were obtained as cybrids, show pale green variegation, and contain 
rearranged mitochondria1 genomes. In the mutant sectors the mitochondria 
have abnormal morphology and the palisade layer fails to differentiate. 
The dug and dcf mutants have apparently normal mitochondria, so it seems 
that palisade cell differentiation is particularly dependent on both mito- 
chondrial and plastid function. 

In the cue2 (CAB underexpressed) mutant of Arabidopsis, there is a 
defect in the expression of light-regulated nuclear genes involved in photo- 
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synthesis, as well as of the plastid genes psbA and rbcL (encoding the D1 
subunit of PSI1 and the large subunit of Rubisco; Li et al., 1995). The 
mesophyll cells are specifically affected in this mutant, and they are also 
smaller and contain smaller chloroplasts than the wild type. Gene expres- 
sion and morphology are normal in the bundle-sheath cells surrounding 
the veins, giving rise to a reticulate pattern of greener tissue. The CUE1 gene 
is apparently involved in cell-type-specific, light-regulated gene expression 
during development. 

Another class of Arabidopsis mutants reveals nuclear genes that are 
involved in chloroplast division. The arc mutants (accumulation and replica- 
tion ofchloroplasts) belong to five loci and have altered numbers of chloro- 
plasts per cell (Pyke and Leech, 1992,1994; Pyke et al., 1994). The changes 
in chloroplast number are compensated by changes in chloroplast size: in 
arc1 there are more chloroplasts but they are smaller, while in arc2, arc3, 
a d ,  and arc6 there are fewer but larger chloroplasts. In the most extreme 
mutant, arc6, there are on average 2 chloroplasts instead of 90 per mesophyll 
cell, and these are 20 times larger than normal. Proplastids in meristematic 
tissue and plastids in the roots are also affected, and the differentiation of 
plastids and amyloplasts is altered in arc6 (Robertson et al., 1995). The arc 
mutant plants grow essentially normally and are fertile, although leaves of 
arc6 have altered morphology. It seems likely that the arc mutations affect 
nuclear genes involved in plastid division or its control. They raise interest- 
ing questions on the relation between plastid division and plastid differenti- 
ation. 

6.  Photomorphogenesis 

Light has profound effects on plant growth and development (Kendrick 
and Kronenberg, 1993). Plants sense and respond to the intensity, the 
spectral properties, the direction, and the daily time distribution of light. 
The response of plants to light is a vital adaptation to their environment, 
since light is their source of energy. Not surprisingly, plastids are profoundly 
involved in the process. Some of these responses are strikingly apparent in 
developing seedlings: in the light, proplastids differentiate into chloroplasts 
which have abundant thylakoid membranes, partly stacked to form the 
grana, and are active in photosynthesis. In dark-grown seedlings, a different 
developmental pathway leads to etioplasts which have few thylakoid mem- 
branes, but accumulate paracrystalline arrays, the prolamellar bodies. If 
they are then exposed to light, etioplasts rapidly differentiate into chloro- 
plasts. 

When germinating seedlings are exposed only to far-red light, plastid 
development is arrested, etioplasts are not formed, and subsequent greening 
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upon transfer to white light does not occur (Runge et al., 1996; Barnes et 
al., 1996). This block, which is dependent on the phytochrome A signaling 
pathway, is also accompanied by the lack of the major etioplast protein 
protochlorophyllide oxidoreductase (PorA) and of its mRNA. PorA ac- 
cumulates in etioplasts as a complex with its substrates (protochlorophyl- 
lide and NADPH), and upon illumination catalyzes chlorophyllide forma- 
tion but is rapidly degraded (Reinbothe and Reinbothe, 1996; Reinbothe 
et al., 1996a). PorB is thought to ensure chlorophyll synthesis in green 
plants. The correlation between lack of PorA and failure to green is 
shown to actually represent a causal relationship by overexpressing PorA 
in transgenic Arubidopsis. In spite of the far-red light treatment, the 
PorA-overexpressing seedlings largely regain the ability to green in white 
light (Runge et al., 1996). These experiments indicate an essential role for 
PorA during greening, probably to allow rapid chlorophyll synthesis and 
prevent light-induced photodamage by protochlorophyllide (Reinbothe et 
al., 1996b). 

In dark-grown seedlings of dicots like Arabidopsis, the overall morphol- 
ogy of the plantlet is also different: the hypocotyl is elongated and forms 
an apical hook, and the cotyledons are small and unexpanded. Conversely, 
in the light, the features of photomorphogenesis include restricted hypocotyl 
elongation, unfolding of the apical hook, cotyledon expansion, and develop- 
ment of proplastids into chloroplasts (McNellis and Deng, 1995). Genetic 
screens in Arabidopsis based on such morphological differences have led 
to the identification of two types of mutants: those that develop in the 
light with some phenotypic properties of dark-grown seedlings (hy, long 
hypocotyl; fre and fhy,  far-red elongated hypocotyl; blu, blue light uninhib- 
ited) and those that develop in the dark with aspects of light-grown seedlings 
(det, deetiolated; cop, constitutively photomorphogenic) (Chory, 1993; 
Deng, 1994; Bowler and Chua, 1994; Millar et al., 1994; Short and Briggs, 
1994; Quail, 1994; Quail etal., 1995; Wei and Deng, 1996; Barnes el al., 1997). 

The hy, fhy, and blu mutants are apparently impaired in the perception 
of light and in the transduction of light signals. The hy8, fhy2, and freZ 
mutations affect the PHYA gene and the hy3 mutations affect PHYB. 
These loci encode the apoproteins of phytochrome A and B, two members 
of the well-studied family of receptors for far-red and red light (Furuya, 
1993; Quail, 1994; Quail et ul., 1995). Mutants of HYI, HY2, and HY6 are 
defective in the synthesis of the phytochrome chromophore and are gener- 
ally deficient in all types of phytochromes. The HY4 (CRYI) gene probably 
encodes a blue light receptor, HY5 may be implicated in signal transduction 
from phytochromes, and the blue light receptor, FHYZ and FHY3, in signal- 
ing from phytochrome A. 

Mutants of the other type, det and cop, appear to undergo photomorpho- 
genesis in the dark; some of them also accumulate high levels of anthocya- 
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nin, unlike dark-grown wild-type seedlings. Because these mutations are 
recessive, the wild-type COP and DET genes are probably required to 
repress photomorphogenesis in the dark. Some of the fus (fusca) mutants 
which have purple cotyledons (they accumulate anthocyanin) and reduced 
cell expansion also share other phenotypes of derepressed photomorpho- 
genesis with the det and cop mutants (Misera et af., 1994; Castle and Meinke, 
1994; Kwok et af., 1996). Indeed, genetic analysis has shown that several 
of the FUS and DET or COP loci are identical (McNellis and Deng, 1995; 
Kwok et af., 1996). Other dwarf mutants with reduced cell expansion such 
as dim (diminuto) and cpd (constitutive photomorphogenesis and dwarfism) 
also display aspects of photomorphogenesis in dark-grown seedlings (Taka- 
hashi et af., 1995; Szekeres et af., 1996). 

Of particular interest for the topic of this review, in some of the det/cop/ 
fus mutants the plastids do not develop as etioplasts in the dark, but more 
like chloroplasts with thylakoid membranes (light is required for chlorophyll 
synthesis, and chlorophyll is required for the assembly of the photosynthetic 
complexes, so it is not unexpected that differentiation is incomplete in the 
dark). This indicates that the COP/DET/FUS loci are controlling not only 
the morphology of the seedling, but also the developmental fate of plastids. 
There are 10 genes which belong to this pleitropic COP/DET/FUS class 
(Kwok et af., 1996). Nuclear genes for chloroplast proteins are transcribed 
in the pleiotropic mutants grown in the dark, and the chloroplast psbA 
mRNA is accumulated, showing that at least this plastid gene is under 
COP/DET/FUS control. The control is probably indirect since there is so far 
no evidence of COP/DET/FUS gene products in the plastid. The products of 
several of these genes are nuclear and may be involved in transcriptional 
repression: the product of DETl is localized in the nucleus, the product 
of COP2 is nuclear in the dark but cytoplasmic in the light, and the products 
of COP9 and FUS6/COPll form part of a large nuclear protein complex 
(von Arnim and Deng, 1996; Wei and Deng, 1996). 

Unlike those of the pleiotropic class, other mutants have a more restricted 
phenotype: det2 seedlings accumulate nucleus-encoded mRNAs for chloro- 
plast proteins and express chloroplast mRNAs in the dark; however, they 
develop normal etioplasts (Chory et af., 1991). Although the dark-grown 
det3 and dim mutant seedlings have deetiolated morphology, they contain 
normal etioplasts and show repressed expression of light-inducible nuclear 
and chloroplast mRNAs (Cabrera y Poch et af., 1993; Takahashi et af., 
1995). Thus different aspects of photomorphogenesis may require different 
subsets of genes that belong to branched developmental pathways. These 
different types of mutants also show that plastid gene expression and plastid 
development are not necessarily always coupled. In the cue1 mutant, light- 
regulated gene expression of nuclear and plastid genes is affected during 
development in a cell-specific pattern: the defect is apparent in mesophyll 
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but not in bundle-sheath cells (Li et al., 1995; see section 1II.A). Another 
interesting effect of the pleitropic det/cop/fus mutations is that, in the light, 
chloroplasts rather than amyloplasts develop in the roots, mostly in the 
vascular regions. This implies that in the wild type COP/DET/FUS genes 
are involved in redirecting plastid development toward amyloplasts instead 
of chloroplasts, the latter presumably being the default pathway. 

Similar mutants have also been identified in other plants. The pew1 and 
pew2 mutants (partly etiolated in white light) of Nicotiana plumbaginifolia, 
the aurea and fri (far-red light insensitive) mutants of tomato, and the lh 
(long hypocotyl) mutant of cucumber are defective in light perception by 
phytochrome (Kraepiel et al., 1994; van Tuinen et al., 1995; Sharma et al., 
1993; Lopez-Juez et al., 1992). In pea, the lip1 (light-independent photomor- 
phogenesis) mutant seedlings have deetiolated morphology and contain 
partly developed chloroplasts when grown in the dark (Frances et al., 1992). 

Plant hormones also play a role in photomorphogenesis and the control 
of chloroplast development. For instance wild-type Arabidopsis seedlings 
grown in the dark in the presence of cytokinins have the same photomorpho- 
genetic features as detl mutants; their plastids differentiate as chloroplasts 
and nucleocytosolic light-regulated mRNAs are expressed (Chory et al., 
1994). The pac mutants (pale cress) have a defect in plastid development 
resulting in white plants (see section 1II.A; Reiter et al., 1994; Grevelding 
et al., 1996), and the phenotype of pac-2 can be rescued by treatment with 
cytokinins. Brassinosteroids can restore the defective hypocotyl elongation 
of cpd, dim, and cop/fus/det mutants in the dark (Szekeres et al., 1996). 
The D E l 2  gene probably encodes an enzyme involved in brassinosteroid 
synthesis (Li et al., 1996). Thus these plant steroid hormones may play a 
role in the branch of the photomorphogenetic response requiring DET2, 
DIM, and CPD, which mainly affects seedling morphology and light- 
regulated nuclear gene expression rather than plastid development. The 
effects of the plant growth regulators, and some of the phenotypes like 
root chloroplast development in the cop/det/fus pleiotropic mutants, raise 
interesting questions about the role of genes in other control networks 
and of whether they are primarily or indirectly involved in light signal 
transduction (Millar et al., 1994; Barnes et al., 1997). The possible involve- 
ment of some COP/DET/FUS genes in other signal transduction pathways 
is also suggested by the finding that genes involved in other responses are 
derepressed in detl, copl, and cop9 plants (Mayer et al., 1996). 

Another fruitful approach to unravel signal transduction between light 
perception and chloroplast development is based on microinjection into 
cells of the aurea mutant of tomato (Neuhaus et al., 1993; Bowler et al., 
1994; Bowler and Chua, 1994; Elich and Chory, 1994; Barnes et al., 1997). 
Proplastid differentiation is blocked in the aurea mutant, but microinjection 
of oat phytochrome A rescues normal chloroplast development. The effect 
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of signaling intermediates, agonists, and inhibitors can also be monitored 
by injection in the aurea cells, or the effects of the drugs can be monitored 
by treatment of a photomixotrophic soybean cell culture. Two signaling 
pathways that affect nuclear gene expression have been identified: both 
involve heterotrimeric G proteins; one entails a calcium signal and calmodu- 
lin, while the other involves cGMP. The calcium/calmodulin branch is suffi- 
cient to induce the expression of genes required for PSII, ATP synthase, 
and Rubisco, but the expression of nuclear-encoded PSI and cytbhfsubunits 
and full chloroplast development require both branches. 

These studies, like the genetic approaches, define components of the 
pathways that regulate plastid development. For some of the nuclear genes 
that are involved, transcriptional control has been demonstrated using chi- 
meric reporter genes. How the expression of the plastid genome is regulated 
remains an open question. Although some small signaling molecules could 
enter the plastid and directly influence gene expression, it is also likely that 
imported products of nuclear genes are involved. 

C. Chloroplast Differentiation in C4 Plants 

In plants that fix carbon through the C4 pathway, two specialized cell types 
cooperate in photosynthesis: the bundle sheath cells and the mesophyll 
cells, which form two concentric layers around leaf veins (Nelson and 
Langdale, 1992; Furbank and Taylor, 1995). These two types of cells, as 
well as the plastids they contain, are morphologically and biochemically 
different. The mesophyll cells carry out initial COz fixation to form C4 
compounds. These are then transported to the bundle sheath cells, where 
they are decarboxylated to deliver COz which is fixed by Rubisco. The 
C4 pathway functions as a C 0 2  concentrating mechanism and improves 
photosynthetic efficiency. During leaf development, positional information 
and light direct the differentiation of the two cell types (Langdale and 
Nelson, 1991). This involves the specific expression of certain genes, both 
in the nucleus and in the plastid (Furbank and Taylor, 1995). A prominent 
example is the rbcL gene which encodes the large subunit of Rubisco and 
is expressed predominantly in the bundle sheath chloroplast. In amaranth, 
the control seems to be at the level of mRNA stability: although the rbcL 
gene is transcribed in both cell types as measured in a run-on transcription 
assay, the mRNA only accumulates in the bundle sheath chloroplasts (Boin- 
ski et af., 1993). In maize and sorghum, transcriptional and posttranscrip- 
tional controls lead to the preferential accumulation of rbcL mRNA in the 
bundle sheath, and of psbA mRNA in the mesophyll plastids (Kubicki et 
af., 1994). 



COORDINATION OF NUCLEAR AND CHLOROPLAST GENE EXPRESSION 135 

In maize, the bundle sheath defective (bsdl and bsd2) mutations preferen- 
tially affect the differentiation of plastids in one of the two cell types. The 
bsdl-ml mutation, an unstable allele generated by transposon mutagenesis, 
causes abnormal chloroplast differentiation in the bundle sheath cells, but 
not in mesophyll cells of light-grown plants (Langdale and Kidner, 1994). 
Bundle sheath cells contain reduced levels of the plastid rbcL mRNA and 
protein, and also of nuclear gene products preferentially expressed in the 
bundle sheath. In dark-grown seedlings, bundle sheath etioplast morphol- 
ogy is selectively affected, but Rubisco protein is missing from both cell 
types (unlike the situation in the wild type where both cell types express 
Rubisco in a C3-like ground state in the dark). The function of the Bsdl 
gene is thus apparently required for plastid differentiation and for the 
proper expression of the plastid rbcL gene. The bsd2-ml mutation, also 
an unstable allele, leads to abnormal bundle sheath plastids while the 
mesophyll chloroplasts appear normal (Roth et al., 1996). The Rubisco 
protein is missing, yet the rbcL mRNA nevertheless accumulates in the 
bundle sheath cells, but also ectopically in the mesophyll cells. These obser- 
vations point to a requirement for the Bsd2 gene in posttranscriptional 
steps of rbcL gene expression. It is interesting that both the molecular 
analysis of C4 differentiation and the analysis of the bundle sheath defective 
mutants converge to reveal controls of chloroplast gene expression at post- 
transcriptional steps. In the leaf permease I mutant ( lpe l -ml) ,  the bundle 
sheath chloroplasts are specifically affected under moderate light (Schultes 
et al., 1996). This selective effect may be indirect since the Lpel gene 
encodes a polypeptide related to microbial purine and pyrimidine trans- 
porters. 

IV. Nuclear Control of Plastid Gene Expression 

The expression of plastid genes is largely dependent on nucleus-encoded 
factors since many components of the plastid genetic system are imported. 
These may be constitutive components, for example, ribosomal proteins, 
but also regulatory factors. It is thus difficult to separate the nuclear control 
of plastid gene expression from the more general topic of plastid gene 
expression and regulation. This review will try to focus (perhaps somewhat 
arbitrarily at times) on biochemical and genetic investigations that reveal 
nuclear factors and their roles in plastid gene expression (Taylor, 1989; 
Mayfield, 1990). The broader topics of plastid gene expression and regula- 
tion are extensively discussed in many excellent reviews (Rochaix, 1992, 
1996; Herrmann et al., 1992; Mullet, 1993; Gruissem and Tonkyn, 1993; 
Mayfield et al., 1995). 
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The transcriptional apparatus of plastids has been the subject of thorough 
reviews (Igloi and Kossel, 1992; Bogorad, 1991), and we will only consider 
here a few aspects that are relevant for interactions of plastids with the 
nucleus. Regulation of chloroplast transcription has been investigated in 
many organisms (Bogorad, 1991; Hermann et al., 1992; Gruissem and Ton- 
kyn, 1993; Mullet, 1993). Different plastid genes are transcribed at very 
different rates that vary with a range of several hundredfold. This activity 
is modulated during development, as the overall transcriptional activity 
rises and then decreases. Superimposed on these general changes, there 
are differences in the relative transcription of certain genes during the 
course of development. Some genes involved in chloroplast gene expression 
(encoding RNA polymerase subunits, tRNAs, rRNAs, and ribosomal pro- 
teins) are differentially transcribed at early stages. Furthermore, the tran- 
scription of some genes is regulated by environmental factors such as light, 
and also by a circadian clock. 

1. Chloroplast RNA Polymerases 

Purified preparations of chloroplast RNA polymerase contain eight to a 
dozen or more polypeptides, some of which are immunologically related 
to subunits of bacterial RNA polymerase (Bogorad, 1991; Igloi and Kossel, 
1992). For the maize enzyme, N-terminal sequencing has established that 
four subunits (a,@,@’,P) are the products of chloroplast genes, rpoA, rpoB, 
rpoC1, and rpoC2 (Hu and Bogorad, 1990; Hu et al., 1991). These chloro- 
plast genes are homologous to the bacterial genes encoding the subunits 
of core RNA polymerase (where rpoCl and rpoC2 correspond to two parts 
of bacterial rpoC).  Immunological studies indicate that another subunit 
(64 kDa) may be related to the sigma subunit of a cyanobacterial RNA 
polymerase (Troxler et al., 1994). Sequencing of two other polypeptides 
has shown that they are contaminants of the purified fraction. The remaining 
polypeptide from the maize enzyme (85 kDa) as well as the extra ones in 
preparations from other sources have not yet been identified (with the 
exception of the 110-kDa polypeptide of the spinach enzyme described 
below). They could be bona fide subunits of the enzyme, associated tran- 
scription factors, or contaminants. The genes encoding them, as well as the 
sigma-related subunit, have not been described but most or all of them are 
probably located in the nucleus. 

The sigma subunits of bacterial polymerases enhance the binding of the 
core enzyme to specific promoter sequences. Using a functional assay with 
E. coli core RNA polymerase and total chloroplast DNA, two sigma-like 
activities have been identified in C. reinhardfii, which also stimulate RNA 
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polymerase activity of the homologous plastid enzyme (Surzycki and Shel- 
lenbarger, 1976). Similarly, with E. coli RNA polymerase and plastid pro- 
moter sequences, three sigma-like factors (SLF) have been purified from 
mustard (Bulow and Link, 1988; Tiller et af., 1991), and one has been 
identified in spinach (Lerbs et al., 1988). In mustard, some aspects of the 
holoenzyme differ between etioplasts and chloroplasts: the specificity for 
different plastid promoters, the DNA-binding properties, and the phosphor- 
ylation state. In vitro treatment of the chloroplast holoenzyme with protein 
kinase converts it to an etioplast type, and conversely treatment of the 
etioplast enzyme with phosphatase converts it to a chloroplast-like form. 
In these experiments the DNA-binding properties depend on the phosphor- 
ylation status of the SLFsubunits (Tiller and Link, 1993). Thus light-induced 
transcriptional regulation of plastid genes such as psbA could involve phos- 
phorylation-dephosphorylation modifications of sigma-like transcription 
factors. The SLFs themselves, whose genes have not yet been described, 
as well as the phosphatase and kinase activities, are most likely encoded 
by nuclear genes: this would place regulation of plastid transcription by the 
plastid-encoded RNA polymerase under nuclear control. In the unicellular 
rhodophyte Cyanidium caldarium, a nuclear gene encodes a plastid sigma 
factor. The cytoplasmic mRNA for this sigma factor is not detectable in 
dark-grown cells, but accumulates upon illumination. This sigma factor may 
thus be involved in light-regulated transcription of plastid genes (Liu and 
Troxler, 1996). 

Transcription can also be modulated by factors that directly bind to 
DNA. Evidence for such a factor involved in psbD transcription has been 
obtained in barley (Kim and Mullet, 1995). The psbD gene is part of a 
complex operon transcribed from at least three different promoters, one 
of which is activated by blue light (Berends-Sexton et al., 1990; Christopher 
et al., 1992). A DNA-binding factor, AGF, binds sequences upstream of 
this promoter that are essential for transcription activity in vitro. Mutations 
that abolish binding of the AGF factor also affect transcription, indicating 
that AGF is probably required for the activity of the blue-light-responsive 
psbD promoter. Whether this factor is directly involved in light regulation 
remains to be established. The light-responsive element of the tobacco 
psbD promoter has been mapped in vivo using chimeric reporter genes to 
transform tobacco chloroplasts (Allison and Maliga, 1995), and factors that 
bind this regulatory element can be detected in plastid extracts. Whether 
they play a role in light regulation was not determined. In wheat, transcrip- 
tion in vitro from the light-responsive psbD promoter is higher in extracts 
from light-treated plastids than that in extracts from dark-grown seedlings 
(Wada et al., 1994). A crude fraction from a plastid extract of light-treated 
plants enhances transcription by a dark-grown plastid extract at this pro- 
moter. This fraction is in itself devoid of RNA polymerase activity and is 
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inferred to differ from the sigma-like factors (the latter but not the former 
bind heparin agarose). 

2. Nucleus-Encoded RNA Polymerases 

Besides the bacterial-like RNA polymerase, at least partly encoded by the 
chloroplast rpo genes, there is evidence for at least one additional plastid 
RNA polymerase encoded entirely in the nucleus. In the nonphotosynthetic 
parasitic plant E. virginiana, the genes encoding the photosynthetic appara- 
tus or the putative respiratory chain (ndh genes) have been deleted during 
evolution from the small residual plastid genome or only remain as nonfunc- 
tional pseudogenes (depamphilis and Palmer, 1990; Morden et al., 1991; 
Wolfe et al., 1992). The preservation and sequence conservation of genes 
involved in translation (rRNA, ribosomal protein, and tRNA genes) and 
of some large open reading frames provide evidence that the retained 
plastid genes are expressed, and plastid transcripts have indeed been found 
in E. virginiana. However, the plastid RNA polymerase genes have been 
deleted (rpoB, rpoC2, rpoC2) or inactivated (truncated pseudo rpoA).  The 
retained and presumably functional genes must therefore be transcribed 
by an imported RNA polymerase, encoded in the nucleus. This may well 
be a different enzyme, also encoded in the nucleus of other plants as will 
be further discussed below. But it has not been excluded that in this case 
the rpo genes might have been relocated from the plastid to the nucleus, 
as appears to be the case for some tRNA genes which are also missing in 
the plastid genome of E. virginiana. 

Another line of evidence for an exclusively nuclear-encoded RNA poly- 
merase is provided by observations with the white seedlings of the homozy- 
gous albostrians (as) mutant of barley or white leaves of heat-bleached rye 
(Hess et al., 1993). These white plastids are devoid of detectable ribosomes 
and thus cannot translate chloroplast mRNAs, and in particular mRNAs 
for the RNA polymerase subunits encoded by the plastid rpo genes. Tran- 
scripts for some plastid genes nevertheless accumulate in these ribosome- 
deficient plastids, implying the activity of a nuclear-encoded imported RNA 
polymerase. While some genes involved in plastid gene expression are 
actively transcribed and some mRNAs accumulate to high levels in the 
white tissue (rpoB/CI/C2 and rps25), mRNAs for proteins involved in 
photosynthesis are not detectable. This pattern of gene expression is remi- 
niscent of the pattern in early stages of plastid development, suggesting that 
the nuclear-encoded RNA polymerase may be involved in this differential 
developmental regulation (Mullet, 1993). In heat-bleached plastids of bar- 
ley, which are also deficient in plastid ribosomes, run-on assays of transcrip- 
tional activity show that most genes are as actively transcribed as in control 
plants and that transcription of rDNA is enhanced (Falk et al., 1993). This 
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again points to the presence of an additional RNA polymerase expressed 
even when plastid translation is deficient. Because the corresponding 
mRNAs only accumulate to low levels, posttranscriptional degradation is 
probably involved. 

Chloroplast transformation allows the site-directed inactivation of plastid 
genes and has been applied to the rpo genes in C. reinhardtii and in tobacco 
(Rochaix, 1995; Allison et al., 1996). Inactivation of the rpoB gene in tobacco 
leads to photosynthetic deficiency, but the mutant plants are viable on 
sugar-containing medium. Transcripts of some photosynthetic genes are 
much less abundant, while 16s rRNA is only little affected and ribosomal 
subunit rpfZ6 transcripts are somewhat elevated. Thus another RNA poly- 
merase activity, independent of rpoB, must be present in the mutant plas- 
tids. In rDNA, it uses a novel promoter, different from the canonical 
promoters of the E. cofi sigma70 type (see below). In C. reinhardtii, inactiva- 
tions of the rpo genes by insertion of a selectable marker remain heteroplas- 
mic: among the 80 or so copies of the plastid genome, some carry the 
inactivated gene with the selectable marker, but some wild-type copies of 
the gene are also retained (Rochaix, 1995; Fischer et af., 1996). This indicates 
that the rpo genes have an essential function and that their complete 
inactivation would make cells inviable. In this case the rpo-encoded RNA 
polymerase must transcribe plastid genes which are essential for the survival 
of the alga, unlike the photosynthetic genes which are dispensable. It re- 
mains unclear whether C. reinhardtiz also contains an additional nuclear- 
encoded RNA polymerase activity. 

A single-subunit RNA polymerase has been identified in purified prepa- 
rations from spinach (Lerbs-Mache, 1993). This 110-kDa polypeptide has 
DNA-dependent RNA polymerase activity on its own and does not initiate 
from the promoters recognized by the bacterial-like RNA polymerase. The 
110-kDa polypeptide is also found in purified fractions of the plastid enzyme 
containing the chloroplast rpo-encoded subunits (see above). This separate 
RNA polymerase activity is only prevalent in extracts from very young 
leaves, again providing a correlation with the differential expression of 
some plastid genes in early development. Whether this enzyme represents 
the nuclear-encoded RNA polymerase active in ribosome-deficient plastids 
or in Epifagus is not yet known. In the spinach ribosomal RNA (rrn) operon 
there are two promoters which were defined in vitro and have the consensus 
sequences recognized by E. cofi RNA polymerase (P1 and P2). However, 
the 5’ end of the rrn transcripts in vivo does not correspond to either of 
these promoters, so a third promoter(P,) may operate in vivo (Baeza et 
al, 1991) and may be the promoter used by the 110-kDa RNA polymerase. 
This promoter lacks homology to the canonical consensus sequences at 
-10 and -35 of prokaryotic-like promoters of the E. cofi sigma70 type 
(Hanley-Bowdoin and Chua, 1987; Bogorad, 1991). A sequence-specific 
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DNA-binding factor, CDF2, inhibits in vitro transcription by the chloroplast 
rpo-encoded polymerase from the P1 and P2 promoters (Iratni et af., 1994). 
Thus the rrn genes may be transcribed by the 110-kDa RNA polymerase 
not only early during development, but also at later stages when the rpo- 
encoded polymerase is present but prevented from transcribing the rrn 
operon by the CDF2 factor. The sequences in the rrn promoter region are 
highly conserved in plants (Baeza et al., 1991; Vera and Sugiura, 1995). 
However, in tobacco, two different promoters were mapped for the rrn 
operon (Vera and Sugiura, 1995): one, P1, has the classical consensus 
sequences and corresponds to the P2 promoter described in spinach. The 
second promoter (P2 in tobacco) is found downstream of the first and is 
not canonical, but it differs from the P, promoter in spinach, which is 
upstream. Steady-state levels of the transcript from the noncanonical pro- 
moter in tobacco are more prevalent in proplastids of cultured cells than 
in leaf chloroplasts. This novel promoter is also used in the tobacco mutant 
with the inactivation of the rpoB gene described above (Allison et af., 1996), 
suggesting that in tobacco, the two types of rrn promoters are recognized 
by different RNA polymerases. 

Two different RNA polymerases have been isolated from mustard seed- 
lings (Pfannschmidt and Link, 1994). These two large-molecular-weight 
complexes differ in size and polypeptide composition. One apparently con- 
tains the chloroplast-encoded rpo subunits and is the main form in etioplasts 
of dark-grown seedlings, while the other is prevalent in green chloroplasts. 

These findings, demonstrating different types of RNA polymerases, 
sigma-like transcription factors, and DNA-binding proteins in the plastids 
have interesting implications for plastid gene regulation. Some subunits of 
the bacterial-like RNA polymerase, most subunits of the other polymerases, 
and the other factors are probably encoded in the nucleus where their 
expression may be under developmental control. In turn, their activity and 
promoter specificity are expected to influence gene expression in plastids. 
As pointed out above, a nucleus-encoded RNA polymerase may be playing 
a particular role early in development for the transcription of the plastid 
loci involved in gene expression (Mullet, 1993). The expression of these 
genes, and in particular of the plastid-encoded RNA polymerase genes 
(rpo), would then allow the transcription of plastid genes required for 
subsequent development of the plastid and of the photosynthetic apparatus. 
The promoter specificity of these different enzymes and associated tran- 
scription factors is not yet clearly understood. In addition to promoters 
resembling canonical E. coli sigma70 promoters, there is evidence for addi- 
tional types of promoters in plastid genes (Igloi and Kossel, 1992, see 
examples discussed above). Using plastid transformation, in vivo promoter 
analysis has also unveiled different kinds of promoters in C. reinhardtii 
(Klein et af., 1992). Such studies have also revealed cis-acting elements that 
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affect the activity and the light regulation of the psbD promoter in tobacco 
(Allison and Maliga, 1995) and shown an enhancing element within the 
coding sequence of the rbcL gene in C. reinhardtii (Klein et al., 1994). It 
will be of interest to unravel further how the different promoters are recog- 
nized by the different RNA polymerases and how cis-acting elements medi- 
ate transcriptional regulation. 

3. Transcription Mutants 

Besides the rpoB disruption mutants discussed above, there is only one 
well-characterized mutant which may have a specific defect in plastid tran- 
scription. This is a nuclear mutant of C. reinhardtii, 76-5EN (Hong and 
Spreitzer, 1994), which is deficient in the chloroplast mRNA for the large 
subunit of ribulose-bisphosphate carboxylase oxygenase (Rubisco). Only 
low steady-state levels of the rbcL mRNA accumulate in this mutant, 
and correspondingly low levels of incorporation into rbcL transcripts are 
measured by pulse-labeling with [32P]phosphate. This is interpreted as a 
defect in mRNA transcription, although very rapid RNA degradation is 
difficult to rule out and remains a possibility. Like many mutants that affect 
chloroplast gene expression in C. reinhardtii, 76-5EN seems to be gene- 
specific and to only affect rbcL. 

The scarcity of nuclear mutations affecting plastid transcription contrasts 
with the many mutations that cause posttranscriptional defects (see below). 
This may be taken to indicate that control of specific chloroplast genes is 
mostly exerted posttranscriptionally. However, an alternative may be that 
the same transcription factors are shared by many genes, for instance, if 
these genes are part of the same operon or if they share the same control 
network. Such mutations would have complex, pleiotropic phenotypes and 
in some organisms like C. reznhardtii they might be inviable (like the rpo 
disruption mutants) and would not be recovered. 

6.  RNA Maturation and Degradation 

Plastid transcripts are subject to processing events such as 5' or 3' cleavage, 
trimming, splicing, and editing (Sugiura, 1991; Herrmann et al., 1992; Gruis- 
sem and Tonkyn, 1993). Many genes are part of polycistronic units that 
are transcribed as precursors. These are then matured to produce the 
individual mRNAs through a series of partially processed intermediates. 
The maturation steps often do not follow an ordered pathway, so that a 
complex set of transcripts accumulate in the plastid. Transcription from 
multiple promoters and splicing of intervening sequences can also contrib- 
ute to the complexity of RNA species that are derived from a gene cluster. 
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Plastid transcripts are eventually degraded, a controlled process that is also 
important for the regulation of gene expression. The structure of the mRNA 
influences its translation, and conversely translation can influence the stabil- 
ity of the mRNA positively or negatively. These various aspects of mRNA 
biogenesis and destruction are clearly important for gene expression in the 
plastid and for its regulation, and we shall review here what is known about 
their control by the nucleus. Some of the steps have been analyzed in vitro 
and factors that are involved have been identified biochemically. There are 
also mutations that reveal nuclear factors required for these processes. 

1. RNA Processing and Stability 

In vitro extracts that can process RNA precursors have been used to analyze 
3'end formation. In mustard chloroplasts, a protein that can bind in the 3' 
flanking regions of the trnK and rpsZ6 transcripts has been identified and 
purified by virtue of its dual binding and processing activities (Nickelsen 
and Link, 1991,1993). The purified 54-kDa polypeptide has endonuclease 
activity and can faithfully process downstream of trnK, but not of rpsZ6 
where ancillary factors are probably required. 

Many plastid RNAs end with an inverted repeat near the 3'end, predicted 
to fold as a hairpin loop. In vitro, these structures are not efficient transcrip- 
tion terminators like some of their bacterial counterparts, but play a role 
in RNA processing and stabilization possibly by preventing exonucleolytic 
degradation (Stern and Gruissem, 1987; Stern et al., 1989, 1991). In C. 
reinhardtii transformants with chloroplast 3' ends inserted upstream of 
reporter genes, run-on assays (nascent chain elongation in vitro) indicate 
that the hairpin structures may cause only partial termination and allow 
readthrough transcription of the downstream reporter (Rott et al., 1996). 
In vivo in C. reinhardtii, deletion of the atpB 3' hairpin structure leads to 
length heterogeneity and reduced accumulation of transcripts (Stern et al., 
1991). A function of the hairpin structure may be to impede exonucleolytic 
degradation of the 3' end of the RNA (Drager et al., 1996). However, 
chimeric RNAs with chloroplast 3'ends (rbcL or psaB) fused to the E.coli 
uidA gene are not more stable than RNAs lacking the 3' structure, although 
the latter are again heterogeneous in size (Blowers et al., 1993). Thus in 
vivo the hairpin structures are required to form a precise 3'end, but may 
not always be involved in RNA stabilization. 

Proteins that bind to these regions have been identified, for instance, 
a nuclear-encoded RNA-binding protein from spinach chloroplasts. This 
28-kDa polypeptide (28RNP) can bind the precursor and the mature forms 
of several chloroplast mRNAs with little specificity and is required for 
correct 3' processing in vitro in association with other polypeptides (Schus- 
ter and Gruissem, 1991; Lisitsky et al., 1995). It has an acidic N-terminal 
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domain and two RNA-binding consensus sequences, RNP-CS1 and RNP- 
CS2 (Lisitsky et af., 1994). These conserved domains are characteristic of 
a family of RNA-binding proteins including some that bind pre-mRNAs 
in the nuclei of animal cells and are involved in splicing. A direct search 
for members of this family in the chloroplast has allowed the identification 
of five proteins from Nicotiana syfvestris (Li and Sugiura, 1990; Ye et af., 
1991), two from N. pfumbaginifofia (Mieszczak et af.,  1992), one from Zea 
mays (Cook and Walker, 1992), and three from A.  thafiana (Ohta et al., 
1995). Three proteins from pea chloroplasts that bind single-stranded nu- 
cleic acids probably also belong to this family (Subbaiah and Tewari, 1993). 
All these proteins are of similar size (28-33 kDa) and, like the 28RNP 
polypeptide from spinach, have an acidic N-terminal. They can be classified 
into three groups based on sequence similarity. Their precise role in the 
chloroplast remains to be elucidated. 

Spinach chloroplast proteins that bind to the petD 3' end form a complex 
that contains three subunits (chloroplast stem-loop binding proteins or 
CSPs): CSP29, CSP41, and CSP55 (Chen et al., 1995; Yang et al., 1996). 
The complex shows specificity for the petD 3'end and recognizes the hairpin 
structure and a downstream sequence element. CSP29 probably corre- 
sponds to a protein previously identified by UV cross-linking which binds 
to the double-stranded stem of the petD 3' end, formerly estimated as 33 
kDa (Hsu-Ching and Stern, 1991a). A cDNA encoding CSP41 has been 
cloned and expressed in E. coli, showing that the CSP41 protein can bind 
RNA and is an endonuclease under certain conditions. These dual activities 
are reminiscent of those of the 54-kDa protein from mustard chloroplasts 
described above. 

The biochemistry of chloroplast RNA maturation can be studied using 
choroplast extracts (Gruissem and Schuster, 1993). In vitro processing of 
the atpB RNA 3' end in C. reinhardtii extracts is a two-step process involving 
an endonucleolytic cleavage followed by exonucleolytic trimming (Stern 
and Kindle, 1993). Processing of a petD RNA precursor at the 3' end in a 
spinach chloroplast extract also involves endonucleolytic and exonucleolytic 
activities (Hsu-Ching and Stern, 1991b). Purification of the spinach process- 
ing extract has revealed a large-molecular-weight complex (550 kDa) con- 
taining different subunits, 100RNP, 67RNP, and 33RNP (Hayes et af.,  1996). 
The 33RNP can be UV cross-linked to the 3' end of petD RNA (Hsu- 
Ching and Stern, 1991a; see above). The 100RNP can also be UV cross- 
linked to the petD 3' end. A cDNA encoding the lOORNP shows homology 
to the polynucleotide phosphorylase of bacteria (PNPase), and the 100RNP 
does have 3'-5' exonuclease activity like PNPase. In E. cofi, PNPase forms 
part of a large complex in association with RNAseE, an endonuclease 
involved in RNA degradation (Carpousis et al., 1994). Indeed, the 67RNP 
cross-reacts with antisera against bacterial RNaseE and has endonuclease 
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activity, cleaving upstream of the hairpin. This activity can be inhibited by 
RNP55, a loosely associated RNA-binding protein from the extract. The 
purified high-molecular-weight complex does not correctly process the petD 
precursor but rather degrades it; however, the addition of 28RNP partly 
restores processing. The 28RNP can be phosphorylated in its acidic N- 
terminal domain, and phosphorylation reduces its affinity for RNA (Lisitsky 
and Schuster, 1995). This modification of the 28RNP could be part of a 
regulatory mechanism that could modulate the two activities of the high- 
molecular-weight complex, 3’ processing and RNA degradation. While 
the 67RNP induces a cleavage 5’ to the hairpin that could lead to RNA 
degradation, the putative endonuclease involved in cleavage downstream 
of the hairpin for 3’ end formation is not yet identified. 

These findings reveal an interesting connection between RNA processing 
and RNA stability or degradation which is echoed in the phenotype of 
some mutants described below. However, their analysis points to a role of 
the 5’ UTR (5’ untranslated region) in the control of mRNA degradation 
(see the next section). Cleavages occur in the 5’ UTR and in the coding 
region of psbA mRNA in chloroplast extracts from spinach leaves: degrada- 
tion products of defined sizes indicate endonucleolytic cleavage sites that 
can also be observed in vivo (Klaff, 1995). These cleavages could be the 
initial steps in a psbA mRNA degradation pathway involving endo- and 
exonucleolytic digestion. Poly(A) or poly(A)-rich sequences that are appar- 
ently added posttranscriptionally can be detected in a small fraction of 
psbA RNA (Lisitsky et al., 1996; Kudla et al., 1996). They are found at the 
3’ end, and at the positions of endonucleolytic cleavages observed in vivo. 
Polyadenylation is also found for petD RNA at the 3‘ end and at internal 
sites that can be cleaved by the 67RNP. Transcripts with such poly(A) 
or poly(A)-rich sequences are unstable in vitro in chloroplast extracts. 
Polyadenylated RNAs are also degraded more rapidly than nonpolyadeny- 
lated RNAs by the 100RNP. These observations raise the possibility that 
in the plastid the poly(A)-rich sequences are added after endonucleolytic 
cleavage and, like in bacteria, target the RNA for subsequent degradation. 

2. Nuclear Mutants Defective in mRNA Maturation 
and Stability 

The stability of specific choroplast mRNAs is affected in some C. reinhardtii 
nuclear mutants. In these mutants the steady-state level of a chloroplast 
RNA is drastically reduced, but transcription is not affected as measured by 
pulse-labeling in living cells or run-on transcription assays in permeabilized 
cells. In the nac2 mutant, psbD mRNA does not accumulate; in the 222E 
and GE2-10 mutants, psbB mRNA is missing; in 6.225, psbC mRNA is 
absent; in nccl, atpA mRNA levels are reduced 10-fold; in thm24, atpB 
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mRNA is absent; in M a l l ,  petA mRNA is missing; and in Ma37, petB 
mRNA is reduced 20-fold (Kuchka et al., 1989; Monod et al., 1992; Sieburth 
et al., 1991; Drapier et al., 1992; Gumpel et al., 1995). The specificity of 
these mutations for individual chloroplast genes or transcription units is a 
striking property of C. reinhardtii nuclear-encoded factors involved in this 
and other steps of chloroplast gene expression. 

Two of these mRNA stability mutants have been studied in more detail. 
The chloroplast psbD gene is located just upstream of the trans-spliced 
exon2 of psaA (see below), and both are part of a polycistronic transcription 
unit that extends downstream. In the nuclear nac2 mutant, psbD mRNA 
fails to accumulate, but psaA mRNA levels are not affected (Kuchka et 
al., 1989). However, in double mutants where psaA exon2 splicing is addi- 
tionally blocked, both the psbD and the psbD-psaA2 transcripts are unsta- 
ble, suggesting that a sequence in the psbD moiety confers instability to 
the whole transcript in the nac2 mutant. Transformation experiments with 
chimeric genes have indeed shown that the 5’ UTR of psbD is sufficient 
to confer instability to a reporter RNA in the nac2 nuclear background 
(Nickelsen et al., 1994). In the wild type, there are two 5’ ends for the psbD 
transcripts, suggesting that the longer 5’ UTR may undergo processing to 
yield the predominant mature form of psbD mRNA. In vitro, the longer 
5’ UTR, but surprisingly not the shorter form, can bind a 47-kDa polypep- 
tide which is absent in the nac2 mutant. An interpretation could be that 
the product of NAC2 is required prior to 5’ processing for an event that 
ensures subsequent stability of the processed psbD mRNA. The apparent 
association of the 47-kDa polypeptide with membranes led to the hypothesis 
that Nac2 could be involved in targeting of thepsbD transcript to chloroplast 
membranes where its translation product, the D2 polypeptide of PSII, will 
be inserted. The recent cloning of the NAC2 gene should help shed light on 
its mechanism of action (Nickelsen and Rochaix, personal communication). 

In C. reinhardtii, the psbB gene is part of a polycistronic unit that includes 
psbT and probably psbH (Monod et al., 1992; Johnson and Schmidt, 1993). 
In the 222E nuclear mutant, the psbB, psbB-psbT, and psbH transcripts 
do not accumulate (Monod et al., 1992). In vivo, the 5’ UTR of the psbB 
mRNA is sufficient to confer instability to chimeric reporter RNAs in the 
222E nuclear mutant (Vaistij, Monod, and Goldschmidt-Clermont, unpub- 
lished observations). Whether the absence of the psbH mRNA is due to 
its association with the unstable psbB 5‘ sequence in a primary transcript 
or whether it is a separate effect of the 222E mutation remains to be 
determined. The 222E locus has also been cloned recently (Vaistij and 
Goldschmidt-Clermont, unpublished results). 

Both of these mutations reveal an important role of the 5’ UTR in 
determining RNA stability in C. reinhardtii chloroplasts. An involvement 
of the 5’ UTR is also apparent in C. reinhardtii chloroplast transformants 
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harboring chimeras with the 5’ end of rbcL fused to a uidA reporter 
(Salvador et uf., 1993a). The rbcL 5’ UTR renders the transcript unstable 
in the light, but the effect is reversed by the inclusion of sequences from 
the coding part of rbcL. 

Among the hcf (high chlorophyll fluorescence) nuclear mutants of maize 
and Arubidopsis, some have alterations in chloroplast RNA metabolism. 
In the hcj7 mutant of maize, the amount of 16s rRNA is reduced, and the 
precursor accumulates (Barkan, 1993). This is indicative of a block in 
ribosomal RNA processing, as a cause or a consequence of deficient ribo- 
some assembly, which would in turn explain the pleiotropic defects in 
translation of chloroplast proteins. In another maize mutant, crpl (chforo- 
plust RNA processing I ,  formerly hcf136), the monocistronic forms of petB 
and petD mRNA are missing (Barkan et uf., 1994). These genes are tran- 
scribed as part of the psbB gene cluster (psbB-psbH-petB-petD). How- 
ever, polycistronic forms of the petB and petD RNAs do accumulate, indi- 
cating that crpl has a defect in the intricate processing of these transcripts. 
The incompletely matured petD RNAs are not translated, suggesting a 
model where processing is required to remove part of a secondary structure 
that otherwise blocks translation initiation. 

In hcj38, a specific set of chloroplast transcripts encoding polypeptides 
of different photosynthetic complexes are missing (Barkan et af., 1986). 
This could be due to a defect in RNA maturation or stability. A related 
phenotype occurs in hcf42 where unprocessed or altered transcripts for a 
different set of chloroplast RNAs are observed (Miles, 1994). These pleio- 
tropic phenotypes suggest that for maturation or stabilization, chloroplast 
mRNAs depend on nucleus-encoded factors that are shared by subsets 
of transcripts. 

Not unlike these maize mutants, the hcfl09 mutant of A. thulium has 
defects in several transcription units, but others remain unaffected (Meurer 
et uf., 1996). In three gene clusters, only some of the transcripts are missing: 
in the psbB-psbT-psbH-petB-petD cluster, only the psbB-psbT tran- 
scripts are absent. Similarly, ycJP (from psbD-psbC-ycJP) and psuC tran- 
scripts (from ndhH-ndhA-ndhl-ndhC-ndhE-psuC-ndhD ) are most se- 
verely depleted in hcfl09. But in the ndhC-ndhK-ndhJ cluster there are 
two major RNAs, both of which are missing in hcfl09. Transcription of 
the affected genes is unaltered, but the steady-state amounts of the longer 
polycistronic precursors are reduced. The effect of the mutation thus seems 
to be on the processing or stability of specific transcripts in several different 
transcription units. 

3. Splicing 

Many plastid genes are interrupted by intervening sequences that belong 
to two conserved classes, group I and group 11, which differ in their catalytic 
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mechanism and in their structure. Splicing of mitochondria1 introns in yeast 
and Neurospora relies on nuclear-encoded splicing factors, even for introns 
that can self-splice in vitro. Little is known about the splicing machinery 
of plastid introns, but mutations that interfere with splicing have been 
characterized in C. reinhardtii and in maize. 

In C. reinhardtii, there are group I introns in the 23s rDNA and in the 
psbA gene, and most of them can self-splice in vitro (Durrenberger and 
Rochaix, 1991; Herrin et al., 1990,1991; Thompson and Herrin, 1991). In a 
nuclear mutant, ac20, unspliced precursors of these introns overaccumulate, 
indicating a direct or indirect role of the corresponding nuclear factor in 
chloroplast group I splicing (Herrin et al., 1990, 1991). 

In ribosome-deficient mutants of barley, only the splicing of the rp12 
group I1 intron is affected, indicating that its removal is dependent on a 
factor or maturase encoded and translated in the plastid (Hess et al., 1994). 
Other introns are spliced normally, so that any factors required for their 
maturation can be inferred to be nuclear-encoded. A similar situation is 
found in maize where splicing of a subset of the plastid introns is affected 
in ribosome-deficient plastids (Jenkins et al., 1997). There are two nuclear 
mutants of maize that affect group I1 intron splicing, crsl and crs2 (chloro- 
plast RNA splicing; Jenkins et al., 1997). The crsl mutation is specific, it 
blocks splicing of a single intron in atpF, while the crs2 mutation interferes 
with the splicing of many chloroplast introns. 

The psaA gene of C. reinhardtii and the rpsl2 gene in vascular plants 
have unusual structures where exons are located at widely separate loci on 
the plastid genome. The mature mRNAs are assembled by splicing from 
separate precursor RNAs, a process called trans-splicing (Fukuzawa et al., 
1986; Torazawa et al., 1986; Choquet et al., 1988; Herrin and Schmidt, 1988; 
Bonen, 1993). In C. reinhardtii, the three exons of psaA are transcribed as 
separate precursors (Fig. 2). Exon 2 is part of a polycistronic unit and is 
located downstream of psbD, and exon 1 may be cotranscribed with trnl. 
The sequences that flank the three psaA exons have the conserved features 
of group I1 introns (Kiick et al., 1987). Splicing of exons 1 and 2 requires 
an additional small RNA, the product of the tscA gene (trans-splicing 
chloroplast; Roitgrund and Mets, 1990; Goldschmidt-Clermont et al., 1991). 
The tscA RNA is thought to assemble with the exon 1 and exon 2 precursors 
to form the characteristic structure of group I1 introns, which in this case 
is assembled from at least three separate transcripts. Many mutants have 
been identified that are deficient in psaA trans-splicing. Some mutations 
affect the chloroplast locus encoding tscA, but the vast majority are nuclear. 
These nuclear trans-splicing mutants belong to at least 14 complementation 
groups (Goldschmidt-Clermont et al., 1990). Some of them are highly spe- 
cific and affect only one of the two trans-splicing steps: 7 complementation 
groups are defective in trans-splicing exons 1 and 2, while 5 other groups 
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FIG. 2. Trans-splicing of psaA RNA. In Chlamydomonas reinhardtii, the psaA gene is com- 
posed of three exons located in widely separate loci of the chloroplast genome (not drawn 
to scale). The three exons and the fscA locus are transcribed independently to produce four 
transcript precursors. Intron 1 (il) is thought to assemble from three separate transcripts 
(exonl precursor, rscA RNA, and exon 2 precursor) and intron 2 from two transcripts (exon 
2 precursor and exon 3 precursor). The six stem-loop domains characteristic of group I1 
introns are represented schematically (not to scale). Two steps of trans-splicing, which can 
occur in either order, lead to the formation of mature psaA mRNA (bottom). Nucleus- 
encoded factors are required for trans-splicing of intron 1 (class C), of intron 2 (class A), or 
of both introns (class B). 
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are defective in trans-splicing exons 2 and 3. In 2 complementation groups, 
both trans-splicing steps are affected. Because most complementation 
groups are only represented by a single allele, it can be argued that many 
more nuclear loci than the 14 identified may be required for psaA trans- 
splicing. This major nuclear contribution to the expression of a single chlo- 
roplast gene, and even to the trans-splicing of individual introns, again 
raises questions about the number and specificity of the nuclear factors 
implicated in chloroplast gene expression. Cloning of two of these genes 
has recently been achieved, and the sequence derived for one of them 
predicts a novel polypeptide that is not yet represented in databases (Gold- 
schmidt-Clermont, Perron and Rahire, unpublished observations). 

4. RNA Editing 

Editing of RNA is a posttranscriptional modification that alters the se- 
quence of a transcript compared to its gene. In plastids substitutional RNA 
editing can change C residues to U at specific sites (Maier et al., 1995). 
Similar but more extensive C-to-U editing also occurs in plant mitochondria 
(Hanson et al., 1996). The mechanism and specificity of plastid RNA editing 
have not yet been elucidated. Because RNA editing is still observed in a 
ribosome-deficient mutant of barley (albostrians), it can be inferred that 
editing is independent of chloroplast translation and that any protein factors 
involved in the process must be nucleus-encoded (Zeltz et al., 1993). At- 
tempts at identifying chloroplast guide RNAs that could provide the se- 
quence specificity of editing have not been successful (Bock and Maliga, 
1995), suggesting that nuclear genes may provide both the specificity and 
the enzymatic activities of plastid RNA editing. 

In the tobacco psbL and ndhD mRNAs, the AUG translation initiation 
codons are created by editing from ACG. Chimeric genes with the N- 
terminal part of psbL fused to bacterial drug resistance genes have been 
introduced into the tobacco chloroplast genome by transformation 
(Chaudhuri et al., 1995; Chaudhuri and Maliga, 1996). In the chimeric 
mRNAs, the psbL or ndhD sites are edited and the drug resistance is hence 
expressed. However, the introduction of additional editing substrates leads 
to a decrease of editing at the corresponding site in endogenous mRNA, 
but not of editing at other sites. The competition indicates that at least one 
editing factor must be limiting in each case. The lack of competition between 
different substrates suggests that the limiting factors are site-specific. In 
contrast, introduction of an additional copy of edited sequences from ndhB 
has no effect on the editing of endogenous ndhB mRNA (Bock et al., 1996). 

5. Coupling of mRNA Metabolism and Translation 

Translation of some chloroplast transcripts is affected by RNA processing 
events. Methyl jasmonate, which is known to evoke many responses of 
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nuclear genes, also has effects on plastid gene expression (Reinbothe et 
al., 1993). In particular, processing of rbcL RNA is altered, so that after 
methyl jasmonate treatment its 5' UTR is 35 bases longer. This leads to a 
selective inactivation of the translation of rbcL mRNA both in the plastids 
and in vitro in a heterologous extract. Another example is provided by the 
effect of the crpl mutation in maize on the expression of petD, where a 
block in RNA processing is thought to prevent translation (see section 
IV.B.2; Barkan et al., 1994). In C. reinhardtii chloroplast transformants, a 
monocistronic uidA mRNA is translated to produce P-glucuronidase 
(GUS), but an unprocessed dicistronic transcript with uidA downstream 
of petA does not produce GUS (Sakamoto et al., 1994b). Editing of some 
chloroplast transcripts is an obvious prerequisite for their translation when 
the AUG initiation codon is created by RNA editing (see section IV.B.4). 

The accumulation of plastid mRNAs is in some cases affected, positively 
or negatively, by their translation and association with ribosomes (Gruissem 
and Schuster, 1993). For example, the levels of rbcL are reduced in maize 
nuclear mutants with defects in translation (Barkan, 1993). However, in 
tobacco plants transformed with antisense constructs against rbcS and which 
consequently show reduced translation and polysome association of rbcL 
mRNA (see below), the levels of rbcL mRNA are normal (Rodermel et 
al., 1996). Similarly, in a C. reinhardtii mutant lacking the rbcS genes, rbcL 
translation is inhibited but mRNA levels are normal (Khrebtukova and 
Spreitzer, 1996). Inhibitor studies in spinach indicate that the rbcL and 
psbA mRNAs are less stable when they are associated with many ribosomes 
(chloramphenicol arrest of elongation) than when they are depleted of 
ribosomes (lincomycin treatment) (Klaff and Gruissem, 1991). The differ- 
ence between these results could reflect differences in the control of rbcL 
stability in different plants, pleiotropic effects of maize mutations, or prop- 
erties of the inhibitors used. For instance, lincomycin may stall a ribosome 
near the initiation site and thus mask a cis-acting element involved in 
mRNA degradation (Barkan, 1993). 

In C. reinhardtii, a frameshift mutation in psaB is accompanied by an 
increase in the steady-state level of the psaB mRNA while its transcription 
is unaffected, indicating a change in RNA turnover (Xu et al., 1993). In 
contrast, in a mutant of psbD (FUD47) with a small (46 bp) duplication 
causing a frameshift,psbD mRNA levels are reduced (Erickson et al., 1986). 
Site-directed deletions of thepetD 5' leader that affect translation also cause 
reduced mRNA accumulation (Sakamoto et al., 1993,1994a). Similarly, site- 
directed mutations that alter the postulated ribosome-binding site of psbA 
mRNA also cause a strong reduction of mRNA levels (Mayfield et al., 
1994). Whether these are indirect effects of translation on mRNA stability 
or direct effects of the mutations on cis-acting RNA stability determinants 
is difficult to distinguish in these cases. 
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In nuclear mutants that affect the translation of a specific chloroplast 
mRNA, the sequence of the chloroplast transcript is unaltered, and changes 
in its accumulation are more clearly linked to its translation (unless the 
mutation is pleiotropic and separately affects both translation and RNA 
accumulation). In the nuclear F54 mutant, synthesis of the a-subunit of 
ATP synthase is impaired, and the atpA mRNA accumulates to higher levels 
(Drapier et al., 1992). In the nacl mutants which are probably defective in 
the translation of D2 or in the stabilization of the nascent polypeptide, the 
levels of psbD mRNA are similarly increased (Kuchka et al., 1988; see 
section 1V.D). However, in nuclear mutants that affect psbA (F3.5) or psbC 
translation (F34, F64), the respective mRNA levels remain unchanged 
(Girard-Bascou et al., 1992; Rochaix et al., 1989). 

These indirect effects of translation or polysome assembly make it more 
difficult to determine whether changes in the accumulation of certain 
mRNAs are the primary defect in a mutant or are a consequence of an 
alteration of translation (section IV.B.1). This may, for example, apply to 
the hcf2 mutant of Arabidposis, which has pleiotropic defects in many 
photosynthetic complexes. In hcf2 the steady-state amount of petA mRNA 
is higher than that in the wild type (Dinkins ef al., 1994). It is not yet known 
whether this excess is due to a defect in processing or in translation of the 
petA mRNA. 

C. Translation 

The ribosomal RNAs, tRNAs, and some of the ribosomal proteins are 
encoded in the plastid genome, but many genes for ribosomal proteins, 
tRNA synthetases, and translation factors are located in the nucleus (Subra- 
manian ef al., 1991; Subramanian, 1993; Gillham et al., 1994; Harris et al., 
1994). Beside this general involvement of nuclear gene products in the basic 
translation machinery, nuclear mutations reveal factors that are required 
for translation of specific chloroplast mRNAs. Biochemical studies have 
focused on proteins that bind to the 5' UTR of chloroplast mRNAs and 
which are thought to play a role in translation and its regulation. 

1. RNA-Binding Proteins and Translation 

In C. reinhardtii extracts, at least six proteins were identified that bind in 
vitro to the 5' leaders of a series of chloroplast mRNAs encoding photosyn- 
thetic or ribosomal polypeptides (Hauser et al., 1996). Some of these bind 
to the leaders of several different mRNAs, but others are more specific. 
There are changes in the spectrum of these RNA-binding proteins depend- 
ing on the growth conditions (light and carbon source) or when overall 



152 MICHEL GOLDSCHMIDT-CLERMONT 

translation activity is altered (a condition which is known to favor transla- 
tion of ribosomal protein mRNAs over photosynthetic protein mRNAs). 
A direct role for these proteins in translation has not yet been demonstrated. 

A protein complex from C. reinhardtii binds to the 5’ leader of the 
psbA mRNA in a region that contains a hairpin-loop and is required for 
translation (Danon and Mayfield, 1991; Mayfield et al., 1994). When light- 
grown versus dark-grown cells are compared, the increased psbA mRNA- 
binding activity in vifro parallels to a certain extent the highly active psbA 
translation in vivo. The abundance of a major component, the 47-kDa 
polypeptide, is only moderately elevated, but its slightly different electro- 
phoretic properties suggest that it may undergo posttranslational modifica- 
tion. The y-I mutant of C. reinhardtii is yellow in the dark: it does not 
synthesize chlorophyll, is depleted of thylakoids, and accumulates psbA 
mRNA but does not translate it (Malnoe et al., 1988). In dark-grown y-I  
cells, the amount of 47-kDa polypeptide is reduced, and the psbA mRNA- 
binding activity is not detected. These correlations between psbA mRNA 
translation and the binding activity of the complex are interpreted as an 
indication of a role in translational regulation. The mRNA-binding activity 
is inhibited by incubation with ADP, or less efficiently with ATP (Danon 
and Mayfield, 1994a). This is accompanied by phosphorylation of a 60-kDa 
component of the complex; however, the activity cannot be restored by 
treatment with phosphatases. The RNA-binding activity is also abolished 
by incubation with dithionitrobenzoic acid, an oxidizing agent, and is re- 
stored by treatment with dithiothreitol or reduced thioredoxin, but not p- 
mercaptoethanol, indicating that the inhibition may be due to the formation 
of a disulfide bond between vicinal thiols (Danon and Mayfield, 1994b). 
It is interesting that thioredoxins similarly regulate the activity of many 
chloroplast enzymes as a function of the reducing power produced by 
photosynthesis (Buchanan, 1991; Buchanan et al., 1994). In dark-grown 
cells where translation ofpsbA mRNA is low, ADP levels in the chloroplast 
are expected to be high and reduced thioredoxin to be low: this corresponds 
to conditions where the in vitro binding activity is also low. The nuclear 
mutant F35 is deficient in psbA translation and shows somewhat reduced 
levels ofpsbA mRNA (Girard-Bascou et al., 1992). In F35, thepsbA mRNA- 
binding activity and the amount of the 47-kDa polypeptide are lower, while 
the 60-kDa polypeptide is unchanged compared to wild type (Yohn et al., 
1996). Taken together, these results show changes in the psbA mRNA- 
binding activity that correlate qualitatively with the rate of translation of 
the psbA mRNA. A complication arises because there are two forms of 
the psbA RNA with different 5’ ends: a minor transcript containing the 
hairpin-loop with the binding site for the complex, and a much more abun- 
dant shorter form which lacks it (Rochaix, 1996). Whether the complex is 
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necessary forpsbA mRNA translation and plays a direct role in translational 
regulation has not yet been demonstrated. 

Translation of the Rubisco LS is modulated by the availability of the 
nuclear-encoded SS in tobacco and in C. reinhardtii (Rodermel et al., 1996; 
Khrebtukova and Spreitzer, 1996). This is revealed in transgenic plants 
with antisense constructs directed against rbcS which have reduced levels of 
this mRNA. The antisense transformants accumulate coordinately reduced 
amounts of SS and LS. The decrease in LS is at least in part due to reduced 
translation of rbcL mRNA as measured by pulse-labeling and by polysome 
distribution (Rodermel et al., 1996). Similarly, in a C. reinhardtii mutant 
with a deletion of the nuclear rbcS genes, there is a defect in the translation 
of the LS (Khrebtukova and Spreitzer, 1996). This highlights a control at 
the translational level in the plastid exerted, directly or indirectly, by the 
availability of the nuclear-encoded subunit. Degradative turnover of unas- 
sembled subunits also plays a role in the coordinate accumulation of SS 
and LS (see below). 

A promising development for the study of translation regulation is the 
establishment of an in vitro translation assay from tobacco chloroplasts 
(Hirose and Sugiura, 1996). Using this assay, cis-acting elements have been 
identified in the psbA 5' UTR, and an activity that binds one of them has 
been detected. Tobacco chloroplast transformation with chimeric genes has 
demonstrated the involvement of the psbA 5' UTR in light regulation 
(Staub and Maliga, 1994). The conjunction of these in vitro and in vivo 
approaches should allow interesting developments in our understanding of 
chloroplast translation. 

2. Nuclear Mutations That Affect Plastid Translation 

There are many mutations in nuclear genes which have an effect on transla- 
tion. Some of them interfere with chloroplast translation in general, because 
they affect components of the translation machinery, for example, ribo- 
somal RNA or ribosomal proteins. Others are much more specific and 
affect a subset of chloroplast proteins or a single one. 

The ribosome-deficient mutants iojap in maize and albostrians in barley 
have been described above (section II.D.l). Other less extreme mutants in 
maize which are light green and deficient in photosynthesis (cpsl, cps2, 
hcJ7) seem to have a general defect in chloroplast translation: they have 
reduced numbers of ribosomes associated with mRNA as deduced from 
polysome sedimentation in sucrose gradients (Barkan, 1993). One of these 
mutants has a defect in 16s ribosomal RNA processing (hcJ7; see section 
1V.B .2). 

There are a number of C. reinhardtii mutants with reduced numbers of 
ribosomes (Harris ef  al., 1994). One of these mutants is impaired in splicing 
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of the 23s rRNA intron as well as other group I introns of psbA (ac20; 
see section IV.B.3; Herrin et af., 1990, 1991). This general effect on splicing 
indicates that defective 23s RNA splicing may be the cause of the ribosome 
deficiency rather than a consequence. In another pair of allelic mutants, a 
nuclear-encoded protein of the chloroplast ribosome (L-29) is not synthe- 
sized (cr-6 and cr-7; Myers et af.,  1984). A chloroplast-encoded protein, L- 
13, is also missing from the ribosomes but is synthesized normally. This 
suggests that L-29 is required for the stable assembly of L-13 into the 
50s subunit. 

In the crpl mutant of maize, there is a specific defect in the translation 
of two subunits of the cytochrome b6fcomplex, encoded by petA and petD 
(Barkan et af. ,  1994). While the petD deficiency seems due to a failure in 
processing the polycistronic precursor mRNA such that the translation 
initiation signals are masked by secondary structure (see section IV.B.2), 
the petA mRNA is apparently normal. The defect in petA translation may 
reflect a coupling between petD and pefA, such that expression of one is 
dependent on the other. Alternatively, the crpZ mutation may separately 
affect petD processing and petA translation. 

In C. reinhardtii, there are several loci that may govern the translation 
of individual chloroplast genes. In these mutants, protein pulse-labeling 
experiments reveal the absence of a single polypeptide, even though its 
mRNA is present. Such results suggest that a mutation either affects transla- 
tion or causes very rapid proteolytic degradation. A polypeptide would not 
be detected by pulse-labeling if its half-life is shorter than the pulse-labeling 
time, or if the nascent chains are degraded before translation is completed. 
In some cases, chloroplast transformation with chimeric genes shows that 
the effect is mediated by the 5' untranslated leader of the relevant chloro- 
plast mRNA and therefore that the defect is in translation initiation. The 
mutations F34 and F64 affect psbC translation (Rochaix er al., 1989; Zerges 
and Rochaix, 1994); F15 prevents translation of psaB (Girard et al., 1980; 
see below) and F54 blocks translation of atpA (Drapier et af., 1992). The 
effect of F35 on psbA (Girard-Bascou et al., 1992) may be at the level of 
translation or of rapid degradation. Although the psbD defect in ad15 and 
in two alleles of nacl (Kuchka et af.,  1988; Wu and Kuchka, 1995) may be 
due to very rapid degradation (see section IV.D), a defect in translation 
elongation is also possible. 

The nuclear mutations that affect psbC translation have been studied in 
more detail. The effects of mutations F34 and F64 (in the TBCZ and TBC2 
loci, respectively) are exerted through the 5' untranslated leader of psbC, 
as shown in vivo by chloroplast transformation with chimeric mRNAs 
consisting of psbC-aadA fusions (Zerges and Rochaix, 1994). It is therefore 
the initiation of translation which is altered in these mutants. This is consis- 
tent with the finding that the nuclear F34 mutant can be suppressed by a 
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chloroplast mutation in the psbC 5’ leader (F34suZ). The suppressor muta- 
tion alters the stem of a large predicted stem-loop structure. The same 
putative element of secondary structure is altered by a chloroplast mutation 
(FUD34) that also blockspsbC translation (Rochaix et af., 1989). A suppres- 
sor of the chloroplast FUD34 mutation defines a third nuclear locus (TBC3) 
which is also involved in psbC translation (W. Zerges et af., 1997). This 
dominant suppressor, tbc3-rb2, can also rescue the translation deficiency 
caused by deleting the stem-loop in the 5’UTR ofpsbC. Furthermore, tbc3- 
rb2 suppresses the tbcl-F34 mutation, suggesting a functional interaction 
between TBCl, TBC3, and the 5’ UTR. The TBC loci may be required to 
control psbC translation in a manner that allows proper integration of the 
PsbC polypeptide (P6, the 43-kDa subunit) into PSII. 

The nuclear mutation F2.5 (in the TAB2 locus) affects psaB translation 
(Girard et al., 1980). Chloroplast transformation with psaB-aadA chimeras 
shows that the effect of the mutation is mediated by the 5’ UTR, again 
indicating that translation initiation is probably affected (Stampacchia et 
af., 1997). This is also indicated by a chloroplast suppressor of F2.5 which 
has a mutation in the 5’ UTR ofpsaB. The suppressor mutation is predicted 
to destabilize a secondary structure that would otherwise mask the putative 
Shine-Dalgarno sequence near the translation initiation codon (Stampac- 
chia et al., 1997). The wild-type product of the TAB1 locus may thus be 
directly or indirectly involved in making the 5’ UTR of psaB available 
for translation. 

D. Assembly versus Degradation 

Many chloroplast complexes are assembled from multiple subunits of nu- 
clear and chloroplast origin, together with cofactors such as pigments and 
metal ions. There is considerable evidence that failure to assemble a poly- 
peptide into a complex can lead to  its degradation and that when one 
subunit of a complex is missing, the other subunits can become unstable 
(Rochaix, 1992, 1996; Gruissem and Tonkyn, 1993; Miles, 1994; Barkan et 
al., 1995). This proteolytic control probably plays an important role in the 
coordinate accumulation of polypeptides originating from the two compart- 
ments. Lack of a cofactor or pigment can also lead to instability of the 
apoprotein. Mutations that prevent the synthesis of one subunit of a com- 
plex usually cause a strong reduction of other subunits, so that the primary 
defect is masked. The affected .subunit can in some cases be distinguished 
from those that are subsequently degraded by pulse-labeling with radioac- 
tive precursors to assess their respective rates of synthesis. When the lack 
of synthesis of one subunit is due to a mutation that affects the accumulation 
of its mRNA, the primary defect can be revealed by hybridization with 
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appropriate gene probes. In these cases, the synthesis of other subunits 
proceeds normally and can be monitored by pulse-labeling because degra- 
dation is a subsequent process that occurs more slowly than synthesis. 
However, there are also mutations that reveal a much more rapid process 
which may involve the elongation step of translation or the very fast degra- 
dation of a nascent polypeptide (see below). Thus there are active controls 
at the posttranslational level in the plastids which are apparently tightly 
coupled with protein assembly. 

The nuclear mutant viridis-115 of barley is deficient in PSII, with a defect 
in the synthesis of D1 and CP47 that becomes apparent during the course 
of light-induced development (Gamble and Mullet, 1989). The levels of 
psbA mRNA (coding for D1) actually increase to greater than normal levels, 
and part of the mRNA is associated with ribosomes with the characteristic 
translational pauses that are also found in the wild type (Kim et al., 1994a). 
However, when isolated mutant plastids are labeled in vitro, a lack of D1 
synthesis is apparent, and translational intermediates are not observed. The 
lack of D1 accumulation may thus be due to a defect in the stabilization 
of the nascent D1 polypeptide. Chlorophyll-a is necessary for D1 apoprotein 
stabilization, and ribosome pausing may facilitate assembly of the pigments 
with the nascent polypeptide (Mullet et al., 1990; Kim et al., 1991, 1994b). 
It is proposed that the vir-115 gene product may be required during the 
assembly of D1 into photosystem 11, perhaps to assist cofactor binding or 
protect the nascent polypeptide lacking the cofactors (Kim el al., 1994a). 
This is distinctly different from the light regulation of D1 translation initia- 
tion mediated by the 5' UTR of the mRNA, as observed in transgenic 
tobacco plastids transformed with chimeric constructs (Staub and Maliga, 
1994). 

In the nuclear nacl and ac-115 mutants of C. reinhardtii, synthesis of the 
D2 polypeptide, the product of the chloroplast psbD gene, is undetectable 
in short pulse-labeling experiments even though the mRNA is actually 
overaccumulated (Kuchka et al., 1988; Wu and Kuchka, 1995). However, 
chloroplast transformation with chimeric genes shows that the 5' leader of 
psbD is not sufficient to mediate the effect of the nacl mutations (Rochaix, 
1996). Therefore, the defect must occur at a step later than translation 
initiation. This is also supported by the observation that in the nacl mutant, 
psbD mRNA is associated with ribosomes (H. Wu and M. Kuchka, personal 
communication). The lack of D2 synthesis in very short pulse-labeling 
protocols indicates either a block in translation elongation or very rapid 
turnover of D2. The wild-type products could be required for the assembly 
or folding of newly synthesized D2. It is possible that in their absence, 
nascent polypeptide chains could be degraded in these mutants. A dominant 
nuclear suppressor of nacl-18 called suplb can also suppress the other 
alleles, nacl-11 and ac-115 (Wu and Kuchka, 1995). This ability to suppress 
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mutations in different genes indicates that sup46 bypasses the requirements 
for NA CI and AC125. The sup46 mutation identifies a novel locus involved 
in the expression of D2. 

Although little is known on the proteases involved in the degradation 
of unassembled or misassembled subunits of plastid complexes, there is an 
interesting correlation that relates to the ClpAP protease. In E. cofi, this 
is a macromolecular complex composed of protease subunits (ClpP) and 
ATPase subunits (ClpA) which are required for substrate presentation to 
the protease (Goldberg, 1991). ClpA is part of a family of related ATPases 
(clpA/B/C), some of which have a function as molecular chaperones 
(Squires and Squires, 1992). Thus there is a close connection between 
protein folding and protein degradation, and the ATPase subunits could 
function to present polypeptides either for proper folding and assembly or 
to target them for proteolysis. The chloroplast genome harbors a cfpP gene, 
which is essential for cell growth in C. reinhardtii (Huang et af., 1994). In 
some algae the plastid genome also contains a cfpC gene (Reith, 1995; 
Reardon and Price, 1995). In vascular plants, the nuclear genome contains 
the genes for ClpC-related polypeptides with chloroplast-targeting se- 
quences (Gottesman et al., 1990; Moore and Keegstra, 1993; Kiyosue et al., 
1993; Vierstra, 1993). The tomato nuclear genome also encodes a ClpP 
subunit with a putative chloroplast import sequence (Schaller and Ryan, 
1995). The cfpP and cfpC gene products are localized in the stroma of 
Arabidopsis chloroplasts and are ubiquitously expressed in the plant 
(Shanklin et af., 1995). It will be interesting to elucidate the possible role 
and substrate specificity of the Clp proteins in plastid protein assembly and 
degradation. It is tempting to speculate that rapid degradation of nascent 
polypeptide chains that cannot be assembled could be mediated by a chaper- 
one that would present the polypeptides for membrane insertion or assem- 
bly, but also target them to a competing protease if assembly is delayed 
or fails. 

E. Biogenesis of Cytochromes 

In C. reinhardtii, there is a class of mutants with defects in the accumulation 
of the cytochrome b6fcomplex as well as of cytochrome c6. Cyt c6 is a soluble 
lumenal protein that can substitute for the copper-protein plastocyanin in 
the transfer of electrons from the b6fcomplex to PSI when copper ions 
are limiting. Three nuclear mutants (lQD8, FZ8, and ac206) belong to this 
class, as well as a chloroplast mutant (B6) affected in the ccsA gene (c- 
type cytochrome synthesis; Howe and Merchant, 1992; Xie and Merchant, 
1996). In these mutants, pre-cyt c6 is translated, imported to the chloroplast, 
and matured to apo-cyt c6, but heme attachment does not occur and the 
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apoprotein is degraded. This class of mutants is characterized by the con- 
comitant deficiency in the cytochrome b6fcomplex which contains the other 
plastid c-type cytochrome (cyt f), but by the normal presence of cyt bs59 
in PSII and of cytochrome c in mitochondria. Thus the primary defect in 
these mutations is apparently not with the synthesis of heme, but may be 
with the accumulation of the c-type holocytochromes in the plastid. The 
mutants may be affected in genes involved in the delivery or the attachment 
of heme to the c-type apocytochromes: they could be deficient in chaper- 
ones, heme-binding proteins, heme transporters, or heme lyase. There are 
also two nuclear mutants of C. reinhardtii which may be defective in the 
insertion of the noncovalently bound hernes in cytochrome b6 (Gumpel et 
al., 1995). 

There are also nuclear mutants of maize which are specifically lacking 
the cytochrome b6 f complex: two transposon-induced alleles of pet2 and 
two of pet3 (photosynthetic electron transport) as well as the chemically 
induced hcf6 mutant which is an allele of pet3 (Voelker and Barkan, 1995a). 
Cytochrome bss9 of PSII is not affected in moderate light, indicating normal 
heme synthesis. In high light, the mutants are also defective in PSII, proba- 
bly as a secondary effect of the b6f deficiency. Pulse-labeling experiments 
show that in the pet2 and pet3 mutants, the core subunits of the complex 
are synthesized and processed normally, but they fail to accumulate. The 
mutants may, therefore, be deficient in a posttranslational step of cyto- 
chrome bhf assembly, analogous to the C. reinhardtii mutants described 
above. Alternatively, a defect in the expression of another subunit of the 
complex may lead to its instability. 

F. Protein Import and Targeting 

Protein import into the plastid, and sorting of proteins (both nuclear and 
plastid encoded) to the many different compartments of the organelle, 
is beyond the subject of this review. However, these processes have an 
importance for the expression of many genes, since the products are usually 
not functional if they are not properly delivered. Furthermore, the lack of 
one subunit can prevent the assembly of a complex and cause the degrada- 
tion of its components (see section 1V.D). In this sense, import and targeting 
are relevant to nuclear and chloroplast gene expression, as highlighted by 
nuclear mutants that affect the targeting of proteins to the thylakoid. 

Nuclear-encoded proteins that are destined to the thylakoid lumen have 
bipartite N-terminal targeting sequences, with a domain for import into 
the chloroplast stroma and a second domain for thylakoid targeting (Theg 
and Scott, 1993; Robinson and Klosgen, 1994; Voelker and Barkan, 1995b). 
Upon import into the chloroplast the first domain is removed to yield 
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intermediates which are lumenal targeting precursors. There are also chlo- 
roplast-encoded thylakoid proteins such as CytJ which is an integral mem- 
brane protein with a large lumenal domain. Cytfis synthesized as a precursor 
with only a cleavable N-terminal lumenal targeting sequence. In vitro stud- 
ies of targeting to the thylakoid membrane and the thylakoid lumen have 
revealed three pathways with different requirements for energy and cofac- 
tors and distinct substrate specificities. Thylakoid translocation of one group 
of polypeptides (e.g., plastocyanin and OEC33, the 33-kDa subunit of the 
oxygen evolving complex of PSII) is dependent on ATP and a stromal 
factor probably related to the bacterial SecA secretory protein. Import of 
another group of polypeptides is dependent on the membrane ApH (e.g., 
OEC23 and OEC17). The integration of the Cab (Lhcb) protein into the 
thylakoid membrane follows a third pathway and involves a chloroplast 
homologue of SRP54, a component of the signal recognition particle. It is 
not clear whether these pathways are truly separate or whether they share 
certain components. 

Two nuclear mutants of maize, hcfZ06 and thal (thylakoid assembly), have 
pleiotropic reductions in the accumulation of the photosynthetic complexes 
resulting in pale-green, nonphotosynthetic seedlings (Barkan et al., 1986; 
Martienssen et al., 1989; Voelker and Barkan, 1995b). In these two mutants, 
two different subsets of lumenal proteins accumulate as intermediate-sized 
precursors probably retaining the lumenal targeting sequences (Voelker 
and Barkan, 1995b). These accumulated precursors are located outside of 
the thylakoids. The mutations thus identify two nuclear loci that are in- 
volved in targeting polypeptides to the lumen. The subsets of proteins that 
are affected in each mutant correspond to two of the classes defined in vitro 
for the different thylakoid-targeting pathways: OEC33 and plastocyanin in 
thal, and OEC16 and OEC23 in hcfl06. The integration of Cytf is also 
retarded in thal, indicating that this plastid-encoded protein also depends 
on at least one component of the machinery involved in targeting nuclear- 
encoded proteins. The hcfl06 and thal mutations are both unstable due to 
the insertion of transposable elements, and the genes have been cloned 
(Martienssen et al., 1989). The Hcfl06 protein is found in thylakoid and in 
envelope membranes, suggesting that it may be part of a more general 
pathway (R. A. Martienssen, personal communication). The Thal gene 
encodes a polypeptide similar to the bacterial SecA, which is involved in 
protein secretion, in good agreement with the defect in thylakoid targeting 
caused by the thal mutation and with the in vitro studies (Voelker et al., 
1997). In the chloroplast mutant pm7 of Oenothera, there is an accumulation 
of a precursor of Cytf, as well as of precursors of the nucleus-encoded 
OEC23 and OEC16 (Johnson and Sears, 1990b; Johnson et al., 1991). The 
basis of this defect is unknown, but it again suggests that nucleus- and 
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chloroplast-encoded polypeptides share common thylakoid-targeting or 
processing components. 

In C. reinhurdtii, a genetic approach has identified nuclear loci involved 
in Cytf targeting (Smith and Kohorn, 1994). Chloroplast transformation 
allows the introduction of site-directed mutations in the cleavable prese- 
quence of Cytt Some of these mutations cause a lack of Cytf and the 
accumulation of Cytf precursor and impair photosynthetic function. The 
mutations thus apparently interfere with the targeting of Cytf to the thyla- 
koid. Starting from these mutants, selection for restoration of photosyn- 
thetic growth yields many extragenic suppressors, including some at five 
distinct TIP nuclear loci (thylukoid insertion protein; B. Kohorn, personal 
communication). These new loci should help identify components of the 
thylakoid-targeting machinery. 

V. Signaling between the Plastid and 
the Nucleocytosol 

In the preceding sections, we have seen many examples of how nucleus- 
encoded proteins are imported into the plastid where they are involved in 
different aspects of plastid gene expression and thus mediate control of 
the plastid by the nucleocytoplasmic compartment. In other cases, muta- 
tions that affect plastid development or gene expression reveal control, but 
it is not clear whether the gene products are imported and directly impli- 
cated or whether they indirectly signal to the plastid. There are also exam- 
ples of nuclear genes whose products are clearly not in the plastid, but 
influence its genetic activity, implying that some sort of signal must be 
transduced from one compartment to the other. Little is known on the 
nature of such signals or how they are transduced and perceived in the 
plastid. Obviously the signals could be other polypeptides that are imported 
into the plastid. Whether metabolites or secondary messengers are also 
involved is not known, nor is it known whether nucleic acids can be imported 
into the plastids. 

The expression of some nuclear genes is influenced by the state of the 
plastid. The best example comes from studies with agents or mutations that 
lead to photo-oxidative destruction of the chloroplast (Mayfield and Taylor, 
1984; Oelmiiller, 1989; Taylor, 1989; Susek and Chory, 1992). When the 
synthesis of carotenoids is blocked by mutation or prevented by treatment 
with the herbicide Norflurazon, exposure of the plant to light causes damage 
to the plastids. Excited triplet chlorophyll is not quenched for lack of 
carotenoids, leading to the formation of reactive radicals. This damage to 
the plastid is associated with a reduction in the expression of certain nuclear 
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genes implicated in plastid function. The expression of the Cab (or Lhcb) 
genes encoding the light-harvesting chlorophyll a h  proteins (LHCII) is 
notably reduced, at least in part by a decrease in transcription (Batschauer 
et al., 1986; Burgess and Taylor, 1988). The expression of certain other 
nuclear genes encoding plastid proteins, or proteins with plastid-related 
functions, can be similarly affected to various degrees (Oelmuller and 
Briggs, 1990; Tonkyn et al., 1992; Conley and Shih, 1995; Bolle et al., 1994; 
1996; Kusnetsov et al., 1996). The inhibition is not observed in the absence 
of photodamage, for instance, if carotenoid-deficient seedlings are kept in 
far-red light or low-intensity white light, or in mutants lacking chlorophyll 
(Oelmuller, 1989). The accumulation of Cab mRNA or Elip mRNA (early 
light-induced protein) can also be depressed by treatments that interfere 
with chloroplast development such as inhibitors of chloroplast transcription 
or translation applied at early stages (Rapp and Mullet, 1991; Susek et al., 
1993; Adamska, 1995). Mutations that block plastid development early have 
similar effects, for example, the plastome mutation SRlV35 in tobacco 
(Bolle et al., 1994), the chm nuclear mutation in Arabidopsis (Susek et al., 
1993; see section II.C), or the dag and dcl mutations (described in section 
1II.A). This regulation of nuclear genes is observed in developing seedlings 
from many species of plants (Susek and Chory, 1992), and also in mature 
spinach, more prominently in young leaves than in older ones (Tonkyn et 
al., 1992). The general conclusion from these studies is that the expression 
of many nuclear genes is influenced by the functional state of the plastids 
and that the regulation is at least in part due to changes in transcrip- 
tional activity. The nature of the signal(s) emanating from the plastid is 
still elusive. 

The gun mutants of A.  thaliana (genomes uncoupled) are defective in 
the response of nuclear genes to plastid photodamage (Susek et al., 1993). 
The endogenous Cab and Rbcs genes are expressed in gunl-1 mutant plants 
photobleached by treatment with Norflurazon. Reporter genes driven by 
a Cab promoter are also expressed in bleached mutant plants, indicating 
that the effect is (at least in part) at the transcription level. The gunl-1 
mutation can also relieve the reduced expression of the reporter when 
plastid development has been affected by treatment with chloramphenicol 
or by the chm mutation. The gun mutations identify at least three nuclear 
genes (GUNl ,  GUN2, and GUN3) that are required for the coordination 
of nuclear gene expression with chloroplast function. Because the gun 
mutations are recessive, it can be argued that they probably affect a repres- 
sive signaling pathway from the plastid to the nucleus. 

In C. reinhardtii, inhibitors or mutations that interfere with the later 
steps of chlorophyll synthesis cause a decrease in the levels of specific 
nuclear gene transcripts like Cab or RbcS1, but inhibitors of the early steps 
of the pathway do not ( Johanningmeier and Howell, 1984; Johanningmeier, 
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1988). It is therefore not the lack of chlorophyll synthesis but rather the 
particular intermediates that accumulate which are relevant. These observa- 
tions indicate that the accumulation of porphyrin compounds produced in 
the plastid may influence the activity of certain nuclear genes. In tobacco, 
the accumulation of coproporphyrinogen and coproporhyrin can be caused 
by the reduced activity of coproporphyrinogen oxidase in transformed 
plants expressing antisense RNA (Kruse et af., 1995). This leads to a reduc- 
tion of Cab (Lhcb) mRNA levels and a deregulation of Efip mRNA accumu- 
lation. However, in these experiments, the plants were exposed to light 
and the accumulation of coproporphyrin(ogen) led to photo-oxidative dam- 
age. It is therefore probable that the effect on CAB and ELZP mRNAs 
is due to photodamage, although it remains possible that the porphyrin 
compounds have a more direct effect similar to that observed in C. rein- 
hardtii. 

In the green alga Dunafieffa tertiofecta, acclimation to changes in light 
intensity are accompanied by converse changes in chlorophyll, in LHCII 
protein amounts, and in the Cab (Lhcb) mRNA levels which are controlled 
at the transcriptional level (Escoubas et al., 1995). Treatments with inhibi- 
tors of photosynthetic electron transport that modify the redox state of the 
plastoquinone pool can similarly affect the accumulation of Cab mRNA. 
This leads to a model where a sensor of the redox state in the chloroplast 
transduces a signal that can regulate Cab gene expression in the nucleocy- 
toplasmic compartment. 

The chloroplast and photosynthesis are involved in nitrogen metabolism. 
There are observations that may indicate an effect of the chloroplast on 
nuclear gene expression in this respect, although alternative explanations 
are possible. Nitrate is reduced to nitrite by nitrate reductase in the cyto- 
plasm, and nitrite is then reduced to ammonium in the chloroplast. Norflur- 
azon-induced photo-oxidation of squash cotyledons in the light interferes 
with the accumulation of nitrate reductase mRNA and enzyme in the 
cytoplasm (Oelmuller and Briggs, 1990; Oelmuller, 1989). Whether this is 
due to a feedback mechanism in the cytoplasm because nitrite cannot be 
reduced in the damaged plastid or is due to a signal from the plastid is not 
known. Nitrogen limitation in C. reinhardtii causes a chlorophyll deficiency, 
which is accompanied by a moderate reduction of chloroplast transcripts 
from photosynthetic genes, but a marked reduction in the Cab and RbcS 
mRNAs (Plumley and Schmidt, 1989). Although this reduction could be 
influenced by the chloroplast, it may alternatively result from a more direct 
regulation of nuclear gene expression as a function of nitrogen availability. 

Although protein import into the chloroplast is not discussed in this 
review and is only part of gene expression in a broad sense as briefly 
discussed above (section IV.F), there is an interesting coupling of protein 
import to plastid function. In etioplasts, a major component of the prolamel- 
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lar body is PorA (protochlorophyllide oxydoreductase; see section 1II.B). 
PorA accumulates as a complex with its substrate (and NADPH), but is 
degraded in its free form (Reinbothe et al., 1996a). Import of PorA into 
isolated etioplasts and chloroplasts is quantitatively dependent on protochl- 
orophyllide (Reinbothe et al., 1995). Thus the accumulation of protochloro- 
phyllide synthesized in the plastid envelope may regulate the amount of 
POR A protein that is imported. This specific effect is distinct from the 
general import capacity of plastids for various polypeptides, which changes 
during development and declines from high competence in young tissue 
to lower levels in mature leaves (Dahlin and Cline, 1991). The import 
competence of mature etioplasts for Cab (Lhcb) protein is transiently ele- 
vated during greening. Whether this import capacity is controlled by the 
nucleocytoplasmic compartment, by the plastid, or both is not known. 

While there is considerable evidence for signaling from the plastids to 
the nuclear genome, many questions remain concerning the nature of the 
signal(s), the transduction pathways, and their targets. The signals could 
be metabolites, second messengers, o r  macromolecules although there is 
so far no evidence for protein or nucleic acid export from the plastids. 
While the lack of nuclear gene expression in the absence of plastid develop- 
ment could be taken to suggest the requirement for positive signaling from 
the differentiating plastid, the recessive gun mutations suggest repressive 
components from damaged plastids. Protochlorphyllide is required for 
PorA import into the etioplast and thus acts positively, while some porphy- 
rin precursors of chlorophyll biosynthesis may inhibit nuclear gene expres- 
sion in C. reinhardtii. There is clearly still much to be learned about these 
multiple regulatory interactions. 

VI. Concluding Remarks 

A striking feature of the nuclear mutants that affect chloroplast gene expres- 
sion is that most of them act at  posttranscriptional levels. This is in keeping 
with observations on chloroplast gene expression that show that regulation 
is also largely, but not exclusively, at posttranscriptional steps. This review 
is concerned with gene expression, focusing on transcription, mRNA accu- 
mulation, and translation. However, additional steps are involved to make 
or keep a gene product functional, like posttranslational modification and 
protein processing, import into organelles, suborganellar targeting, assem- 
bly with cofactors, assembly into multisubunit complexes, and protein deg- 
radation. Some of these have been briefly approached here because they 
are altered by mutations with phenotypes similar to those affecting gene 
expression. But there are many more interesting implications of these post- 
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translational steps for the coordination of chloroplast and nucleocytosolic 
function. Many of the factors mediating these steps in the chloroplast, like 
chaperones, components of the import apparatus or proteases must be 
encoded in the nucleus. 

One of the more surprising aspects concerning the interactions of the 
nucleus with the plastid is the large number of nuclear loci which are 
specifically required for the expression of single chloroplast genes or tran- 
scription units. This is particularly true in C. reinhardtii for psaA trans- 
splicing, for the stability of different RNAs, and for translation. Some 
mutations in vascular plants also show high specificity, but often a small 
set of genes is affected. This does not imply that more general factors 
affecting many or all genes are not also involved, and obviously many 
nuclear genes encode “housekeeping” components of the chloroplast gene 
expression machinery. It is likely that mutations in such factors would have 
the effect of blocking chloroplast function completely, as illustrated, for 
example, by the plastid deficiency in the iojap mutant of maize, which is 
probably due to a defect in a ribosomal protein. Similar mutants in C. 
reinhardtii would be lethal and would not be recovered in genetic screens. 
Thus, for instance, screening for plastids which are functional enough to 
exhibit high chlorophyll fluorescence may actually favor mutations in the 
class of gene-specific nuclear factors. 

The large number of loci that the mutations reveal raises the question 
of how many nuclear genes are involved in chloroplast function. For many 
chloroplast genes in C. reinhardtii, there are several loci involved, sometimes 
in different steps of gene expression. Many of these loci are represented 
by single alleles, implying that genetic saturation has not been reached and 
that some loci remain to be identified. This would suggest that hundreds 
of nuclear genes may be involved in chloroplast gene expression. 

The nuclear localization of genes for a vast majority of plastid proteins 
places the plastid under the control of nuclear gene regulation. Hence the 
question of whether this regulation of imported proteins is sufficient to 
explain how plastid development is dependent on the differentiation of the 
cell type in which it resides or whether the expression of plastid genes is 
regulated by other types of signals from the nucleocytosolic compartment. 
This is, for example, illustrated by the control of photomorphogenesis. The 
regulatory processes that govern the differentiation of the plant are being 
elucidated, as well as their effect on plastid differentiation. But it is not 
known whether the signal transduction pathways have branches in the 
plastid. For instance, the pleiotropic det/cop/fus mutations affect chloroplast 
gene expression, but it is not yet clear whether this is mediated by regulating 
the expression of nuclear proteins imported into the organelle or by a 
signal transduction chain that alters plastid gene expression more directly. 
Conversely, plastid development regulates nuclear gene expression and, 
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perhaps in some cases, cell differentiation, as suggested by dug and dcl 
effects on palisade cells. Little is known about the molecular nature of 
signals that can travel in either direction between the plastids and the 
nucleocytoplasmic compartment. 

A similar question arises about the circadian control of gene expression 
in the nucleocytosolic compartment (Anderson and Kay, 1996) and in the 
plastid (Salvador et al., 1993b; Hwang et al., 1996). Is it a clock in the 
nucleocytosolic compartment that also regulates plastid gene expression 
and, if so, how is the signal transduced to the plastids? The observation of 
circadian oscillations of free calcium in the cytosol and in the chloroplast 
is intriguing in this respect (Johnson et al., 1995). Or do plastids have a 
separate clock (possibly encoded in the nucleus), perhaps derived from the 
circadian clock of a cyanobacterial ancestor of the endosymbiotic organelle 
(Roenneberg and Morse, 1993; Kondo et al., 1994)? 

The function of the plastids and of the cell are tightly integrated. Consid- 
erable progress has been made in the elucidation of the mechanisms in- 
volved. Many plastid genomes have been sequenced, and the cloning of 
relevant nuclear genes is advancing at an increasing pace. Novel genetic 
screens have identified mutants that are providing new insight. Much excite- 
ment is in store. 

Acknowledgments 

I thank numerous colleagues in Geneva and elsewhere who have communicated their unpub- 
lished data and discussed many aspects of the field. I am grateful to Drs. J.-D. Rochaix and 
W. Zerges for their critical comments on the manuscript. Some of the work described here 
is supported by a grant from the Swiss National Fund (31.34014.92) to J.-D. Rochaix and M.G.C. 

References 

Adamska, I. (1995). Regulation of early light-inducible protein gene expression by blue 
and red light in etiolated seedlings involves nuclear and plastid factors. Plant Physiol. 

Ahmad, M., and Cashmore, A. R. (1993). HY4 gene of A. thaliana encodes a protein with 

Allen, J. F. (1993). Control of gene expression by redox potential and the requirement for 

Allison, L. A,, and Maliga, P. (1995). Light-responsive and transcription-enhancing elements 

Allison, L. A., Simon, L. D., and Maliga, P. (1996). Deletion of rpoB reveals a second distinct 

Anderson, S .  L., and Kay, S. A. (1996). Illuminating the mechanism of the circadian clock 

107, 1167-1175. 

characteristics of a blue -light receptor. Nafure (London) 366, 162-166. 

chloroplast and mitochondria1 genomes. J .  Theor. Biol. 165,609-631. 

regulate the plastid psbD core promoter. EMBO J.  14,3721-3730. 

transcription system in plastids of higher plants. EMBO J. 15, 2802-2809. 

in plants. Trends Plant Sci. 1, 51-57. 



166 MICHEL GOLDSCHMIDT-CLERMONT 

Armbrust, E. V., Ferris, P. J., and Goodenough, U. W. (1993). A mating type-linked gene 
cluster expressed in Chlamydomonas zygotes participates in the uniparental inheritance of 
the chloroplast genome. Cell 74, 801-811. 

Baeza, L., Bertrand, A,, Mache, R., and Lerbs Mache, S. (1991). Characterization of a protein 
binding sequence in the promoter region of the 16s rRNA gene of the spinach chloroplast 
genome. Nucleic Acids Res. 19, 3577-3581. 

Barkan, A. (1993). Nuclear mutants of maize with defects in chloroplast polysome assembly 
have altered chloroplast RNA metabolism. Plant Cell 5,389-402. 

Barkan, A., Miles, D., and Taylor, W. C. (1986). Chloroplast gene expression in nuclear, 
photosynthetic mutants of maize. E M B O  J .  5 ,  1421-1427. 

Barkan, A., Walker, M., Nolasco, M., and Johnson, D. (1994). A nuclear mutation in maize 
blocks the processing and translation of several chloroplast mRNAs and provides evidence 
for the differential translation of alternative mRNA forms. EMBU J .  13, 3170-3181. 

Barkan, A,, Voelker, R., Mendel-Hartvig, J., Johnson, D., and Walker, M. (1995). Genetic 
analysis of chloroplast biogenesis in higher plants. Physiol. Planr. 93, 163-170. 

Barnes, S. A., Nishizawa, N. K., Quaggio, R. B., Whitelam, G .  C., and Chua, N. H. (1996). 
Far-red light blocks greening of Arabidopsis seedlings via a phytochrome A-mediated 
change in plastid development. Plant Cell 8, 601-615. 

Barnes, S. A., McGrawth, R. B., and Chua, N. H. (1997). Light signal transduction in plants. 
Trends Cell Biol. 7, 21-25. 

Bartley, G. E., Scolnik, P. A., and Giuliano, G. (1994). Molecular biology of carotenoid 
biosynthesis in plants. Annu. Rev. Plant Physiol. Plant Mol. Biol. 45,287-301. 

Batschauer, A,, Mosinger, E., Kreuz, K., Darr, I., and Apel, K. (1986). The implication of a 
plastid-derived factor in the transcriptional control of nuclear genes encoding the light- 
harvesting chlorophyll a/b protein. Eur. J.  Biochem. 154,625-634. 

Bendich, A. (1987). Why do chloroplasts and mitochondria contain so many copies of their 
genome. BioEssays 6,279-282. 

Bennoun, P. (1994). Chlororespiration revisited: Mitochondrial-plastid interactions in Chla- 
mydomonas. Biochim. Biophys. ACIU 1186,59-66. 

Bennoun, P., and Delepelaire, P. (1982). Isolation of photosynthesis mutants of Chlamydomo- 
nas. In Methods in Chloroplast Molecular Biology (M. Edelman, R. B. Hallick, and N. H. 
Chua, eds.), pp. 25-38. Elsevier, Amsterdam. 

Berends-Sexton, T., Christopher, D. A., and Mullet, J. E. (1990). Light-induced switch in 
barley psbD-psbC promoter utilization: A novel mechanism regulating chloroplast gene 
expression. E M B O  J .  9, 4485-4494. 

Blasko, K., Kaplan, S. A., Higgins, K. G.,  Wolfson, R., and Sears, B. B. (1988). Variation in 
copy number of a 24-base pair tandem repeat in the chloroplast DNA of Oenothera hookeri 
strain Johansen. Curr. Genet. 14, 287-292. 

Blowers, A. D., Klein, U., Ellmore, G .  S., and Bogorad, L. (1993). Functional in vivo analyses 
of the 3‘ flanking sequences of the Chlamydomonas chloroplast rbcL and psaB genes. Mol. 
Gen. Genet. 238,339-349. 

Bock, R., and Maliga, P. (1995). In vivo testing of a tobacco plastid DNA segment for guide 
RNA function in psbL editing. Mol. Gen. Genet. 247, 439-443. 

Bock, R., Hermann, M., and Kessel, H. (1996). In vivo dissection of cis-acting determinants 
for plastid RNA editing. E M B O  J.  15, 5052-5059. 

Bogorad, L. (1975). Evolution of organelles and eukaryotic genomes. Science 188,891-898. 
Bogorad, L. (1991). Replication and transcription of plastid DNA. In “The Molecular Biology 

of Plastids,” Vol. 7A, “Cell Culture and Somatic Cell Genetics” (L. Bogorad and I. K. 
Vasil, eds.), pp. 93-124. Academic Press, San Diego. 

Boinski, J. J., Wang, J. L., Xu, P., Hotchkiss, T., and Berry, J. 0. (1993). Post-transcriptional 
control of cell type-specific gene expression in bundle sheath and mesophyll chloroplasts 
of Amaranthus hypochondriacus. Plant Mol. Biol, 22,397-410. 



COORDINATION OF NUCLEAR AND CHLOROPLAST GENE EXPRESSION 167 
Bolle, C., Sopory, S., Liibberstedt, R. B., Klosgen, R. B., Herrmann, R. C., and Oelmiiller, 

R. (1994). The role of plastids in the expression of nuclear genes for thylakoid proteins 
studied with chimeric beta-glucuronidase gene fusions. Plant Physiol. 105, 1355-1364. 

Bolle, C., Kusnetsov, V. V., Herrmann, R., and Oelmiiller, R. (1996). The spinach AtpC 
and AtpD genes contain elements for light-regulated, plastid-dependent and organ-specific 
expression in the vicinity of the transcription start sites. Plant J. 9, 21-30. 

Bonen. L. (1993). Trans-splicing of pre-mRNA in plants, animals and protists. FASEB J. 
7, 40-46. 

Bonnema, A. B., Castillo, C., Reiter, N., Cunningham, M., Adams, H. P., and O’Connell, M. 
(1995). Molecular and ultrastructural analysis of a nonchromosomal variegated mutant. 
Plant Physiol. 109,385-392. 

Bonnett, H. T., Djurberg, I., Fajardo, M., and Glimelius, K. (1993). A mutation causing 
variegation and abnormal development in tobacco is associated with an altered mitochon- 
drial DNA. Plant J .  3, 519-525. 

Borner. T., and Sears, B. B. (1986). Plastome mutants. Plant Mol.  Biol. Rep. 4, 69-92. 
Bowler, C., and Chua, N. H. (1994). Emerging themes of plant signal transduction. Plant Cell 

Bowler, C., Neuhaus, G., Yamagata. H., and Chua, N. H. (1994). Cyclic GMP and calcium 
mediate phytochrome phototransduction. Cell 77, 73-81. 

Boynton, J. E., Gillham, N. W., Harris, E. H., Hosler, J. P., Johnson, A. M., Jones, A. R., 
Randolph-Anderson, B. L., Robertson, D., Klein, T. M., Shark, K. B., and Sanford, J. C. 
(1988). Choroplast transformation in Chlamydomonas with high velocity microprojectiles. 
Science 240, 1534-1538. 

Boynton, J. E., Gillham, N. W., Newman, S. M., and Harris, E. H. (1992). Organelle genetics 
and transformation of Chlamydomonas. In “Cell Organelles. Plant Gene Research. Basic 
Knowledge and Application” (R. G. Herrmann, ed.), pp. 3-64. Springer-Verlag. Vienna. 

Buchanan, B. B. (1991). Regulation of C 0 2  assimilation in oxygenic photosynthesis: The 
ferredoxin/thioredoxin system. Arch. Biochem. Biophys. 288, 1-9. 

Buchanan, B. B., Schiirmann, P., and Jacquot, J. P. (1994). Thioredoxin and metabolic regula- 
tion. Semin. Cell Biol. 5,  285-293. 

Biilow, S., and Link, G. (1988). Sigma-like activity from mustard (Sinapis alba L.) chloroplasts 
comferring DNA-binding and transcription specificity to E.coli core RNA polymerase. Plant 
Mol. Biol. 10, 349-357. 

Burgess, D. G., and Taylor, W. C. (1988). The chloroplast affects the transcription of a nuclear 
gene family. Mol. Gen. Genet. 214, 89-96. 

Cabrera y Poch, H. L., Peto, C. A., and Chory, J. (1993). A mutation in the Arabidopsis DET3 
gene uncouples photoregulated leaf development from gene expression and chloroplast 
biogenesis. Plant J .  4, 671-682. 

Carpousis, A. J., van Houwe, G., Ehretsman, C., and Krisch, H. M. (1994). Copurification of 
E. coli RNase E and PNPase: Evidence for a specific association between two enzymes 
important in RNA processing and degradation. Cell 76,889-900. 

Castle, L. A., and Meinke, D. W. (1994). A FUSCA gene of Arabidopsis encodes a novel 
protein essential for plant development. Plant Cell 6, 25-41. 

Chatterjee, M., Sparvoli, S., Edmunds, C., Garosi, P., Findlay, K., and Martin, C. (1996). 
DAG, a gene required for chloroplast differentiation and palisade development in Antirrhi- 
num majus. EMBO J .  15,4194-4207. 

Chaudhuri, S., and Maliga, P. (1996). Sequences directing C to U editing of the plastid psbL 
mRNA are located within a 22 nucleotide segment spanning the editing site. EMBO J .  

Chaudhuri, S., Carrer, H., and Maliga, P. (1995). Site-specific factor involved in the editing 

6, 1529-1541. 

15,5958-5964. 

of the psbL mRNA in tobacco plastids. EMBO J.  14,2951-2957. 



168 MICHEL GOLDSCHMIDT-CLERMONT 

Chen, Q., Adams, C. C., Usack, L., Yang, J., Monde, R. A., and Stern, D. B. (1995). An AU- 
rich element in the 3' untranslated region of the spinach chloroplast petD gene participates 
in sequence-specific RNA-protein complex formation. Mol. Cell. Biol. 15,2010-2018. 

Cheung, A. Y., Bogorad, L., Van Montagu, M., and Schell, J. (1988). Relocating a gene for 
herbicide tolerance: A chloroplast gene is converted into a nuclear gene. Proc. Natl. Acad. 
Sci. USA 85,391-395. 

Chiu, W. L., Johnson, E.-M., Kaplan, S. A., Blasko, K., Sokalski, M. B., Wolfson, R., and 
Sears, B. B. (1990). Oenothera chloroplast DNA polymorphisms associated with plastome 
mutator activity. Mol. Gen. Genet. 221, 59-64. 

Choquet, Y., Goldschmidt-Clermont, M., Girard-Bascou, J., Kiick, U., Bennoun, P., and 
Rochaix, J. D. (1988). Mutant phenotypes support a trans-splicing mechanism for the 
expression of the tripartite psaA gene in the C. reinhardtii chloroplast. Cell 52, 903-913. 

Chory, J. (1993). Out of darkness: Mutants reveal pathways controlling light-regulated develop- 
ment in plants. Trends Genet. 9, 167-172. 

Chory, J., Nagpal, P., and Peto, C. A. (1991). Phenotypic and genetic analysis of det2, a 
new mutant that affects light-regulated seedling development in Arabidopsis. Plant Cell 
3,445-459. 

Chory, J., Reinecke, D., Sim, S., Washburn, T., and Brenner, M. (1994). A role for cytokinins 
in de-etiolation in Arabidopsis. Plant Physiol. 104,339-347. 

Christopher, D. A,, Kim, M., and Mullet, J. E. (1992). A novel light-regulated promoter is 
conserved in cereal and dicot chloroplasts. Plant Cell 4,785-798. 

Conley, T. R., and Shih, M. C. (1995). Effects of light and chloroplast functional state on 
expression of nuclear genes encoding chloroplast glyceraldehyde-3-phosphate dehydroge- 
nase in long hypocotyl (hy) mutants and wild-type Arabidopsis thaliana. Plant Physiol. 

Cook, W. B., and Walker, J. C. (1992). Identification of a maize nucleic acid-binding protein 
(NBP) belonging to a family of nuclear-encoded chloroplast proteins. Nucleic Acids Res. 

Dahlin, C., and Cline, K. (1991). Developmental regulation of the plastid protein import 
apparatus. Plant Cell 3, 1131-1140. 

Danon, A., and Mayfield, S. P. Y. (1991). Light regulated translational activators: Identification 
of chloroplast gene specific mRNA binding proteins. E M B O  J .  10, 3993-4001. 

Danon, A., and Mayfield, S. P. (1994a). ADP-dependent phosphorylation regulates RNA- 
binding in vitro: Implications in light-modulated translation. E M B O  J. 13, 2227-2235. 

Danon, A., and Mayfield, S. P. (1994b). Light-regulated translation of chloroplast messenger 
RNAs through redox potential. Science 266, 1717-1719. 

Deng, X. W. (1994). Fresh view of light signal transduction. Cell 76,423-426. 
Deng, X .  W., Matsui, M., Wei, N., Wagner, D., Chu, A. M., Feldmann, K. A,, and Quail, 

P. H. (1992). COP1, an Arabidopsis regulatory gene, encodes a protein with both a zinc- 
binding motif and a GP homologous domain. Cell 71, 791-801. 

depamphilis, C. W., and Palmer, J. D. (1990). Loss of photosynthetic and chlororespiratory 
genes from the plastid genome of a parasitic flowering plant. Nature (London) 348,337-339. 

Dinkins, R. D., Bandaranayake, H., Green, B. R., and Griffiths, A. J. F. (1994). A nuclear 
photosynthetic electron transport mutant of Arabidopsis thaliana with altered expression 
of the chloroplast petA gene. Curr. Genet. 25, 282-288. 

Drager, R. G., Zeidler, M., Simpson, C. L., and Stern, D. B. (1996). A chloroplast transcript 
lacking the 3' inverted repeat is degraded by 3'-5' exoribonuclease activity. RNA 2,652-663. 

Drapier, D., Girard-Bascou, J., and Wollman, F. A. (1992). Evidence for nuclear control of 
the expression of the atpA and atpB chloroplast genes in Chlamydomonas. Plant Cell 

Diirrenberger, F., and Rochaix, J. D. (1991). Chloroplast ribosomal intron of Chlamydomonas 
reinhardtii: In vitro self-splicing, DNA endonuclease activity and in vivo mobility. EMBO 

108,1013-1022. 

20,359-364. 

4,283-295. 

J. 10,3495-3501. 



COORDINATION OF NUCLEAR AND CHLOROPLAST GENE EXPRESSION 169 
Elich, T. D., and Chory, J. (1994). Initial events in phytochrome signaling: Still in the dark. 

Plant Mol. Biol. 26, 1315-1327. 
Erickson, J. M., Rahire, M., Malnoe, P., Girard-Bascou, J., Pierre, Y., Bennoun, P., and 

Rochaix, J. D. (1986). Lack of D2 protein in a Chlamydomonas reinhardtii psbD mutant 
affects photosystem 11 stability and D1 expression. EMBO J.  5, 1745-1754. 

Escoubas, J. M., Lomas, M., LaRoche, J., and Falkowski, P. G. (1995). Light intensity regulation 
of cab gene transcription is signaled by the redox state of the plastoquinone pool. Proc. 
Natl. Acad. Sci. USA 92, 10237-10241. 

Falk, J., Schmidt, A., and Krupinska, K. (1993). Characterization of plastid DNA transcription 
in ribosome deficient plastids of heat-bleached barley leaves. J. Plant. Physiol. 141,176-181. 

Fischer, N., Stampacchia, O., Redding, K., and Rochaix, J. D. (1996). Selectable marker 
recycling in the chloroplast. Mol. Gen. Genet. 251, 373-380. 

Frances, S., White, M. J., Edgerton, M. D., Jones, A. M., Elliott, R. C., and Thompson, W. F. 
(1992). Initial characterization of a pea mutant with light-independent photomorphogenesis. 
Plant Cell 4, 1519-1530. 

Fukuzawa, H., Kohchi, T., Shirai, H., Ohyama, K., Umesono, K., lnokuchi, H., and Ozeki, 
H. (1986). Coding sequences for chloroplast ribosomal protein S12 from the liverwort, 
Marchantia polymorpha, are separated far apart on the different DNA strands. FEES Lett. 

Furbank, T. F., and Tayor, W. C. (1995). Regulation of photosynthesis in C3 and C4 plants: 
A molecular approach. Plant Cell 7,797-807. 

Furuya, M. (1993). Phytochromes: Their molecular species, gene families, and functions. Annu. 
Rev. Plant Physiol. Plant Mol. Biol. 44, 617-645. 

Gallie, D. R. (1993). Posttranscriptional regulation of gene expression in plants. Annu. Rev. 
Plant Physiol. Plant Mol. Biol. 44, 77-105. 

Gamble, P. E., and Mullet, J. E. (1989). translation and stability of proteins encoded by the 
plastid psbA and psbB genes are regulated by a nuclear gene during light-induced chloroplast 
development in barley. J.  Biol. Chem. 264, 7236-7243. 

198, 11-15. 

Gillham, N. W. (1978). “Organelle Heredity.” Raven Press, New York. 
Gillham, N. W. (1994). “Organelle Genes and Genomes.” Oxford Univ. Press, New York. 
Gillham, N. W., Boynton, J. E., and Harris, E. H. (1991). Transmission of plastid genes. In  

“The Molecular Biology of Plastids,” Vol. 7A, “Cell Culture and Somatic Cell Genetics” 
L. Bogorad and 1. K. Vasil, eds., pp. 55-92. Academic Press, San Diego. 

Gillham, N. W., Boynton, J. E., and Hauser, C. R. (1994). Translational regulation of gene 
expression in chloroplasts and mitochondria. Annu. Rev. Genet. 28,71-93. 

Girard, J., Chua, N. H., Bennoun, P., Schmidt, G., and Delosme, M. (1980). Studies on mutants 
deficient in the photosystem I reaction centers in Chlamydomonas reinhardtii. Curr. Genet. 

Girard-Bascou, J., Pierre, Y., and Drapier, D. (1992). A nuclear mutation affects the synthesis 
of the chloroplast psbA gene production in Chlamydomonas reinhardtii. Curr. Genet. 22, 

Click, R. E., and Sears, B. B. (1993). Large unidentified open reading frame in plastid DNA 
(ORF2280) is expressed in chloroplasts. Plant Mol. Biol. 21, 99-108. 

Goldberg, A. L. (1991). The mechanism and function of ATP-dependent proteases in bacterial 
and animal cells. Eur. J.  Biochem. 203, 9-23. 

Goldschmidt-Clermont, M., Girard Bascou, J., Choquet, Y., and Rochaix, J. D. (1990). Trans- 
splicing mutants of Chlamydomonas reinhardtii. Mol. Gen. Genet. 223, 417-425. 

Goldschmidt-Clermont, M., Choquet, Y., Girard Bascou, J., Michel, F., Schirmer Rahire, M., 
and Rochaix, J. D. (1991). A small chloroplast RNA may be required for trans-splicing in 
Chlamydomonas reinhardtii. Cell 65, 135-143. 

Goodenough, U. W., Armbrust, E. V., Campbell, A. M., and Ferris, P. J. (1995). Molecular 
genetics of sexuality in Chlamydomonas. Annu. Rev. Plant Physiol. Plant Mol. Biol. 46, 
21-44. 

2,215-221. 

47-52. 



170 MICHEL GOLDSCHMIDT-CLERMONT 

Gordon, K. H. J., Crouse, E. J., Bohnert, H. J., and Herrmann, R. G. (1982). Physical mapping 
of differences in chloroplast DNA of the five wild-type plastomes in Oenothera subsection 
Euoenothera. Theor. Appl. Genet. 61,373-384. 

Gottesman, S., Squires, C., Pichersky, E., Carrington, M., Hobbs, M., Mattick, J. S., Dalrymple, 
B., Kuramitsu, H., Shiroza, T., Foster, T., Clark, W. P., Ross, B., Squires, C. L., and Maurizi, 
M. R. (1990). Conservation of the regulatory subunit for the Clp ATP-dependent protease 
in prokaryotes and eukaryotes. Proc. Natl. Acad. Sci. USA 87,3513-3517. 

Gray, M. W. (1991). Origin and evolution of plastid genomes and genes. In “The Molecular 
Biology of Plastids, Vol. 7A, “Cell Culture and Somatic Cell Genetics” (L. Bogorad and 
I. K. Vasil, eds.), pp. 303-330. Academic Press, San Diego. 

Gray, M. W. (1988). Organelle origins and ribosomal RNA. Biochem. Cell Biol. 66,325-348. 
Grevelding, C., Suter-Crazzolara, C., von Menges, A., Kemper, E., Masterson, R., Schell, J., 

and Reiss, B. (1996). Characterization of a new allele of pale cress and its role in greening 
in Arabidopsis thaliana. Mol. Gen. Genet. 251, 532-541. 

Gruissem, W., and Schuster, G. (1993). Control of mRNA degradation in organelles. In 
“Control of Messenger RNA Stability” (J.  G. Belasco and G. Brawerman, eds.), pp. 
329-365. Academic Press, San Diego. 

Gruissem, W., and Tonkyn, J. C. (1993). Control mechanisms of plastid gene expression. Crit. 
Rev. Plant Sci. 12, 19-55. 

Gu, J., Miles, D., and Newton, K. (1993). Analysis of leaf sectors in the NCS6 mitochondria1 
mutant of maize. Plant Cell 5 ,  963-971. 

Gumpel, N. J., and Purton, S. (1994). Playing tag with Chlamydomonas. Trends Cell Biol. 

Gumpel, N. J., Ralley, L., Girard-Bascou, J., Wollman, F. A., Nugent, J. H. A,, and Purton, 
S. (1995). Nuclear mutants of Chlamydomonas reinhardtii defective in the biogenesis of 
the cytochrome b6f complex. Plant Mol.  Biol. 29,921-932. 

Hagemann, R. (1992). Plastid genetics in higher plants. In “Cell Organelles. Plant Gene 
Research. Basic Knowledge and Application” (R. G. Herrmann, ed.), pp. 65-96. Springer- 
Verlag, Vienna. 

Han, C., Coe, E. H., and Martienssen, R. A. (1992). Molecular cloning and characterization 
of iojap (ij), a pattern striping gene of maize. EMBO J.  11, 4037-4046. 

Han, C., Patrie, W., Polacco, M., and Coe, E. H. (1993). Aberrations in plastid transcripts 
and deficiency of plastid DNA in striped and albino mutants in maize. Planta 191,552-563. 

Hanley-Bowdoin, L., and Chua, N. H. (1987). Chloroplast promoters. Trends Biochem. Sci. 

Hanson, M. R., Sutton, C. A., and Lu, B. (1996). Plant organelle gene expression: Altered 
by editing. Trends Plant Sci. 1, 57-64. 

Harris, E. H., Boynton, J. E., and Gillham, N. W. (1994). Chloroplast ribosomes and protein 
synthesis. Microbiol. Rev. 58, 700-754. 

Hauser, C. R., Gillham, N. W., and Boynton, J. E. (1996). Translational regulation of chloro- 
plast genes. Proteins binding to the 5’-untranslated regions of chloroplast mRNAs in Chla- 
mydomonas reinhardtii. J .  Biol. Chem. 271, 1486-1497. 

Hayes, R., Kudla, J., Schuster, G., Gabay, L., Maliga, P., and Gruissem, W. (1996). Chloroplast 
mRNA 3‘-end processing by a high molecular weight complex is regulated by nuclear 
encoded RNA binding proteins. EMBO J.  15, 1132-1141. 

Herrin, D. L., and Schmidt, G. W. (1988). Trans-splicing of transcripts for the chloroplast 
psaAl gene. J .  Biol. Chem. 263, 14601-14604. 

Herrin, D. L., Chen, Y .  F.. and Schmidt, G. W. (1990). RNA splicing in Chlamydomonas 
chloroplasts. Self-splicing of 23s preRNA. J.  Bid.  Chem. 265,21134-21140. 

Herrin, D. L., Bao, Y . ,  Thompson, A. J., and Chen, Y .  F. (1991). Self-splicing of the Chlamydo- 
monas chloroplast psbA introns. Plant Cell 3, 1095-1107. 

4,299-301. 

12,67-70. 



COORDINATION OF NUCLEAR AND CHLOROPLAST GENE EXPRESSION 171 

Herrmann, R. G., Westhoff, P., and Link, G. (1992). Biogenesis of plastids in higher plants. 
In “Cell Organelles. Plant Gene Research. Basic Knowledge and Application” (R. G. 
Herrmann, ed.). pp. 275-349. Springer-Verlag, Vienna. 

Hess, W. R., Prombona, A., Fieder. B., Subramanian, A. R., and Borner, T. (1993). Chloroplast 
rpsl5 and the rpoBIClIC2 gene cluster are strongly transcribed in ribosome-deficient plas- 
tids: Evidence for a functioning non-chloroplast-encoded RNA polymerase. EMBO J .  

Hess, W. R., Hoch, B., Zeltz. P., Hubschmann, T., Kossel, H., and Borner, T. (1994). Inefficient 
rp12 splicing in barley mutants with ribosome-deficient plastids. Plant Cell 6, 1455-1465. 

Hirose, T., and Sugiura, M. (1996). Cis-acting elements and trans-acting factors for accurate 
translation of chloroplast psbA mRNAs: Development of an in vitro translation system 
from tobacco chloroplasts. EMBO J.  15, 1687-1695. 

Hong, S., and Spreitzer, R. J. (1994). Nuclear mutation inhibits expression of the chloroplast 
gene that encodes the large subunit of ribulose-1.5-bisphosphate carboxylase/oxygenase. 
Plant Physiol. 106, 673-678. 

Hornung, S., Fulgosi. H.. Dorfel, P., and Herrmann, R. G. (1996). Sequence variation in 
the putative replication origins of the five genetically distinct basic Euoenothera plastid 
chromosomes (plastomes). Mol. Gen. Genet. 251,609-612. 

Howe, G., and Merchant, S. (1992). The biosynthesis of membrane and soluble plastidic c- 
type cytochromes of Chlamydomonas reinhardtii is dependent on multiple common gene 
products. EMBO J .  11, 2789-2801. 

Hsu-Ching, C., and Stern, D. B. (1991a). Specific binding of chloroplast proteins in vitro to 
the 3’ untranslated region of spinach chloroplast petD mRNA. Mol. Cell. Biol. 11,4380-4388. 

Hsu-Ching, C.. and Stern, D. B. (1991b). Specific ribonuclease activities in spinach chloroplasts 
promote mRNA maturation and degradation. J .  Biol. Chem. 266,24205-24211. 

Hu, J., and Bogorad, L. (1990). Maize chloroplast RNA polymerase: the 180-, 120- and 
38-kilodalton polypeptides are encoded in chloroplast genes. Proc. NatI. Acad. Sci. USA 

Hu, J., Troxler, R. F., and Bogorad, L. (1991). Maize chloroplast RNA polymerase: The 78- 
kilodalton polypeptide is encoded by the plastid rpoCl gene. Nucleic Acids Res. 19, 3431- 
3434. 

Huang, C., Wang, S., Chen, L., Lemieux, C., Otis, C., Turmel. M., and Liu, X. Q. (1994). The 
Chlamydomonas chloroplast clpP gene contains translated large insertion sequences and 
is essential for growth. Mol. Gen. Genet. 244, 151-159. 

Hurt, E. C., Soltanifar, N., Goldschmidt-Clermont, M., Rochaix, J. D., and Schatz, G. (1986). 
The cleavable pre-sequence of an imported chloroplast protein directs attached polypeptides 
into yeast mitochondria. EMBO J.  5, 1343-1350. 

Hwang, S., Kawazoe, R., and Herrin, D. L. (1996). Transcription of tufA and other chloroplast- 
encoded genes is controlled by a circadian clock in Chlamydomonas. Proc. Natl. Acad. Sci. 
USA 93, 996-1000. 

Igloi, G. L., and Kossel, H. (1992). The transcriptional apparatus of chloroplasts. Crit. Rev. 
Plant Sci. 10, 525-558. 

Iratni, R., Baeza, L., Andreeva, A,, Mache, R., and Lerbs-Mache, S. (1994). Regulation of 
rDNA transcription in chloroplasts: Promoter exclusion by constitutive repression. Genes 
Dev. 8, 2928-38. 

Jenkins, B. D., Kulhanek, D. J. ,  and Barkan, A. B. (1997). Nuclear mutations that block 
group I1 RNA splicing in maize chloroplasts reveal several intron classes with distinct 
requirements for splicing factors. Plant Cell 9, 283-296. 

Johanningmeier, U. (1988). Possible control of transcript levels by chlorophyll precursors in 
Chlamydomonas. Eur. J .  Biochem. 177,417-424. 

Johanningmeier, U., and Howell, S. H. (1984). Regulation of light-harvesting chlorophyll- 
binding protein mRNA accumulation in Chlamydornonas reinhardtii. J .  Biol. Chem. 259, 
13541 -13549. 

12,563-571. 

87, 1531-1535. 



172 MICHEL GOLDSCHMIDT-CLERMONT 

Johnson, C. H., and Schmidt, G. W. (1993). The psbB gene cluster of the Chlamydomonas 
reinhardtii chloroplast: Sequence and transcriptional analyses of psbN and psbH. Plant 
Mol. Biol. 22,645-658. 

Johnson, E. M., and Sears, B. B. (1990a). Membrane composition and physiological activity 
of plastids from an Oenothera plastome mutator-induced chloroplast mutant. Plant Physiol. 

Johnson, E. M., and Sears, B. B. (1990b). Structure and expression of cytochrome fin an 
Oenothera plastome mutant. Curr. Genet. 17, 529-534. 

Johnson, E. M., Schnabelrauch, L. S., and Sears, B. B. (1991). A plastome mutation affects 
processing of both chloroplast and nuclear DNA-encoded plastid proteins. Mol. Gen. Genet. 

Johnson, H. C. ,  Knight, M. R., Kondo, T., Masson, P., Sedbrook, J., Haley, A., and Trewavas, 
A. (1995). Circadian oscillations of cytosolic and chloroplastic free calcium in plants. Science 

Kanevski, I., and Maliga, P. (1994). Relocation of the plastid rbcL gene to the nucleus yields 
functional ribulose-l,5-bisphosphate carboxylase in tobacco chloroplasts. Proc. Natl. Acad. 
Sci. USA 91, 1969-1973. 

Keddie, J. S., Carroll, B., Jones, J. D. G., and Gruissem, W. (1996). The DCL gene of tomato 
is required for chloroplast development and palisade morphogenesis in leaves. EMBO J .  

Kendrick, R. E., and Kronenberg, G. H. M. (1993). “Photomorphogenesis in Plants,” 2nd 
Ed. Kluwer Academic, Dordrecht. 

Khrebtukova, I., and Spreitzer, R. J. (1996). Elimination of the Chlamydomonas gene family 
that encodes the small subunit of ribulose-1,5-bisphosphate carboxylase/oxygenase. Proc. 
Natl. Acad. Sci. USA 93, 13689-13693. 

Kim, J., Gamble-Klein, P., and Mullet, J. E. (1991). Ribosomes pause at specific sites during 
synthesis of membrane-bound chloroplast reaction center protein D1. J.  Biol. Chem. 266, 

Kim, J., Klein, P. G.,  and Mullet, J. E. (1994a). Vir-115 gene product is required to stabilize 
D1 translation intermediates in chloroplasts. Plant Mol.  Biol. 25, 459-467. 

Kim, J. K., Eichacker, L. A., Rudiger, W., and Mullet, J. E. (1994b). Chlorophyll regulates 
accumulation of the plastid-encoded chlorophyll proteins P700 and D1 by increasing apo- 
protein stability. Plant Physiol. 104, 907-916. 

Kim, M., and Mullet, J. E. (1995). Identification of a sequence-specific DNA binding factor 
required for transcription of the barley chloroplast blue light-responsive psbD-psbC pro- 
moter. Plant Cell 7 ,  1445-1457. 

Kirk, J. T. O., and Tilney-Bassett, R. A. E. (1978). “The Plastids,” 2nd Ed. ElseviedNorth- 
Holland, Amsterdam. 

Kiyosue, T., Yamaguchi-Shinozaki, K., and Shinozaki, K. (1993). Characterization of cDNA 
for a dehydration-inducible gene that encodes a ClpA,B-like protein in Arabidopsis thaliana 
L. Biochem. Biophys. Res. Comrnun. 196, 1214-1220. 

Klaff, P. (1995). mRNA degradation in spinach chloroplasts: psbA mRNA degradation is 
initiated by endonucleolytic cleavages within the coding region. Nucleic Acids Res. 23,4885- 
4892. 

Klaff, P., and Gruissem, W. (1991). Changes in chloroplast mRNA stabilityduring leaf develop- 
ment. Plant Cell 3, 517-529. 

Klein, U., De Camp, J. D., and Bogorad, L. (1992). Two types of chloroplast gene promoters 
in Chlamydomonas reinhardtii. Proc. Natl. Acad. Sci. USA 89, 3453-3457. 

Klein, U., Salvador, M. L., and Bogorad, L. (1994). Activity of the Chlamydomonas chloroplast 
rbcL gene promoter is enhanced by a remote sequence element. Proc. Natl. Acad. Sci. USA 

92,254-261. 

225, 106-112. 

269,1863-1866. 

15,4208-4217. 

1493 1-14938. 

91, 1081 9- 10823. 



COORDINATION OF NUCLEAR AND CHLOROPLAST GENE EXPRESSION 173 

Koncz, C., Mayerhofer, R., Koncz-Kalman, Z . ,  Nawrath, C., Reiss, B., Redei, G. P., and 
Schell, J. (1990). Isolation of a gene encoding a novel chloroplast protein by T-DNA tagging 
in Arabidopsis thaliana. EMBO J .  9, 1337-1346. 

Kondo, T., Tsinoremas, N. F., Golden, S. S., Johnson, C. H., Kutsuna, S., and Ishiura, M. 
(1994). Circadian clock mutants of cyanobacteria. Science 266, 1233-1236. 

Kraepiel, Y., Jullien, M., Cordonnier-Pratt, M. M., and Pratt, L. (1994). Identification of two 
loci involved in phytochrome expression in Nicotiana plumbaginifolia and lethality of the 
corresponding double mutant. Mol. Gen. Genet. 242, 559-565. 

Kruse, E., Mock, H. P., and Grimm, B. (1995). Reduction of coproporphyrinogen oxidase 
level by antisense RNA synthesis leads to deregulated gene expression of plastid proteins 
and affects the oxidative defense system. E M B O  J. 14, 3712-3720. 

Kubicki, A., Steinmiiller, K., and Westhoff, P. (1994). Differential transcription of plastome- 
encoded genes in the mesophyll and bundle-sheath chloroplasts of the monocotyledonous 
NADP-malic enzyme-type C4 plants maize and sorghum. Plant Mol. Biol. 25, 669-679. 

Kuchka, M., Mayfield, S. P., and Rochaix, J. D. (1988). Nuclear mutations specifically affect 
the synthesis andlor degradation of the chloroplast-encoded D2 polypeptide of photosystem 
I1 in Chlamydomonas reinhardtii. EMBO J.  7 ,  319-324. 

Kuchka, M. R., Goldschmidt-Clermont, M., van Dillewijn, J., and Rochaix, J.  D. (1989). 
Mutation at the Chlamydomonas NAC2 locus specifically affects the stability of the chloro- 
plast psbD transcript encoding polypeptide D2 of PSII. Cell 58, 869-876. 

Kiick, U., Choquet, Y., Schneider, M., Dron, M., and Bennoun, P. (1987). Structural and 
transcriptional analysis of two homologous genes for the P700 chlorophyll a apoproteins 
in Chlamydomonas reinhardtii: Evidence for trans-splicing. E M B O  J. 6, 2185-2195. 

Kudla, J., Hayes, R., and Gruissem, W. (1996). Polyadenylation accelerates degradation of 
chloroplast mRNA. E M B O  J.  15, 7137-7146. 

Kushnir, S., Babiychuk, E., Bannikova, M., Momot, V., Komarnitsky, I., Cherep, N., and 
Gleba, Y. (1991). Nucleo-cytoplasmic incompatibility in cybrid plants possessing an Atropa 
genome and a Nicotiana plastome. Mol. Gen. Genet. 225,225-330. 

Kusnetsov, V . ,  Bolle, C., Liibberstedt, T., Sopory, S., Herrmann, R. G., and Oelmiiller, R. 
(1996). Evidence that the plastid signal and light operate via the same cis-acting elements 
in the promoters of nuclear genes for plastid proteins. Mol. Gen. Genet. 252, 631-639. 

Kwok, S. F., Piekos, B., Misera, S., and Deng, X. W. (1996). A complement of ten essential 
and pleiotropic Arabidopsis COP/DET/FUS genes is necessary for repression of photomor- 
phogenesis in darkness. Plant Physiol. 110, 731-742. 

Langdale, J. A., and Kidner, C. A. (1994). bundle sheath defective, a mutation that disrupts 
cellular differentiation in maize leaves. Development 120, 673-681. 

Landgdale, J. A., and Nelson, T. (1991). Spatial regulation of photosynthetic development in 
C4 plants. Trends Genet. 7 ,  191-196. 

Lerbs, S., BrPutigam, E., and Mache, R. (1988). DNA-dependent RNA polymerase of spinach 
chloroplasts: Characterization of alpha-like and sigma-like polypeptides. Mol. Gen. Genet. 

Lerbs-Mache, S. (1993). The 110-kDa polypeptide of spinach plastid DNA-dependent RNA 
polymerase: Single-subunit enzyme or catalytic core of multimeric enzyme complexes? Proc. 
Narl. Acad. Sci. USA 90, 5509-5513. 

Li, H. M., Culligan, K., Dixon, R. A,, and Chory, J. (1995). CUE1: A mesophyll cell-specific 
positive regulator of light-controlled gene expression in Arabidopsis. Plant Cell 7,1599-1610. 

Li, J., Nagpal, P., Vitart, V., McMorris, T. C., and Chory, J. (1996). A role for brassinosteroids 
in light-dependent development of Arabidopsis. Science 272, 398-401. 

Li, Y. ,  and Sugiura, M. (1990). Three distinct ribonucleoproteins from tobacco chloroplasts: 
Each contains a unique amino terminal acidic domain and two ribonucleoprotein consensus 
motifs. E M B O  J .  9, 3059-3066. 

211,459-464. 



174 MICHEL GOLDSCHMIDT-CLERMONT 

Lisitsky, I., and Schuster, G. (1995). Phosphorylation of a chloroplast RNA-binding protein 
changes its affinity to RNA. Nucleic Acids Res. 23, 2506-2511. 

Lisitsky, I., Liveanu, V., and Schuster, G .  (1994). RNA-binding activities of the different 
domains of a spinach chloroplast ribonucleoprotein. Nucleic Acids Res. 22, 4719-4724. 

Lisitsky, I., Liveanu, V., and Schuster, G. (1995). RNA-binding characteristics of a ribonucleo- 
protein from spinach chloroplasts. Plant Physiol. 107, 933-941. 

Lisitsky, I., Klaff, P., and Schuster, G. (1996). Addition of destabilizing poly(A)-rich sequences 
to endonuclease cleavage sites during the degradation of chloroplast mRNA. Proc. Natl. 
Acad. Sci. USA 93,13398-13403. 

Liu, B., and Troxler, R. F. (1996). Molecular characterization of a positively photoregulated 
nuclear gene for a chloroplast RNA polymerase sigma factor in Cyanidium caldarium. Proc. 
Natl. Acad. Sci. USA 93,3313-3318. 

Lopez-Juez, E., Nagatani, A,, Tomizawa, K. I., Deak, M., Kern, R., Kendrick, R. E., and 
Furuya, M. (1992). The cucumber long hypocotyl mutant lacks a light-stable PhyB-like 
phytochrome. Plant Cell 4,241-251. 

Maier, R. M., Nechermann, K., Igloi, G. L., and Kiissel, H. (1995). Complete sequence of 
the maize chloroplast genome: Gene content, hotspots of divergence and fine tuning of 
genetic information by transcript editing. J .  Mol. Biol. 251, 614-628. 

Malnoe, P., Mayfield, S. P., and Rochaix, J. D. (1988). Comparative analysis of the biogenesis 
of photosystem I1 in the wild-type and y-1 mutant of Chlamydomonas reinhardtii. J .  Cell 
Biol. 106,609-616. 

Martienssen, R. A,, Barkan, A., Freeling, M., and Taylor, W. C. (1989). Molecular cloning 
of a maize gene involved in photosynthetic membrane organization that is regulated by 
Robertson’s Mutator. EMBO J .  8, 1633-1639. 

Martinez-Zapater, J.  M., Gil, P., Capel, J., and Somerville, C. R. (1992). Mutations at the 
Arabidopsis CHM locus promote rearrangements of the mitochondria1 genome. Plant Cell 

Mayer, R., Raventos, D., and Chua, N. H. (19%). detl, cop1 and cop9 mutations cause 
inappropriate expression of several gene sets. Plant Cell 8, 1951-1959. 

Mayfield, S. P. (1990). Chloroplast gene regulation: Interaction of the nuclear and chloroplast 
gneomes in the expression of photosynthetic proteins. Curr. Opin. Cell B i d .  2, 509-513. 

Mayfield, S. P., and Taylor, W. C. (1984). Carotenoid-deficient maize seedlings fail to accumu- 
late light- harvesting chlorophyll a/b binding protein (LHCP) mRNA. Eur. J .  Biochem. 

Mayfield, S. P., Cohen, A,, Danon, A., and Yohn, C. B. (1994). Translation of the psbA 
mRNA of Chlamydomonas reinhardtii requires a structured RNA element contained within 
the 5’ untranslated region. J .  Cell B i d .  127, 1537-1545. 

Mayfield, S. P., Yohn, C. B., Cohen, A,, and Danon, A. (1995). Regulation of chloroplast 
gene expression. Annu. Rev. Plant Physiol. Plant Mol. Biol. 46, 147-166. 

McNellis, T. W., and Deng, X. W. (1995). Light control of seedling morphogenetic pattern. 
Plant Cell 7, 1749-1761. 

Meurer, J., Berger, A., and Westhoff, P. (1996). A nuclear mutant of Arabidopsis with impaired 
stability on distinct transcripts of the plastid psbB, psbD/C, ndhH and ndhC operons. Plant 
Cell 8, 1193-1207. 

Mieszczak, M., Klahre, U., Levy, J. H., Goodall, G. J., and Filipowicz, W. (1992). Multiple 
plant RNA binding proteins identified by PCR: Expression of cDNA encoding RNA binding 
proteins targeted to chloroplasts in Nicotiana plumbaginifolia. Mol. Gen. Genet. 234, 

Miles, D. (1994). The role of high chlorophyll fluorescence photosynthesis mutants in the 
analysis of chloroplast thylakoid membrane assembly and function. Muydica 39, 35-45. 

Millar, A. J., McGrath, R. B., and Chua, N. H. (1994). Phytochrome phototransduction 
pathways. Annu. Rev. Genet. 28,325-349. 

4,889-899. 

144,79-84. 

390-400. 



COORDINATION OF NUCLEAR AND CHLOROPLAST GENE EXPRESSION 175 
MisCra, S., Muller, A. J., Weiland-Heidecker, U., and Jurgens. G. (1994). The FUSCA genes 

of Arabidopsis: Negative regulators of light responses. Mol. Gen. Genet. 244, 242-252. 
Monod, C., Goldschmidt-Clermont, M., and Rochaix, J. D. (1992). Accumulation of chloroplast 

psbB RNA requires a nuclear factor in Chlamydomonas reinhardtii. Mol. Gen. Genet. 

Moore, T., and Keegstra. K. (1993). Characterization of a cDNA clone encoding a chloroplast- 
targeted Clp homologue. Plant Mol. Biol. 21, 525-537. 

Morden, C. W., Wolfe, K. H., depamphilis, C. W., and Palmer, J. D. (1991). Plastid translation 
and transcription in a non-photosynthetic plant: Intact. missing and pseudo genes. EMBO 

Morse, D., Salois, P., Markovic, P., and Hastings, J. W. (1995). A nuclear-encoded form I1 
RuBisCO in dinoflagellates. Science 268, 1622-1624. 

Mourad, G. S., and White, J. A. (1992). The isolation of apparently homoplastidic mutants 
induced by a nuclear recessive gene in Arabidopsis thaliana. Theor. Appl. Genet. 84,906-914. 

Mullet, J. E. (1993). Dynamic regulation of chloroplast transcription. Plant Physiol. 103, 

Mullet, J. E., Gamble Klein, P., and Klein, R. R. (1990). Chlorophyll regulates accumulation 
of the plastid-encoded chlorophyll apoproteins CP43 and D1 by increasing apoprotein 
stability. Proc. Natl. Acad. Sci. USA 87, 4038-4042. 

Myers, A. M., Harris, E. H., Gillham, N. W., and Boynton, J. E. (1984). Mutations in a 
nuclear gene of Chlamydomonas cause the loss of two chloroplast ribosomal proteins, one 
synthesized in the chloroplast and the other in the cytoplasm. Curr. Genet. 8, 369-378. 

Nagley, P., and Devenish, R. J. (1989). Leading organellar proteins along new pathways: The 
relocation of mitochondrial and chloroplast genes to the nucleus. Trends Biochem. Sci. 
14,31-35. 

Nelson, T., and Langdale, J. A. (1992). Developmental genetics of C4 photosynthesis. Annu. 
Rev. Plant Physiol. Plant Mol. Biol. 43, 25-47. 

Neuhaus, G., Bowler, C., Kern, R., and Chua, N.  H. (1993). Calciundcalmodulin-dependent 
and -independent phytochrome signal transduction pathways. Cell 73,937-952. 

Newton, K. J.. Knudsen, C.. Gabay-Laughnan, S.. and Laughnan, J. R. (1990). An abnormal 
growth mutant in maize has a defective mitochondrial cytochrome oxidase gene. Plant Cell 

Nickelsen, J., and Link, G. (1991). RNA-protein interactions at transcript 3’ ends and evidence 
for trnK-psbA cotranscription in mustard chloroplasts. Mol. Gen. Genet. 228, 89-96. 

Nickelsen, J., and Link, G. (1993). The 54 kDa RNA-binding protein from mustard chloroplasts 
mediates endonuleolytic transcript 3’ end formation in vitro. Plant J.  3, 537-544. 

Nickelsen, J., van Dillewijn, J., Rahire, M., and Rochaix. J. D. (1994). Determinants for stability 
of the chloroplast psbD RNA are located within its short leader region in Chlamydomonas 
reinhardtii. EMBO J.  13, 3182-3191. 

Oelmiiller, R. (1989). Photooxidative destruction of chloroplasts and its effect on nuclear 
gene expression and extraplastidic enzyme levels. fhotochern. fhotobiol. 49, 229-239. 

Oelmliller, R., and Briggs, W. R. (1990). Intact plastids are required for nitrate- and light- 
induced accumulation of nitrate reductase activity and mRNA in squash cotyledons. Plant 
Physiol. 92,434-439. 

Offermann-Steinhard, K., and Herrmann, R. G. (1990). Nucleotide sequences of psbB and 
psbH, the plastid encoded genes for CP47 and the 10 kDa phosphoprotein of photosystem 
I1 in Oenothera hookeri and argillicola. Nucleic Acids Res. 18, 6452. 

Ohta, M., Sugita, M., and Sugiura, M. (1995). Three types of nuclear genes encodingchloroplast 
RNA-binding proteins (cp29, cp31 and cp33) are present in Arabidopsis thaliana: Presence 
of cp31 in chloroplasts and its homologue in nucleilcytoplasm. Plant Mol. Biol. 27,529-539. 

Palmer, J. D. (1991). Plastid chromosomes: Structure and evolution. In “The Molecular Biology 
of Plastids,” Vol. 7A, “Cell Culture and Somatic Cell Genetics” (L. Bogorad and I. K. 
Vasil, eds.). pp. 5-53. Academic Press, San Diego. 

231, 449-459. 

J .  10,3281 -3288. 

309-313. 

2, 107-1 13. 



176 MICHEL GOLDSCHMIDT-CLERMONT 

Palmer, J.  D. (1992). Comparison of chloroplast and mitochondria1 genome evolution in 
plants. In “Cell Organelles. Plant Gene Research. Basic Knowledge and Application” 
(R. G. Herrmann, ed.), pp. 99-133. Springer-Verlag, Vienna. 

Pepper, A., Delaney, T., Washburn, T., Poole, D., and Chory, J. (1994). DET1, a negative 
regulator of light-mediated development and gene expression in Arabidopsis, encodes a 
novel nuclear-localized protein. Cell 78, 109-116. 

Perl, A., Aviv, D., and Galun, E. (1991). Nuclear-organelle interaction in Solanum: Interspecific 
cybridizations and their correlation with a plastome dendrogram. Mol. Gen. Genet. 228, 

Pfannschmidt, T., and Link, G. (1994). Separation of two classes of plastid DNA-dependent 
RNA polymerases that are differentially expressed in mustard (Sinapis alba L.) seedlings. 
Plant Mol. Biol. 25, 69-81. 

Plumley, F. G.,  and Schmidt, G. W. (1989). Nitrogen-dependent regulation of photosynthetic 
gene expression. Proc. Natl. Acad. Sci. USA 86,2678-2682. 

Popot, J. L., de Wry ,  C., and Atteia, A. (1994). Folding and assembly of integral membrane 
proteins: An introduction. In “Membrane Protein Structure. Experimental Approaches” 
(S. H. White, ed.), pp. 41-96. Oxford Univ. Press, Oxford. 

Pyke, K. A., and Leech, R. M. (1992). Chloroplast division and expansion is radically altered 
by nuclear mutations in Arabidopsis thaliana. Plant Physiol. 99, 1005-1008. 

Pyke, K. A., and Leech, R. M. (1994). A genetic analysis of chloroplast division and expansion 
in Arabidopsis thaliana. Plant Physiol. 104, 201-207. 

Pyke, K. A., Rutherford, M. R., Robertson, E., and Leech, R. M. (1994). arc6, a fertile 
Arabidopsis mutant with only two mesophyll cell chloroplasts. Plant Physiol. 106,1169-1177. 

Quail, P. H. (1994). Photosensory perception and signal transduction in plants. Curr. Opin. 
Genet. Dev. 4,652-661. 

Quail, P. H., Boylan, M. T., Parks, B. M., Short, T. W., Xu, Y., and Wagner, D. (1995). 
Phytochromes: Photosensory perception and signal transduction. Science 268,675-680. 

Rapp, J.  C., and Mullet, J.  E. (1991). Chloroplast transcription is required to express the 
nuclear genes rbcS and cab. Plastid DNA copy number is regulated independently. Plant 
Mol. Biol. 17, 813-823. 

Reardon, E. M., and Price, C. A. (1995). Plastid genomes of three non-green algae are 
sequenced. Plant Mol. Biol. Rep. 13, 320-323. 

Reinbothe, S., and Reinbothe, C. (1996). Regulation of chlorophyll biosynthesis in angio- 
sperms. Planr Physiol. 111, 1-7. 

Reinbothe, S., Reinbothe, C., Heintzen, C., Seidenbecher, C., and Parthier, B. (1993). A 
methyl jasmonate-induced shift in the length of the 5‘ untranslated region impairs the 
translation of the plastid rbcL transcript in barley. EMBO J.  12, 1505-1512. 

Reinbothe, S., Runge, S., Reinbothe, C.. van Cleve, B., and Apel, K. (1995). Substrate- 
dependent transport of the NADPH:protochlorophyllide oxidoreductase into isolated plas- 
tids. Planr Cell 7, 161-172. 

Reinbothe, S.. Reinbothe, C., Lebedev, N., and Apel, K. (1996a). PORA and PORB, two light- 
dependent protochlorophyllide-reducing enzymes of angiosperm chlorophyll biosynthesis. 
Plant Cell 8, 763-769. 

Reinbothe, S., Reinbothe, C., Apel, K., and Lebedev, N. (1996b). Evolution of chlorophyll 
biosynthesis-The challenge to survive photoxidation. Cell 86, 703-705. 

Reiter, R. S., Coomber, S. A., Bourett, T. M., Bartley, G. E., and Scolnik, P. A. (1994). 
Control of leaf and chloroplast development by the Arabidopsis gene pale cress. Plant Cell 

Reith, M. (1995). Molecular biology of Rhodophyte and Chromophyte plastids. Annu. Rev. 
Plant Physiol. Plant Mol. Biol. 46, 549-575. 

Robertson, E. J., Pyke, K. A., and Leech, R. M. (1995). arc6, an extreme chloroplast division 
mutant of Arabidopsis also alters proplastid proliferation and morphology in shoot and 
root apices. J .  Cell Sci. 108, 2937-2944. 

193-200. 

6,1253-1264. 



COORDINATION OF NUCLEAR AND CHLOROPLAST GENE EXPRESSION 177 
Robinson, C., and Klosgen, R. B. (1994). Targeting of proteins into and across the thylakoid 

membrane-A multitude of mechanisms. Plant Mol. Biol. 26,15-24. 
Rochaix, J. D. (1992). Post-transcriptional steps in the expression of chloroplast genes. Annu. 

Rev. Cell Biol. 8, 1-28. 
Rochaix, J. D. (1995). Chlamydomonas reinhardtii as the photosynthetic yeast. Annu. Rev. 

Genet. 29,209-230. 
Rochaix, J. D. (1996). Post-transcriptional regulation of chloroplast gene expression in Chlamy- 

domonas reinhardtii. Plant Mol. Biol. 32, 327-341. 
Rochaix, J. D., Kuchka, M., Mayfield, S. ,  Schirmer-Rahire, M., Girard-Bascou, J., and Ben- 

noun, P. (1989). Nuclear and chloroplast mutations affect the synthesis or stability of the 
chloroplast psbC gene product in Chlamydomonas reinhardtii. EMBO J.  8, 1013-1021. 

Rodermel, S., Haley, J., Jiang, C. Z . ,  Tsai, C. H., and Bogorad, L. (1996). A mechanism for 
iqtergenomic integration: Abundance of ribulose bisphosphate carboxylase small-subunit 
protein influences the translation of the large-subunit mRNA. Proc. Natl. Acad. Sci. USA 

Roenneberg, T., and Morse, D. (1993). Two circadian oscillators in one cell. Nature (London) 

Roitgrund, C., and Mets, L. J. (1990). Localization of two novel choroplast genome functions: 
Trans-splicing of RNA and protochlorophyllide reduction. Curr. Genet. 17,147-153. 

Roth, R., Hall, L. N., Brutnell, T. P., and Langdale, J. A. (1996). bundle sheath defective2, 
a mutation that disrupts the coordinated development of bundle sheath and mesophyll cells 
in the maize leaf. Plant Cell 8, 915-927. 

Rott, R., Drager, R. G., Stern, D. B., and Schuster, G. (1996). The 3’ untranslated regions 
of chloroplast genes in Chlamydomonas reinhardtii do not serve as efficient transcriptional 
terminators. Mol. Gen. Genet. 252, 676-683. 

Roussell, D. L., Thompson, D. L., Pallardy, S .  G., Miles, D., and Newton, K. J. (1991). 
Chloroplast structure and function is altered in the NCS2. Plant Physiol. 96, 232-238. 

Rowan, R., Whitney, S .  M., Fowler, A., and Yellowlees, D. (1996). Rubisco in marine symbiotic 
dinoflagellates: Form I1 enzymes in eukaryotic oxygenic phototrophs encoded by a nuclear 
multigene family. Plant Cell 8, 539-553. 

Runge, S., Sperling, U., Frick, G., Apel, K., and Armstrong, G .  A. (1996). Distinct roles 
for light-dependent NADPH:protochlorophyllide oxidoreductase (POR) A and B during 
greening in higher plants. Plant J .  9, 513-523. 

Sakamoto, W., Kindle, K., and Stern, D. B. (1993). In vivo analysis of Chlamydomonas 
chloroplast petD gene expression using stable transformation of beta-glucuronidase transla- 
tional fusions. Proc. Natl. Acad. Sci. USA 90,497-501. 

Sakamoto, W., Chen, X., Kindle, K. K., and Stern, D. B. (1 994a). Function of the Chlamydomo- 
nas reinhardtii petD 5’ untranslated region in regulating the accumulation of subunit IV 
of the cytochrome b6/f complex. Plant J .  6, 503-512. 

Sakamoto, W., Sturm, N. R., Kindle, K., and Stern, D. B. (1994b). petD mRNA maturation 
in Chlamydomonas reinhardtii chloroplasts: Role of 5’ endonucleolytic processing. Mol. 
Cell. Biol. 14, 6180-6186. 

Sakamoto, W., Kondo, H., Murata, M., and Motoyoshi, F. (1996). Altered mitochondria1 
gene expression in a maternal distorted leaf mutant of Arabidopsis induced by chloroplast 
mutator. Plant Cell 8, 1377-1390. 

Salvador, M. L., Klein, U., and Bogorad, L. (1993a). 5’ Sequences are important positive and 
negative determinants of the longevity of Chlamydomonas chloroplast gene transcripts. 
Proc. Natl. Acad. Sci. USA 90, 1556-1560. 

Salvador, M. L., Klein, U., and Bogorad, L. (1993b). Light-regulated and endogenous fluctua- 
tions of chloroplast transcript levels in Chlamydomonas. Regulation by transcription and 
RNA degradation. Plant J .  3,213-219. 

93,3881-3885. 

362, 362-364. 



178 MICHEL GOLDSCHMIDT-CLERMONT 

Schaller, A., and Ryan, C. A. (1995). Cloning of a tomato cDNA (GenBank L38581) encoding 
the proteolytic subunit of a Clp-like energy dependent protease (PGR95-001). Plant Physiol. 
108, 1341. 

Schultes, N. P., Brutnell, T. P., Allen, A,, Dellaporta, S. L., Nelson, T., and Chen, J. (1996). 
Leaf permeasel gene of maize is required for chloroplast development. Plant Cell 8,463-475. 

Schuster, G., and Gruissem. W. (1991). Chloroplast mRNA 3’ end processing requires a 
nuclear-encoded RNA-binding protein. EMBO J. 10, 1493-1502. 

Sears, B. B. (1980). Elimination of plastids during spermatogenesis and fertilization in the 
plant kingdom. Plasmid 4, 233-255. 

Sears, B. B.. and Sokalski. M. B. (1991). The Oenothera plastome mutator: Effect of UV 
irradiation and nitroso-methyl urea on mutation frequencies. Mol. Gen. Genet. 229,245-252. 

Shanklin, J., DeWitt, N. D.. and Flanagan, J. M. (1995). The stroma of higher plant plastids 
contain ClpP and ClpC, functional homologs of Escherichia coli ClpP and ClpA: An arche- 
typal two-component ATP-dependent protease. Plant Cell 7, 1713-1722. 

Sharma, R., Lopez-Juez, E., Nagatani, A., and Furuya, M. (1993). Identification of photo- 
inactive phytochrome A in etiolated seedlings and photo-active phytochrome B in green 
leaves of the aurea mutant of tomato. Plant J .  4, 1035-1042. 

Short, T. W., and Briggs, W. R. (1994). The transduction of blue light signals in higher plants. 
Annu. Rev. Plant Physiol. Plant Mol. Biol. 45, 143-171. 

Sieburth, L. E., Berry-Lowe, S., and Schmidt, G. (1991). Chloroplast RNA stability in Chlamy- 
domonas: Rapid degradation of psbB and psbC transcripts in two nuclear mutants. Plant 
Cell 3, 175-189. 

Smith, T. A., and Kohorn. B. D. (1994). Mutations in a signal sequence for the thylakoid 
membrane identify multiple transport pathways and nuclear suppressors. J .  Cell Biol. 

Squires, C., and Squires, C. L. (1992). The Clp proteins: Proteolysis regulators or molecular 
chaperones. J .  Bacteriol. 174, 1081-1085. 

Stampacchia, 0.. Girard-Bascou, J., Zanasco, J.  L., Zerges, W., Bennoun, P., and Rochaix, 
J.  D. (1997). A nuclear-encoded function essential for translation of the chloroplast psaB 
mRNA in Chlamydomonas. Plant Cell 9, 773-782. 

Staub, J.  M., and Maliga, P. (1994). Translation of psbA mRNA is regulated by light via the 
5’-untranslated region in tobacco plastids. Plant J .  6, 547-553. 

Stern, D. B., and Gruissem, W. (1987). Control of plastid gene expression: 3’ Inverted repeats 
act as mRNA processing and stabilizing elements, but do not terminate transcription. Cell 

Stern, D. B., and Kindle, K. L. (1993). 3’ End maturation of the Chlamydomonas reinhardtii 
chloroplast atpB mRNA is a two-step process. Mol. Cell. Biol. 13, 2277-2285. 

Stern, D. B., Jones, H.. and Gruissem, W. (1989). Function of plastid mRNA 3’ inverted 
repeats. J .  Biol. Chem. 264, 18742-18750. 

Stern, D. B., Radwanski, E. R., and Kindle, K. L. (1991). A 3’ stem/loop structure of the 
Chlamydomonas chloroplast atpB gene regulates mRNA accumulation in vivo. Plant Cell 

Stuhbe, W. (1989). Oenothera-An ideal system for studying the interactions of genome and 
plastome. Plant Mol. Biol. Rep. 7, 245-257. 

Subbaiah, C. C., and Tewari, K. K. (1993). Purification and characterization of ribonucleopro- 
teins from pea chloroplasts. Eur. J .  Biochem. 211, 171-179. 

Subramanian, A. R. (1993). Molecular genetics of chloroplast ribosomal proteins. Trends 
Biochem. Sci. 18, 177-181. 

Subramanian, A. R., Stahl, D., and Prombona, A. (1991). Ribosomal proteins, ribosomes and 
translation in plastids. In “The Molecular Biology of Plastids,” Vol. 7A, “Cell Culture and 
Somatic Cell Genetics” (L. Bogorad and I. K. Vasil, eds.), pp. 191-215. Academic Press, 
San Diego. 

126,365-374. 

51, 1145-1157. 

3,285-297. 



COORDINATION OF NUCLEAR AND CHLOROPLAST GENE EXPRESSION 179 

Sugiura, M. (1991). Transcript processing in plastids: Trimming, cutting, splicing. In  “The 
Molecular Biology of Plastids.” Vol. 7A, “Cell Culture and Somatic Cell Genetics” (L. 
Bogorad and I. K. Vasil. eds.), pp. 125-137. Academic Press, San Diego. 

Surzycki, S. J., and Shellenbarger, D. L. (1976). Purification and characterization of a putative 
sigma factor from Chlamydomonas reinhardi. Proc. Natl. Acad. Sci. USA 73, 3961-3965. 

Susek, R. E., and Chory, J. (1992). A tale of two genomes: Role of a chloroplast signal in 
coordinating nuclear and plastid genome expression. Aust. J. Plant Physiol. 19, 387-399. 

Susek, R. E., Ausubel, F., and Chory, J. (1993). Signal transduction mutants of Arabidopsis 
uncouple nuclear CAB and RBCS gene expression from chloroplast development. Cell 
74,787-799. 

Svab, Z., Hajdukiewicz, P.. and Maliga, P. (1990). Stable transformation of plastids in higher 
plants. Proc. Natl. Acad. Sci. USA 87, 8526-8530. 

Szekeres, M., NCmeth, K., Koncz-Kalman, Z., Mathur, J., Kauschmann, A,, Altmann, T., 
Redei, G., Nagy, F., Schell, J., and Koncz, C. (1996). Brassinosteroids rescue the deficiency 
of CYP90, a cytochrome P450, controlling cell elongation and de-etiolation in Arabidopsis. 
Cell 85, 171-182. 

Takahashi, T., Gasch, A., Nishizawa, N., and Chua, N. H. (1995). The DIMINUTO gene of 
Arabidopsis is involved in regulating cell elongation. Genes Dev. 9, 97-105. 

Taylor, W. C. (1989). Regulatory interactions between nuclear and plastid genomes. Annu. 
Rev. Plant Physiol. Plant Mol. Biol. 406, 211-233. 

Terzaghi, W. B., and Cashmore, A. R. (1995). Light-regulated transcription. Annu. Rev. Plant 
Physiol. Plant Mol. Biol. 46, 445-474. 

Theg, S. M., and Scott, S. V. (1993). Protein import into chloroplasts. Trends Cell Biol. 
3, 186-190. 

Thompson, A. J.. and Herrin, D. L. (1991). In vitro self-splicing reactions of the chloroplast 
group I intron Cr.LSU from Chlamydomonas reinhardtii and in vivo manipulation via gene- 
replacement. Nucleic Acids Res. 19, 6611-6618. 

Thorsness, P. E., and Weber, E. R. (1996). Escape and migration of nucleic acids between 
chloroplasts, mitochondria and the nucleus. Int. Rev. Cytol. 165, 207-234. 

Tiller, K., and Link, G. (1993). Phosphorylation and dephosphorylation affect functional 
characteristics of chloroplast and etioplast transcription systems from mustard (Sinapis alba 

Tiller, K., Eisermann, A., and Link, G. (1991). The chloroplast transcription apparatus from 
mustard (Sinapis alba L.). Evidence for three different transcription factors which resemble 
bacterial sigma factors. Eur. J .  Biochem. 198, 93-99. 

Tonkyn, J. C., Deng, X. W., and Gruissem, W. (1992). Regulation of plastid gene expression 
during photooxidative stress. Plant Physiol. 99, 1406-1415. 

Torazawa, K., Hayashida, N., Obokata, J., Shinozaki, K., and Sugiura, M. (1986). The 5 ’  part 
of the gene for ribosomal protein S12 is located 30 kbp downstream of its 3’ part in tobacco 
chloroplast genome. Nucleic Acids Res. 14, 3143. 

Troxler, R. F., Zhang, F., Hu, J., and Bogorad, L. (1994). Evidence that sigma factors are 
components of chloroplast RNA polymerase. Plant Physiol. 104,753-759. 

van Tuinen, A., Kerckhoffs, L. H., Nagatani, A., Kendrick, R. E., and Korneef, M. (1995). 
Far-red light-insensitive, phytochrome A-deficient mutants of tomato. Mol. Gen. Genet. 
246, 133-141. 

Vera, A,, and Sugiura, M. (1995). Chloroplast rRNA transcription form structurally different 
tandem promoters: An additional novel-type promoter. Curr. Genet. 27, 280-284. 

Vierstra, R. D. (1993). Protein degradation in plants. Annu. Rev. Plant Physiol. Plant Mol. 
Biol. 44,385-410. 

Voelker, R., and Barkan, A. (1995a). Nuclear genes required for post-translational steps in 
the biogenesis of the chloroplast b6f complex in maize. Mol. Gen. Gener. 249, 507-514. 

L.). EMBO J .  12, 1745-1753. 



180 MICHEL GOLDSCHMIDT-CLERMONT 

Voelker, R., and Barkan, A. (1995b). Two nuclear mutations disrupt distinct pathways for 
tarteting proteins to the chloroplast thylakoid. EMBO J.  14, 3905-3914. 

Voelker, R., Mendel-Hartvig, J., and Barkan, A. (1997). Transposon-disruption of a maize 
nuclear gene, tha-1, encoding a chloroplast SecA homolog: In vivo role of cp-SecA in 
thylakoid targeting. Genetics 145, 467-478. 

von Arnim, A,, and Deng, X. W. (1996). A role for transcriptional repression during light 
control of plant development. BioEssays 18,905-910. 

von Wettstein, D., Gough, S., and Kannangara, C. G. (1995). Chlorophyll biosynthesis. Plant 
Cell 7, 1039-1057. 

Wada, T., Tunoyama, Y., Shiina, T., and Toyoshima, Y. (1994). In vitro analysis of light- 
induced transcription in the wheat psbD/C gene cluster using plastid extracts from dark- 
grown and short-term-illuminated seedlings. Plant Physiol. 104, 1259-1267. 

Walbot, V. (1992). Strategies for mutagenesis and gene cloning using transposon tagging and 
T-DNA insertional mutagenesis. Annu. Rev. Plant Physiol. Plant Mol. Biol. 43,49-82. 

Walbot, V., and Coe, E. H. (1979). Nuclear gene iojap conditions a programmed change to 
ribosome-less plastids in Zea mays. Proc. Natl. Acad. Sci. USA 76, 2760-2764. 

Wei, N., and Deng, X. W. (1996). The role of COP/DET/FUS genes in light control of 
Arabidopsis seedling development. Plant Physiol. 112, 871-878. 

Wei. N., Chamovitz, D. A., and Deng, X. W. (1994). Arabidopsis COP9 is a component of 
a novel signalling complex mediating light control of development. Cell 78, 117-124. 

Wolfe, K. H., Morden, C. W., and Palmer, J. D. (1992). Function and evolution of a minimal 
plastid genome from a nonphotosynthetic parasitic plant. Proc. Natl. Acad. Sci. USA 89, 
10648- 10652. 

Wolbon, R., Higgins, K. G., and Sears, B. B. (1991). Evidence for replication slippage in the 
evolution of Oenothera chloroplast DNA. Mol. Biol. Evol. 8,709-720. 

Wu, H. Y., and Kuchka, M. R. (1995). A nuclear suppressor overcomes defects in the synthesis 
of the chloroplast psbD gene product caused by mutations in two distinct nuclear genes of 
Chlamydomonas. Curr. Genet. 27, 263-269. 

Xie, Z., and Merchant, S. (1996). The plastid-encoded ccsA gene is required for heme attach- 
ment to chloroplast c-type cytochromes. J .  Biol. Chem. 271,4632-4639. 

Xu, R., Bingham, S. E., and Webber, A. N. (1993). Increased mRNA accumulation in a psaB 
frame-shift mutant of Chlamydomonas reinhardtii suggests a role for translation in psaB 
mRNA stability. Plant Mol. Biol. 22,465-474. 

Yang, J., Schuster, G., and Stern, D. B. (1996). CSP41, a sequence-specific chloroplast mRNA 
binding protein, is an endoribonuclease. Plant Cell 8, 1409-1420. 

Ye, L., Li, Y., Fukami-Kobayashi, K., Go, M., Konishi, T., Watanabe, A., and Sugiura, M. 
(1991). Diversity of a ribonucleoprotein family in tobacco chloroplasts: Two new chloroplast 
ribonucleoproteins and a phylogenetic tree of ten chloroplast RNA-binding domains. Nu- 
cleic Acids Res. 19, 6485-6490. 

Yohn, C. B., Cohen, A., Danon, A., and Mayfield, S. P. (1996). Altered mRNA binding 
activity and decreased translation initiation in a nuclear mutant lacking translation of the 
chloroplast psbA mRNA. Mol. Cell. Biol. 16,3560-3566. 

Zeltz, P., Hess, W. R., Neckermann, K., Borner, T., and Kossel, H. (1993). Editing of the 
chloroplast rpoB transcript is independent of chloroplast translation and shows different 
patterns in barley and maize. EMBO J .  12, 4291-4296. 

Zerges, W., and Rochaix, J. D. (1994). The 5’ leader of a chloroplast mRNA mediates the 
translational requirements for two nucleus-encoded functions in Chlamydomonas rein- 
hardtii. Mol. Cell. Biol. 14,5268-5277. 

Zerges, W., Girard-Bascou, J., and Rochaix, J. D. (1997). Translation of the chloroplast psbC 
mRNA is controlled by interactions between its 5’ leader and the nuclear loci TBCZ and 
TBC3 in Chlamydomonas reinhardtii. Mol. Cell. Biol. 17, 3440-3448. 



Signaling in Unicellular Eukaryotes 

Saren T. Christensen,* Vagn Leick,* Leif Rasmussen,t and Denys N. Wheatleyt 
*Department of Medical Biochemistry and Genetics, Panum Institute, University 
of Copenhagen, DK-2200 Copenhagen N, Denmark; ?Institute of Medical 
Biology, Department of Anatomy and Cell Biology, Odense University, DK- 
5230 Odense M, Denmark; and *Cell Pathology Unit, Department of Pathology, 
University Medical School, Aberdeen AB25 2ZD, United Kingdom. 

Aspects of intercellular and intracellular signaling systems in cell survival, proliferation, 
differentiation, chemosensory behavior, and programmed cell death in free-living 
unicellular eukaryotes have been reviewed. Comparisons have been made with both 
bacteria and metazoa. The central organisms were flagellates (Trypanosoma, Leishmania, 
and Crifhidia), slime molds (Dictyostelium), yeast cells (Saccharomyces cerevisiae), and 
ciliates (Paramecium, Euplotes, and Tetrahymena). There are two novel aspects in this 
review. First, cellular responses are viewed in an evolutionary perspective, rather than 
from the more prevailing one, in which the unicellular eukaryotes are seen by the 
mammalian organisms. Second, results obtained with cell cultures in minimal, chemically 
defined nutrient media at low cell densities where intercellular signaling is strongly 
reduced are discussed. These results shed light on control mechanisms and their 
cooperation inside the living cell. lntracellular systems have many common features in 
unicellular and multicellular organisms. 

KEY WORDS Protozoans, Yeast, Cellular signaling, Apoptosis, Programmed cell 
death, Cell survival, Cell proliferation, Mating, Chemosensory behavior. 

I. Introduction 

Signaling systems in mammalian cells have been studied for years. Recently, 
investigators working with lower eukaryotes, such as flagellates, slime 
molds, ciliates, and yeast cells, have been surprised to find that many 
concepts and control mechanisms known from metazoa seem to apply also 
to the unicellular organisms. This is true for regulatory systems which 
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have to do with fundamental features like cell survival, proliferation, differ- 
entiation, chemosensory behavior, and programmed cell death. So far, such 
results have most often been published without too much cross-referencing 
to other systems (an exception: Csaba and Miiller, 1996). Here we attempt 
to remedy this situation. We are aware that we compare biological systems 
which were separated maybe more than a billion years ago and that we 
should be prepared to find huge differences between them. However, it is 
becoming increasingly obvious that nature has used many basic principles, 
building blocks, and control mechanisms throughout groups of eukaryote 
cells. 

Studies on cellular control mechanisms in unicellular eukaryotes have 
proceeded along two lines, in vitro and in vivo experiments. The first line 
has dealt with gene sequences and isolation of control molecules from 
various cells. The second has dealt with the behavior of living cells in culture 
after exposure to activating or inhibitory compounds or to other adverse 
culture conditions. We want to contribute to this field by forming a bridge 
between these two lines. For some time, all of us have known of checkpoints 
in the cell division cycle in eukaryotes. Now we begin to discern another 
set of cellular control systems which so far has received little attention: 
control mechanisms operating in the transition of the cell from survival 
within the lag phase to exponential multiplication, to differentiation, or to 
“programmed” cell death, i.e., cell death which is under molecular control 
rather than being of an “accidental” nature. 

Cells signal to each other when one influences another in a programmed 
and characteristic way. Often cell signaling requires both extracellular mole- 
cules and a complementary set of receptors in each cell. Signaling in uni- 
cellular eukaryotes was believed to be confined to mating factors in, e.g., 
ciliates and yeast cells. It is now evident that unicellular eukaryotes depend 
on extensive signaling systems for their existence ( Janssens, 1988; Wheatley 
et al., 1993, 1994; Vallesi et al., 1995; Ameisen, 1996; Csaba and Miiller, 
1996; Rasmussen et al., 1996). We can get insight into these systems under 
in vivo conditions by manipulation of nutrient media and by inhibition/ 
activation of cellular functions. 

Unicellular eukaryotes gave rise to metazoa during evolution. Hence we 
can ask, are unicellular inter- and intracellular communication systems 
homologous to those used by cells of metazoa? This may indeed be true 
for basic control mechanisms in cell survival, proliferation, differentiation, 
chemosensory behavior, and programmed cell death. After addressing this 
question, we will allude to some recent work on prokaryotes, primarily 
because it has now been appreciated that they also indulge in intercellular 
signaling, and the issue of how their systems compare will obviously be 
raised in the future (see IV and VI). 
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There are many examples of intercellular signaling in unicellular eukary- 
otes: (1) Cell growth and proliferation were long believed to depend solely 
on available nutrients. This idea was held in spite of findings over almost 
a century showing that there were clear stimulatory effects on cell multipli- 
cation related to the initial cell density in ciliate cultures (Schousboe er al., 
1997). Recent experiments have confirmed and extended these views. Thus 
proliferation is stimulated by autocrine compounds in Paramecium (Tanabe 
er al., 1990) and Dictyostelium (Whitbread et al., 1991). (2) Mating factors 
(pheromones) are important in cell recognition in sexual reproduction and 
are released into the environment by the yeast cells Saccharomyces and 
Schizosaccharomyces (Hirsch and Cross, 1992; Nielsen and Davey, 1995) 
and by the ciliates Euplotes, Blepharisma, and Dileptus (Parfenova et al., 
1989; Miyake, 1981; Luporini and Miceli, 1986). In addition, pheromones 
in Euplotes raikovi have mitogenic activity (Vallesi etal., 1995). ( 3 )  Signaling 
plays a role in the survival of parasitic flagellates and of some ciliates; these 
organisms can die in the absence of appropriate signals (Christensen and 
Rasmussen, 1992; Ameisen et al., 1995; Schousboe et al., 1997). (4) There 
are examples of differentiation controlled by signals in slime molds. Thus 
starving Dictyostelium cells secrete many compounds, making free-living 
slime mold cells coalesce and differentiate into a multicellular organism 
(Clarke and Gomer, 1995). 

B. Communication in Metazoa 

1. The Roles of Signal Molecules 

All cells respond to chemical changes in the environment. Many inter- and 
intracellular compounds affect cell survival, Proliferation, differentiation, 
programmed cell death, etc. in metazoa (Fig. 1). Intercellular compounds 
are termed primary messengers and include hormones, growth factors, and 
neurotransmitters (Hardie, 1991). Water-soluble compounds can exert their 
effects via cell-surface receptors as secreted free, soluble molecules. The 
signals reach the cytoplasm or the nucleus of the target cells through the 
activation of intracellular enzyme systems (among them, second messen- 
gers), and this often results in the expression of new genes. Hydrophobic 
compounds, such as steroid hormones, exert their effects via intracellular 
receptors. Activated receptors increase the expression of specific genes 
by binding directly to specific DNA sequences. Signaling coordinates the 
behavior of individual cells and ensures integration of functions in the 
entire organism. 
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chemosensory behaviour 

FIG. 1 Schematic presentation of signal processes in multicellular organisms. Intercellular 
signals operate in many ways. Two examples are endocrine and paracrinelautocrine signaling. 
Endocrine signals, e.g., hormones, act over long distances on target cells throughout the body 
via the bloodstream. Paracrinelautocrine signals, e.g., growth factors, are active over short 
distances, i.e., between individual cells in the immediate environment. Hydrophilic signal 
molecules often act on target cells through specific, membrane associated receptor systems. 
Hydrophobic compounds regularly bind to cytoplasmic receptors. In a few cases, the signals 
operate without a receptor. Signaling via membrane-associated receptors. An example: the 
peptide signal, platelet-derived growth factor, regulates cell survival, proliferation, differentia- 
tion, and chemosensory behavior in mammalian cells via a protein tyrosine kinase receptor. 
This leads to production and activation of several intracellular messenger molecules and 
effector enzymes, which may vary from one cellular response to another. In most cases (e.g., 
in proliferation) the intracellular signal pathway induces new gene expression. However, new 
gene activities are not required in chemosensory behavior (Bornfeldt er a!., 1995b). Signaling 
via cytoplasmic receptors. Glucocorticoids are steroid hormones and affect metabolism and 
suppress inflammatory responses. They are bound to carrier proteins in the intercellular 
environment. When the hormones are released from their carrier molecules they diffuse 
through the plasma membrane and bind to cytoplasmic receptors. The activated receptors 
bind to specific DNA sequences in the nucleus and induce the synthesis of regulatory proteins 
(Alberts et al., 1994; Pepe and Albrecht, 1995; Knoebl er al., 1996; Funder, 1996). Signaling 
without receptors. An example: nitric oxide (NO) is an intracellular messenger molecule 
which regulates many cellular activities, such as neurotransmission, vasomodulation, immune 
response, cell survival, and proliferation. Nitric oxide diffuses rapidly into the intercellular 
environment and enters neighboring cells. This leads to amplification of the original signal 
(Berdeaux, 1993; Marin and Govantes, 1995; Oh, 1995). 
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Many compounds take part in signal transduction. Binding of intercellular 
molecules to membrane-associated receptors leads to the activation of mul- 
tiple downstream targets, which are intermediates between the receptor and 
the nucleus for immediate-early gene expression in programmed processes. 
Growth factors and chemoattractants often signal via two types of 
membrane-associated receptors: tyrosine kinases (TK)  receptors and G- 
protein linked receptors, e.g., seven-pass transmembrane helices (STM) re- 
ceptors. This is true for insulin; insulin-like growth factors (IGFs); epider- 
mal, platelet, fibroblast, and nerve cell growth factors (EGF, PDGF, FGF, 
and NGF, respectively); and for the tripeptide fMet-Leu-Phe. Binding of 
signal molecules to both receptor types leads to the activation of many 
intracellular signal systems. Two families of protein kinases known as the 
mitogen-activated protein kinase (MAPK) pathways and the protein kinase 
Cs (PKCs) are central in this connection. 

a MAPK Pathways These consist of protein kinase cascades, including 
G TP-binding proteins, M A P  kinase kinase kinases, MAP kinase kinases, 
and M A P  kinases. Ras GTPase is one of the central GTP-binding enzymes. 
It regulates the activity of Ral GTPase, PI-3 kinase, and Raf kinase (Feig 
et al., 1996), the latter being a MAP kinase kinase kinase. Signaling via TK 
receptors often results in the activation of MEKs (MAP kinase kinases) 
and ERKs (MAP kinases) through Ras GTPase and Raf GTPase and 
signaling via G-protein-linked receptors via G proteins and a MEKK 
(Lange-Carter et al., 1993; Can0 and Mahadevan, 1995; Marshall, 1996). 
MEKs are phosphorylated on serine residues, and MEK, a dual-specificity 
kinase, then phosphorylates ERKs on threonine and tyrosine residues. 
Other subfamilies of the MAPK cascade take part in signal transduction 
(Cano and Mahadevan, 1995; Canman and Kastan, 1996). One is J N U  
SAPK (c-jun amino-terminal kinasektress-activated protein kinase). JNK is 
activated by growth factors, cytokines, and stress factors, including heat 
shock, high osmolarity, and UV light. This activation occurs via MEKK by 
a MEK equivalent termed SEK and in pathways both dependent and 
independent of GTPase action (Minden et al., 1994). 

6. PKCs These are serinelthreonine kinases and can be divided into con- 
ventional PKCs (cPKCs), new PKCs, and atypical PKCs (aPKCs) (reviewed 
by Nishizuka, 1992, 1995). Both cPKC and aPKC activate the Ras/Raf/ 
MAPK cascades (Sozeri et al., 1992; Kolch et al., 1993; Hii et al., 1995; 
Mitev et al., 1995; Can0 and Mahadevan, 1995; Nishizuka, 1995; Canman 
and Kastan, 1996). The cPKCs are Ca*+/phospholipid-dependent enzymes. 
Their activities can be regulated by receptor-mediated hydrolysis of phos- 
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phatidylinositol by phospholipase C-a, forming the second messengers diac- 
ylglycerol (DAG) and inositol-l,5-triphosphate ( IP3). The aPKCs are regu- 
lated by ceramide and PIP3, the latter being a product of the PI-3 kinase, 
rather than by Ca2+ and DAG (Liscovitch and Cantley, 1994; Nishizuka, 
1995). 

Evidently, the MAPK pathways can be activated simultaneously by dis- 
tinct parallel cascades in response to the same stimuli in mammalian cells 
Can0 and Mahadevan, 1995; Canman and Kastan, 1996). This shows a high 
degree of complexity in the regulatory mechanisms of signal transduction 
in these cells. 

3. Cell Death-A Prerequisite for Multicellular Life 

Complex mechanisms regulate development and maintenance of metazoa, 
some being dependent on the death of specific cells at appropriate times. 
These death processes require de n o w  gene expression and are called 
programmed cell death (PCD), in stark contrast to the “accidental” cell 
death associated with necrosis (Ellis et al., 1991; Raff, 1992; Hacker and 
Vaux, 1995; Duke et al., 1996). PCD eliminates cells in embryonic tissues 
during morphogenesis. As an example, 131 of a total of 1090 cells die by 
PCD during development of the nematode Caenorhabditis elegans (Ellis 
et al., 1991). PCD removes unwanted or abnormal cells, maintains specific 
cell types, protects against infections, and regulates maturation of the im- 
mune and nerve systems in the adult organism (Baixeras et al., 1994; Hacker 
and Vaux, 1995; Duke et al., 1996). Evan (1994) and Vaux et al. (1994) 
suggested that PCD originated with the advent of metazoan systems. It 
will become obvious that we do not share their views. 

Cytokines or inadequate amounts of survival and growth factors induce 
cell elimination (Raff, 1992). Raff suggested that all metazoan cells are 
genetically programmed to kill themselves; only constant support from 
neighboring cells keeps them alive, and even healthy cells take steps to 
commit suicide by PCD in the absence of this support. He proposed that 
limiting amounts of signaling compounds control the number of cells in a 
tissue and this selects for the most competitive cells, a form of “survival 
of the fittest” inside the organism. These signals can be both autocrine/ 
paracrine and “endocrine” and in the latter case they are produced by cell 
types other than target cells (Bruckner et al., 1989; Tschan et al., 1990; Raff, 
1993; Ishizaki et al., 1993, 1994). This view-that only constant support 
from neighboring cells keeps the cells alive - may also be extended to 
some unicellular animals (see II.C, II.D, and 1II.E). 

PCD is still only partly understood. It is regulated by the expression of 
early genes in the cell cycle, such as c-fox, c-myc, c-jun, and cdc2 (Pandey 
and Wang, 1995), the tumor suppressor gene p.53, ICE (interleukin-l-p- 
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converting enzyme) cysteine protease, and the proto-oncogene family of 
bcl-2 in mammalian cells (Reed, 1994; Hacker and Vaux, 1995; Wertz and 
Hanley, 1996; Duke et al., 1996). For example, the cMyc and cFos proteins 
induce PCD in cultured cells deprived of serum and growth factors (Evan 
et al., 1992; Smeyne et al., 1993; Harrington et al., 1994) in a process mediated 
by p53 (Wagner et al., 1994; Hermeking and Eick, 1994; Hermeking et al. 
1995; Pandey and Wang, 1995). ICE protease destroys cells by attacking 
the scaffolding of DNA and by activating enzymes that break up nuclear 
chromatin (see below). The proteins Bax and Bcl-Xs induce PCD, whereas 
Bcl-2 and Bcl-XL suppress it by dimerizing and inhibiting the activities of 
Bax and Bcl-Xs. Furthermore, Bcl-2 inhibits cMyc-mediated PCD (Fanidi 
et al., 1992; Bisonnette et al., 1992; Wagner et al., 1993). Homologous 
gene products are involved in the development of C. elegans (Vaux, 1993; 
Steller, 1995). 

PCD is associated with multiple cellular changes which depend on the 
nature and origin of the dying cell. Clarke (1990) distinguished between four 
morphological types of PCD: (1) apoptosis, (2) autophagic degeneration, 
(3) nonlysosomal vesiculate disintegration, and (4) a cytoplasmic type. 
Often cell death follows apoptosis or “shrinkage necrosis,” as originally 
reported by Kerr (1971), Kerr et al. (1972), and Wyllie et al. (1980). Apop- 
tosis leads to rapid cell dehydration, to an increase in the levels of free 
Ca2+, and to activation of both endonucleases and transglutaminase (Arends 
et al., 1,990; Wyllie et al., 1984; Ellis et al., 1991; Wyllie, 1992; Wyllie et al., 
1992). Endonucleases fragment DNA into pieces of 50-300 kb (Filipski et 
al., 1990), correlating with the size of chromatin loop domains of the nuclear 
scaffold, and into pieces of 180-200 bp and multiples thereof by so-called 
internucleosomal cleavage (Bortner et al., 1995). Apoptosis involves 
(1) nuclear condensation, (2) pyknotic chromatin dispersed along the inner 
margin of the nuclear envelope, (3) convolution or “blebbing” of the cell 
membranes, (4) loss of ribosomes from rough endoplasmic reticulum and 
polysomes, and ( 5 )  reduction in the volume of the cytoplasm which becomes 
electron-dense (Wyllie et al., 1980). The cells fragment into cytoplasmic 
bodies as the result of blebbing. These bodies are engulfed by macrophages 
and neighboring cells. In this way damage to the surrounding tissue is 
contained (Wyllie et al., 1980). Many PCD processes are increasingly being 
shown not to exhibit all (or even most) of these “hallmarks.” 

PCD in metazoan cells does not always follow classical apoptosis. Dying 
mammalian neurons may degenerate by autophagy in which lysosome- 
derived vacuoles consume the cytoplasm. This process rarely leads to mem- 
brane blebbing, chromatin margination, or DNA fragmentation, but the 
nucleus often becomes pyknotic (Clarke, 1990). Examples of nonapoptotic, 
autophagic PCD come from studies on metamorphosis in insects. They 
concern the development of intersegmental muscles (Schwartz et al., 1990, 



188 SBREN T. CHRISTENSEN ET AL. 

1993) and the labial gland in the moth Manduca sexta (Zakeri et al., 1996). 
Evidently, PCD is morphologically and biochemically diverse. Extensive 
subdivision of cell death is an attempt to grapple with the diversity of 
responses shown by injured and moribund cells. Apoptosis occurs in re- 
sponse to adverse agents, such as gamma irradiation, heat shock, and free 
radicals of oxygen (Columbano, 1995; Wertz and Hanley, 1996), and cell 
death may be accompanied by both apoptotic and necrotic features (Clarke, 
1990; Columbano, 1995). However, the field of pathological cell death should 
become clearer, but many have expressed grave doubts as to what goes 
on. Columbano (1995) and Farber (1994) considered the present state of 
our concepts confusing and unintelligible and have underlined the naivity 
of the simplistic notion that “apoptotic” vs “necrotic” are the two main cate- 
gories. 

PCD was originally described as a phenomenon pertaining to metazoa. 
Since many groups have now found evidence for PCD or related processes 
in unicellular organisms (see II.C, II.D, III.E, and V), it is highly possible 
that it was present all along in these cells and exploited in connection with 
the process of differentiation in multicellular life. 

C. Minimal Nutrient Substrates 

Cells are often grown on rich nutrient substrates to ensure that they will 
“take.” Kidder and Dewey (1951) grew unicellular organisms, ciliates, in 
minimal media in order to examine their specific nutrient requirements. 
Their media are protein- and lipid-free and consist of amino acids, vitamins, 
glucose, and salts. Minimal media can give information on relations between 
cells and their substrates with respect to cell survival, proliferation, differen- 
tiation, chemosensory behavior, etc. Use of minimal media is a leitmotif in 
this review. 

Early studies on metazoan cells showed that minimal media are important 
for investigating signaling mechanisms. Thus Zwiller et al. (1982) grew 
transformed neuroblastoma and glioma cells in serum-free medium. They 
found that hemin and sodium nitroprusside activated cell proliferation, 
both compounds turning on a guanylate cyclase (cf. III.D.l). Furthermore, 
lshizaki et al. (1993) showed that autocrine signals inhibit PCD in lens 
epithelial cells in minimal media. These cells die at low initial densities, 
but cell-free medium from a culture with many cells rescues them. Addition 
of serum makes it impossible to see the effects of hemin and autocrine 
factors, because serum itself activates proliferation. Thus minimal media 
are useful for studying details of cell signaling. 

The immediate effects of minimal nutrient medium are long lag phases, 
long generation times, or cell death. Compounds shortening lag phases and 
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rescuing cells from dying throw light on in vivo mechanisms involved. Three 
groups of compounds come to mind in this connection: phorbol esters, lipids, 
and tetrapyrroles, all of which have remarkable effects on proliferation of 
ciliates (see 1II.D) and yeast cells (V). The latter group of compounds - 
the tetrapyrroles, i.e., hemin, chlorophyllin, and protoporphyrin IX - also 
has spectacular effects on the proliferation of a flagellate, Crithidiu fuscicu- 
luta (see 1I.C). 

We have used an experimental protocol for Tetruhymenu in which we 
inoculated a known, low number of cells to give us predetermined low 
initial numbers of cells/ml. This density could be 1 or 5000 cells/ml or 
anything between these two values. This approach has been combined with 
minimal nutrient media. Furthermore, we reduced the amounts of cell- 
produced, proliferation-activating compounds from the mother culture by 
three washings of the cells in a centrifuge immediately before inoculation. 
In this way we reduced carryover of cell-produced, activating compounds 
at inoculation. The cells did not always grow as well as the controls in the 
complex media, but this approach yielded much biological information 
(see 111). 

D. Summary 

Signaling systems exist in unicellular eukaryotes and have been studied in 
many laboratories. Gene sequences have been analyzed, enzymes have been 
isolated and characterized, and physiological/pharmacological experiments 
with cells in minimal media have been made, the latter showing connections 
between intracellular signaling pathways in living cells. All of these studies 
have contributed to showing similarities between genes, regulatory proteins, 
and pathways between cells of the two groups, the unicellular and the 
multicellular organisms. 

II. Signaling Systems in Unicellular Eukaryotes 

Here we are referring to “signaling systems” in the broadest sense of the 
term. They consist of primary messengers, receptors, effector enzymes, and 
messenger molecules. Many compounds affect signaling systems and alter 
cell behavior. To give examples, they can induce nonproliferating cells to 
proliferate, differentiate, survive, or die. They can also induce cells to 
change direction of locomotion or speed. The study of signaling is relatively 
new in unicellular organisms. The field is in its initial stage and our present 
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knowledge centers around a few activities in a few species. A more coherent 
picture should emerge with time. 

A. Growth Factors in Paramecium 

Autocrine growth factor-like compounds from unicellular eukaryotes were 
first purified from cultures of the ciliate Paramecium. The doubling times 
of the jumyo mutant of P. tetraurefia are long compared to those of wild- 
type cells (Takagi er af., 1987). These doubling times are restored to normal 
values if the mutant cells are grown in mass cultures or if a concentrate of 
cell-free, conditioned medium is added to them (Takagi et af.,  1989). This 
indicates that signal compounds are being released to the medium. Using 
ultrafiltration, chromatography methods, and SDS-PAGE, Tanabe et af .  
(1990) isolated a 17-kDa protein (ParGF) from conditioned medium, and 
this protein stimulates proliferation of the mutant down to M. The 
reason for the slow proliferation in the mutant is as yet unknown. Also, 
other cells secrete factors reducing the doubling times of the jumyo mutant. 
This is true for P. tetraurefia, P. caudarum, P. muftimicronucfeatum (Takagi 
et al., 1993), and Tetrahymena (Tokusumi et af., 1996). Even mammalian 
sera, epidermal growth factor (EGF), and transforming growth factor alpha 
(TGF-a) stimulate proliferation in the jumyo mutant (Tokusumi et af.,  
1996). 

6 .  Pheromones in E. raikovi 

Pheromones are intercellular signal compounds which control cell recogni- 
tion in mating (Luporini and Miceli, 1986). In a marine ciliate, E. raikovi, 
the pheromones have diverse effects in starving and feeding cells. These 
compounds are constantly released, and they form a large family of homolo- 
gous proteins (Luporini et af., 1996) consisting of 37-40 amino acids (Raffi- 
oni et af., 1988,1989,1992). So far, five pheromones have been characterized 
(Concetti et al., 1986; Miceli et af.,  1983, 1991; Raffioni et af.,  1987, 1988, 
1989, 1992). They share little overall sequence identity, but all of them 
have six cysteine residues at homologous positions and three alpha-helices 
with an up-down-up topology (Stewart et al., 1992; Brown et af., 1993; 
Luginbuhl et af.,  1994). Binding between a pheromone and its receptor 
requires sequence and structure homology between the two molecules. A 
pheromone binds to, dimerizes, and activates two receptor molecules, which 
is possible because it carries a deep cleft and an asymmetrical charge 
distribution (Ortenzi et af.,  1990; Miceli et af.,  1992; Brown et af.,  1993; 
Luporini et af.,  1996). The receptor is produced from an isoform of a 
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prepro-pheromone, and this is immunologically equivalent to the mature 
pheromone. Thus it is possible that the pheromone and its receptor originate 
from the same precursor (Miceli et al., 1992), as happens with EGF and 
TGF-a in mammalian cells (MassaguC, 1990). 

1. Starving Cells 

Pheromones induce cells of different mating types to form pairs, and the 
paired cells exchange genetic material (Luporini et al., 1996). 

2. Feeding Cells 

Ortenzi et al. (1990) and Luporini et al. (1992) studied pheromones in 
E. raikovi cells. They are structurally similar to the mammalian cytokin 
interleukin-2 (IL-2) (Ortenzi et al., 1990; Luporini et al., 1994). Furthermore, 
the pheromones cross-react with membrane components of the IL-2-depen- 
dent survival and proliferation system in T lymphocytes (Luporini et al., 
1996). Vallesi et al. (1995) showed that pheromones are mitogenic in E. 
raikovi in the presence of nutrients. A divalent pheromone antibody acti- 
vates and its monovalent fragment inhibits mitogenesis. These authors sug- 
gested that the divalent antibody acts by binding to the immunologically 
equivalent region of the NH2 end of the receptor which is then dimerized 
and activated. In contrast, the monovalent antibody prevents receptor di- 
merization. These results show that a single type of autocrine signal mole- 
cule activates sexual processes under starvation conditions, but proliferation 
under feeding conditions. Ortenzi et al. (1990) and Luporini et al. (1992) 
already consider the pheromones autocrine growth factors. 

C. Apoptosis in Parasitic Flagellates 

Apoptosis occurs in cultures of Trypanosoma and Leishmania as a result 
of host signals, low levels of autocrine survival factors, or heat shocks 
(Ameisen et al., 1995; Welburn et al., 1996; Moreira et al., 1996). Death 
seems to be tied to changes in the life cycles of the parasites as they 
pass through their hosts (Schaub, 1994; Matthews and Gull, 1994). Thus 
epimastigotes of T. cruzi differentiate into metacyclic trypomastigotes pass- 
ing from insect to mammalian hosts. Extensive internucleosomal DNA 
fragmentation accompanies in vitro cell death (Ameisen et al., 1995), which 
may be inhibited by autocrine survival factors. Only cultures at high initial 
cell densities reach a threshold level of signal compounds sufficient to 
prevent death and support survival and proliferation. Also, apoptotic cell 
death (Ameisen et al., 1995) occurs after a shift-up of the temperature, 
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mimicking the transition from the insect to the mammalian host, and after 
the epimastigotes are incubated with human complement (Nogueira et al., 
1975; Hall and Joiner, 1993). The temperature shift leads to apoptosis due 
to increased intracellular levels of Ca2+ in promastigotes of L. amazonensis 
(Moreira et al., 1996). 

Host signals influence survival and differentiation in procyclic (Vicker- 
man, 1985) forms of trypanosomes. Glycosyl lectins secreted from the mid- 
gut of the host kill them. This is accompanied by nuclear condensation and 
surface blebbing (Maudlin and Welburn, 1987; Welburn et al., 1989). Also, 
the plant lectin concanavalin kills T. brucei rhodesiense (Welburn et al., 
1996). This process is accompanied by de novo gene expression and includes 
DNA fragmentation (Welburn el al., 1996), supporting the notion that PCD 
occurs in these flagellates. 

These findings show that PCD and apoptosis are regulated by autocrine 
and host signals. Thus basic FGF-like activity has been found in African 
trypanosomes and in Leishmania (Kardami et al., 1991), and the colony- 
stimulating factor from granulocyte macrophages acts as a growth factor and 
inhibits heat-induced apoptosis in L. amazonensis (Barcinski et al., 1992; 
Welburn etal., 1996). Moreover, the parasites respond to host cytokines sup- 
porting growth (Olsson et al., 1992; Barcinski and Moreira, 1994; Lucas et al., 
1994) or inhibiting PCD. The downstream events in this signaling cascade 
are largely unknown. T. brucei cells have surface receptors for EGF (Hide et 
al., 1989). The growth factor is mitogenic in serum-depleted medium and it 
stimulates protein kinase activity in procyclic trypanosomes (Hide etal., 1989, 
1994). In addition, EGF promotes proliferation of trypomastigotes (Stern- 
berg and McGuigan, 1994). These findings indicate the presence of signal 
transduction pathways in these trypanosomes. T. brucei cells have many pro- 
tein kinases that phosphorylate proteins at both serinekhreonine and tyro- 
sine residues, and they may play major roles in proliferation and differentia- 
tion (Parsons et aL, 1991, 1993; Gale et al., 1994). Thus Wheeler-Alm and 
Shapiro (1992) showed that tyrosine kinases are required for proliferation 
and that both protein kinase activity and proliferation are reduced by gen- 
istein, a tyrosine kinase inhibitor. However, they found no evidence for EGF- 
induced phosphorylation of a tyrosine kinase specific substrate in an in vitro 
system. Also, PKC-related enzymes are implicated in proliferation in both 
T. cruzi and T. brucei cells (Gomez et al., 1989; Keith etal., 1990). In addition, 
epimastigotes of T. cruzi contain a functional inositol/DAG signaling path- 
way (DoCampo and Pignataro, 1991), but staurosporine at 1 p M ,  a serine/ 
threonine kinase inhibitor, does not induce death in epimastigotes of T. cruzi 
(Ameisen et al., 1995). This indicates that protein phosphorylations at serine/ 
threonine residues do not reverse death by apoptosis in these cells, but effects 
of other serinekhreonine kinase inhibitors and perhaps higher concentra- 
tions of staurosporine should be tested. 
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Crithidia fascicufata, also a parasitic flagellate, can be grown in a min- 
imal chemically defined nutrient medium (Kidder and Dutta, 1958). 
SIbrensen and Rasmussen (unpublished research) found that 6-anilino-5,8- 
quinolinedione (LY 83583) and ['HI-( 1,2,4)oxadiazole(4,3-a)quinoxalin-l- 
one, inhibitors of the soluble (NO-dependent) guanylate cyclase (Mulsch 
et af.,  1988; Randriamampita et af., 1991; Garthwaite et af., 1995), block 
cell proliferation. Addition of 8-bromo-cyclic GMP bypasses the effect of 
LY 83583 (Sgrensen and Rasmussen, unpublished research). Similar effects 
are also seen in ciliates and yeast (see 1II.D and V.B). These results indicate 
that soluble guanylate cyclase, originally found in mammalian cells, plays 
a crucial role in the proliferation of lower groups of unicellular eukaryotes. 

In this view, it would be interesting to see the effects of 8-bromo-cGMP 
and activators of the soluble guanylate cyclase system, namely, sodium 
nitroprusside and protoporphyrin IX (see III.D), on parasitic flagellates 
during programmed cell death. 

D. Coalescence Factors in Dictyostelium discoideum 

Many intercellular signal molecules take part in proliferation, differentia- 
tion, and chemosensory behavior in cells of the myxomycete D. discoideum. 
Starving, free-living cells assemble and differentiate into a multicellular 
aggregate of up to lo5 individual cells. They form a migrating slug which 
differentiates into a foot plate, a stalk, and a fruiting body. Spore cells 
germinate into new free-living slime mold cells (Loomis, 1982). This life 
cycle is regulated by several autocrine/paracrine signal molecules, including 
cyclic AMP (CAMP), differentiation-inducing factor (DIF), prestarvation 
factor (PSF), and conditioned medium factor (CMF) (Gerisch, 1986, 1987; 
Clarke et af., 1992; Clarke and Gomer, 1995). cAMP is the major chemotac- 
tic agent during cell aggregation. Upon starvation, cAMP is secreted in 
pulses, generating waves of the chemoattractant. These waves direct the 
cells to move toward the oscillating centers by sequential activation and 
adaptation of intracellular signaling pathways. In contrast, prespore and 
prestalk cells are exposed to a high, continuous level of cAMP (Van Haast- 
ert, 1991; Devreotes, 1994; Firtel, 1995). The cAMP binding sites are STM 
receptors (Devreotes and Zigmond, 1988). They activate multimeric G 
proteins, adenylate cyclase, guanylate cyclase, phospholipase C, influxes of 
Ca2', and effluxes of H+ and K+. All these effects induce gene expression 
(Reymond et af., 1995) and trigger alterations in the cytoskeleton required 
for pseudopodial extensions implicated in chemotaxis (Fukui, 1985; De- 
vreotes, 1994; Van Haastert, 1995; Noegel and Luna, 1995). These processes 
include the phosphorylations and dephosphorylations of myosin I1 heavy 
chain (Rahmsdorf et af. ,  1978; Berlot et af., 1987; Yomura and Kitanishi- 
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Yomura, 1992) and are regulated by cGMP (Liu and Newell, 1994; Newell 
et al., 1995) and a membrane bound PKC isoform (Ravid and Spudich, 
1989, 1992; Pasternak et al., 1989; Egelhoff et al., 1993; Abu-Elneel et al., 
1996). The MAP kinase ERK2 is also active in slug formation. Thus ERK2 
is required for cell aggregation, development of the multicellular slug, and 
may be essential for morphogenesis and cell-type-specific gene expression 
(Segall et al., 1995; Gaskins et al., 1996). Maeda et al. (1996) proposed that 
cAMP through STM receptors stimulates the activity of adenylate cyclase 
by activating a calcium-dependent MAP kinase cascade. 

Other autocrine signals are important in the developing slime mold. DIF, 
a chlorinated phenyl alkanone (Berks et al., 1991), induces cell differentia- 
tion in the slug (Town et al., 1976; Brookman et al., 1982; Kay and Jermyn, 
1983; Morris et al., 1987; Williams et al., 1987; Early et al., 1995; Kawata et 
al., 1996). PSF is a glycoprotein of about 70 kDa (Rathi et al., 1991) that 
functions as a “cell-density-sensing factor.” It induces gene functions lead- 
ing to an increased synthesis of discoidin (regulating cell streaming), cAMP 
signaling, cell-to-cell adhesion, and lysosome functions (Clarke et al., 1987; 
Rahti et al., 1991; Rahti and Clarke, 1992; Schatzle et al., 1991). PSF is 
continuously secreted by growing cells (Clarke et al., 1988), but active only 
at high concentrations (i.e., at high cell densities) and when the food supply 
becomes scarce (Clarke et al., 1987). Bacterial components can bind to the 
cells and block PSF signal transduction (Clarke et al., 1988; Burdine and 
Clarke, 1995). CMF is an 80-kDa glycoprotein (Gomer et al., 1991) active 
at high cell densities (Grabel and Loomis, 1978; Gomer and Firtel, 1987). 
The cells need high levels of CMF in order to transduce the CAMP-mediated 
signal during chemoattraction (Mehdy and Firtel, 1985; Gomer and Firtel, 
1987; Gomer et al., 1991; Yuen et al., 1991, 1995; Van Haastert er al., 1996). 
CMF is also implicated in cell aggregation in other ways (Jain et al., 1992), 
but in contrast to PSF, CMF is slowly secreted upon starvation from both 
prespore and prestalk cells (Yuen et al., 1991). The cells secrete small CMF- 
derived peptides with higher specific activities than the entire molecule 
after a long period of starvation (Yuen et al., 1991). 

The developing slime mold can be considered similar to a developing, 
multicellular embryo (Mutzel, 1995). The question therefore arises, does 
this development include programmed cell death (PCD)? Quite possibly. 
Formation of the stalk leads to nonviable, vacuolated, plant-like cells sur- 
rounded by a rigid wall (Mutzel, 1995), and this has been compared to 
PCD in metazoa (Cornillon et al., 1994). Furthermore, DIF induces PCD 
in starved cells but not in growing cells of a mutant not producing this 
compound. DIF induces death only when cells have initiated differentiation 
(Cornillion et al., 1994). These authors showed that the death process 
includes limited and focal condensation of chromatin, massive vacuoliza- 
tion, cytoplasmic condensation, and very late, membrane lesions. This mode 
of death has morphological and ultrastructural similarities to PCD in insect 
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cells during metamorphosis (Schwartz et al., 1993; Zakeri et al., 1993) and 
in some mammalian cell systems (Clarke, 1990). Cornillon et al. (1994) also 
showed that DIF induces an irreversible step leading to the inability to 
regrow in fresh medium even before any morphological alterations were 
seen. This supports the view that cell death associated with cell differentia- 
tion in D. discoideurn follows a programmed course. 

Signal molecules have been implicated in growth and proliferation in D. 
discoideum cells. First, a component of fetal calf serum stimulates growth 
(Loomis, 1987). Later, Whitbread er al. (1991) showed that conditioned 
medium from a dense culture stimulates proliferation and that it contains 
an active 12- to 14-kDa compound (Dictyostelium growth factor, DGF) 
resistant to SDS (sodium dodecyl sulfate) and heat treatments, but sensitive 
to mercaptoethanol or pronase treatments. These authors suggested that 
DGF supports proliferation only at  high levels or at high cell densities. 
Details of the putative signal transduction pathway mediated by D G F  are 
not yet known. The cells express a growth-specific ras gene (Ddras-G) 
(Robbins et al., 1989). Furthermore, they express a MAP kinase termed 
ERKl  in both proliferating and differentiating cells, but this expression 
requires different promoters (Gaskins et al., 1994). ERKl  is insensitive to 
CAMP and essential for proliferation in free-living cells (Maeda et al., 1996; 
Gaskins et al., 1994). Thus ras-like G proteins and ERKl  may take part in 
signal transduction in response to DGF. 
In line with our general thesis that unicellular organisms presumably 

have a panoply of factors affecting many aspects of their life, behavior, 
and death, slime mold cells-as exemplified by Dictyostelium-clearly sup- 
port this notion, having so many refined control systems available. 

E. Tetrahymena and Yeast Cells 

The fate of Tetrahymena cells in a culture in minimal, chemically defined 
medium depends on the initial cell density. The reason is that the cells 
release factors which prevent cell death (see 111). In addition, compounds 
interfering with cell survival and proliferation also affect chemosensory 
behavior (see IV). 

Overgaard etal. (unpublished research) did not find evidence for a critical, 
initial cell density in cultures of Saccharomyces cerevisiae, not even when 
grown in poor nutrient media. However, S. cerevisiae cells respond to and 
use both extra- and intracellular signaling mechanisms first discovered in 
multicellular cell systems (see V). 

F. Summary 

One basic feature common to all the unicellular systems investigated is the 
cascade leading to cell survival andor  proliferation. So far, we have mostly 
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mentioned enzyme systems in proliferation. Later, we will report on some 
of the effector molecules which are implicated here (see 111). Some have 
been identified in the flagellate C. fasciculara (II.C), in Tetrahymena (III.C), 
and in yeast cells (V). 

Increase of cell size should be called cell growth; increase in cell numbers 
should be called cell proliferation. We have often seen an increase in cell 
numbers referred to as “cell growth.” 

PCD was originally described as a phenomenon pertaining to metazoa. 
Since many groups have now found evidence for PCD in unicellular eukary- 
otes, it is highly possible that it was present all along in these cells and 
exploited in connection with the process of differentiation in multicellular 
life. 

The interest in signaling mechanisms in unicellular organisms is now 
burgeoning. Here we selected results from phylogenetically distinct uni- 
cellular eukaryotes. Cellular mechanisms control whether the cells will 
stay alive, proliferate, differentiate, die, etc., and they have many common 
molecular features. This may not be surprising since we are dealing with 
fundamental mechanisms which have been in place for 1-2 billion years 
and are hardly likely to be altered without severe repercussions to the cells. 

111. Signal Molecules in Cell Survival and Proliferation 
in Tetrehymena 

Many microbes produce and release compounds first discovered in mamma- 
lian cells, such as hormones, growth factors, and other signal molecules. 
These microbes are both prokaryotes and unicellular eukaryotes (Csaba, 
1994). The ciliate Tetrahymena has been singled out for studies of the 
effects of such compounds. At present, we do not know if autocrine signal 
molecules from Tetrahymena have any homology with mammalian survival 
and growth factors. However, activity of at least one factor from Tetrahy- 
menu can, in mammalian cells, mimic the effect of a mammalian hormone. 

This review deals in part with cell survival and the lag phase and with 
the transition from this lag phase to exponential proliferation. The T. 
thermophila cells (wild-type inbred strain B-1868-111 (Orias and Bruns, 
1976)) in the lag phase have, unless anything else is stated, been transferred 
from 24-h-old cultures, i.e., from cultures in early, stationary phase. Cell 
proliferation has ceased for about 6 h in these cases. We know that we 
would get different results than those reported here if we had used 48-h- 
old cultures. Thus it is obvious that the stationary phase should be subdi- 
vided into many stages in the future. 
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1. Homologies in Signal Compounds in Tetrahymenu and 
Mammalian Cells 

Tetrahymena was long ago reported to release compounds with, for example, 
immunological similarity to insulin, somatostatin, adrenocorticotrophin 
(ACTH), @endorphin, relaxin, vasotocin, calcitonin (LeRoith et af., 1980, 
1982,1987; Shiloach et al., 1985), dehydroepiandrosterone, estradiol (Csaba 
et af., 1985), serotonin, and adrenaline ( Janakidevi et af., 1966; Blum, 1967; 
Brizzi and Blum, 1970; Csaba and KovBcs, 1994). These results indicate that 
signaling processes are not confined to multicellular cell systems, but evolved 
with the origin of the unicellular eukaryotes. We agree with Csaba (1994, 
1996) that signaling is an indispensable part of the biology of these cells. 

Shiloach et af. (1985) reported that insulin-related material from T. pyri- 
formis is similar in many respects to mammalian insulin. Thus it is highly 
comparable to insulin from swine with regard to effects on uptake and 
metabolism of glucose in porcine adipocytes. Excesses of anti-insulin anti- 
body or antibodies directed against the insulin receptor greatly reduce 
the effect of Tetrahymena insulin (Shiloach et af., 1985). In addition and 
reciprocally, Csaba and Lantos (1975,1976) reported that insulin and adren- 
alin affect glucose uptake and metabolism in T. pyriformis. Insulin, ACTH, 
histamine, histidine, serotonin, etc. affect phagocytosis, possibly via multiple 
receptor mechanisms (for references, see Kohidai et aL, 1995). Furthermore, 
prototypic opioid agonists, such as morphine and P-endorphin, inhibited 
phagocytosis by a naloxone-reversible mechanism (De Jesus and Renaud, 
1989; SalamBn et al., 1990; Chiesa et af., 1993). Many mammalian signal 
molecules also had effects on the chemosensory behavior of Tetrahymena. 
These include insulin, PDGF, EGF, FGF, P-endorphin, and the leukocyte 
attractant fMet-Leu-Phe (Leick et af., 1996b). Mechanisms in chemosensory 
behavior are described later (see IV). 

There are also many similarities of the intracellular transduction systems 
in uni- and multicellular organisms. These similarities include G proteins, 
components of the inositol phospholipid pathway (Kovics et af., 1996), 
phospholipase C and D (Florin-Christensen et af., 1986; KovBcs et af., 1996), 
protein kinases (Hegyesi and Csaba, 1994a; Straarup et al., 1997), adenylate 
cyclase/cAMP systems, guanylate cyclase/cGMP systems, calcium- 
calmodulin systems (Christensen et af., 1996a; Csaba, 1994,1996; Umeki and 
Nozawa, 1996), and nitric oxide systems (Kohidai et aL, 1992; Christensen et 
af., 1996a). 

2. Receptors 

Tetrahymena cells bind insulin in the plasma and cilia membranes, in vesi- 
cles, and in the nuclear envelope (Csaba, 1985; KovBcs and Csaba, 1987; 
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Christopher and Sundermann, 1992; Hegyesi and Csaba, 1992a,b, 1994b). 
The binding sites on the surface membranes are similar to those of mamma- 
lian receptors in terms of saturation kinetics and temperature and pH 
dependence (KovBcs and Csaba, 1990). The latter results indicate that 
these binding sites have some similarities to those of mammalian receptors. 
Christopher and Sundermann (1995b) partially characterized a membrane 
protein of 62-67 kDa from cilia of T. pyriformis which is immunologically 
similar to mammalian insulin. They suggested that their protein may be a 
precursor of both an insulin-like growth factor and its receptor. More 
recently, Christopher and Sundermann (1996) found no immunogenic evi- 
dence for the presence of plasma and cilia membrane proteins identical to 
the mammalian receptor a-subunit. In contrast, such compounds are de- 
tected in mitochondria, cilia (microtubules), nuclei, and cytoplasm in T. 
pyriformis. Furthermore, immunoblotting with the a-subunit antibody re- 
veals two active proteins of 38 and 97 kDa in whole cell lysates, and these 
were not found in cilia membranes. The authors suggested that insulin 
binds to the cell surface through interaction with the insulin-like protein 
in ciliary membranes. 

O’Neill et af .  (1988) and Zipser et af .  (1988) found an opioid receptor in 
Tetrahymena with sequence homologies to receptors in leeches and rats. 
&Endorphin was a chemoattractant in these cells, and this effect was 
blocked by (-)naloxone but not by (+)naloxone, suggesting the presence 
of stereo-specific opiate receptors (O’Neill et af.,  1988). 

3. Signal Imprinting and Receptor Induction 

Csaba (1980, 1996) proposed that Tetrahymena cells memorize their first 
encounter with growth factors or hormones and then alter their sensitivity 
to these compounds. This phenomenon was called hormonal imprinting 
(Csaba, 1980) or receptor induction (Christopher and Sundermann, 1992), 
and this could be subject to regulatory processes similar to those in multicel- 
lular organisms (Christopher and Sundermann, 1995a; Csaba, 1994,1996). 
Many compounds, including single amino acids, dipeptides, and signal com- 
pounds, such as insulin (Csaba, 1996), elicit imprinting. This results either 
in an increase, “positive imprinting,” or a decrease, “negative imprinting,” 
in the binding of the signal molecules to the surface membrane of the cells 
in offspring generations (Csaba, 1994, 1996). Csaba and Kovics (1987) 
suggested that imprinting could be transferred to unexposed cells by the 
release of a “transfer factor” in their growth medium. 

The molecular mechanism of imprinting is not understood, but Csaba 
(1996) has suggested three possibilities: (1) rearrangement of genes similar 
to the process of the formation of the antibody-coding genes in mammalian 
cells; (2) rearrangement of methylation patterns of the appropriate genes 
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influencing the expression of receptors, or (3) changes in the membrane 
subpatterns forming the receptors. Christopher and Sundermann (1996) 
found that insulin altered the protein composition in ciliary membrane 
extracts. SDS-PAGE analysis followed by silver staining revealed a 
stronger band at 30 kDa and several new protein bands in the 35- to 
50-kDa range. These proteins may be candidates for cellular activities in 
insulin imprinting. 

6. Autocrine Signals in Cell Survival and Proliferation 

1. Minimal, Chemically Defined Nutrient Media 

These media are useful in any critical study of regulation of cellular behavior 
in cultured cells. They offer ways of obtaining information not only on 
nutrient requirements, but also on signal molecules. Without recourse to 
fully defined, minimal media, many studies on signals languish because 
intercellular signaling occurs against a rich backdrop of empirical additives 
(i.e., supplements traditionally supplied, usually in excessive quantities, to 
“guarantee” that the cells will “take” and thrive). Signals become lost in 
the noise of these supplements. For growing cultures of unicellular pro- 
and eukaryotes, not only is proteose peptone supplied, but extracts of liver 
and yeast are often included. For growing cells from metazoa, media are 
usually enriched with serum and often growth factors or extracts are added, 
e.g., EGF and bovine pituitary extracts (Wheatley et al., 1993, 1994; Chris- 
tensen et al., 1995). 

Chemically defined media have been developed over the last 50 years 
for Tetrahymena (Kidder and Dewey, 1951; Holz et al., 1962a; Rasmussen 
and Modeweg-Hansen, 1973; Szablewski et al., 1991). The basic medium 
consists of amino acids, vitamins, glucose, nucleosides, and salts. With these 
media has come the realization that ciliates do not grow simply because 
they have adequate nutrition, but because certain signal molecules-as in 
multicellular organisms-activate cell survival and proliferation (Christen- 
sen and Rasmussen, 1992; Christensen et al., 1993; Wheatley et al., 1993; 
Schousboe e f  al., 1997). The effects of such compounds were reported long 
ago by Cutler and Crump (1923), Robertson (1924), Hall and Loefer (1940), 
Kidder (1939, 1941), and Lilly and Stillwell (1965) and more recently by 
Tanabe et al. (1990), Takagi et al. (1993), and Vallesi et al. (1995), based 
on studies in free-living ciliates. Autocrine (paracrine) secretion of signaling 
compounds remains an obvious possibility. 

2. Cell-to-Cell Interactions 

The fate of Tetrahymena cells in a nutritionally complete but minimal 
chemically defined medium (CDM) (Szablewski et al., 1991) depends on 
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the number of cells transferred to new medium. This is most apparent in 
cultures of T. thermophila, T, pyriformis, and T. setosa (Christensen and 
Rasmussen, 1992; Schousboe et af. ,  1992; Christensen et al., 1992, 1993; 
Christensen, 1993). T. thermophifa cells die when transferred into conical 
culture flasks at low initial cell densities, i.e., <lo00 cells/ml at the optimum 
temperature of 37°C (Fig. 2), despite the fact that the same nutrient medium 
can support proliferation up to a million cells/ml when inoculated at higher 
initial cell densities. In this way, Tetruhymena cells are similar to most 
cultured cells from metazoa. Other species (e.g., T. pigmentosa and T. 
vorax; see 1II.F) readily proliferate in CDM presumably at any initial cell 
density (Schousboe et af.,  1992). However, at low initial densities T. vorax 
cells have longer lag phases and longer generation times than cells at high 
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FIG. 2 Cell density of Terruhyrnenu hermophila in chemically defined nutrient medium in 
conical flasks as a function of time and the initial cell density in the absence, CDM (A), and 
in the presence of cell-free, conditioned medium, CCDM (B). Before inoculation, cells were 
washed three times either in defined nutrient medium or in a Tris/HCI buffer at pH 7.2. In 
both cases there was a >105-fold dilution of the original extracellular medium to reduce 
carryover of extracellular signals from the mother culture. Cell proliferation or cell death 
depends on the initial cell density. Redrawn from Christensen and Rasmussen (1992). 
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densities (Christensen, unpublished research). This suggests that cell-to- 
cell interactions promote cell survival and/or initiate cell multiplication. As 
will be shown later, this interaction can occur via autocrine signal molecules. 
In contrast, Kristiansen ef af. (1996) reported that cells of T. fhermophila 
at low densities do not die in CDM if their culture vessels are closed in 
such a way that there is no border between medium and air. They suggested 
that certain stress situations, e.g., at the culture surface, affect life and death 
of the cells. Furthermore, Hagemeister ef af. (1996) reported (in an abstract) 
that cells at low densities survive in CDM in “open” cultures in medium 
with reduced levels of Ca2+, Mg2+, and certain amino acids. 

3. Autocrine Signal Molecules 

T. thermophifa cells die rapidly when inoculated at low initial densities 
(e.g., at 250 celldml) into CDM in conical culture flasks (Christensen et af., 
1995). Cell-free, conditioned medium from high-density cultures prevents 
cell death and activates proliferation (Christensen and Rasmussen, 1992; 
Schousboe ef  af., 1997) (Fig. 2). Similar experiments were made with single- 
cell cultures. Single cells were transferred into volumes of 1 p1 (i.e., in 
droplets of CDM embedded by paraffin oil in a petri dish). These cultures 
have an initial cell density of 1000 cells/ml, and the single cells survive and 
multiply with a frequency of more than 90% (Table I). In contrast, single 
cells transferred to 10 pl  under similar conditions usually died within 10- 
40 min (Christensen et af., 1995, 1997). Ten cells transferred into 10 p1 of 
medium all survived during a period of 60 min and subsequently proliferated 

TABLE I 
Single-Cell Experiments of Tetrahymena themophila in 1, 
10, and 1000 1.11 of Chemically Defined Nutrient Medium 
(CDM) and in Enriched Proteose Peptone Medium (PPYS) 

Culture volume CDM PPYS 

1 4  29/32 (91%) 15/15 (100%) 
10 pl 3/38 (8%) 24/25 (96%) 

1000 pl 0/30 (0%) 29/30 (97%) 

Note. 3/38 indicates that 3 of 38 single cells 
survived and formed a new culture. One- and ten- 
microliter cultures: single cells were transferred into 
microdrops embedded in sterile paraffin oil placed 
in a petri dish. One thousand-microliter cultures: 
single cells were transferred into short, 100 X 16-mm, 
loosely capped test tubes containing 1 rnl of medium. 
From Christensen and Rasmussen (1992). 
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(Christensen et ul., 1997). Taken together, these results permit the conclu- 
sion that cell-to-cell communication in all these cases does not occur via 
debris from dead cells, but rather through autocrine (paracrine) signal 
compounds. We obtained similar results using various mutant cells: the 
T. thermophifu mutant MS-1 [secreting lysosomal enzymes at low rates 
(Hunseler et ul., 1987)], mutant SB 281 [releasing no mucocysts (Maihle 
and Satir, 1985)], and mutant 118-G [defective in food vacuole formation 
(Tiedtke et ul., 1988; Christensen and Rasmussen, 1992)l. This indicates 
that the signal compounds are not released through mucocysts, by egestion 
of food vacuoles, or with lysosomal activity. 

Schousboe et ul. (1997) partially purified a 7- to 8-kDa protein from 
cultures of T. thermophilu and from water in which the cells were suspended. 
This compound supported cell survival and proliferation and was isolated 
after dialysis, ultrafiltration, and anion exchange. It was characterized by 
SDS-PAGE analysis and dubbed Tetruhymenu proliferation-activating fac- 
tor (TPAF). This protein supports cell survival and proliferation even at 
low concentrations in cultures at low initial cell densities. About 10 pg 
TPAF/I is released from cells grown to 100,000 cells/ml in CDM. A 100- 
fold dilution of this fraction activates proliferation in cultures with 100 
cells/ml, which indicates that TPAF is active at ca. lo-'" M .  If TPAF is the 
single autocrine molecule for cell survival, it is active at M .  These 
results support previous findings (Christensen and Rasmussen, 1992) and 
demonstrate that specific signaling between individual cells affects life and 
death in T. thermophilu. 

Other autocrine factors affect cellular responses in Tetruhymena. Ander- 
sen and Houen (1989) found an autocrine protein of about 5 kDa which 
is released by multiplying cells. It accumulates in dense cultures and reduces 
the transcription rates by inhibiting the activity of RNA polymerase (Ander- 
sen and Islin, 1987). In addition, Schousboe et uf. (1997) found evidence 
that a dialyzable factor produced by T. thermophilu cells in stationary phase 
inhibits cell proliferation and is called Tetruhymenu proliferation-inhibiting 
factor. They found that the extracellular medium from 48-h-old cultures 
(mixed 1 : 1 with fresh medium) does not activate cells to proliferate unless 
the medium is dialyzed. It is possible that the cells start to release an 
inhibitor of cell multiplication when their growth rates decrease. Rasmussen 
et ul. (1996) proposed that cells survive starvation for longer durations if 
they do not reduce their size by cell divisions. A cell-produced block for 
division at the beginning of a starvation period could have been a great 
evolutionary advantage. 

4. Cell Survival and Proliferation in Complex Media 

Single T. thermophilu cells survive and proliferate in 1-ml portions of a 
complex medium of proteose peptone enriched with yeast extracts and salts 
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(PPYS; Table I) (Orias and Rasmussen, 1976; Christensen and Rasmussen, 
1992; Schousboe et al., 1992). These single cells "took" with a frequency 
of about 90%. This fits the idea that the PPYS medium contains substances 
which either mimic or substitute for TPAF (Christensen and Rasmussen, 
1992) or in other ways activate control mechanisms for proliferation. These 
substances can be lipids and/or proteins present in PPYS (Schousboe, un- 
published research). This could explain the fact that PPYS has been a 
very successful nutrient medium for cultivation of many cells for almost 
a century. 

CDM has opened a whole realm of possibilities for studying signaling 
mechanisms in terms of cell survival, proliferation, differentiation, chemo- 
sensory behavior, and programmed cell death in Tetrahymena. In the fu- 
ture, it will be very interesting to test other organisms using this kind of 
media. 

C. Effects of Mammalian Growth Factors and Hormones 

Signal compounds from mammalian sources have been tested in Tetrahy- 
mena cultures (see 1II.A). Andersen et al. (1984) showed that PDGF is 
mitogenic in a dose-dependent manner down to about 2 X M. Further- 
more, PDGF also stimulates DNA synthesis at similar low concentrations. 
Csaba et ul. (1995) found that human cytokines IL-3 and IL-6 stimu- 
late proliferation and increase insulin binding in T. pyriformis. Mamma- 
lian signal compounds promote cell survival in T. thermophilu, including 
insulin (lO-I4 M )  (Christensen et al., 1996b), ACTH (3 X lo-' M), EGF 
(lo-'' M), PDGF (lo-'' M), and NGF (lo-'' M )  (Kristiansen et al., 1996). 
The following section discusses the effects of insulin in T. thermophila and 
relations between mammalian signal compounds and TPAF. 

1. Biphasic Response to Insulin 

The effect of human recombinant insulin on survival and proliferation has 
been studied in T. thermophila cells (B-I11 1868; Orias and Bruns, 1976). 
Insulin stimulates cell survival and activates proliferation in two separate 
concentration ranges with effects down to about 3 X M and again at 

3 X lo-'' M (Christensen et al., 1996b) (Fig. 3). The reason for this 
pattern is unknown, but it can be due either to the presence of two types 
of receptors which bind insulin with different affinities or to a constant 
inhibition/desensitization between separate receptor populations, as re- 
ported for receptors in mammalian cells (e.g., Housley ef  al., 1987). A 
further observation needing to be explained is that insulin differs in its 
action in the two concentration intervals. Cells at the low level of insulin 
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FIG. 3 Four individual experiments on the effects of human recombinant insulin on cell 
survival and promeration in Tetrahymena thermophifa in chemically defined nutrient medium 
in conical culture flasks at 400 cellslml in the presence (solid symbols) and in the absence 
(open symbols) of 50 nM hemin. Solid lines show results from those cultures in which cells 
proliferated and the number of hours in the lag phase before the start of proliferation (Y1 
axis). Bars show results from those cultures in which insulin promoted cell survival in a 
percentage of the control cultures (Y2 axis). From Christensen et al. (1996b). 
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from around 40 organisms/ml survive longer than the controls, but the cells 
do not proliferate, whereas they do from 400 cells/ml. Thus insulin has two 
effects (Christensen et al., 1996b): at micro- and nanomolar levels it activates 
both survival and proliferation, whereas at the lower level it affects survival 
only. This may be caused either by promoting the secretion of TPAF or 
by lowering the threshold concentrations to such molecules (Wheatley et 
al., 1993; Christensen et al., 1996b). 

2. Biological Activity of Insulin Fragments 

Specific amino acid domains are important in the receptor binding and in 
the activity of peptide signals in mammalian cells. The C-terminal end of 
the insulin chain B has been singled out for particular attention (DeMeytz 
et al., 1978; Saunders et al., 1982; Gammeltoft, 1984). The amino acid 
residues in the aromatic triplet B24(Phe), B25(Phe), B26(Tyr) are especially 
important for directing insulin interaction with its receptor (Nagawa and 
Tager, 1987; Mirmira and Tager, 1989; Mirmira et al., 1991). The effects of 
various peptide fragments of insulin on T. thermophila have also been 
explored. Cells incubated with a synthetic preparation of the insulin B22- 
B30 fragment survive about 3 times longer (10 h) than the control cultures 
(3 h) at 40 cells/ml. The same fragment-tested from M- 
leads to cell survival exclusively in the low picomolar range, but is less 
potent than insulin (Christensen et al., 1996b). These results indicate that 
domains of insulin may be linked with some activity of the entire molecule 
in T. thermophila. 

Peptide fragments of the C-terminal end of the B chain of insulin are 
also active in mammalian cells. They mimic and/or enhance the activity of 
the entire insulin molecule. This activity can be both hormonal (with effects 
on carbohydrate metabolism) and mitogenic (with effects on cell growth 
and proliferation). 

to 

a Hormonal Actions Weitzel et al. (1971, 1975) suggested that the pep- 
tide fragment B22-B25 forms a domain with the (B22, Arg) residue being 
a critical moiety for biological activites in vivo and in vitro. These activities 
can be both independent and dependent on the insulin receptor functions 
(Weitzel et al., 1973, 1976; Kikuchi et al., 1981a). More recently, Ng et al. 
(1989) showed that the B22-B25 fragment has both insulin-like and insulin- 
potentiating effects in vivo and proposed that it is internalized and acts 
through postbinding sites of the glucose metabolic pathway in target tissues. 
Also, other C-terminal fragments of the B chain are active. The B21-B26 
fragment has insulin-like activity (Fujino et al., 1977; Menuelle et al., 1989) 
and this effect is enhanced by substitution of glycine for proline in the 
B23 position (Menuelle et al., 1989). In addition, these and other peptide 
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fragments amplify and up-regulate the activity of the intact insulin molecule. 
These include B21-B26, B22-B25, B22-B26, and B23-B29 (Fujino et af.,  
1977; Kikuchi et al., 1980, 1981a,b; Menuelle et af. ,  1989; Ng et af., 1989). 
However, all are less potent and are needed at higher levels than the entire 
insulin molecule. 

b. Mitogenic Actions Little is known about the effects of insulin frag- 
ments on cell survival and proliferation in mammalian cells. The N-terminal 
hexapeptide fragment of IGF 11-identical to the C-terminal sequence of 
the Casiragua insulin B chain-promotes [3H]thymidine incorporation at 
levels down to M and up-regulates the IGF receptors in fibroblasts 
(Haselbacher et al., 1992). 

Results from T. thermophifa cells show that biological effects of the C- 
terminal end of insulin are not restricted to cells from metazoa. Further- 
more, the activity of these fragments is lower than that of the entire insulin 
molecule, as in metazoan cells. Thus the intact insulin molecule promotes 
cell survival in T. thermophifa at concentrations up to 100 times lower than 
B22-B30 in the low-concentration range (Christensen et al., 1996b). It is 
noteworthy that the pentapeptide B22-B26 at submaximal concentrations 
of insulin stimulates glucose oxidation in two separate concentration ranges 
in adipocytes (Kikuchi et af. ,  1981a). In this light, it is possible that the 
B20-B30 fragment in T. thermophila cells cooperates with the cells’ own 
signal molecules. 

3. Tetruhyrnenu-Produced Factors and Mammalian 

Many mammalian growth factors can rescue moribund Tetrahymena cells. 
This raises the question, is there any homology between these factors and 
the cells’ own compounds? The fact that insulin-related material is produced 
by Tetrahymena (Shiloach et al., 1985) and the claim that these cells have 
receptors for insulin (Christopher and Sundermann, 1996; Csaba, 1996) 
point to the conclusion that insulin-related material may be autocrine signals 
for survival in these cells. Immunoblotting of fractionated CDM with anti- 
insulin (Schousboe et al., 1997) shows a protein above 60 kDa, which may 
be similar to the one found by Christopher and Sundermann (1995b) in 
the cilia membranes of T. pyriformis. The filtered fraction of conditioned 
medium above 30 kDa does not rescue moribund cells in low-density cul- 
tures (Schousboe et af.,  1997) and therefore TPAF cannot be identical to 
insulin. They may, however, share some sequence homologies. Alterna- 
tively, the cells’ own signals may have no obvious similarity to mammalian 
insulin-like material. To give an example, mammalian insulin and IGFs 
bind to the basic 7 s  globulin located in the middle lamella of the cell walls 

Growth Factors 



SIGNALING IN UNICELLULAR EUKARYOTES 207 

and in the plasma membranes of soybean seeds (Komatsu and Hirano, 
1991; Hirano et al., 1992; Nishizawa et al., 1994). This globulin has a protein 
kinase activity corresponding to about two-thirds of the activity of the 
tyrosine kinase of the rat insulin receptor (Komatsu et al., 1994). It has 
therefore been proposed that the globulin has insulin receptor-like func- 
tions. Watanabe et al. (1994b) found that soybean seeds produce a 4-kDa 
signal peptide, leginsulin. The amino acid sequence of this molecule has 
no obvious similarity to insulin or IGFs, but it competes with insulin for 
binding of globulin. Thus, as for leginsulin, the compounds from T. thermo- 
phila cells may not necessarily show a close resemblance to  mammalian 
insulin. Therefore the Tetrahymena insulin found by Leroith et al. (1980) 
and Shiloach et al. (1985) and TPAF need to be analyzed for amino acid 
sequence homology to insulin and IGFs. This also needs to be done with 
many other mammalian growth factors rescuing moribund cells of Tetrahy- 
menu before any conclusion as to their effects can be made. 

D. Roles of lntracellular Messenger Systems 

Many compounds rescue moribund cells of T. thermophila, including lipids, 
proteins, porphyrin molecules, and detergents (Christensen and Rasmussen, 
1992; Schousboe et al., 1992; Schousboe and Rasmussen, 1994; Kristiansen 
et al., 1996). Some of these can act as second messenger molecules or 
activate intracellular primary and secondary effector enzymes activated by 
TPAF (Wheatley et al., 1993; Rasmussen et al., 1996). Others have suggested 
that these compounds prevent cell death due to inadequate culture condi- 
tions, leading to cell demise in the border between medium and air of the 
culture (Kristiansen et al., 1996). Here we describe how these compounds 
can interfere with cellular signal transduction systems in T. thermophila, 
leading to cell survival and proliferation. 

1. Cyclic GMP and Nitric Oxide 

a Metazoan Cells cGMP is a secondary messenger molecule in many 
cellular activities. It is produced by the guanylate cyclase which exists either 
as a membrane-bound isoform (particulate guanylate cyclase, pGC) or as 
a cytosolic isoform (soluble guanylate cyclase, sGC). pGC is activated by 
intercellular signal molecules binding to receptors associated with the en- 
zyme. These primary messengers include natriuretic peptides and heat- 
stable enterotoxins (Garbers, 1992). sGC is activated by NO, which binds 
to iron in the heme moiety (hemin) attached to the enzyme (Ignarro, 1992). 
sGC is also activated by arachidonic acid, 15-lipooxygenase products, fatty 
acids (Gerzer et al., 1983, 1986), and protoporphyrin IX (Ignarro et al., 
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1984). The latter compound resembles the structure of the NO-hemin 
complex in the activated enzyme (Ignarro et al., 1984). cGMP and NO 
regulate cellular activities, such as vasomodulation and neurotransmission 
(Moncada et al., 1991; Nathan, 1992; Berdeaux, 1993; Oh, 1995). As an 
example, NO plays a major role in learning and memory functions in 
the mammalian brain. Excitatory amino acid neurotransmitters activate 
receptors for N-methy1-D-aspartate, leading to increased intracellular levels 
of NO via the action of nitric oxide synthase. NO, in turn, stimulates the 
formation of cGMP which then induces the release of other neurotransmit- 
ters, such as acetylcholine and dopamine. NO is also released to neighboring 
cells, resulting in an amplification of the original signal. In addition, the 
NOlcGMP system has various effects on cell survival and proliferation. 
Cytokines and growth factors increase intracellular levels of NO and cGMP 
and inhibit PCD and apoptosis in serum-deprived cultures of eosinophils, 
cells in ovarian follicles, PC12 cells, and sympathetic neurons (Beauvais et 
al., 1995b; Chun et al., 1995; Farinelli et al., 1996; Park et al., 1996). In 
contrast, NO and cGMP inhibit cell growth and proliferation in vascular 
smooth muscle cells (Cornwell et al., 1994; Etienne et al., 1996) and in 
osteoblast-like cells (Ralston et al., 1994), whereas they stimulate cell prolif- 
eration in cultures of glioma and neuroblastoma cell lines (Zwiller et al., 
1982) and in T cells (Maghazachi, 1992). 

b. Unicellular Eukuryotes cGMP is involved in cellular activities in uni- 
cellular organisms. It takes part in slug formation (Newel1 et al., 1995; see 
IID), cell cycle events, metabolism, and ciliary beating in ciliates (Graves 
et ul., 1976; Schultz and Klumpp, 1984, 1994; Bonini and Nelson, 1988; 
Umeki and Nozawa, 1996). NO inhibits ADP-ribosyltransferase and slug 
formation in D. discoideum. This latter reaction is independent of cGMP 
formation (Tao et al., 1992a,b). Paveto et al. (1995) found that T. cruzi cells 
have an NO/sGC system activated via NMDA receptors. These findings 
support the idea that the NO/cGMP transduction pathway has an old history 
in evolution. 

Insulin and the NO donor sodium nitroprusside (SNP) (Ignarro et al., 
1981) induce the formation of cGMP in T. pyriformis (KovBcs et al., 1989; 
Kohidai et ul., 1992). Insulin supports cell survival in CDM (Christensen, 
1993). Similarly, SNP, insulin, and 8-bromo cGMP (a permeable analogue 
of cGMP)-added separately-prevent cell death and induce T. thermo- 
philu cells to proliferate from low initial densities (Christensen et al., 
1996a,b). All these results support the view that an NO-dependent guanyl- 
ate cyclase (sGC) is present in these cells and that this system plays a role 
in survival and proliferation. T. thermophilu cells have cGMP-dependent 
protein kinases (PKCs) (Murofushi, 1973, 1974) and these enzymes are 
probably involved in signal transduction (see below). SNP produces a bipha- 
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sic response on cell survival and proliferation in T. thermophila over a wide 
concentration interval, like insulin does (Fig. 4). Furthermore, both insulin 
and SNP act in synergism with hemin (Christensen et al., 1996a,b). SNP is 
toxic in the micromolar range, since it kills cells in high-density cultures. 

Is NO an intercellular signal molecule in T. thermophila? NO may partici- 
pate in some cell-to-cell interactions since NO is probably one of the first 
of a generation of “signaling gases” not acting through specific receptors. 
SNP is active at very low levels M), showing that T. thermophila 
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FIG. 4 Effects of various concentrations of sodium nitroprusside on survival and proliferation 
in Terruhyrnena fhermophilu in chemically defined nutrient medium in conical culture flasks 
at 500 cells/ml in the presence (solid symbols) and in the absence (open symbols) of 50 nM 
hemin. Solid lines show results from those cultures in which the cells proliferated and the 
number of hours in the lag phase before the start of proliferation (Y1 axis). Bars show results 
from those cultures in which sodium nitroprusside promoted cell survival as a percentage of 
the control cultures (Y2 axis). From Christensen et al. (1996a). 
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cells can react on very low amounts of NO in the environment. NO at 
high levels disappears quickly by reacting rapidly with 02- or 02, yielding 
OONO- and NO2, respectively (Stamler et al., 1992). However, at low 
concentrations it is rather stable, because two NO molecules have to react 
with one oxygen molecule to produce NO2- (Fukuto, 1995). 

There are compounds known to inhibit NO production and the activity 
of the soluble guanylate cyclase in mammalian cells. These compounds also 
inhibit proliferation and induce death in T. thermophila (Christensen et al., 
1996a). They include fl-methyl+-arginine (NMA), methylene blue (MB), 
and LY 83583. NMA is a competitive inhibitor of L-arginine for NO- 
synthase (Gold et al., 1990). MB blocks the activity of NO-dependent 
(soluble) guanylate cyclase by oxidizing the active hem0 center (Martin et 
al., 1985) or by inactivation of its hemo-deficient apoenzyme (Tsai et al., 
1983). Furthermore, MB binds to and inactivates NO (Wolin et al., 1990), 
suppresses the release of NO from organic nitrates (Feelisch and Noack, 
1987), and may also inhibit NO-synthase (Mayer et al., 1993). LY 83583 
lowers intracellular cGMP levels (Schmidt et al., 1985) by inhibiting soluble 
guanylate cyclase (Mulsch et al., 1988; Randriamampita et al., 1991) and 
NO-synthase (Luo et al., 1995). All of these compounds block the effects 
of insulin in T. thermophila. Effects of NMA on cell proliferation can be 
circumvented, bypassed, by an excess of L-arginine, or by SNP, protopor- 
phyrin IX (PPIX), or 8-bromo cGMP. Among these compounds only 8- 
bromo cGMP circumvents cell death caused by MB and LY 83583 and 
makes the cells proliferate-again, a bypassing action (Christensen et al., 
1996a). We believe that cGMP activates a protein kinase G which in turn 
is involved in activation of immediate-early genes in cell proliferation. If 
this idea is correct then cGMP is the last known low-molecular-weight 
compound required for activation of these genes. 

2. Protein Kinases 

Enzyme activities are often controlled by protein phosphorylations in eu- 
karyotes. Several systems are implicated in signal transduction pathways 
in mammalian cells in response to external stimuli, such as survival and 
growth factors. They include protein kinases which phosphorylate substrate 
enzymes at tyrosine and/or serine/threonine residues (see LB), and similar 
systems seem to be at work in Tetrahyrnena with respect to survival and pro- 
liferation. 

a. Protein Tyrosine Kinases Proliferating T. thermophila cells induce in 
vivo phosphorylation of at least one protein at 50-55 kDa. This phosphory- 
lation is resistant to alkaline treatment (Christensen et al., manuscript in 
preparation). Furthermore, genistein, a tyrosine kinase inhibitor, inhibited 
this phosphorylation. This inhibition is not seen in the presence of the 
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“negative control” daidzein. It was proposed that T. thermophila has protein 
tyrosine kinase activities. In line with these results, cell survival and prolifer- 
ation induced by insulin are blocked by genistein, but not by daidzein. 
Leick and Christensen (unpublished research) observed that two proteins 
at 50-56 kDa are phosphorylated in vitro in extracts of cilia and, as in 
the in vivo experiments, these phosphorylations are resistant to alkaline 
treatment. Furthermore, the protein kinase in the cilia is active at 0°C 
in the absence of added Mg2+, and its activity is inhibited by genistein 
and tyrphostins. 

b. Protein Kinuse C-like Activities Straarup et al. (1997) replaced TPAF 
with DAG, phorbol ester (PMA), and the synthetic diacylglycerol OAG, 
the latter two compounds substituting for DAG (Nishizuki, 1995). All of 
these compounds rescue moribund cells from dying. On the other hand, 
staurosporine, an inhibitor of serinekhreonine kinase and PKC, induces 
cell death in cultures, even at high initial cell densities and when supple- 
mented with PMA, OAG, and insulin (Christensen et al., 1997). Further- 
more, PMA (at 500 cells/ml) induces in vivo phosphorylations of several 
proteins with molecular masses of around 12-16,42-46,50-56,60-64, and 
72-78 kDa (Straarup et al., 1997). Cells (at 250,000 cells/ml) induce in vitro 
phosphorylations of myelin basic protein peptide fragment 4-14. Both in 
vivo and in vitro phosphorylations are annulled by staurosporine. 

c Protein Kinase G PKG activities have been found in Tetrahymena by 
Murofushi (1973, 1974). They may be turned on by cGMP and may be 
involved in signal transduction in cell survival and proliferation. 

These results suggest that serinekhreonine and/or tyrosine kinases take 
part in survival and proliferation in T. thermophila. They also indicate 
that several protein kinases take part in a TPAF-induced phosphorylation 
cascade and that PKC-like activity is involved in this signal transduction 
pathway in T. thermophila (cf. Csaba, 1996). It is not known whether some 
of this activity is related to the 55-kDa calcium-dependent protein kinase 
found in these cells (Hegyesi and Csaba, 1994a). The kinase is activated 
directly by calcium, and H-7, a serinekhreonine kinase inhibitor, has weak 
effects on its activity. 

The cooperative interactions between protein phosphorylations and 
cGMP systems in survival and proliferation in T. thermophila are not well 
understood. Preliminary results indicate that some protein kinase activity 
may be located upstream in relation to a guanylate cyclase system (Rasmus- 
sen et al., 1996). 

E. Mechanisms in Cell Death 

How do T. thermophila cells die in the absence of TPAF and in the presence 
of inhibitors of signal transduction? One might speculate that since signaling 
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between individual cells supports survival and allows proliferation in a 
sequence similar to that seen in multicellular organisms, then cell death 
may also share features similar to those seen in multicellular eukaryotes 
undergoing PCD. T. thermophila cells may have a genetic basis for PCD and 
apoptosis: these cells have a transcriptionally active polyploid macronucleus 
and an inactive diploid micronucleus which provides genetic continuity 
from one sexual generation to the next. The old macronucleus is replaced by 
a new one during conjugation. Chromatin condenses during this elimination 
(Wenkert and Allis, 1984; Orias, 1986; Weiske-Benner and Eckert, 1987) 
and the DNA fragments into oligonucleosome-sized pieces (Davis et al., 
1992). Actinomycin D inhibits the resorption of the old macronucleus 
(Ward and Herrick, 1996), and aurin, an endonuclease inhibitor (Batistatou 
and Greene, 1993), actinomycin D, or cycloheximide inhibits macronuclear 
condensation and DNA fragmentation (Mpoke and Wolfe, 1996). Thus the 
elimination of the old macronuclei can be regarded as a developmental, 
programmed process with nuclear alterations similar to apoptosis. 

1. Cell Death in Low-Density Cultures 

T. therrnophila cells at low initial density die rapidly with first order kinetics 
(half-lives of <2 h), when transferred to CDM in conical culture flasks 
(Christensen et al., 1995). Kristiansen et al. (1996) suggested that the cells 
die in a “death zone” in the border layer between the fluid medium and 
air of the culture. Cell death frequencies are reduced if their culture vessels 
are filled, the height of the medium is increased, or the temperature is 
decreased. The cells swim upward in the culture due to negative geotaxis and 
positive aerotaxis. Kristiansen et al. (1996) proposed that these increased 
survival frequencies result from a reduced probability of cells to enter 
the death zone and this gives more time for conditioning of the medium. 
Furthermore, low levels of the biosurfactant surfactin and detergents pre- 
vent cell death in CDM, and Kristiansen et al. (1996) suggested that these 
compounds make cells more resistant toward the “stress” at the border 
layer between medium and air. 

Cells do not necessarily die at this border layer. Christensen et al. (1997) 
kept the cells at the bottom of culture tubes by slight centrifugation (about 
12g) which does not alter cell viability or proliferation rates of ciliates 
inoculated at 1000 cells/ml. Single cells in 1 or 2 ml of CDM in glass test 
tubes die with similar frequencies whether the cultures are centrifuged or 
not. This result makes it unlikely that cells die in the layer between medium 
and air (see also note on page 232). Furthermore, filming of single cells in 
small volumes of CDM (10 p1) embedded in paraffin oil (corresponding 
to 100 celldml) shows that the cells are swimming at normal speeds and 
often die at any position in the culture by a quick “global” disintegration 
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observed photographically between two frames 0.2 s apart (Fig. 5). This is 
in contrast to the results of Kristiansen et al. (1996), who reported that 
their cells swelled and lysed before disintegration for about 10 s when 
observed on an object slide. 

The question arises as to the role of the autocrinelparacrine signaling in 
preventing cell death. Kristiansen et al. (1996) suggested that growth factors 
from mammalian sources make the cells release detergents or surfactants 
which in turn prevent cell death in the border layer between medium and 
air. They doubt that cell demise follows a programmed mechanism. They 
found no internucleosomal degradation of the DNA. In contrast, using 
several extraction techniques, Schousboe (unpublished research) found no 

FIG. 5 The fate of single cells of Tetrahyrnena therrnophila in 10-pl cultures of chemically 
defined medium embedded in paraffin oil. Frames 1-4 were recorded by a computer and the 
interval between each frame is 0.2 s, so the period required for cell disintegration is extremely 
short. Frames 1 to 4 are just one series of hundreds of similar recordings. From Christensen 
et al. (1997). 
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evidence for a release to the medium of hydrophobic compounds that 
could support survival and proliferation. Indeed, the components of the 
hydrophobic phases of conditioned medium have inhibitory effects on cell 
proliferation in T. thermophila. These results support the view that cell 
survival occurs via hydrophilic compounds, as shown with the identification 
of the cell-released protein TPAF. 

Inhibition of protein synthesis dramatically postponed cell death (Chris- 
tensen etal., 1995). In the presence of either cycloheximide or puromycin, or 
in medium lacking a single essential amino acid, the cells survive 7-10 times 
longer than those in the control cultures. Furthermore, the critical initial den- 
sity required to support survival is reduced by inhibition of de novo RNA 
synthesis by actinomycin D (Act D). Indeed, single cells inoculated into 
10 pl of CDM die within 4-30 min, but in the presence of Act D, they survive 
and proliferate with long doubling times (Christensen et al., 1995, 1997). 
Moreover, Act D does not affect the ability of the cells to swim upward in 
the culture at Act D levels that prevent cell death, nor does Act D reduce 
the swimming speed of the cells (Christensen et al., 1997). All these results 
support the view that cell death is not simply the result of a direct accident 
in the layer between medium and air in the culture. Mammalian signal mole- 
cules can be mitogenic in T. thermophila (Andersen et al., 1984) and certain 
intracellular signal systems seem to activate survival and proliferation in 
these cells. Cell death in the absence of TPAFs is, therefore, due to a default 
mechanism which may be related to PCD. 

What mechanisms underlie the effects of the detergents on cell survival 
and proliferation in Tetrahymena? At low initial densities cells die by rapid 
disintegration, indicating that cell death is due to instability of the membrane 
construction. It is therefore possible that signal-induced cell survival involves 
activation of intracellular effector and messenger systems leading to de novo 
gene expression, which in turn stabilizes the plasma membrane system. If 
this is true, then the detergents have two functions: they alter the membrane 
composition either directly or indirectly by activating signal transduction 
pathways normally regulated via TPAFs. Low levels of detergents affect the 
activity of membrane-bound primary effector enzymes in signal transduction 
cascades by modulation of the fluidity of cell membranes as in mammalian 
cells. Active compounds in the case of mammalian cells are Tween, Brij, and 
Triton detergent classes and endogenous detergents, such as lysophosphati- 
dylcholine, which also affect membrane receptors (Komori et al., 1993; Bing 
et al., 1993). The involved membrane-associated enzymes include PKC (Oishi 
et al., 1988), adenylate cyclase (Salesse et al., 1982), guanylate cyclase (Fuji- 
mot0 and Okabayashi, 1975; Shier et al., 1976; Fink and Cross, 1984), phos- 
pholipase A2 (Van den Bosch, 1980), and nitric oxide-synthase (Komori et 
al., 1993; Dudek et al., 1994; Conforto et al., 1994, Yoshida et al., 1995). The 
latter leads to activation of an NO-dependent guanylate cyclase (Conforto et 
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al., 1994). These results show that detergents play a role in signal transduction 
processes in mammalian cells. Such compounds may also affect cell survival 
in a similar way in T. thermophila. 

2. Cell Death Induced by Staurosporine 

Inhibition of signal transduction in mammalian cell systems results in cell 
death. Death follows PCD either by apoptosis or by atypical death modes 
(Cohen et al., 1992; Collins et al., 1992). Darzynkiewicz (1995) suggested 
that inhibitors of signal transduction also block metabolic pathways of 
apoptosis, leading to an incomplete pattern of cell death. These inhibitors 
can also reduce or abolish effector molecules needed to execute the death 
process. Staurosporine induces PCD and apoptosis in mammalian cells 
(Sanchez et al., 1992; Ishizaki et al., 1993, 1994; Couldwell et al., 1994; 
Bertrand et af., 1994; Sabit et al., 1994; Wiesner and Dawson, 1996). These 
effects have been ascribed to both PKC-dependent (Sanchez et al., 1992) and 
PKC-independent processes (Raff et al., 1993; Wiesner and Dawson, 1996). 

Staurosporine at 20-40 nM induces death within about 30 h in T. therrno- 
phila cells in CDM. This process involves both autophagic degeneration 
similar to type 2 morphological PCD in metazoan cells and traits of apop- 
tosis (Christensen et al., 1997). The cells swim slowly, shrink in size, bulge 
out, and collect at the bottom of the culture (Fig. 6). They form star-like 
structures with cytoplasmic bodies or blebs at the end of the stalks after 
25 h and they form many lysosomally derived autophagic vacuoles. Their 
nucleoli assemble, macronuclei become pycnotic with focal condensations 
of the chromatin, and often the mitochondria become electron dense. These 
changes are similar to those seen in starving Tetruhymena (Levy and Elliot, 
1968; Nilsson and Leick, 1970; Nilsson, 1970a,b, 1976). Christensen et al. 
(1997) also found that cell death is postponed by Act D and this supports 
the view that cell demise in the presence of staurosporine requires de novo 
gene expressions. 

Evidently, there are both similarities and differences between cell death 
induced in low-density cultures and by staurosporine. In both cases mori- 
bund cells are rescued by 8-bromo cGMP and cell death is inhibited by 
Act D. However, the morphological changes are quite different. The reason 
for this is as yet unknown. It is possible that staurosporine has effects other 
than those related to an inhibition of PKC-like activity and that the two 
types of death are dependent on different cellular activities. In both cases 
we need further evidence in order to conclude whether cell death is similar 
to PCD in metazoa. This evidence should come from studies on the role 
of transcriptional and translational changes in dying cells and whether such 
changes lead to the expressions of proteins with homology to those found 
in multicellular organisms. 
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FIG. 6 Transmission electron micrographs of the effects of staurosporine (30 nM) on the 
ultrastructure of Tetruhymena thermophila in chemically defined nutrient medium in conical 
culture flasks after 18-24 h. (a) Control cells; (b and c) staurosporine-treated cells. Abbreviu- 
rions: PM, plasma membrane; Ma, macronucleus; MI, micronucleus; ne, nuclear envelope; 
ch, chromatin; nu, nucleoli; ci, cilia; M, mitochondria; fv, food vacuole: v, vesicle/vacuole; av, 
autophagic vacuole; gr, granula. Bars, 5 pm. From Christensen et ul. (1997). 

F. Results from Other Tetrahymena Species 

There are many species of Tetrahymena grown in the laboratory. T. pyrifor- 
mis and T. rhermophila were the first ones to grow in chemically defined 
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medium without lipids (Kidder and Dewey, 1951; Holz et al., 1962a). It was 
reported that addition of lipids makes the cells grow faster (Rasmussen 
and Dive, 1980). Later, it was reported that other species, e.g., T. setosa, 
require lipids for cell proliferation (Holz et al., 1962b). This requirement 
turned out to be cell density dependent (see below). It is not known today 
how many true lipid-requiring Tetrahymena species there are. 

1. T. pyrifonnis 

Cells of this species (Nanney and McCoy, 1976) behave in a way similar 
to T. thermophila in CDM. Christensen (1993) showed that T. pyriformis 
cells die in low-initial-density cultures, but insulin at 1 p M  rescues these 
moribund cells. However, the insulin fragment B22-B30 at 1 p M  activates 
cell proliferation, whereas it has no effect at this level in T. thermophila 
(Christensen et al., 1996b) (see 1II.C). Thus peptide pieces from mammalian 
signal molecules have different effects in various Tetrahymena species. This 
may be due to different receptor affinities for such compounds. 

2. T. setosa 

Cells of this species have been grown (under the name of T. setifera) by Holz 
er al. (1962b), by Christensen et al. (1993), and by Boysen and Rasmussen 
(unpublished research). All experiments are made with the same cell line, 
HZ-1. The primary object was to shed light on nutritional requirements, 
which proved elusive, because they seemed to vary with the initial density 
of the cultures. This problem was solved when it was realized that both 
nutrients and cellular compounds promote proliferation. 

a Initial Densities, >4000 Cells/ml Cells have been grown for years in 
the lipid-free medium CDM and in complex proteose peptone/yeast extract 
medium with weekly transfers, provided the cell concentration did not fall 
below 4000 cells/ml (Boysen and Rasmussen, unpublished research). 

b. Initial Densities, 700-2000 Cells/ml At this density, cells will not 
continue to grow in CDM unless it is supplemented with lipids, such as 
phospholipids, cholesterol, free fatty acids, or ethanol (Holz er al., 1962b; 
Christensen et al., 1993). 

c. Initial Density, 1-2 Cells/ml All cultures die in CDM. If either choles- 
terol or cephalin (L-a-phosphatidylethanolamine) is added, then the cells 
in a small fraction of the cultures survive and proliferate. If both cephalin 
and cholesterol are added, cells in all cultures proliferate. 
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These results indicate that T. setosu cells require the nutrients present 
in CDM and cell-produced compounds for proliferation for many (>70) 
subcultivations. At densities lower than 4000 cells/ml, ethanol and choles- 
terol activate proliferation, possibly by making the cells more sensitive to 
the cell-produced compounds or by activating mechanisms which the cell- 
produced compounds would have activated. The idea that released com- 
pounds are essential is supported by the findings that proliferation of single 
cells inoculated into a volume of 0.5 p1 of CDM (corresponding to an initial 
cell density of 2000 cells/ml) is activated by either ethanol or cell-free, 
conditioned medium from a high-density culture (Christensen et ul., 1993). 
At the single-cell level, both cephalin and cholesterol are necessary for 
activating putative control mechanisms, similar to those present in T. ther- 
mophilu. Indeed, cell-free conditioned medium from cultures of these 
cells activates proliferation in T. setosu and vice versa (Christensen et ul., 
1993). 

It is surprising that it has taken so long to distinguish between a nutrient 
requirement and a requirement for activation of cell proliferation. 

3. T. vorax and T. pigmentosa 

Schousboe et ul. (1992) showed that these two species (Nanney and McCoy, 
1976)-in contrast to T. thermophilu-multiply at very low initial densities 
in CDM. However, Christensen et ul. (unpublished research) found that 
(1) the lag period before proliferation of T. vorux cells increases in a cell- 
density-dependent manner in cultures from high to low densities, (2) human 
insulin at picomolar levels dramatically reduces the duration of the lag 
period at low densities, and (3) cell-free conditioned medium from T. vorux 
activates proliferation in T. thermophilu. These results indicate that T. vorux 
cells also release autocrine signal molecules with effects on survival and/ 
or proliferation and that insulin mimics this effect. 

T. vorux cells can change from a form with a small mouth to a form with 
a large mouth structure (Smith-Somerville and Buhse, 1984). This shift 
represents a case of differentiation and is influenced by extracellular com- 
pounds. So far, these compounds have proven elusive, but rapid inositol 
phospholipid turnover is implicated (Bae and Ryals, 1997). 

G. Summary 

1. Intercellular Systems 

Cell survival and proliferation in Tetruhymenu are activated both by com- 
pounds released by the cells themselves (TPAF) and by mitogenic signal 
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compounds known from mammalian cells. The latter compounds include 
insulin, PDGF, NGF, and EGF. The mammalian compounds also affect 
metabolism, phagocytosis, mitogenesis, DNA synthesis, and chemosensory 
behavior in ciliates. In one case, Tetrahymenu-produced compounds had 
hormonal activities in mammalian cells. 

2. Intracellular Systems 

Pharmacological studies have shown that phorbol esters activate cell prolif- 
eration in Tetruhymena as well as in mammalian cells. Compounds which 
are known to activate a (soluble) guanylate cyclase, such as protoporphyrin 
IX and sodium nitroprusside (which releases nitric oxide), activate cell 
survival and proliferation both in Tetrahymena and in mammalian cells. 
Compounds which inhibit that enzyme system, e.g., W-methyl-L-arginine, 
methylene blue, and LY 83583, inhibit survival and proliferation in both 
systems. Finally, 8-bromo-cGMP rescues moribund Tetruhymena and mam- 
malian cells in chemically defined nutrient media in the absence of appro- 
priate amounts of survival signals. Thus cGMP may be the last known 
low-molecular-weight compound before the activation of immediate-early 
genes in cell proliferation. These results point to a striking similarity be- 
tween control systems for survival and proliferation in ciliates and in cells 
from metazoa. 

IV. Signal Molecules in Chemosensory Behavior 
in Tetmhymene 

It is fairly simple to monitor the response of Tetrahymena cells to attractant 
and repellent compounds. These free-living cells swim fast and have there- 
fore been used extensively for these purposes for many years. The best 
responses are obtained with starving cells. 

A. Chernosensory Behavior in Various Biological Systems 

All mobile cells probably show some kind of chemosensory response. Their 
reactions to chemical compounds and gradients fall into three categories: 
cells can alter their direction and speed of locomotion, and they may show 
adaptation (Wilkinson, 1990; Leick et al., 1996b). A cell adapts when it 
adjusts its sensitivity to a certain compound and for the time being elimi- 
nates its ability to react to this compound. Thus an adapted cell responds 
when there is a change in stimulus intensity and it ceases to respond in the 
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absence of any further change. Adaptation permits a cell to operate with 
constant efficiency over a large range of stimulus intensities, e.g., while it 
migrates along a chemical gradient. Chemoattractants can affect all three 
parameters, viz., the direction of chemotaxis, the speed of the cell and its 
adaptation. To give examples, neutrophil leukocytes migrate in fairly 
straight paths toward the source of a chemical gradient (Wilkinson, 1987) 
and smooth muscle cells move toward an injury in response to the release 
of PDGF from blood platelets (Lynch et al., 1987; Boyan et al., 1994). In 
addition, stem cells migrate into embryonic thymus in the developing em- 
bryo (Bach and Papiernik, 1981). Individual Dictyostelium cells move to- 
ward higher levels of CAMP, unite with each other, and form a multicellular 
slime mold (Devreotes and Zigmond, 1988) (1I.D). Finally, bacteria swim 
toward nutrients, such as amino acids and sugars, using adaptation mecha- 
nisms and altered swimming speeds to find them (Morimoto and Kosh- 
land, 1991). 

B. Molecular Signal Transduction Mechanisms 

Mechanisms in chemoattraction are varied and depend on the type of 
membrane receptor involved. Thus the tripeptide Net-Leu-Phe activates a 
G-protein-dependent seven-transmembrane receptor system in leukocytes 
(Boulay et al., 1990; Sengelgv et al., 1994). This signal is sent on via MAP 
kinases (Thompson et al., 1993). cAMP activates STM receptors (Devreotes 
and Zigmond, 1988) and possibly a MAPK cascade in Dictyostelium cells 
(Maeda et aL, 1996) (see 1I.D). In contrast, PDGF activates a receptor 
tyrosine kinase, leading to chemotaxis in smooth muscle cells (Bornfeldt 
et al., 1995b). The signal is sent on via sphingosine-1-phosphate, PIP2, and 
Ca2+ via the action of PLC-7 and PKA activity (Bornfeldt et al., 1995a). 

Receptors are covalently modified during the chemosensory response. 
Thus sensory receptors are methylated, which is required for the adaptation 
process in bacteria. The cAMP receptor plays a role in adaptation during 
chemotaxis and is phosphorylated in D. discoideum (Dunten and Koshland, 
1991; Van Haastert, 1987). Also, systems other than those involving mem- 
brane receptors could lead to altered cell behavior. For example, exogenous 
NO elicits chemotaxis of neutrophils in vitro (Beauvais et al., 1995a). 

C. Chemosensory Behavior in Tetrahymena 

Tetruhymena cells adapt to concentrations of a chemoattractant over 3-4 
orders of magnitude. They can search relatively large volumes of water 
and assemble around an attractive source over long distances (Leick et al., 
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1995). They are attracted to amino acids, peptides, and proteins but repelled 
by some organic chemicals and inorganic ions (Leick and Hellung-Larsen, 
1985). These observations agree with the idea that these cells have evolved 
specific receptors for a number of chemicals. 

1. Effects of Chemoattractants 

Tetrahymena cells are attracted to proteins, peptides, and amino acids 
(Almagor er af., 1981). They swim persistently forward when exposed to 
strong chemoattractants in semisolids, such as methylcellulose. Signaling 
peptides include mammalian growth factors, such as PDGF, insulin, FGF, 
and EGF. In general, potent peptide chemoattractants contain hydrophobic 
amino acids. PDGF, a strong chemoattractant, is a basic hydrophobic pro- 
tein active at a few nanograms per milliliter. A weaker chemoattractant is 
the leukocyte attractant Met-Leu-Phe, with three nonpolar amino acids 
and a formylated N-terminal group. This peptide is active at a few micro- 
grams per milliliter. Insulin is a medium to strong attractant in the 50 nM- 
1 p M  range. A literature survey lists more peptides with chemosensory 
effects (Leick et af.,  1996b). 

Amino acids are weak chemoattractants that exert their effect in the 
millimolar range. Out of 23 amino acids tested, only 4 elicited a significant 
response in T. thermophila. L-phenylalanine, L-cysteine, L-histidine, and L- 

leucine were active at 1 mM, but sometimes at lower levels (Levandowsky 
et af., 1984). 

Of several short-chained aliphatic organic acids tested, n-butyrate has 
an effect in the micromolar range. Lipopolysaccharides at few nanograms 
per milliliter from Escherichia cofi were strong chemoattractants (Kemp, 
unpublished research). 

2. Receptors 

T. pyriformis cells have P-endorphine-like receptors in their plasma mem- 
branes (Renaud et al., 1996), and at 1-10 nMP-endorphin acts as a chemoat- 
tractant in these cells (O’Neill et af., 1988) and in T. thermophifa (Koppelhus 
et al., 1994). This effect is blocked by (-)naloxone but not by (+)naloxone 
in T. pyriformis, suggesting the presence of a stereospecific opiate receptor 
in these cells (O’Neill er af., 1988). Leick (1992) characterized the cellular 
binding sites for Met-Leu-Phe with Kd values of 4-10 nM in T. thermophifa. 
Christopher and Sundermann (1995b) presented suggestive evidence for 
an insulin-like receptor in the cilia of T. pyriformis. Met-Leu-Phe (Leick, 
1992) and insulin (Christopher and Sundermann, 1992) are internalized 
in vesicles. 
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Leick et al. (1996a) studied persistent swimming toward proteose peptone 
and FGF in semisolid methylcellulose. Concanavalin A (ConA) at 50 pg/ 
ml blocked this behavior. Methyl-a-D-mannoside, but not methyl-a-D-galac- 
toside, annulled the effect of ConA. This suggests that mannoside- 
containing ConA receptors mediate persistent swimming in these cells. 
ConA receptors are unequally distributed on the surface of starved cells. 
Fluorescent ConA (100 pg/ml) collected in the front of the cells. Methyl- 
a-D-mannoside, but not methyl-a-D-galactoside, reduces this binding. This 
indicates that mannoside-containing receptors are located in high concen- 
trations at the anterior part of the plasma membrane and cilia (Leick et 
af., 1996a). ConA neither inhibited the adaptation processes nor decreased 
the swimming speed of the cells. In contrast, Leick et al. (1996a) and Kohidai 
and Csaba (1996) found that ConA is a weak but significant chemoattractant 
in T. thermophila and T. pyriformis, respectively. These results suggest that 
ConA receptors are necessary for the persistent element of swimming and 
that ConA acts as a chemoattractant via nonspecific binding sites and/or 
via mannoside-containing receptors. 

3. Intracellular Messenger Systems 

Which compounds can block the adaptive response? Neither puromycin 
nor actinomycin D (inhibitors of gene expression) tested in a capillary assay 
was effective (Leick and Hellung-Larsen, 1985). Thus de novo syntheses 
of protein or RNA are not required for the cells to respond in this way. 
[Cycloheximide, also a protein synthesis inhibitor, blocks chemoattraction 
(Leick and Hellung-Larsen, 1985) but may represent a special case, since 
this compound also inhibits swimming speeds (Leick, unpublished re- 
search).] However, staurosporine, an inhibitor of protein serinekhreonine 
phosphorylation, and genistein and tyrphostin A47, inhibitors of protein 
tyrosine kinase, block the adaptive response without reducing the swimming 
speeds of cells (Christensen and Leick, unpublished research). Chemosen- 
sory behavior was measured in a two-phase assay for chemoattraction, and 
dosehesponse curves were constructed for the inhibitors of tyrosine kinase. 
Thus genistein and tyrphostin A47 (both at 80 p M )  added singly annul 
the attraction to both proteose peptone and insulin. In contrast, daidzein 
and tyrphostin A63, used as “negative control substances,” had no effects. 
Swimming speeds of individual cells were unchanged or increased during 
the time of the experiments. Adaptation to a chemotactic stimulus was 
studied in Paramecium. Here microinjection of peptides inhibiting protein 
kinase C activity results in membrane depolarization, ciliary reversal, and 
backward swimming (Hinrichsen and Blackshear, 1993). Staurosporine 
annuls chemoattraction induced by proteose peptone and reducing the 
swimming speed of the cells (Christensen and Leick, unpublished research). 
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All these results taken together suggest that phosphorylations at serine/ 
threonine and/or tyrosine residues are required in adaptive swimming, 
leading to chemoattraction in T. thermophila. 

4. Signal Overlaps in Cell Survival, Proliferation, and 

Evidently, some mammalian signal compounds affect mitogenesis, cell sur- 
vival and proliferation, and chemosensory behavior in Tetrahymena (An- 
dersen et al., 1984; Christensen et al., 1996b; Kristiansen et al., 1996; Leick 
et al., 1996b). These results indicate that there is an overlap in signaling 
directing these distinct cellular responses. We draw attention to the fact 
that chemosensory behavior in ciliates is most often studied under starvation 
conditions, whereas proliferation is studied in a complete nutrient medium. 
These two different conditions could lead to different intracellular 
pathways. 

Many mitogenic signal compounds stimulate both cell survival and prolif- 
eration and act as chemoattractants in mammalian cells. Some examples 
come from studies on FGFs, PDGFs, EGF, and IGFs (Matsuda et al., 1992; 
Boyan et af. ,  1994; Partanen et al., 1992). Signaling begins at identical 
receptors, but the intracellular signaling pathways in chemosensory behav- 
ior can be quite distinct from those related to proliferation. This is true for 
the PDGF receptors (Ronnstrand et al., 1992; Kashishian and Cooper, 1993; 
Bornfeldt et af., 1994). Directed migration toward PDGF in smooth muscle 
cells requires a temporal balance between actin disassembly and assembly. 
This process is regulated by sphingosine-1-phosphate, PIP2, and Ca2+ via 
the action of PLC-.)I and PKA activity. In contrast, cell proliferation is 
regulated through Ras GTPase, PI-3 kinase, Raf kinase, and the MAPK 
cascade following de novo gene expressions (see IB) (Bornfeldt et al., 
1994, 1995a,b). 

Putative overlapping components in signal transduction are as yet un- 
known in Tetrahymena. However, mannoside receptors for ConA seem to 
mediate cell survival on one hand (Christensen and Leick, unpublished 
research) and chemosensory behavior on the other hand (Leick et al., 
1996a). Furthermore, protein phosphorylations at serinekhreonine and/or 
tyrosine residues seem to take part in both systems, and some of these 
components may be located close to or in the cilia: ConA receptors are 
present in the cilia (for references see Leick et al., 1996a), the cilia membrane 
has immunogenically determined insulin-like activity (Christopher and Sun- 
dermann, 1995b), and the microtubules of the cilia contain a protein which 
is immunologically identical to the a-subunit of the mammalian insulin 
receptor (Christopher and Sundermann, 1996). In addition, the cilia have 
two proteins at 50-56 kDa which are in vitro phosphorylated but not in the 

Chemosensory Behavior? 
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presence of tyrosine kinase inhibitors (Leick and Christensen, unpublished 
research). Growth factors, such as insulin, FGF, and EGF, activate protein 
kinases associated with microtubules, stimulate microtubule assembly, and 
phosphorylate native tubulin and microtubule-associated proteins in mam- 
malian cells (Almas et al., 1992; Sano and Kitajima, 1992; Wilden and Kahn, 
1994). The identity of the phosphoproteins in the cilia is as yet unknown 
in Tetrahymena. However, they have molecular masses similar to those of 
their a- and P-tubulin. The latter is phosphorylated by a Ca2+/calmodulin- 
dependent mechanism and was implicated in ciliary reversal (Hirano- 
Ohnishi and Watanabe, 1989). 

Also other cellular responses may be regulated by overlapping signal 
systems. It was proposed that cell-produced chemoattractants lead to the 
accumulation of individual cells into shallow groups in old cultures of 
Tetrahymena (Levandowsky and Hauser, 1978). Kemp (unpublished re- 
search) found that a 1- to 1CkDa fraction of cell-free, conditioned medium 
is a chemoattractant with an activity similar to that of insulin. In contrast 
to, e.g., the ciliates Euplotes (see 1I.B) and Blepharisma (Honda and Miy- 
ake, 1975; Luporini et al., 1996), there is no evidence for the presence of 
mating-type-specific pheromones serving as chemoattractants in Tetrahy- 
mena. In line with the work of Levandowsky and Hauser (1978) and Kemp 
(unpublished research), it is possible that autocrine and nonspecific mating- 
type signals (e.g., TPAF) lead to the accumulation of cells into clusters and 
thereby increased the probability of individual cells to meet and conjugate. 

D. Summary 

Tetrahymena cells respond to gradients of signal compounds by altered 
swimming patterns. These cells are attracted both to mammalian signal 
molecules and to Tetrahymena-released compounds. Protein kinases proba- 
bly mediate the adaptive element of the chemosensory response and the 
regulatory system may be located in the cilia. A persistent swimming pattern 
is controlled by many mannoside-containing ConA receptors at the anterior 
part of the plasma membrane and in the cilia. Mammalian growth factors, 
such as insulin and PDGF, act as chemoattractants and survival signals in 
T. thermophila. This indicates a signal overlap for these cellular responses. 

V. Control of Cell Proliferation in S. cerevisiae 

S. cerevisiae, budding yeast, and Schizosaccharomyces pombe, fission yeast, 
are unicellular fungi. They have many transmembrane signal transduction 
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pathways homologous to mammalian cell systems. Good examples are 
MAPK kinase cascades and their upstream regulatory messenger systems 
(see 1.B). Up to six functionally distinct but structurally homologous MAPK 
cascade systems take part in cellular behavior in S. cerevisiae and S. pornbe. 
These include pheromone and invasive responses, growth, osmoregulation, 
cell wall integrity, and sporulation (Mordret, 1993; Herskowitz, 1995; Elion, 
1995; Levin and Errede, 1995; Nielsen and Davey, 1995; Kothe, 1996). 
Many molecules regulate cell growth and cell cycle progression in yeast, 
but little is known about the transition from the lag phase to exponential 
proliferation. One reason is that traditional nutrient media are so rich that 
the cells proliferate fast and with such short lag phases that no effects of 
activators can be seen. To remedy this situation, minimal media without 
extracellular activators are needed in order to see how signaling pathways 
known from in vitro studies operate and cooperate in the living cell. Using 
such media, Overgaard et af. (1995) found that glucose acts as a signal for 
the induction of proliferation in S. cerevisiae. 

A. Nutrient Media for Studies on Control of Proliferation 

Friis et al. (1994) designed new minimal media for growing S. cerevisiae. 
They always started cultures with 300 celldm1 and grew them at 30°C in 
synthetic media. First they used Wickerham’s medium (1946) containing 
salts, vitamins, and glucose, called Wglu. The cells multiplied with doubling 
times around 2 h, stopping at ca. 0.3 X lo9 organisms/ml. There was no 
stimulatory effect of compounds which activate cell survival and prolifera- 
tion in mammalian cells and Tetrahymena, making this medium unsuitable 
for that type of in vivo studies on control mechanisms for cell proliferation. 
These authors then diluted all the nutrients-except glucose-1200-fold 
(W1200. glu) and now the cultures reached about 3 X lo6 cells/ml. They 
determined the percentage of cultures in the lag phase every day for a 
week after inoculation. This made it possible to establish the kinetics with 
which the cultures left the lag phase and entered proliferation. The “half- 
life” of the cultures spent in the lag phase-before proliferation- 
increased dramatically, from 4 to 28 h. The Ca2’ ionophore A23187 and 
extra Ca2+ reduced the long half-life from 28 to 6 h. Therefore, Ca2+- 
dependent processes are important for the initiation of proliferation in S.  
cerevisiae. Such results are difficult to obtain in Wickerham’s medium, 
because Ca2+ levels are high and lag phases short. 

Overgaard et al. (1995) altered the composition of the medium even 
further. They replaced glucose with glycerol, W,I, and reduced the lev- 
els of all other components by either 120-fold (Wlz0, gly) or 1200-fold 
(W1200,gly). They did this in order to get insight into the mechanisms involved 
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in shortening the lag phase of S. cerevisiae. The lag phases of the cultures 
in the W,,, medium lasted about 1 week and were followed by about 10 
doublings, i.e., a 1000-fold increase in cell density. The lag phases lasted 1 
and 2 weeks in WI2", and W1200. gly, respectively. Both of these media 
support proliferation up to 0.3 X lo6 cellshl. 

6. Signal Molecules in Induction of Proliferation 

Many of the compounds affecting survival and proliferation in the ciliates 
also have an effect on the duration of the lag phase of S. cerevisiae in 
the modified versions of Wickerham's medium. Thus there seem to be 
similarities in control mechanisms for proliferation in these two phylogenet- 
ically distinct unicellular eukaryotes. 

1. Insulin and Compounds Affecting cGMP Systems 

Many compounds shorten the lag phase dramatically from a week to a few 
hours. This is true for human insulin, sodium nitroprusside (Overgaard, 
unpublished research), PPIX, hemin, and 8-bromo-cGMP (Overgaard et 
al., 1995). These compounds also activate proliferation in T. thermophila 
(see 1II.D). The inhibitor of the NO-dependent guanylate cyclase sys- 
tem, LY 83583, blocks activation of proliferation of insulin, PPIX, and he- 
min, but not the effect of 8-bromo-cGMP (Overgaard et al., 1997). Thus 
cGMP bypasses the LY 83583-sensitive system and is the last-known low- 
molecular-weight compound before new gene expression, as it was argued 
for Tetrahymena (see III.D.l). It should be noted that insulin activates at the 
100 fM-100 pM level and that 8-bromo-cGMP is active at  nanomolar levels. 

2. Bradykinin and Protein Kinase C Activators 

PKC-activating compounds often induce cell proliferation in the absence 
of appropriate amounts of growth factors in cultures of mammalian cells. 
There are many PKC isotypes in S. cerevisiae and some are implicated in 
growth and proliferation in these cells (Levin et al., 1990; Ogita et al., 1990; 
Simon et al., 1991; Iwai et al., 1992; Watanabe et al., 1994a; Kuo et al., 
1995a,b). Overgaard et al. (1997) found no stimulatory effects of the PKC- 
activating compounds, PMA and OAG, on proliferation when added singly 
to cultures of S. cerevisiae in W120,gly. Bradykinin is an intercellular nonapep- 
tide which induces an increase of intracellular Ca2' via receptors (Burch 
and Kyle, 1992). This compound activates MAP kinases and isoforms of 
conventional PKC in mammalian cells (Dikic et al., 1996; Tippmer et al., 
1994). Bradykinin at 1 nM plus PMA together reduce the lag phase from 
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a week to a few hours. Furthermore, Overgaard (unpublished research) 
found that staurosporine, the serinekhreonine kinase and PKC inhibitor, 
annuls glucose-induced proliferation in W1200, gly. This supports the conclu- 
sion that a PKC is involved in the regulation of the exit from the lag phase 
to proliferation in S. cerevisiae. It also agrees with the findings that Ca ions 
play a role in the induction of proliferation in W1200, glu (Friis et al., 1994). 

3. Intercellular Signal Molecules and Interactions between 

Many compounds have cooperative effects on the induction of proliferation 
in S. cerevisiae. Studies of synergisms indicate that a PKC activity may 
depend on cGMP-mediated processes. Thus PMA produces synergistic 
effects with insulin, hemin, or PPIX given singly. These effects were blocked 
by LY 83583, but not when 8-bromo-cGMP was present (Overgaard et al., 
1997). Furthermore, LY 83583 blocks proliferation induced by PMA and 
bradykinin. In addition, CAMP-mediated processes take part in the control 
of proliferation in S. cerevisiae, since the addition of 8-bromo cAMP reduces 
the lag phase of the cells (Overgaard et al., 1997). However, 8-bromo- 
cAMP is much weaker than 8-bromo-cGMP, but in combination with PMA, 
the former produces an effect similar to that of the latter. Finally, LY 83583 
does not inhibit proliferation induced by 8-bromo-CAMP. 

These results show that intracellular signal systems, leading to the same 
“downstream” events, act either by operating together in one pathway or 
in a combination of multiple pathways. One can argue that a PKC system 
is located “upstream” in relation to guanylate cyclase activity in a signal 
transduction pathway as suggested for cells of T. rhermophila (Rasmussen 
et al., 1996). The effects of 8-bromo-CAMP are not blocked by LY 83583 
and the nucleotide acts in synergism with PMA. This suggests that an 
adenylate cyclase may be activated independent of the PKC-guanylate 
cyclase system, although a CAMP-regulated pathway may overlap with a 
PKC-mediated system. 

Overgaard et al. (unpublished research) found no evidence for autocrine/ 
paracrine activation of cell proliferation in S. cerevisiae. Insulin and bradyki- 
nin at low levels both induce proliferation, which suggests that appropriate 
receptor systems are present on the cell surface. Glucose may act as a sig- 
nal compound. Glucose or 6-deoxyglucose reduces the lag phase even at 
55 pM in W1200,gly (Overgaard etal., 1995), but this induction can be blocked 
by LY 83583 (Overgaard er al., 1997). 

Glucose-stimulated growth of S. cerevisiae may depend on both insulin 
and a glucose tolerance factor, both of which increased 2-deoxyglucose 
uptake (Berdicevski and Mirski, 1994; Mirsky and Berdicevski, 1994). Glu- 
cose has also been implicated as a signal molecule, increasing intracellular 
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levels of cAMP in starved cells of S. cerevisiae via a cdc25/Ra~-GTP/adenyl- 
ate cyclase pathway (Van Aelst et al., 1990; Goldberg et al., 1994). In this 
system the Ras-GTP/adenylase complex may receive the glucose signal 
directly, whereas the cdc25 protein is hyperphosphorylated by PKA and 
may constitute a prerequisite for the formation of this complex. Whether 
these signal transduction systems have overlapping functions with processes 
involved in the induction of proliferation remains to be investigated. There 
is a similarity between yeast cells and multicellular eukaryotes in the fact 
that the transition from the lag phase to proliferation can be brought about 
by putative membrane receptors or by direct activation of cytosolic systems. 
Their responses do not align with those of prokaryotes. 

4. Senescence Factors 

Chen et al. (1990) found that S. cerevisiae produce a senescence factor 
killing old cells. It is a 48-kDa protein which is continuously released by 
all cells, and they also release a protective protein which annuls the effect 
of the first factor. Old cells lose their ability to produce the protective 
protein and die. 

5. Cell Death 

Christiansen (unpublished research) found that inhibition of proliferation 
by LY 83583 leads to cell death after some days. This indicates that LY 
83583 inhibits a basic level of cGMP production in the dilute versions of 
Wickerham’s medium or that LY 83583 inhibits other cellular activities 
which support cell survival. LY 83583 has no general toxic effect on the 
cells, since the 8-brorno compounds of cGMP and cAMP rescue the cells 
from dying even in the presence of LY 83583. How the yeast cells die in 
the presence of this inhibitor alone is unknown. Expression of the human 
PCD-inducing Bax-a gene promotes growth arrest and cell death in S. 
cerevisiae, and moribund cells are rescued by coexpression of the human 
PCD-protecting Bcl-2 or Bcl-XL (Sato et al., 1994; Hanada et al., 1995). 
This effect is dependent on mitochondria1 function (Greenhalf et al., 1996). 
Motizuki et al. (1995) showed that temperature-sensitive cell division cycle 
mutants of S. cerevisiae die by an active process related to autophagic 
degeneration when grown at restrictive temperatures. This cellular degrada- 
tion is inhibited by cycloheximide, indicating that protein synthesis is in- 
volved in the activation of autophagic death. Thus cell death in these cells 
had some homology to PCD by autophagic degeneration in other cell 
systems (see 1.B). PCD has been connected with the activities of the rRNA 
of the group 1 intron (omega) in S. cerevisiae (Griffiths, 1992). It is possible 
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that PCD is also induced by LY 83583. This can be tested by investigating 
the effect of Bcl-2 expression on LY 83583-induced death. 

C. Summary 

When cells are transferred into new medium they do not necessarily start 
proliferating, but go through a lag phase. Not much is known about this 
lag phase, but the results presented here indicate that there are many 
similarities between inductions of proliferation in S. cerevisiae and induc- 
tions of cell survival in T. thermophila. Compounds which stimulate PKC 
activities and soluble guanylate cyclase activities are involved. Also, cell 
proliferation is activated by 8-bromo-cGMP in both cases, probably because 
this latter compound activates a PKG, which again activates early genes 
in the cell division cycle. 

VI. Signaling Systems in Prokaryotes Compared with 
Those in Eukaryotes 

Prokaryotes have long been considered capable of growing on very basic 
requirements from low inocula, one bacterium being presumed adequate 
to produce a culture. But it has become clearer with time, especially in in 
vivo infections, that bacteria may need to be present in considerable num- 
bers before their growth becomes rapid and exponential. The lag phase 
from low density before a culture reaches exponential phase can sometimes 
be very considerable, and certain substances can drastically reduce this 
period, as in unicellular eukaryotes. The tendency to use rich media for 
general culturing, however, has obscured the problem of signaling in bacte- 
ria, just as it did on eukaryotes (Wheatley et al., 1993; Rasmussen et al., 
1996). Since bacteria do grow in very simple solutions of carbon sources 
(e.g., glucose) and nitrogen (ammonium salts) along other ions in culture, 
they are highly amenable to the sort of analysis which has been much more 
difficult in eukaryotes with their far more sophisticated “basic” nutritional 
requirements (except for yeast cells; see V). Surprisingly, it was not until 
clear evidence for specific signaling molecules was recently found that 
the problem began to be taken seriously in prokaryotes (Janssens, 1988; 
Koshland, 1988; Stock et al., 1990; Parkinson, 1993). A good review of the 
origins of chemosignaling in prokaryotes is that of Pertseva (1991), and the 
topic has recently been surveyed by Gomer (1994) and by Kaprelyants and 
Kell (1996). 
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One of the first identified (families of) prokaryotic signaling molecules 
was the N-acyl-homoserine lactones (Fuqua et af.,  1994; Swift et al., 1994, 
1996), found in density (or “quorum”) signaling among the marine organism 
Vibriofischeri. Starvation sensing in E. coli has been linked with a homoser- 
ine lactone-dependent pathway (Huisman and Roberto, 1994). Further- 
more, E. coli cells release aspartate, a chemoattractant which makes the 
cells assemble into “multicellular” aggregates (Budrene and Berg, 1995). 
One could argue that some of the primary messengers now being identified 
are going to be different from those in eukaryotes. Although the primary 
messenger molecules which have been found in unicellular eukaryotes to 
stimulate responses (see I11 and V) can be quite dissimilar from those 
which act in prokaryotes and vice versa (Wang, 1996), such compounds 
(e.g., insulin-like and somatostatin-like materials) have been reported to 
occur in E. coli and Bacillus subtilis (Lenard, 1992). Indeed, Zagon and 
McLaughlin (1992) showed that a modulator of metazoan development, 
the opioid growth factor [Met5]-enkephalin, regulates cell growth and prolif- 
eration in Staphylococcus aureus, S. marcesans, and P. aeruginosa, possibly 
via a zeta opioid receptor. 

It is also recognized that intracellular second messenger (signal transduc- 
tion) pathways in bacteria have barely been considered and are a long 
way behind those already described in eukaryotes. There are, however, ob- 
vious points of similarity following the reception of signaling involving ade- 
nylate and guanylate cyclase, and also in the typical phosphorylation- 
dephosphorylation cascades that regulate so many functions in all organisms 
(Russo and Silhavy, 1993; Hellingwerf et af. ,  1995). The GTP-dependent 
signaling of adenylate cyclase has features which clearly suggest mechanisms 
of the greatest antiquity (Stein et af., 1985; Beuve et af., 1990; Pertseva, 
1991). The first report on nitric oxide synthase (see 1II.D) in a unicellular 
organism came from studies in the bacterial species Nocardia (Chen and 
Rosazza, 1994, 1995). 

Within the past few years has come the realization that even bacteria have 
a genetic machinery to commit suicide. This is known as “postsegregational 
killing” or “plasmid addiction,” which consists of a plasmid-encoded toxin- 
antidote pair (Jensen and Gerdes, 1995; Yarmolinsky, 1995). Although the 
regulatory components of this system can be very different from those seen 
in PCD in eukaryotes (see I.B), prokarytic and eukaryotic suicide may give 
the cells similar types of advantages. Bacterial death serves to eliminate 
individual cells which have lost their adaptability to environmental changes, 
such as fluctations in nutrient supply, viral infections, incidental radiation, 
and ability to defeat host immune response. Cell suicide thus maintains 
the survival of the fittest bacteria for the good of the species itself, and this 
may well apply to all unicellular organisms (see II.C, II.D, and 1II.E). 
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Since the present study is not about prokaryotes and there is a strong 
indication that prokaryotic microbiologists are being rapidly drawn into 
the whole signaling field as its importance begins to be appreciated (Losick 
and Kaiser, 1997), we trust that the few leads from the literature given in 
this section will entice the reader to follow this emerging field. Exactly 
when new mechanisms were developed or older functions adapted for 
signaling purposes to the point of divergence during the evolution of 
modern-day prokaryotes and eukaryotes is likely to be the focus of much 
investigation-and much controversy-in the future. 

VII. Concluding Remarks 

It has been customary to view unicellular eukaryotes with the condescend- 
ing eyes of the metazoon biologist. We have here attempted to avoid that. 
Instead, we view the living cells in the perspective of evolution, from free- 
living to metazoan forms. 

The free-living eukaryotes developed intercellular signaling for survival, 
proliferation, differentiation, mating, and chemosensory behavior. We pro- 
pose here that the unicellular organisms have receptors with either very 
broad or very narrow specificity. To the first group may belong receptors 
for environmental (not autocrine/paracrine) compounds. To the second 
group may belong very specific receptors for cell-produced (autocrine) 
factors in all regulatory processes. The free-living cells have extensive mech- 
anisms for receptor induction-signal imprinting-which is very well suited 
to their way of living and enables the cells to succeed under a varied set 
of conditions. The intracellular pathways were established early in the 
development of eukaryotes, probably as survival mechanisms: the cell which 
at the beginning of a starvation period could stop dividing and turn down 
metabolism in the most efficient way would have a decided advantage. This 
view goes a long way in explaining how primary messengers came to be quite 
varied and their receptors kept a broad specificity, whereas the elements of 
the intracellular signaling systems have changed little. 

Metazoan cells originated from free-living cells and have inherited the 
latter’s intracellular systems for proliferation controls, but have changed 
their own way of living. Their cells are always surrounded by food and 
stimulating compounds. And yet, in the fully grown body, the majority of 
these cells must divide at extremely low rates. This has been accomplished 
by building one “back-up” system after another into the inherited prolifera- 
tion systems, in addition to refinements of the primary messenger and 
receptor systems, preventing proliferation-activating compounds from turn- 
ing proliferation genes on at inappropriate times and under inappropriate 
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conditions, as well as regulating cellular activities. On top of this greater 
control of cell division also came the need for greater regulation of differen- 
tiation, already present in the free-living cells, but now exploited enor- 
mously. 

Cell biology has progressed along three main routes: (1) natural history 
of living cells in culture, (2) work with isolated enzyme systems from cell 
homogenates, and (3) gene sequencing. Information has come from many 
channels, and we have stressed in this review that an important new route 
has been the combination of low-initial-cell-density experiments with chemi- 
cally defined nutrient media. It seems quite obvious that it is our broader 
and more general knowledge of the behavior of the individual living cell 
which is limiting further advances today, whether it is free-living or part 
of a metazoon. 
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SO, is a potentially toxic air pollutant which diffuses only slowly through the protecting 
layers of epidermal tissues of higher plants, but enters leaves rapidly through open 
stomata. Inside leaves, it dissolves in the aqueous phase of the apoplast, is hydrated to 
sulfurous acid, and is finally trapped as bisulfite and sulfite in the slightly alkaline 
cytoplasm of mesophyll cells, where it either reacts with cellular constituents, causing 
inhibition of metabolic reactions, or is metabolically detoxified. Oxidative detoxification 
produces sulfuric acid. In the light, this can occur via a radical-chain mechanism. Involved 
radicals are highly reactive and may themselves cause cellular damage by reacting with 
essential cell constituents. Reductive detoxification leads to sulfide. The incorporation of 
reduced sulfur into serine produces cysteine. From there, reduced sulfur is passed on to 
glutathione, methionine, proteins, and other sulfur-containing cellular constituents. 

Since plants are equipped with powerful detoxification and pH-stabilizing mechanisms, 
and since inhibition of metabolic reactions, when it occurs, is largely reversible, SO, is, at 
low concentrations, unlikely to be directly and acutely harmful to plants. It can actually be 
a nutrient. Rather, chronic exposure to SO, causes damage preferentially by interfering 
with the cation nutrition of plants, particularly of trees which grow on poor soils. Cations 
are immobilized together with SO,-derived sulfate in the vacuoles. Thus, SO, creates 
additional cation demands which are difficult to satisfy by uptake from impoverished soils. 
At ambient concentrations of SO,, radical action during oxidative detoxification may 
contribute to damage, but is unlikely to be primarily responsible for it. 

Reductive detoxification, Sulfitolysis, Sulfur dioxide. 
KEY WORDS: Air pollution, Forest damage, Oxidative detoxification, Radical action, 

1. Introduction 

During the last century, industrialization in England, central Europe, and 
the United States resulted in rapidly increasing energy demands. Coal 
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replaced wood as the main fuel. Where coal was used to roast sulfide- 
containing ore, vegetation suffered heavily in the surroundings of smelting 
plants (Stockhardt, 1871). Close to the plants, complete loss of the vegeta- 
tion was no rare event. When it occured, it led to extensive erosion (Hasel- 
hoff and Lindau, 1903; Wieler, 1905). During the second half of the 19th 
century, processes were introduced for the production of sulfuric acid from 
large amounts of sulfur dioxide which earlier had escaped into the atmo- 
sphere. This resulted in partial recovery of damaged vegetation. However, 
much more wide-spread than the damage caused in the immediate sur- 
roundings of foundries was the damage produced by chronic exposure of 
forests to the gases produced by the burning of sulfur-containing coal in 
the households and small plants of industrial centers with a large population 
(Wislicenus, 1908). 

In 1849, Adolph Stockhardt, Professor at the reputed Forest Academy 
at Tharandt, not far from Dresden in Saxony, was requested by the Saxon 
Ministry of Finances to investigate damaging influences of the smoke emit- 
ted by smelting plants at Freiberg on the vegetation of nearby fields, mead- 
ows, and forests (Stockhardt, 1871). It appears that this was the beginning 
of systematic research on damage caused to plants by industrial emissions. 
Initially it was unclear which components of the emissions caused the 
damage. However, exposure of plants in glass houses to sulfur dioxide, one 
of the components, produced symptoms similar to those observed close to 
the source of the emissions which also contained arsenics and lead. Thus, 
SO2 was identified as the main culprit. 

Smoke research, as it was called, was intense in Germany, particularly 
in the decades before World War I. During the European wars and in the 
time between the First and the Second World War, research on the action of 
air pollutants stagnated even though emission of SO2 by industrial emittents 
continued to increase until about 1973 (Fig. 1). This increase was interrupted 
in Germany only briefly during and after the First and the Second World 
War and during times of economical crisis. Starting with the recovery of 
economy after the Second World War and initiated by growing air pollution 
caused also by large coal-burning power plants particularly in the industrial 
zones of the Ruhr area, new investigations were performed (Guderian 
et af., 1960; Guderian, 1977). However, the public, more concerned with 
prosperity than with environmental protection, showed little interest ini- 
tially. This situation changed gradually. The “Landesanstalt fur Immissions- 
und Bodennutzungsschutz” was founded by the country of Northrhine- 
Westphalia already in 1963. However, public concern about increasing air 
pollution developed earlier in the United States than in Germany. With 
some delay, it resulted in political action and led in 1970 to the creation 
of the US. Environmetal Protection Agency, which was followed in Ger- 
many by the foundation of the federal Umweltbundesamt in 1974. The 
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FIG. 1 Sulfur dioxide emissions in Germany between 1852 and 1992. Data after World War 
I1 are for the Federal Republic of Germany without the new countries of the former German 
Democratic Republic (from Elling, 1993, with permission). 

German public became strongly involved, and air pollution turned finally 
into a political issue in the 1970s and 1980s when the press circulated reports 
on the imminent death of our cherished forests. Measures were taken to 
set limits to tolerable pollution and to force industry to clean emissions. 
A federal law on protection against immissions became effective in the 
Federal Republic of Germany in 1974. Alterations were introduced in 1976, 
1982,1985,1991, and 1993. Within the European Community, agreements 
were reached in 1988 to reduce immissions in different countries. These 
measures proved effective. In Europe (including the former Soviet Union) 
the annual emission of sulfur dioxide fell from about 52 million tons in 
1980 to about 36 million tons in 1990 [Federal Ministry of Nutrition, Agricul- 
ture and Forestry (FMNAF), 19931. Starting with 1973, SO2 emissions were 
sharply reduced in the Federal Republic of Germany (Fig. 1). By the end 
of the 1980s, the decrease amounted to about 70% of the maximum that 
was reached in the early seventies. Ironically, even though public concern 
in the United States preceded similar awareness in Germany, output of 
SO2 in the United States was not much reduced during the same period 
[US. Environmental Protection Agency (USEPA), 1989, 19921. It was 
about 18 million tons annually between 1985 and 1992 (USEPA, 1994). 

Much of the research done to understand the deleterious effects of SO2 
on plants has employed concentrations of SO2 far above the levels presently 
encountered in the atmosphere after large smoke stacks have reduced 
local deposition and have spread SO2 over wide areas. They have become 
responsible for the distribution of SO2 beyond national boundaries at re- 
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duced and, according to national or international convention, often consid- 
ered tolerable concentrations. Most of the numerous reviews dealing with 
plant damage by SOz have considered acute damage caused by high concen- 
trations of this air pollutant (Ziegler, 1975; Petering, 1977; Heath, 1980; 
Alscher, 1984; Rennenberg, 1984; Winner et al., 1985; Alscher et al., 1987; 
Lange et aL, 1989; Rennenberg and Polle, 1994; De Kok, 1995). In this 
review, attention is focused on the mode of action of SOz on plants at 
ambient levels of SOz. For obvious reasons, effects produced only after 
years of exposure to low levels of SOz are much more difficult to understand 
on a molecular basis than acute effects produced by short periods of expo- 
sure to high concentrations of SOz. Therefore, deduction needs to be used 
to analyze the cause of chronic effects exerted by low levels of SOz. 

II. Emissions and lmmissions 

Atmospheric SOz is of natural and anthropogenic origin. Volcanic eruptions 
release 10 to 20 million tons of SO2 annually. When the El Chichon erupted 
in 1982, about 20 million tons was estimated to be released, whereas up to 
to 60 million tons was thrown out when the Pinatubo exploded in 1991. 
Anthropogenic SOz production is mainly based on the burning of sulfur- 
containing fossil fuels. Worldwide, it may amount to 160 to 240 million 
tons annually. Table I lists emissions from different countries in 1990 or 
the preceding years. In these countries, anthropogenic sources of SOz ac- 
count for more than 95% of emitted SOz. In the atmosphere, SOz is oxidized 
to sulfuric acid by gaseous phase oxidation with hydroxyl radicals (Calvert 
and Stockwell, 1983) and by aqueous phase oxidation by HzOZ and ozone 
(National Academy of Sciences, 1983). The residence time of SOz in a 
midlatitude atmosphere is only about 25 h (Rohde, 1978). Chemical pro- 
cesses leading to atmospheric acidity and rate laws are discussed by Pienaar 
and Helas (1996). 

Obviously, atmospheric concentrations of SO2 can vary within wide limits. 
When weather conditions permit the metastable existence of so-called in- 
version layers (cold layers close to the surface below warm air), SOz may 
accumulate close to the ground level and reach concentrations which are 
not only damaging to plants but hazardous also for humans. During the 
winter time, levels approaching or exceeding 200 nPa Pa-' (about 200 ppb, 
or 0.2 ppm) SOz in air are of fairly frequent occurrence locally when the 
weather situation does not permit convective mixing of air. When averaged 
over a year, however, SOz concentrations are far lower. Figure 2 shows 
annual averages of SO2 immissions measured up to 1992 or 1993 at different 
measuring stations within Germany (Slovik et al., 1996a). Even though 
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SO2 Emissions in Different Countries in 1988," 1989: or 1990' (FMNAF, 1993) 
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Country 
SO2 emission Change since 

(million tons per year) 1980 (%) 

Austria 
Belgium 
Belorussia 
Bulgaria 
Canada 
Former CSFR 
Denmark 
Federal Republic of Germany, before 

Former German Democratic Republic 
Finland 
France 
Great Britain 
Hungary 
Ireland 
Italy 
The Netherlands 
Norway 
Poland 
Portugal 
Romania 
Russia, european part 
Spain 
Sweden 
Switzerland 
United States 
Ukraine 
Yugoslavia 

reunification 

0.09' 
0.443' 
0.6b 
1 .27b 
3.7' 
2.44' 
0.18' 
0.98' 

4.75' 
0.26' 
1.26' 
3.77' 
1 .O' 
0.17' 
2.18b 
0.21' 
0.05' 
3.21' 
0.2" 
1.8' 
4.46' 
2.3' 
0.17' 
0.06' 

2 1.2' 
2.8' 
1.48' 

- 77 
- 46 
- 19 
+ 22 
-20 
-21 
- 60 
-71 

+ 10 
-55 
- 62 
- 23 
- 38 
- 24 
- 43 
- 55 
-61 
- 22 
- 23 

No change 
- 38 
- 30 
- 67 
-51 
- 9  
- 28 
+ 14 

Germany is a small country compared to the United States, average concen- 
trations measured in different parts of the country differ considerably. The 
highest average values were recorded for the Erzgebirge in Saxony, not 
far from the sites in Czechia where large power plants burn sulfur-containing 
brown coal. At the upper reaches of the Erzgebirge, older spruce stands 
are heavily damaged (Emde, 1993). On the Czech side, deforestation is 
wide-spread. 

Table I1 shows limits to tolerable SOz immissions as recommended by 
different national or international commissions between 1978 and 1988. As 
the years went by, recommended tolerance levels decreased. A comparison 
of Table I with Fig. 2 reveals that in 1992 annual averages of SOz concentra- 
tions are above officially accepted limits in Germany only in the Erzgebirge. 
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FIG. 2 Annual averages of SO2 immissions at different measuring stations within the Federal 
Republic of Germany, including the former German Democratic Republic (Erzgebirge, Sax- 
ony) (from Slovik ef al., 1996a, with permission). 

However, it must be pointed out that damage to plants by SO2 does not 
follow a dosis law according to which damage is determined by the product 
of concentration and exposure time. Rather, damage increases with concen- 
tration when the product of concentration and exposure time is kept con- 
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Limits to Tolerable SO2 lmmissions as Recommended by Different Organizations 
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Organization Year Comment So2(pg  IT-^) So2(nPa Pa-') 

VDI 1978 Insensitive plants 120 42 
Sensitive plants 80 28 
Very sensitive plants 50 17.5 

IUFRO 1978 Forests, optimum locations 50 17.5 
Forests, extreme locations 25 8.7 

TA-Luft 1986 Plants 50 17.5 
WHO 1987 Terrestrial vegetation 30 10.5 
UNECE 1988 Forests, crop plants 30 10.5 

Sensitive plants 20 7 

Note. VDI, Verein Deutscher Ingenieure, recommendation 2310 (Dusseldorf); IUFRO, 
International Union of Forest Research Organizations (Vienna); TA-Luft, Technische Anlei- 
tung Luft, March 1st. 1986, Federal Government, Bonn; WHO, World Health Organization 
(New York); UNECE, United Nations Economic Commission for Europe (Brussels). VDI 
recommendations consider a 7-month vegetation period only. All other recommendations are 
24 hlannual averages. According to Jager (1989). 

stant. These old findings are a simple consequence of the existence of 
detoxification mechanisms in plants as will be shown below. 

111. Deposition 

A. Dry Deposition 

The loss of SO2 to a surface is termed dry deposition. Being effective gas 
exchange systems, plants have large surfaces. However, gas exchange occurs 
predominantly through the stomata which can be regulated. It was early 
recognized that spruce is much more sensitive to SO2 when assimilation is 
active, i.e., when stomata are open rather than when they are closed (Wis- 
licenus 1898). Uptake of SO2 through the epidermis of leaves or needles 
is negligible compared to diffusion of SO2 through the open stomata. The 
cuticular resistance to SOz flux has been calculated from published perme- 
ability coefficients (Lendzian, 1984) to be about 50,000 s cm-' in citrus 
leaves, whereas the combined boundary layer and stomata1 resistances to 
SO2 flux may be as low as 2 to  5 s cm-' when stomata are open. As humidity 
in the leaf interior is close to 100% and cell walls are water-saturated, SO2 
is hydrated in the leaf interior to sulfurous acid which dissociates with pK 
values of 1.8 and 7.2, releasing protons and forming bisulfite and sulfite 
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anions. The Henry coefficient of SO2 is 29 at 25°C compared to 0.76 for COP. 
A simple calculation performed on the basis of the Henderson/Hasselbalch 
equation reveals that the combined aqueous concentrations of bisulfite and 
sulfite in equilibrium with 30 nPa Pa-' SO2 in air (see SO2 levels in the 
Erzgebirge, Fig. 2) are at pH 5.5, the pH of the aqueous cell wall phase, 
180 mM, and at pH 7.2, the cytosolic pH, even 2.7 M. It is important to 
realize that in view of the high reactivity of the anions, cellular life would 
not be able to exist at equilibrium concentrations. Rather, equilibrium is 
never attained. Cellular life is maintained in a flux situation. SO2 diffuses 
continuously through the stomata into leaves where it enters into metabolic 
transformations which safeguard cellular life. Competition between detoxi- 
fying and potentially damaging reactions decide survival or damage of the 
cellular system. 

By approximation, the rates of entry of SO2 into leaves can be calculated 
(Heath, 1980) using a simplified version of Fick's law 

@ = (c, - c$R, 

where CP is the flux of SO2 in nmol cm-'s-', c, and ci are the concentrations 
of SO2 in nmol cm-3 outside and inside the leaves, and R is the sum of 
boundary layer and stornatal resistences in s cm-'. Since ci is, owing to the 
high solubility of SO2 in aqueous phases and the large surface of mesophyll 
cell walls, close to zero, only c, and R need to be known. Both can be 
measured, the former directly and the latter via the transpirational loss of 
water vapor through the stomata (Nobel, 1983). In most plants, stomata 
close at night and open during the day. For unstressed illuminated conifer 
needles, the sum of stornatal and boundary layer resistances to diffusional 
water loss is often about 12 s cm-' or, by another way of expression (Cowan 
and Farquhar, 1977), 0.03 m2 s mmol-' (Wiese et af.,  1996). As SO2 is larger 
than H20, its diffusion is slower. The factor to apply is 1.88 (Taylor and 
Tingey, 1983). Thus, at an SO2 concentration in air of 30 nPa Pa-' (see 
Fig. 2), SO2 flux into exposed needles is at R = 12 s cm-' about 2 pmol 
rn-' leaf area h-' or about 20 pmol m-' during daytime. If stomata are 
more widely open, fluxes will be larger, and when they are closed, smaller. 

Stornatal conductances vary not only during the day, but also with the 
season. They are larger in the summer than in the winter in evergreens. 
Average water vapor conductances during the course of a year are shown 
for canopies of Picea abies in Fig. 3. Low conductances during the winter 
time decrease SO2 influx when SO2 concentrations in air are high (Fig. 4), 
and low temperatures slow metabolic detoxification of SO2 down, whereas 
high conductances in the summer tend to facilitate influx, but SO2 concen- 
trations are low and metabolic detoxification is more efficient. 

Slovik et af.  (1996a), using data from different measuring stations distrib- 
uted over the federal state of Hessen and considering a canopy situation, 
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FIG. 3 Mean effective stomata1 canopy conductances g,,, of Norway spruce (Picea abies L.) 
during the course of a year (from Slovik et al., 1996a, with permission). Mean conductances 
for SO: are lower by a factor of 1.88 (Taylor and Tingey, 1983). 

have calculated average fluxes of SO2 into spruce needles as a function of 
measured SO2 concentrations in air (Fig. 5) .  Not unexpectedly, calculated 
fluxes are lower than in the example calculation given above and probably 

J F M A M J J A S O N D  

FIG. 4 Relative concentrations of SOz in air as a function during the course of a year. Thin 
lines indicate standard deviations. Data from six measuring stations in Germany (17,520 field 
measurements per site per year). From Slovik et aL, 1996a, with permission. 
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FIG. 5 SO2 uptake of spruce needles calculated from mean effective stornatal conductances 
(Fig. 3) and field data on SO2 concentrations in air at six different measuring stations in 
Germany (from Slovik et al., 1996a, with permission). GP, growth period. 

more realistic in regard to a field situation. The data illustrate the detoxifi- 
cation burden that must be borne by spruce forests exposed to SO2 in the 
field. Obviously, the reactive anions formed inside the leaves from entering 
SO2 must be constantly metabolized to prevent their accumulation to toxic 
levels. In fact, sulfite concentrations are usually too low to be measurable 
in leaves or needles when plants are exposed to ambient SO2 concentrations. 
Concentrations in the micromolar range were found in extracellular fluids 
only when subzero temperatures slowed metabolic SOz detoxification down 
(Wolfenden et al., 1991). 

Since the intercellular concentration of SO2 is close to zero at average, 
it is obvious that the guard cells of the stomata are exposed to higher 
concentrations of SO2 than other cells. Reports on effects of SO2 on stornatal 
opening are both numerous and inconsistent (Black, 1985). Perhaps, the 
common denominator is that if the energy-requiring opening mechanism 
is damaged by high concentrations of SOz, stomata will close. If, at averaged 
ambient concentrations as listed in Fig. 2, no acute damage occurs, there 
is no measurable effect on stornatal conductance, or stomata may actually 
open somewhat (Hallgren, 1978; Atkinson and Winner, 1989), possibly 
owing to a stimulation of ATPases (Larson and Jagendorf, 1989). 
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6.  Wet Deposition 
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SO2 converted to sulfurous acid in moist or foggy air and then oxidized to 
sulfuric acid contributes to the so-called acid rain, when not neutralized in 
the atmosphere by ammonia or dust particles containing calcium carbonate 
or other neutralizing components of particulate atmospheric matter. In acid 
rain, sulfuric acid contributes to soil acidification (Ulrich et al., 1980; Likens 
et af., 1996). Even though it is known that fertilizers may relieve deficiency 
symptoms when applied to leaves by spraying, the cuticle of the epidermis 
is a highly effective barrier to the penetration of strong polar acids such 
as sulfuric acid. Surface tension prevents acidic solutions from entering 
through the stomata. Thus, at the acidity commonly encountered in acid 
rain, only epidermal tissues such as bark are likely to be affected by acid 
rain. Such plant surfaces can be considered as cation exchangers. Since 
Hofmeister has published his famous power series in 1888 and the following 
years (Abernethy, 1967), protons are known to be effective in liberating 
cations from cation exchangers. The order 

H' > Ca2+ > Mg2+ > K' > Na+ 

indicates that K' can replace Na', Mg2+ can replace K', Na+, etc. and that 
H+ is the strongest ion in this order. However, neither leaching of nutrients 
from tissues by acid rain nor effects of acidity on soil or roots are topics 
of this review. 

IV. Toxicity of SOe and Its Hydration Products 

Paracelsus (1493-1541) has stated that the dose defines a poison. Once 
SO2 has entered cells either by diffusion across the plasmalemma or by 
uptake of the anions formed from it outside the cells, SO2 exists in the 
cytoplasm in quasi-equilibrium with bisulfite and sulfite. Compared to the 
concentration of these anions, which is determined by pK values and pH, 
its concentration is negligible. Thus, the reactivity of the anions is important 
for a consideration of the toxicity of SO2 rather than the reactivity of SO2 
by itself. As nucleophilic agents, sulfites can attack many different substrates 
(Petering, 1977; Heath, 1980). Several enzymes are inhibited when plants 
are exposed to high concentrations of SO2 (Tanaka et af., 1982) or enzymes 
are incubated with sulfite solutions (1 mM or more; Ziegler, 1974; Ziegler 
et af., 1976). It is known since long and used by wine producers that sulfites 
inhibit fermentation of yeast. Not only inhibition, but also stimulation of 
enzyme activity has been observed in the presence of sulfite (Zakharov et 
al., 1983; Larson and Jagendorf, 1989). However, the significance of these 
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facts in relation to the action of ambient concentrations of SOz on plants 
remains obscure. Anions formed from SO2 do not accumulate in plants 
exposed to ambient or even high levels of SO2. Sophisticated methods 
are required to measure the low steady-state concentrations which are 
maintained in SOz-polluted air (Wellburn, 1985; Wolfenden et af., 1991). 

A. Radical Formation 

When brightly illuminated, thylakoid membranes isolated from leaves oxi- 
dize sulfite to sulfate at rates surpassing maximum rates of light-dependent 
electron transport. The high rates are due to a radical chain reaction (Asada, 
1980). The reaction is sensitive to the electron transport inhibitor DCMU 
and insensitive to cyanide (Asada and Kiso, 1973; Asada, 1980). In contrast, 
slow sulfite oxidation in the dark is sensitive to cyanide and insensitive to 
DCMU. The light-dependent radical chain reaction is initiated by oxygen 
radicals which are formed by the univalent reduction of oxygen in the 
Mehler reaction (Mehler, 1951) 

H20 + 2 0 2  + 4 hv + 1/2 0 2  + 2 H+ + 2 0 2 - .  PI 
During the reaction, not only sulfite radicals but also highly reactive hy- 
droxyl radicals are generated: 

S032- + 02- + 3 H+ -+ HSOi + 2 OH [21 

S032- + OH' + 2 H+ + HS03. + HzO 131 

HS03' + O2 + H 2 0  + HZSO4 + 02- + H+. [41 
Reactions [2] to [4] may be summarized as 

2 s03*- + 0 2 -  + 2 0 2  + Hz0 + 2 so42- + 2 0 2 -  + OH' + H+. [5] 

This sequence of reactions may also occur in vivo at high SOz concentrations 
(Madamanchi and Alscher, 1991; Okpodu et al., 1996). Liberated radicals 
not only accelerate sulfite oxidation but also cause damage to components of 
the photosynthetic apparatus by reacting with essential catalysts. However, 
leaves possess effective mechanisms to scavenge radicals. Radical chain 
propagation will occur only if radical-scavenging systems are overtaxed. 
Figure 6 shows an experiment in which a leaf of Pelargonium zonafe was 
repeatedly exposed to 4000 nPa Pa-' SO2. This level of SOz is almost 400 
times above the maximum permissible concentration in air (see Table 11). 
The first exposure to SOz (5  min) was in air. After a brief lag phase, it 
caused a 20% inhibition of photosynthetic carbon uptake. This inhibition 
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FIG. 6 Effects on photosynthesis of brief periods of exposure of a leaf of Pelargoniurn zonale 
to a high concentration of SO2 (4000 nPa Pa-') either in air or in nitrogen. Note that carbon 
assimilation is increased in nitrogen owing to the inhibition of photorespiration. This increase 
is rapidly reversed in air. The photon flux density was 480 pE m-2 s-l, the C02 concentration 
500 pPa Pa-'. 

was a direct effect on photosynthesis. Simultaneously performed measure- 
ments of transpiration showed that it was not caused by the closing of 
stomata. After a while, photosynthesis recovered. Obviously, little perma- 
nent damage had occured. Then, air was replaced by nitrogen. C02 uptake 
increased because C02 was no longer released by photorespiration. A 
second exposure to SOz in nitrogen decreased photosynthesis again. Since 
the radical chain oxidation of SO2 requires oxygen (Eq. [l]), this inhibition 
is unlikely to be a consequence of the reaction sequence [2] to [4]. However, 
when nitrogen was replaced by air after fumigation with SO2, C 0 2  uptake 
decreased more than could be accounted for by photorespiration. This is 
clearly seen by a subsequent control experiment, in which air replaced 
nitrogen in the absence of prior exposure to SO2. In this case, inhibition 
by photorespiration alone can be seen. The extra inhibition seen after 
exposure to SO2 is oxygen-dependent and can be explained as a conse- 
quence of radical production as shown in Eqs. [2] to [5] (see also Madaman- 
chi and Alscher, 1991). Even oxygen-dependent inhibition of photosynthe- 
sis was rapidly repaired in air, more rapidly than the inhibition produced in 
nitrogen in the third fumigation experiment of Fig. 5. Apparently, inhibition 
produced by radical reactions was largely reversible even when the concen- 
tration of SO2 that caused inhibition was manyfold higher than ambient 
concentrations normally encountered in the field. 
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6.  Sulfitolysis and Unspecified Sulfite Addition Compounds 

Sulfite can add to oxidized disulfide compounds including proteins opening 
S-S bridges (Pechere er al., 1958; Alscher, 1984): 

C - S + HS0,- - C - S - SO,-. [61 
\ /  

S 
\ 

SH 

Thioredoxins are proteins with exposed disulfide groups. They are involved 
in cellular redox regulation, in particular in the regulation of photosynthetic 
enzymes (Buchanan, 1980). When oxidized, thioredoxins react with sulfites. 
Sulfitolysis causes their inactivation (Wurfel er al., 1990). It has been sug- 
gested that this is the basis of the phytotoxicity of SO2 to plants (Haberlein 
and Follmann, 1991). However, sulfitolysis requires appreciable sulfite con- 
centrations in virro. Moreover, it is reversible. Nevertheless, photosynthetic 
enzymes known to be sensitive to SO2 or sulfite, such as alkaline fructose 
bisphosphatase and phosphoribulokinase (Tanaka et al., 1982), glyceralde- 
hydephosphate dehydrogenase (Ziegler et al., 1976), and NADP-dependent 
malic dehydrogenase (Ziegler, 1974), are light-regulated by thioredoxin 
and contain oxidizable SH groups. The sensitivity of photosynthesis to 
high concentrations of SO2 (Ziegler, 1975; Darrell, 1989) is suggestive. 
Sulfitolysis may be involved in reversible SO2-dependent photosynthesis 
inhibition (Fig. 6). 

Sulfite is also known to add to aldehydes forming a-hydroxysulfonates 
which are metabolic inhibitors (Zelitch, 1957). Its reaction with other cellu- 
lar solutes has been considered by Peiser and Yang (1985). In intact chloro- 
plasts which have retained radical-scavenging enzymes and solutes such as 
ascorbate, sulfite oxidation was slow. Sulfite reduction and the formation 
of unspecified addition compounds competed with oxidation (Dittrich et al., 
1992). Formation of the addition compounds was light-dependent. Electron 
transport was involved as shown by the sensitivity of the reaction to the 
electron transport inhibitor DCMU. Accumulation of addition compounds 
was suppressed when the presence of 0-acetylserine favored the reductive 
detoxification of sulfite which led to the formation of cysteine. 

C. Acidification 

Both sulfurous acid and the sulfuric acid formed from it by oxidation are 
trapped in the slightly alkaline cytoplasm of leaf cells which has a pH close 
to 7.2. The extent of resultant cytoplasmic acidification depends on the 
cytoplasmic buffering capacity which has been estimated to be between 20 
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and 40 mM pH-unit-' (Guern et al., 1986). Chloroplasts occupy about 70% 
of the cytoplasmic space in the mesophyll of leaves (Winter et al., 1993). 
Within the physiological pH range (pH 7 to 8), intact isolated chloroplasts 
had buffering capacities close to 35 mM pH-unit-' (Pfanz and Heber, 1986). 
Somewhat higher values were measured in chloroplasts in vivo (Hauser et 
al., 1995a). In the Erzgebirge (for atmospheric SO2 pollution there see Fig. 
2), 4-year-old spruce needles contained 60 to 80 mM sulfate (Fig. 7, lower 
panels, Hiive et al., 1995). Not rarely, however, more than 100 mM (Polle 
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FIG. 7 Average contents of sulfate (open symbols) and the sum of potassium and magnesium 
(filled symbols) in meq (kg dry weight)-' in needles of Norway spruce as a function of needle 
age. 2 meq SO?- or Mg2+ = 1 mmol; 1 meq Ki = 1 mmol. Trees were from Wiirzburg (about 
5 nPa Pa-' SOz), the Schneeberg (about 15 nPa Pa-' SO2), and Hockendorf and the Kahleberg 
in the Erzgebirge (about 30 nPa Pa-' SOz. see Fig. 2) .  
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et af.,  1994), and occasionally even up to 200 mM (Pfanz and Beyschlag, 
1993), were measured. At Wiirzburg in Frankonia, where air pollution by 
SO2 is low, sulfate in spruce needles was below 5 mM (Fig. 7). 

Sulfate derived from SO2 releases two protons per anion. Thus, maximum 
sulfate contents in needles of spruce exposed to ambient SO2 concentrations 
in the Erzgebirge indicate that from 120 up to 400 mM H' had acted on 
mesophyll cells over time periods ranging from 1 to 4 years. Given a 
cytoplasmic buffering capacity of about 40 mM per pH-unit, strong cyto- 
plasmic acidification should have been expected. In fact, none has been 
observed in the field (Kaiser et af., 1993a). However, after fumigation of 
young spruce trees with 600-1000 nPa Pa-' SO2 for 2 weeks, the pH values 
of needle homogenates indicated modest acidification (Kaiser et af.,  1993a). 
In intact leaves of Pefargoniurn zonafe, fluorescence of the the pH-indicating 
fluorescent dye pyranine responded to fumigation with SO2 after a lag 
phase of about a minute (Fig. 8). Since pyranine records the cytosolic pH 
(Yin et af.,  1990), the lag may be taken as evidence of a hydration of SO2 
in the apoplast outside the cytoplasm and of transport of protons and anions 
derived from SO2 across the plasmalemma into the cytoplasm. In line with 
this explanation, acidification indicated by the decrease in fluorescence 
emission continued to increase for a few minutes even after the SO2 

I 
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FIG. 8 Effect of a massive dose of SOz (85 kmol m-' leaf area) on the cytosolic pH in a leaf 
of Pelargonium zonale as shown by fluorescence changes of pyranine which had been taken 
up by the leaf. A fluorescence decrease indicates acidification, an increase alkalinization. The 
experiment was performed at 16 and at 25°C. Pyranine is a pH sensitive fluorescent pH 
indicator (Yin et al., 1990). 
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had been removed from the atmosphere. Importantly, the fluorescence 
trace then reversed direction finally reestablishing the original pH in an 
oscillatory mode. This return was faster at 25°C than at 16"C, indicating 
temperature-dependent metabolic control of the cytoplasmic pH (Gout et 
af., 1992; Veljovic-Jovanovic et af., 1993; Heber et al., 1994). 

V. Metabolic Detoxification of SO2 and Its 
Hydration Products 

A. Oxidative Detoxification 

Detoxification of SO2 by oxidation to sulfate would be most effective, if it 
occured in the apoplast before SO2, or the reactive anions formed from 
SO2, reach the cytoplasm (Rennenberg and Polle, 1994). Pfanz et af. (1990) 
have reported oxidation of sulfite by apoplastic peroxidase in the presence 
of H202. It appears that the first step in the reactions sequence is the 
oxidation of an apoplastic phenolic compound by H202. The resulting 
phenoxy radical oxidizes sulfite. However, ascorbate reduces phenoxy radi- 
cals effectively inhibiting apoplastic sulfite oxidation (Takahama et al., 
1992). As long as ascorbate is present in the apoplast, apoplastic sulfite 
oxidation is unlikely to occur. 

Cytoplasmic oxidation of sulfite anions to sulfate does not need to follow 
a fast light-dependent radical chain mechanism. A slower oxidation of 
sulfite appears to be catalyzed by sulfite oxidase (Ballantyne, 1977; Joli- 
vet et af., 1995). Whereas in isolated and washed thylakoid membranes 
from chloroplasts maximum light-dependent rates of radical-mediated sul- 
fite oxidation exceeded 1000 pmol (mg chl h)-', they were only 2 pmol 
(mg chl h)-' in intact chloroplasts, when 0-acetylserine was absent, and 
1 pmol (mg chl h)-I, when in the presence of 0-acetylserine sulfite reduction 
competed with sulfite oxidation. In the dark, sulfite oxidation was, at about 
0.5 pmol (mg chl h)-I, still appreciable. These rates were observed in the 
presence of about 1.5 mM sulfite (Dittrich et af., 1992). 

It is informative to compare oxidation rates as observed in vitro with 
SO2 fluxes into leaves. According to Slovik et af. (1996a), SO2 fluxes into 
canopies of Norway spruce increase almost linearly with ambient SO2 con- 
centrations in air. They are about 0.16 pmol m-2 day-'/(nPa SO2 Pa-') or 
about 5 pmol m-* day-', if the average SO2 concentration in air is as high 
as 30 nPa Pa-' (Fig. 2). A 1-m2 needle surface area contains about 600 to 
700 mg chlorophyll. Thus, the maximum capacity of chloroplasts for oxida- 
tive SO2 detoxification is more than 300 pmol m-2 h-' even in the dark. It 
is considerably higher in the light. Obviously, maximum capacities for 
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oxidative SO2 detoxification are by orders of magnitude higher than fluxes 
on the borderline of SO2 toxicity (Table 11). However, this comparison 
does not consider the large differences between the very low concentrations 
of sulfites in vivo and the much higher concentrations used in vitro to 
measure detoxification capacities. Sulfite concentrations far below Michae- 
lis constants of the enzymes involved in detoxification in vivo obviously 
decrease the effectiveness of enzymic detoxification. 

B. Radical Scavengers and Antioxidants 

Leaves are equipped with complex radical-scavenging enzymic systems 
(Asada and yakahashi, 1987; Foyer et al., 1991). Even simple cellular con- 
stituents such as sugars can serve as radical scavengers. Particularly impor- 
tant as an antioxidant and radical scavenger is ascorbate, which is oxidized 
by radicals to monodehydroascorbate. 

Radicals are not only produced as a consequence of reactions of air 
pollutants such as SO2 or ozone. They are also unavoidable and occasionally 
necessary products of metabolism. In photosynthesis, the univalent reduc- 
tion of oxygen in the Mehler reaction results in the formation of the superox- 
ide radical 02-., which can initiate a radical chain reaction with sulfite 
radicals as intermediates (Eqs. [2] to [5]). Superoxide dismutase removes 
02-., producing H202 

2 Hf +2 0 2 - .  + H202 + 0 2 .  [71 
When H202 is detoxified in the chloroplasts by ascorbate peroxidase, the 
monodehydroascorbate radical is formed (Asada and Takahashi, 1987). 
It is either rapidly reduced by a ferredoxin-dependent reductase in the 
chloroplasts or reacts to dehydroascorbate and ascorbate. Mainly by regen- 
erating ascorbate from dehydroascorbate, glutathione serves as an antioxi- 
dant in cellular metabolism. Its concentration is much lower than that of 
ascorbate, but increases in response to exposure to SO2. Polle et al. (1994) 
have reported increased contents of glutathione, cysteine, glutamylcysteine, 
and even soluble proteins in needles of Scots pine from S02-polluted sites, 
whereas activities of superoxide dismutase and peroxidases did not increase 
in response to exposure to SO2. According to Willekens et al. (1994), 
increases in mRNA levels suggested increased expression of catalase and 
glutathione peroxidase genes as a result of SO2 fumigation. 

C. Sulfate Sequestration 

Sulfate, usually the main product of SO2 detoxification (Rennenberg, 1984; 
Maas et al., 1987; Wiese et al., 1996), accumulates in leaves or needles. 
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Concentrations up to 240 mmol (kg dry wt)-’, corresponding to about 
200 mM in cellular solution, have been reported (Pfanz and Beyschlag, 
1993; but see Figs. 7 and 9 for lower values). As an inhibitor of ribulose 
bisphosphate carboxylase (Paulsen and Lane, 1966) and of photophospho- 
rylation (Ryrie and Jagendorf, 1971), it inhibits photosynthesis of isolated 
chloroplasts (Baldry et al., 1968). In leaves, it is transported from the 
chloroplasts through the phosphate translocator of the chloroplast envelope 
(Hampp and Ziegler, 1977) into the cytosol and from there in an energy- 
dependent reaction into the vacuoles (Kaiser etal., 1989) where it is immobi- 
lized. A small part (0.3 to 1%) of the total amount has been found in the 
apoplast of leaves (Polle et al., 1994) from which it is distributed to other 
locations within the plant. After Garsed and Read (1977) reported loss of 
sulfate from the roots, further attempts to demonstrate excretion of sulfate 
from the plants through the root system were unsuccessful (Kaiser et al., 
1993b; Wiese et al., 1996). 

D. Reductive Detoxification 

In the light, chloroplasts can either oxidize or reduce SO2. They con- 
tain sulfite reductase. The reduction of sulfite is ferredoxin-dependent 
(Schwenn, 1994). Whereas oxidation actually increases the acidification 
produced by the formation of sulfurous acid because sulfuric acid is a 
stronger acid, reduction alleviates acidification. During light-dependent re- 
duction, hydrogen sulfide is an intermediate: 

S032- + 2 H+ + H2S + 1 1/2 0 2  181 
It can escape into the atmosphere. However, only a small percentage of 
the SO2 that has entered leaves is re-emitted as H2S (Hallgren and Fredriks- 
son, 1982; Sekiya et al., 1982; Kindermann et al., 1995; Rennenberg and 
Herschbach, 1996). Most of the reduced sulfur is, via 0-acetylserine, incor- 
porated into serine. The overall reaction may be simplified as 

S03’- + 2 H+ + HOH2CCH(NH2)COOH + HSH2CCH(NH2)COOH + 
H20 + 1 1/2 0 2  [91 

From cysteine, the sulfur is transfered to methionine, glutathione, and 
other sulfur-containing compounds. The sulfur-containing amino acids are 
incorporated into newly synthesized protein which contains approximately 
1% sulfur. 

In intact chloroplasts, maximum rates of light-dependent reductive sulfite 
detoxification were, in the presence of 0-acetylserine as sulfide acceptor, 
about 2.5 pmol (mg chl h)-I. Thus, reduction in intact chloroplasts can be 
even faster than sulfite oxidation (Dittrich et al., 1992). Also, maximum 
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reduction rates observed at a sulfite concentration of 1.5 mM are manyfold 
higher than SO2 fluxes from moderately polluted air into leaves (Fig. 2). 
However, it must be stressed once again that sulfite never accumulates in 
leaves. Also, sulfite reduction is strongly depressed in the absence of 0- 
acetylserine. Thus, the availability of sulfide acceptors and of sulfite will 
limit rates of reduction in vivo. 

A main problem in reductive SO2 detoxification is storage of reduced 
sulfur. Glutathione levels are known to increase when plants are exposed 
to SO2 (Grill et al., 1982; Soldatini et al., 1992; Rennenberg et al., 1996). 
However, when compared to the storage capacity of leaves for sulfate, 
storage of reduced sulfur in solutes of low molecular weight is negligible. 
Most of the reduced sulfur goes into protein, but net protein synthesis in 
leaves or needles of trees is largely restricted to periods of leaf development 
or to the appearance and development of the new flush in conifers. It is 
absent during the winter time. In spruce growing at sites where SO2 immis- 
sion was low and periods of active metabolism were extended, SO2 reduc- 
tion surpassed oxidation, whereas at exposed sites and increased SO2 immis- 
sion oxidation was the predominant detoxification mechanism (Slovik et 
al., 1995; Wiese et al., 1996). 

E. pH Stat Mechanisms 

The accumulation of high concentrations of SO2-derived sulfate in needles 
of spruce (Kaiser et al., 1993a; Pfanz and Beyschlag, 1993) is evidence of 
acidification by sulfuric acid. Nevertheless, pH values of needle homoge- 
nates from trees growing at SO2-polluted sites were comparable to pH 
values of homogenates of unstressed material. Obviously, neutralization of 
sulfuric acid had occured in vivo. 

Base for neutralization may be mobilized by decarboxylation of endoge- 
nous acids such as malate: 

malate2- --f pyruvate- + C 0 2  + 2 (H) + OH-. 

NO3- + 3 H 2 0  --f NH4+ + 2 O2 + 2 OH-. 

[lo1 

P11 

Alternatively, nitrate may be reduced in the light: 

Base in the form of NH3 is also liberated during the oxidation of proteins. 
When leaves were incubated with 15% C 0 2  as a potential acid instead 

of SO2 to avoid the high toxicity of the sulfite anions, NH3 accumulated 
slowly, within hours, in the leaf tissue. It disappeared slowly after the acid 
stress was alleviated (Heber et al., 1994). Malate was degraded under acid 
stress in sycamore cells (Guern et al., 1986; Mathieu et al., 1986) and SO2 
fumigation decreased the content of organic anions in leaves of oak 
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(Thomas and Runge, 1992). However, in contrast to these slow responses 
to acid stress, the inhibition of photosynthesis by C 0 2  was rapidly, within 
several minutes, relieved while C 0 2  was present in air at concentrations 
of up to 25% or more (Heber et al., 1994). Photosynthesis is known to be 
highly sensitive to acidification of the chloroplast stroma (Werdan et al., 
1975). The rapid reversal of inhibition indicates the presence of a powerful 
mechanism of pH regulation in the chloroplasts of leaves which is faster 
than the slow biochemical production of base under acid stress. 

In sycamore cells, acid stress triggered the rapid pumping of protons 
across the plasmalemma into the medium (Gout et al., 1992), whereas in 
leaves energy-dependent transport of protons into the vacuoles of leaf 
cells appeared to be the predominant mechanism of rapid pH regulation 
(Wagner et al., 1990; Hauser et al., 1995b; Heber et al., 1995). 

Transport of protons together with sulfate into the vacuoles may only 
be the first stage of pH regulation in leaves when SO2 is the source of acid 
stress (Kaiser et al., 1989). Slow subsequent protonkation exchange across 
the tonoplast finally appears to adjust also the vacuolar pH to controlled 
values. This must be concluded from the observation that sulfate accumula- 
tion in the vacuoles of mesophyll cells of spruce from field sites which are 
exposed to SO2-polluted air is not accompanied by corresponding vacuolar 
acidification (Kaiser et al., 1993a). From the cytoplasm, protons are pumped 
into the apoplast while cations enter the cytoplasm. The further path of 
the protons is unclear, but they finally appear to leave the plant through 
the roots in exchange against cations (Thomas and Runge, 1992; Kaiser et 
al., 1993b). Thus, there is evidence that even dry deposition of SO2 results 
finally in soil acidification. 

VI. Effects of SOe 

A. Interference with Cation Nutrition 

As long-term acid import in the form of SO2 into needles resulted in 
sulfate accumulation but not in acidification, it is obvious that protons 
were exported from the needles while sulfate accumulated. To maintain 
electroneutrality, proton export must either be accompanied by the export 
of anions or by import of cations. Since sulfate is sequestered in the leaf 
cell vacuoles, cations are imported in exchange for protons which left the 
leaves. At observed levels of sulfate accumulation, base production by 
biochemical pH stat mechanisms is insufficient to liberate the cations 
needed as counterions for the sulfate that is sequestered in the vacuoles 
(Slovik er al., 1992a,b; Pfanz and Beyschlag, 1993). 
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Cations sequestered and immobilized in the vacuoles are unavailable 
for the metabolic requirements of growth (Slovik, 1996). In extreme 
cases, cation deficiency symptoms are expected to appear. Magnesium 
deficiency is characterized in spruce by needle chlorosis. Extensive 
yellowing of needles has been reported for the Fichtelgebirge (Zech et 
al., 1985; Lange et al., 1987; Weikert et al., 1989) on the Western side 
of the Eger valley in Czechia where brown coal is burnt in large power 
plants. It is spreading into the Erzgebirge north of the Eger valley. 
Removal of buds prevented the yellowing of last year's needles, apparently 
by preventing the translocation of magnesium to the new flush (Lange 
et al., 1987; Weikert et al., 1989). Also, fertilization with magnesium 
salts led to the recovery from chlorosis (Kaupenjohann and Zech, 1989; 
Zottl and HUttl, 1986). However, in vacuoles, potassium rather than 
magnesium is the dominant cation. Calcium appears to play a minor 
role (Slovik et al., 1996b). Potassium deficiency was observed by Rehfuss 
(1983) and Tomlinson (1987). Fertilization with potassium has been 
shown to revitalize Norway spruce in regions chronically exposed to 
SO2 (Ranft, 1982; Zottl et al., 1989). In Fig. 7, the sum of K+ and Mg2+, 
expressed in meq (kg dry wt)-', is compared with needle contents of 
sulfate, again on a meq kg-' basis to permit direct comparison of mono- 
and divalent ions. The needles were from spruce growing in Bavaria 
and Saxony. The difference between the sum of the cations and sulfate 
became smaller with needle age. Importantly, it was still large even in 
4-year-old needles from the Wurzburg area where the SO2 content of 
air is very low. The gap narrowed with increasing atmospheric SO2 
concentrations. Measurements at the Kahleberg, Erzgebirge, indicated 
increased cation availability in 1992 compared with 1991. Inquiries re- 
vealed that the site had been fertilized. 

The data indicate that atmospheric SO2 can produce cation deficiencies 
which are not revealed by usual analysis. Conventional measurements do 
not differentiate between the cations available for the needs of metabolism 
and those immobilized as counterions of sequestered sulfate. Obviously, 
long-term resistance to SO2 requires the mobilization of cations by the root 
system of plants on a protonkation exchange basis. Simultaneously, this 
solves problems of acidification and of availability of essential cations. 
Cation availability of the soil thus becomes an important aspect of plant 
tolerance to SO2. By leaching cations from the soil, wet deposition of SO2 
aggrevates the problem of nutrient availability. In this situation, reduced 
growth must be expected. Tree ring studies have indeed revealed a clear 
relationship between SO2 immissions and tree productivity (Elling, 1992, 
1993; see also Wentzel, 1982). 
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It has long been known that prolonged exposure to SO2-polluted air de- 
creases frost tolerance (Wentzel, 1956; Davison etal., 1988). Frost hardening 
is a complex process. It involves the accumulation in the cells of cryoprotec- 
tants such as soluble sugars which decrease the extent of cellular dehydra- 
tion during extracellular ice formation at subzero temperatures (Levitt, 
1980) and the formation of specific proteins which are capable of preventing 
membrane rupture during freeze-thaw cycles (Sieg et af., 1996). Perhaps, 
the increase in frost sensitivity is related to the lowering of carbohydrate 
contents and to a decrease in the activity of sucrose synthase and sucrose- 
6-phosphate phosphatase observed as a result of the exposure of Picea 
abies and Pinus sylvestris to low concentrations of SO2 (Miller, 1987; Peace 
et al., 1995). 

C. Differential Sensitivity of Plants to SO2 

Reductive detoxification of SO2 avoids not only problems associated with 
acidification and the necessity to provide cations as counterions for accumu- 
lated sulfate but also radical damage which may occur during light- 
dependent sulfite oxidation. It is therefore to be expected that herbaceous 
plants such as maize, with a ratio of carbon to reduced sulfur in the biomass 
of about 600/1, are less sensitive to SO2 than trees with a much higher 
ratio. For spruce, the ratio of carbon to reduced sulfur in the total biomass 
has been estimated to be about 10,000/1 (Heber et af., 1987). Obviously, 
for a comparable deposition of carbon in the biomass, maize can deposit 
much more SO2 in the innocuous reduced form than spruce. Also, maize 
grows on well fertilized soil and spruce usually on unfertilized soil. 

However, SO2 tolerance is very different even among trees. An 
extensive list on the order of tolerance to “smoke gas” has been published 
as early as 1883 (von Schroder and Reuss, 1883). Very sensitive to SO2 
are the conifers Abies alba (white fir), Picea abies (Norway spruce), 
Picea omorica (Serbian spruce), and Pinus sylvestris (Scots pine) and 
insensitive are Picea pungens (Colorado spruce), Pinus nigra (Austrian 
spruce), and Pinus mugo (dwarf pine; Dhsler, 1991). Interestingly, this 
order of tolerance is valid for field conditions only, not for fumigation 
experiments with concentrations of SO2 well above those experienced 
in the field (Wiese et af., 1996). In Fig. 9, sulfate contents are compared 
as a function of needle age in needles of Norway spruce, Scots pine, 
and Colorado spruce from an SO2-exposed site at the Kahleberg and 
an unpolluted site at Wiirzburg. Only the Norway spruce from the 
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FIG. 9 Contents of sulfate (mmol (kg dry weight)-') in needles of three conifer species 
growing next to one another at the Kahleberg (0)  and at Wiirzburg (0) as a function of needle 
age. SO2 pollution of air is negligible at Wiirzburg (about 5 nPa Pa-' SOz) and considerable 
at the Kahleberg, Erzgebirge (about 30 nPa Pa-' SOz, see Fig. 2). Lines indicate standard 
deviation. From Planta, Detoxification of SO2 in conifers differing in SO2 tolerance. Hiive et 
a/. 195, 578-585, fig. 4 (1995), 0 Springer-Verlag, with permission. 

Kahleberg exhibited clear signs of damage, whereas Colorado spruce 
had a healthy appearance. Even though the different species had been 
growing side by side, only needles of Norway spruce from the exposed 
site accumulated sulfate to high levels, whereas not much accumulation 
was seen in the needles of Colorado spruce from the same location. 
Scots pine occupied an intermediate position, both in appearance and 
sulfate accumulation. The differences in sulfate accumulation cannot be 
explained by stomata1 closure (Atkinson and Winner, 1989), as rates of 
photosynthesis had been comparable. Either Colorado spruce is capable 
of increased reductive detoxification of SO2, or, rather than being stored 
in leaf cell vacuoles, sulfate is exported and distributed within the plant. 
Interestingly, when exposed to high concentrations of SO2, even those 
conifers that were tolerant to ambient levels showed symptoms of damage 
comparable to the damage suffered by sensitive species. Moreover, 
sensitivity of one particular species to high concentrations of SO2 changed 
during the year. It was higher in May when new twigs developed than 
earlier or later in the year (Wiese et al., 1996). 
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In general, plants are admirably equipped with mechanisms to detoxify 
reactive molecules once they are introduced into leaves from the atmo- 
sphere through open stomata. Leaves are effective gas exchange systems 
constructed to balance entry of carbon dioxide, the substrate of photosyn- 
thesis, against the escape of cellular water by transpiration. Once air pollut- 
ants have entered through open stomata, they are detoxified in the meso- 
phyll by reactions which are highly competitive in relation to uncontrolled 
reactions that are potentially damaging. Since legislation and international 
agreements have reduced SO2 emissions in many countries (Tables I and 
II), most higher plants appear to be capable of detoxifying SO2 sufficiently 
fast either by reduction to the sulfide level or by oxidation to sulfuric 
acid to avoid direct damage by uncontrolled reactions of sulfites (Fig. 10). 
Insofaras oxidation occurs in the light, reactive radicals might be formed 
to some extent during detoxification even under field conditions. However, 
radical chain propagation is effectively prevented by radical scavengers and 
antioxidants. Most of the oxidation of oxidation-sensitive cellular catalysts 
that cannot be avoided is reversed by cellular reduction. At ambient concen- 
trations of SO2 in air (Fig. 2), radical production may perhaps be a contribut- 
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FIG. 10 Pathways of SO2 detoxification in leaf cells. In the light, chloroplasts (not shown) of 
the mesophyll are main sites both of reductive and of oxidative detoxification. 
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ing factor in shortening the life span of long-living plants such as trees. 
However, the main threat to cellular balance seems to be the acidification 
accompanying the oxidative detoxification of SO2. In the short run, cellular 
pH regulation can cope with considerable acid loads: protons are pumped 
together with sulfate into vacuoles. Why this is not effective in the long 
run is presently unknown. However, it appears that if cations can no longer 
balance the sulfate slowly accumulating in the vacuoles during chronic 
exposure to low levels of SO2, leaves or needles are dropped. This leads 
to the well-known phenomenon of crown thinning. Neutralization of acid 
introduced from the atmosphere requires base. As biochemical base mobili- 
zation from cellular resources is insufficient to neutralize invading acid, the 
only recourse is export of protons in exchange for cations. Since, finally, 
the protons are exported into the soil and cations need to be mobilized in 
exchange, a main problem related to SO2 toxicity becomes soil quality. In 
many cases, canopy thinning, slow growth, and premature ageing of forest 
trees exposed chronically to low levels of SO2 can be traced back to damage 
caused by inadequate cation nutrition. 

From 1984 to 1992,16,000 km2 forest area have been limed or fertilized 
in Germany (FMNAF, 1993), not in recognition of these relations, but 
rather in an attempt to remedy soil acidification caused by wet deposition. 
It now seems that it is less important to counter soil acidification than to 
increase the availability of essential cations in the soil, particularly those 
of potassium and magnesium. 
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biological activity of fragments, 205-206 
biphasic response of Tefrahymena 

effect on Saccharomyces cerevisiae cell 
thermophila, 203-205 

proliferation, 226 
Integrins, egg, 88-90 
Intercellular messenger systems, interaction 

Intracellular messenger systems 

molecules, 227-228 

with intracellular messenger, 227-228 

interaction with intercellular signal 

role in cells 
cyclic GMP and nitric oxide, 207-211 
protein kinases, 210-211 

in Tetrahymena therrnophila, 222-223 

L 

Leishmania, apoptosis, 191-193 

M 

Mammalian cells, signal compound 
homology, 197 

Mammalian growth factors, effect on 
Tetrahymena, 203-207 

MAPK, see Mitogen-activated protein 
kinase 

Maturation 
mRNA, defective nuclear mutants, 

144-146 
RNA, 141-142 

Media 
complex, for Tetrahymena, 202-203 
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nutrient 
for cell proliferation control, 225-226 
for Tetrahymena, 199 

4TO7, 16 
Melphalan, sensitivity of tumor line 

Membranes, see Plasma membranes 
Metabolism, mRNA, coupling with 

Metastases, tumor lines 67 and 168, 16 
Metazoan cells 

communication, by protein kinase C, 

death, 186-188 
role of cyclic GMP and nitric oxide, 

signal transduction 

translation, 149-151 

185-186 

207-208 

by MAPK pathways, 185 
role of signal molecule, 183 

66, 16 
Methotrexate, sensitivity of tumor line 

Methylation, DNA, alterations, 28-29 
Mitochondria-plastid interactions, 

mutations, 124-126 
Mitogen-activated protein kinase, in signal 

transduction in metazoa, 185 
Mitogens, action in Tetrahymena 

thermophiia, 206 
Molecular genetics, technical developments, 

121-122 
Mutations 

in Arabidopsis genes 
chm, 125 
cuel, 129-130 
pac, 129 

frequency, 21-23 
genetic analysis 

nuclear mutants with altered plastids, 

photosynthetic mutants, 128 
126-128 

mitochondrial, in Chlamyodomonas 

nuclear 
reinhardrii, 125-126 

defective in mRNA maturation and 

effect on plastid translation, 153-155 
stability, 144-146 

in plastid-mitochondria interactions, 

plastids 
124-126 

evolution, 124 
from photomorphogenesis, 131-134 

from transcription, 141 

Mutators, phenotype, and DNA repair 
genes, 24-25 

N 

Nitric oxide 
role in metazoan cells, 207-208 
role in unicellular eukaryotes, 208-210 

mutation frequency, 21-23 
tumor progression, 7-9 

Nowell hypothesis 

Nucleocytoplasm, and plastid, signaling, 

Nucleus 
160- 163 

control of plastid gene expression 
chloroplast assembly and degradation, 

chloroplast RNA polymerases, 136-138 
coupling of mRNA metabolism and 

cytochrome biogenesis, 157-158 
defective nuclear mutants, 144-146 
dependencies, 135 
effect of mutations on translation, 

gene splicing, 146-149 
nucleus-encoded RNA polymerases, 

protein import and targeting, 158-160 
RNA-binding proteins and translation, 

RNA processing and stability, 142-144 
transcription mutants, 141 

compatibility, 123-124 
plasmid inheritance, 122 

155-157 

translation, 149-151 

153-155 

138-141 

151-153 

-plastid interactions 

Nutrients, minimal substrates, 188-189 
Nutrition, cation, effect of sulfur dioxide, 

275-276 

0 

Ovulation, mammalian eggs, 58-60 
Oxygen, reactive species, role in genetic 

instability, 25 

P 

Paramecium, growth factors, 190 
pH, stat mechanisms, 274-275 
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Prestarvation factor, in Dictyosrelium 

Proacrosin, role in sperm-zona pellucida 

Progression, see Tumor progression 
Prokaryotes, and eukaryote, signaling 

system comparison, 229-231 
Proliferation, see Cell proliferation 
Protein kinase, in signal transduction in 

Protein kinase C 

discoideum, 193-195 

interaction, 83 

metazoa, 185-186 

effect on yeast cell proliferation, 226-227 
related activities in cells, 211 
in signal transduction in metazoa, 

185-1 86 
Protein kinase G, role in cells, 211 
Proteins 

DE, role in sperm-egg plasma 
membrane interaction, 92-94 

egg plasma membrane, role in gamete 
interaction, 87-88 

import and targeting, 158-160 
membrane, sp56, role in binding to zona 

PH-20, role in sperm-zona pellucida 

recombinant, zona pellucida, 73-74 
RNA-binding, translation, 151-153 
Sp17. role in interaction with rabbit 

sperm 

pellucida, 78-79 

interaction, 82-83 

sperm, 84-85 

interaction with zona pellucida, 74-76 
role in primary binding to zona 

role in secondary binding to zona 

zona pellucida, encoding genes, 63-65 

Tetrahymena thermophila, 210-211 

pellucida, 76-81 

pellucida, 82-85 

Protein tyrosine kinase, role in 

Phenotypes, mutator, and DNA repair 

Pheromones, in Euplotes raikovi, 190-191 
Photomorphogenesis, plastids, 130-134 
Plants 

genes, 24-25 

C4, chloroplast differentiation, 134-135 
differential sensitivity to sulfur dioxide, 

photomorphogenesis, 130-134 
277-278 

Plasma membranes, egg, interaction with 
sperm 

candidate molecules, 91 
egg integrin, 88-90 
general process, 85-87 
molecules involved in, 91-92 
proteins, role in gamete interaction, 

role of DE protein, 92-94 
role of fertilin, 94-97 

altered, in nuclear mutants, 126-128 
differentiation, 128-130 
gene expression, nuclear control 

87-88 

Plastids 

chloroplast assembly and degradation, 

chloroplast RNA polymerases, 136-138 
coupling of mRNA metabolism and 

cytochrome biogenesis, 157-158 
defective nuclear mutants, 144-146 
dependencies, 135 
effect of mutations on translation, 

gene splicing, 146-149 
nucleus-encoded RNA polymerases, 

protein import and targeting, 158-160 
RNA-binding proteins and translation, 

RNA processing and stability, 142-144 
transcription mutants, 141 

gene system, purpose, 119-121 
-mitochondria interaction, mutations, 

-nuclear interactions 

155-157 

translation, 149-151 

153-155 

138-141 

151-153 

124-126 

compatibility, 123-124 
plasmid inheritance, 122 

and nucleocytoplasm, signaling, 160-163 
photomorphogenesis, 130-134 

Platelet-derived growth factor, effect on 
Tetrahymena, 203 

R 

Radicals, sulfur dioxide, toxicity, 266-267 
Receptor 

induction in Tetrahyrnena, 198-199 
in Tetrahymena, 197-198 

Ribulose-bisphosphate carboxylase 
oxygenase, rbcL gene, 120 

RNA 
editing, 149 
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maturation and degradation, 141-142 
messenger 

maturation and stability, defective 
nuclear mutants, 144-146 

metabolism and translation, coupling, 
149- 15 1 

processing and stability, 142-144 

chloroplast polymerase, 136-138 
nucleus-encoded polymerase, 138-141 

RNA polymerase, transcription 

293 

in unicellular eukaryotes, 183, 189-190 
apoptosis in parasitic flagellates, 

coalescence factors in Dictyostelium 

growth factors in paramecium, 190 
pheromones in Euplotes raikovi, 

Tetrahymena and yeast cells, 195 

191- 193 

discoideum, 193-195 

190-191 

Somatic cells, in mammalian egg, 59-60 
Sperm 

gametic interaction with egg, 61-62 
interaction with egg, 60-61 
interaction with egg plasma membrane, 

85-87.91-92 
candidate molecules, 91 
egg integrins, 88-90 
role of DE protein, 92-94 
role of fertilin, 94-97 
role of proteins in gamete interaction, 

87-88 
interaction with zona pellucida 

galactosyltransferase, 77-78 
proteins, 74-76 

encoding genes, 63-65 
sequence analysis, 65-70 

role of PH-20,82-83 
role of proacrosin, 83 
role of rabbit sperm autoantigens, 

role of spermadhesins, 81 
sp56 protein, 78-79 
structural considerations, 62-63 

ZP2,70,72 

84-85 

ZP1,70,72-73 

ZP3,70-72 
Spermadhesins, role in sperm-zona 

pellucida interaction, 81 
Splicing, plastid genes, 146-149 
Stability 

mRNA, defective nuclear mutants, 

RNA, 142-144 
144-146 

Staurosporine, induction of Tetrahymena 
thermophila cell death, 215-216 

Stress tolerance, interference of sulfur 
dioxide, 277 

Sulfate, sequestration, 272-273 
Sulfite, addition compounds, 268 
Sulfitolysis, thioredoxins, 268 

S 

Saccharomyces cerevisiae 
cell death, 228-229 
cell proliferation control, 224-225 

effect of compounds affecting cyclic 

effect of insulin, 226 
effect of protein kinase C, 226-227 
effect of senescence factors, 228 
intercellular and intracellular signal 

molecules, 227-228 
nutrient media for, 225-226 

GMP systems, 226 

signaling systems, 195 

proliferation, 228 

dioxide, 277-278 

Senescence factors, effect on yeast cell 

Sensitivity, differential, plants to sulfur 

Sequestration, sulfates, 272-273 
Signal imprinting, in Tetrahymena, 198-199 
Signal molecules 

autocrine, in Tetrahymena thermophila, 

role in metazoa communication, 183 
role in Tetrahymena survival and 

201-202 

proliferation, 196 
receptors, 197-198 
signal compound homologies, 197 
signal imprinting and receptor 

induction, 198-199 
Signal transduction 

mechanisms, 220 
in metazoa 

by protein kinase, 185-186 
role of signal molecules, 183 

between plastid and nucleocytoplasm, 

prokaryote and eukaryote, comparison, 
160-163 

229-231 
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Sulfur dioxide 
differential sensitivity of plants, 

dry deposition, 261-264 
effect on stress tolerance, 277 
emissions and immissions, 258-261 
and hydration products 

oxidative detoxification, 271-272 
pH stat mechanisms, 274-275 
radical scavengers and antioxidants, 

reductive detoxification, 273-274 
sulfate sequestration, 272-273 
toxicity, 265-266 

interference with cation nutrition, 

radical formation, 266-267 
wet deposition, 265 

277-278 

272 

275-276 

Sulfuric acid, acidification by, 268-271 
Sulfurous acid, acidification by, 

Survival, see Cell survival 
268-271 

T 

Tetrahymena 
chemosensory behavior 

effect of chemoattractants, 221 
intracellular messenger systems, 

overlap with other signals, 223-224 
receptors, 221-222 

factors produced by, 206-207 
signaling systems, 195 
survival and proliferation 

autocrine signals 

222-223 

cell-to-cell interactions, 199-201 
complex media, 202-203 
nutrient media, 199 

role of signal molecules, 196 
receptors, 197-198 
signal compound homologies, 197 
signal imprinting and receptor 

induction, 198-199 
Tetrahymena pyriformis 

cell survival and proliferation, 217 
P-endorphin-related receptor, 221-222 

Tetrahymena setosa, cell survival and 
proliferation, 217-218 

Tetrahymena thermophila 
autocrine signal molecules, 201-202 
biological activity of insulin fragments, 

biphasic response to insulin, 203-205 
cell death, mechanisms, 211-212 

death induction by staurosporine, 

in low-density cultures, 212-215 

205-206 

215-216 

intracellular messenger systems, 

mitogenic actions, 206 
role of intracellular messenger systems, 

role of protein tyrosine kinase, 

Tetrahymena vorax, cell survival and 

Thioredoxins, sulfitolysis, 268 
Toxicity, sulfur dioxide and hydration 

Transcription 

222-223 

207-21 1 

210-211 

proliferation, 218 

products, 265-266 

chloroplast RNA polymerases, 

mutations, 141 
nucleus-encoded RNA polymerase, 

136-138 

138-141 
Transforming growth factor a, in 

Translation 
Paramecium, 190 

mRNA, coupling with metabolism, 

plastid, effect of nuclear mutations, 

RNA-binding proteins, 151-153 
Trypanosoma, apoptosis in, 191-193 
Tumor heterogeneity 

149-151 

153-155 

animal tumors, 9-10 
and cell fusion, 31-32 
experimental and clinical cancer research, 

human cancers, 10-12 
normal cell populations, 37-38 
origins, genetic instability, in tumor 

in prognosis, 33-34 
in treatment, 34-36 

cellular heterogeneity as basis 

32-33 

progression, 27-28 

Tumor progression 

animal tumors, 9-10 
clonal evolution of cancer, 12-14 
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human cancers, 10-12 
Nowell hypothesis, 7-9 
subpopulation interactions, 14-20 

epigenetic mechanisms 
adaptation, 29-30 
alterations in DNA methylation, 28-29 
cell fusion and tumor heterogeneity, 

relationship to differentiation, 30-31 
examples, 6-7 
experimental and clinical research, 32-33 
Foulds’ definition, 4 
Foulds’ rules, 4-6 
genetic stability and instability, 27-28 
relationship to cellular societies and 

variability in behavior 
among patients, 2-3 
over time, 3 

Tumors, see also Cancer 

3 1-32 

organizations, 38-39 

environment, role in genetic instability, 

subpopulation interactions, 14-20 
25-27 
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W 

Wet deposition, sulfur dioxide, 265 

z 
Zona pellucida 

binding to sperm, 60-61 
glycoprotein, role in gamete interactions, 

interaction with sperm 
61-62 

galactosyltransferase, 77-78 
proteins, 74-76 

encoding genes, 63-65 
sequence analysis, 65-70 

recombinant proteins, 73-74 
role of PH-20, 82-83 
role of proacrosin, 83 
role of rabbit sperm autoantigens, 

role of spermadhesins, 81 
role of zona receptor kinase, 79-81 
sp56 protein, 78-79 
structural considerations, 62-63 

ZP2,70,72 

as part of egg, 59 

84-85 

ZP1,70,72-73 

ZP3,70-72 

Zona receptor kinase, interaction with zona 
pellucida, 79-81 
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