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Notational Standards

Few things are as much a distraction as irregular changes of mathematical notation
between the individual chapters of a book. While mathematicians have learned to
cope with this, such changes pose serious problems for many other readers.

To allow for a better focus on the content of chapters and to highlight their
interconnections, we have encouraged all the authors of this volume to adhere to
the following notational standards:

S,I,R Host population sizes or densities of susceptible, infected,

and removed individuals
N Total host population size or density (N =S+ 1+ Ror S+ 1)
s, 1 Proportion of susceptible and infected hosts (s = S/N,i = I/N)

b Per capita birth rate of hosts

d Per capita death rate of disease-free hosts

r Intrinsic growth rate of disease-free hosts (r = b — d)
K Carrying capacity of hosts

B Population-level rate of host birth or immigration

Ry Basic reproduction ratio

So Value of § in the absence of infected hosts
No Value of N in the absence of infected hosts
bo Value of b at low population density

do Value of d at low population density

0 Value of r at low population density

o Per capita disease-induced death rate of hosts

B Infection rate constant

y Per capita recovery rate of hosts, from infected to
removed hosts

0 Per capita recovery rate of hosts, from infected to

susceptible hosts

Per capita removal rate of infected hosts

(m=a+d+y+0ora+d+yora+d)

Force of infection (A = 85)

=

Population density of uninfected vectors
Population density of infected vectors

Total population density of vectors (Z = U + V)
Proportion of infected vectors (v = V/Z)

Per capita bite rate of vectors

Population-level rate of vector birth or immigration

mMR SN
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Notational Standards

f Fitness in continuous time (f = 0 is neutral)
w Fitness in discrete time (w = 1 is neutral)
t Time

T Delay time

T Duration of time period

a Age

p Probability (subscripted if necessary)

c Cost-related constant

cQ, C1, C2 Arbitrary constants

“res Trait value of resident individuals

“mut Trait value of mutant individuals
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Average
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Introduction
Karl Sigmund, Maurice W. Sabelis, Ulf Dieckmann, and Johan A.J. Metz

Toward the end of the 1960s, by dint of science and collective efforts, humankind
had managed to eradicate smallpox and to land on the moon. Accordingly, some
of the best-informed experts felt that the time had come to close the book on infec-
tious diseases, and that the colonization of interplanetary space was about to begin.
Today, these predictions seem as quaint as the notion — also quite widespread at the
time — that the Age of Aquarius was about to begin.

The subsequent decades have taught us to be less sanguine about the future.
In 2001 we do not send out manned spacecraft to meet with extraterrestrials, but
instead are shutting down obsolete space accommodation. And far from closing
the book on infectious diseases, we find that books on infectious diseases still
have to be written. Few experts believe, nowadays, that we are witnessing the
beginning of the end of our age-old battle against germs. In 1999, for instance, the
World Health Organization (WHO) launched an ambitious program, “Roll Back
Malaria” — a battle cry that seems tellingly defensive. In the 1960s, optimists still
entertained hopes that malaria could be wiped out altogether. And why not? It had
worked for smallpox, after all.

Aside from the disappointments with malaria and other infectious diseases —
alarming outbreaks of cholera or foot-and-mouth epidemics, for instance — we had
to learn to come to terms with other baffling setbacks. New scourges such as
acquired immunodeficiency syndrome (AIDS, which is killing humans by the mil-
lions), the prions pandemonium, or the humiliating effectiveness of bacteria in
their arms races against pharmaceutical companies are but a few examples.

Not that scientific progress has come to a halt: far from it. But it has led us to
a point at which we can see, much more clearly than before, a long and bumpy
stretch of road extending before us, probably with many twists and turns hidden
from view. Cartographers of yore would have inscribed the warning “there be
monsters here”. In this book we have tried to be a bit more specific, with the help
of some of the most expert scouts in the field. However, infectious diseases are
among the relatively uncharted realms in evolutionary biology, offering plenty of
drama and scope for adventure — witness, for instance, the efforts to reconstruct the
genome of the virus responsible for the 1918 Great Influenza Epidemic: monsters
be here indeed!

A generation ago, medical doctors and biologists were brought up on what
is nowadays called the “conventional wisdom”. It holds that pathogens should
evolve toward becoming ever more benign to their hosts, since it is selectively
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Box 1.1 Notions of virulence

Virulence describes the detrimental effect of parasitic exploitation on the host (just
as resistance characterizes the detrimental effect of host defense on the parasite).
Virulence therefore arises from processes through which parasites exploit their host
to further their own multiplication and transmission. This general definition is re-
spected throughout the present book.

To unravel alternative, more specific notions of virulence, it is useful to distin-
guish diseases according to how the process of damage to the hosts unfolds:

Killing the host. For relatively harmful diseases, the exploitation of hosts often
results in their death. In such cases, a large part of the parasite’s tendency to in-
flict harm can usually be summarized in terms of the parasite-induced additional
mortality rate of the hosts. Many chapters in this book focus on this case and
therefore equate virulence with parasite-induced mortality.

Impairing other life-history characters. Other negative consequences of parasite
exploitation gain in relative importance if infection only rarely leads to death.
Such alternative detrimental impacts of the parasites — ranging from a decrease
in host fecundity through a change in its competitive abilities to a mere plunge in
its mobility or well-being — are important aspects of parasite virulence in their
own right and can impact on its evolution. While changes in mortality and
fecundity affect host fitness directly, to understand the contributions of other
side-effects of host exploitation to both parasite and host fitness may require an
in-depth consideration of relatively subtle mechanisms.

Gaining entrance. Especially in the plant world, the potential of a pathogen
to inflict damage often strongly depends on whether or not there is a match
between resistance genes in the host and genes in the parasite to overcome that
resistance. Often little variation is found in the damage inflicted on hosts by
different parasite strains once they have gained entrance to the host. The relative
capacity of parasites to enter the host then becomes the key determinant of any
detrimental effects. Plant pathologists thus tend to use the term virulence to refer
to those capacities. In this book, the term “matching virulence” is used for this;
in contrast to this, and when the need arises, the term “aggressive virulence” is
used for the detrimental effects of the parasite’s exploitation strategy.

Local spreading. When hosts are structured into local populations, the harm that
pathogens can bring to these depends on their transmission within the local pop-
ulations — which, in turn, depends both on the local transmission rate and on the
damage inflicted on individual hosts. “Virulent” parasites may then be defined
as those that quickly and relentlessly spread throughout a local population. Such
a use of the word virulence correlates it with traits that affect the transmissibility
of the pathogen.

In an agricultural setting, these last two aspects of virulence tend to be present to-
gether (with a farm’s crop as the local population), which explains the different
terminological tradition in the phytopathological literature compared to, for exam-
ple, the medical literature. While the last three aspects of virulence listed above
may all be attractive for defining virulence for particular systems, the goal of con-
ceptual clarity compelled us, throughout the book, to use them only with further
qualification.
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advantageous for parasites to have efficient vehicles at hand for their transmission.
Thus, the virulence of a pathogen (Box 1.1) was envisaged as an adaptive trait: all
pathogens would eventually become avirulent if given enough time to evolve. This
Panglossian view has not always been that conventional: indeed, it helped, in its
day, to spread the idea that virulence is subject to evolution, very rapid evolution,
in fact — and this was quite a revolutionary insight at one time. Of course, it was but
a first step. Evolutionary biologists have since learned that constraints within the
relationship between transmissibility and virulence can seriously upset the trend
toward harmlessness (Box 1.2), and that competition between several strains of a
pathogen within one host demand an altogether more complex analysis than the
former optimization arguments offered. These insights have prompted the idea
that it may be feasible to interfere with or even redirect the evolution of virulence
to achieve some desired practical goals — such as low virulence in the parasites of
crops, cattle, or humans, and high virulence in the parasites that control weeds and
pests. This Darwinian approach gave rise to a new research program on virulence
management (Box 1.3) and provides the basis for this book.

Many of the arguments on the adaptive dynamics of virulence have become so
involved that they are easier to analyze mathematically rather than verbally. We
have nevertheless tried in this book to keep the mathematical techniques down
to earth, and to display the modeling techniques in “stand-alone” boxes which,
in combination, offer a concise and coherent introduction to the theoretical ap-
proaches used in the book (see the overview on page xvi).

Our emphasis is on the connection of this theory with empirical data and exper-
imental set-ups. It turns out, in fact, that the data prove quite hard to interpret with-
out a clear understanding of the actual meaning of basic notions such as virulence
and fitness. To a first approximation, fitness is reproductive success and virulence
is the additional mortality caused by the pathogen (see Box 1.1). However, in
many instances, such as for populations that are not well mixed but distributed in
clumps, this first approximation is not adequate. Case studies from infectious dis-
eases in humans, chestnut blight, senescence in fungi, rinderpest, and, of course,
the celebrated myxoma virus in rabbits, all show how difficult it is to disentangle
rival concepts and to assess different modeling approaches.

Like all good Darwinians, we look toward theory to guide us through the
plethora of facts. So in this book the initial chapters set the stage by discussing
the impact of alternative transmission modes and ecological feedbacks on the evo-
lution of virulence (Part A). We then proceed systematically to analyze, first, the
implications of host population structure for the evolution of virulence (Part B),
second, the competition of pathogens within a host (Part C), and, finally, pathogen—
host coevolution (Part D) and multilevel selection (Part E). We firmly believe that
only when armed with these tools is there a reasonable chance of understanding
the long-term effects of vaccines and drugs (Part F) and of successfully addressing
the options and problems of virulence management (Part G).
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Box 1.2 A simple example of virulence evolution and management

Here we illustrate how evolutionary theory can be used to suggest measures that
will help manage the virulence of a pathogen. We start with some conventional
assumptions about the disease under consideration.

Single-species assumptions

Pathogens only survive in living hosts.

Pathogens can enter disease-free hosts only through contact between these and
infected hosts.

Once in a host, pathogens multiply rapidly, so that the first infection determines
the final impact.

Within the hosts, pathogens compete only with their own offspring.

The per-host disease-free death rate is constant.

Interaction assumptions

The rate at which susceptible hosts become infected is proportional to the prod-
uct of the density of infected and that of susceptible hosts (law of mass action).
The proportionality constant, termed per-host disease transmission rate, in-
creases with pathogen replication.

Pathogen replication occurs at the expense of the host’s resources, and this dam-
age to the host, termed virulence, increases the per-host disease-induced death
rate.

The trade-oft between the per-host transmission rate and the per-host disease-
induced death rate conforms to a law of diminishing returns.

For pathogens to transmit they require living hosts, so pathogen fitness depends on
the average survival time of the hosts. Thus too high a virulence is not expected to
pay off. As a representative measure of pathogen fitness, we use the number of new
infections produced per host over the period it survives and is infectious, known as
the pathogen’s basic reproduction ratio R (see Box 2.2). As shown in Box 9.1, the
pathogen strain with highest R outcompetes all others.

The disease-induced death rate that maximizes R can be found graphically, the
rationale for which is given in Box 5.1. In the figure at the end of this box, the fixed
disease-free death rate is plotted to the left of the origin, while the evolutionarily
variable disease-induced death rate, or virulence, is plotted to the right. The thick
trade-off curve describes the effect of virulence on the disease transmission rate.
Figure (a) shows how, by drawing a tangent line from the point on the left to the
trade-off curve on the right, the optimal level of virulence is found just below the
tangent point. In this simple example, pathogens are therefore expected to evolve
toward intermediate levels of virulence.

continued
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Box 1.2 continued

This graphic construction immediately suggests two possible routes to managing
virulence:

Either we change the trade-off curve such that the tangent point shifts to the left,
Figure (b);

Or we decrease the disease-free host death rate and keep the trade-off curve in
place, Figure (c).

Both options are expected to result in the evolution of reduced virulence levels.
Moreover, the second option generates the interesting hypothesis that investment in
host health — so as to promote the life span of the hosts in the absence of the disease
— creates an environment in which pathogens evolve to become more benign.

Of course the model as discussed above is overly simplistic. The remainder of
this book investigates the various intricacies that should be considered to capture a
wider range of circumstances.

(a) (b) (@

Tangent
point

i Optimal .
0 i virulence J

L9 < <
Disease-free  Disease-induced Reduction of Reduction of
death rate  death rate = Virulence optimal virulence optimal virulence

Disease
transmission rate

Whenever public health officials, veterinary epidemiologists, advisory plant
pathologists, conservation biologists, or biocontrol workers want to devise strate-
gies to manage the course of infectious diseases, they must bear in mind that they
are merely adding one level of strategic action on top of other, age-old layers of
strategic interactions. These have been devised through the programming by nat-
ural selection of both the pathogens and hosts — organisms that differ widely in
scale, generation time, and life history, and that use individual variability and poly-
morphisms to fuel their arms races. If public health decisions are not based on a
sound knowledge of these underlying tugs of war, they risk being counterproduc-
tive. Many human interferences, far from managing disease, have helped disease
to manage us.

No doubt the next generations will know vastly more than we do now, but
we hope that this book will offer no reason for them to deem us naively over-
simplistic, as the 1960s appear to us now. To take Einstein’s dictum to heart, we
and all the contributors to this book have tried to present matters as simply as
possible, but not simpler, and have endeavored to approach the complexity of our
subject with the appropriate respect.
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Box 1.3 A research program on virulence management

As a backbone for further research efforts, we outline a systematic sequence of
steps to test hypotheses about virulence evolution and to probe options for virulence
management:

1. Specity how the hosts are affected by the parasite’s exploitation (effects of vir-
ulence).

2. Assess which of these effects influences parasite transmission (identification of
trade-offs).

3. Spell out the ecological setting (e.g., which of the participants interact with each
other, and how mixing takes place). Derive suitable representative measures for
fitness given the ecological setting (e.g., Rg)-

4. Analyze the adaptive dynamics of the ecological and evolutionary feedback pro-
cesses.

5. Extract model predictions on how selection affects virulence and, in particular,
how controllable epidemiologic parameters can be changed to select for reduced
virulence.

6. Test these predictions theoretically (e.g., robustness of the model) and empiri-
cally.

7. Search for alternative explanations (e.g., multiple instead of single infection)
and, if necessary, carry out tests to distinguish between the alternative mecha-
nisms.

The chapters in the book follow this agenda and describe results for particular eco-
logical settings. Given the diversity of relevant scenarios and the empirical uncer-
tainty regarding some of their key components, it is evident that much research
remains to be done in pursuit of this program.

Acknowledgments Development of this book took place at the International Institute of
Applied Systems Analysis (ITASA), Laxenburg, Austria, where IIASA’s former director
Gordon J. MacDonald and current director Arne Jernelov have provided critical support.
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The book has benefited greatly from the support of the Publications Department at IIASA;
we are especially grateful to Anka James, Martina Jostl, Eryl Maedel, John Ormiston, and
Lieselotte Roggenland for the work they have put into preparing the manuscript. Any mis-
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Introduction to Part A

Investigating options for virulence management is a multidisciplinary endeavor.
To identify the most promising avenues, contributions from epidemiology, ecol-
ogy, microbiology, genetics, and theoretical biology have to be integrated into a
common perspective. That goal is an inspiration and challenge for this book as a
whole.

Before diving into this complexity, some readers might appreciate a gentle start.
Part A therefore introduces the essential ideas and concepts in this book and ad-
dresses the following questions:

Is it realistic to expect measures of virulence management to succeed in prac-
tice?

What are the epidemiological and ecological complexities that virulence man-
agement strategies ultimately may have to deal with?

Which methods are suitable for assessing outcomes of virulence evolution and
for predicting consequences of managerial interference?

Which problems and dilemmas are bound to arise in the context of virulence
management efforts?

Chapter 2 provides first suggestions of management options that can success-
fully influence the virulence of pathogens. Ewald and De Leo emphasize the criti-
cal importance of the mode of pathogen transmission for virulence evolution. They
propose that, if pathogens can be transmitted from host to host along several routes,
public health managers should be concerned primarily with those routes that are
least dependent on the host’s health. Taking waterborne transmission as an exam-
ple, a model of diarrheal disease is presented. Maximization of the basic repro-
duction ratio shows that, when waterborne transmission prevails, evolutionarily
stable levels of virulence tend to be high. Narrowing this transmission channel
will therefore often select for less virulent pathogens.

Whereas Chapter 2 offers an optimistic view on the feasibility of virulence man-
agement for systems in which interventions are relatively easy and data are avail-
able, Chapter 3 concentrates on the opposite end of the scale. In their review of
wildlife diseases, De Leo, Dobson, and Goodman flag some of the problems that
arise from the distinction between micro- and macroparasites, from genetic diver-
sity, and from coevolution. They make the important point that much of theory
on the evolution of virulence has been developed for microparasites, even though
macroparasites can have a major impact on host dynamics and community struc-
ture. The authors also stress that both micro- and macroparasites exert strong
selection pressures on the host and that frequency-dependent selection plays an
important role in the evolution of virulence. Moreover, they highlight that human
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populations expand and thereby come into contact with wildlife and their para-
sites: this creates the danger of parasites jumping over to humans, which in turn
may lead to newly emerging diseases.

Chapter 4 explains why the traditional approach of predicting evolutionary out-
comes by maximizing the basic reproduction ratio of a disease is not always ap-
propriate. Since pathogens tend to affect their host environment in radical ways,
selection pressures usually depend on the types of pathogens and hosts that are es-
tablished in an infected population. In this chapter, Dieckmann outlines the theory
of adaptive dynamics as a versatile toolbox for investigating the evolution and co-
evolution of pathogen—host interactions under conditions of frequency-dependent
selection. Examples illustrate how classic methods and the new models presented
here result in different predictions about the evolution of infectious diseases.

Decisions on virulence management strategies are fraught with dilemmas, as
illustrated by the investigation of a model for the coevolution of virulence and re-
covery ability in Chapter 5. Van Baalen explains why there can be conflicts of
interest between the individual host and the host population as a whole. Since se-
lection tends to favor virulent parasites or those that can overcome host defenses,
increased investment in the defense of individual hosts does not necessarily mini-
mize the parasite load for the population as a whole. If more aggressive parasites
are favored, hosts play “defense games” against each other, and thereby potentially
trigger selection for a further increase of virulence. In the long run, hosts either pay
heavily to defend themselves against a rare but extremely virulent parasite or they
tolerate the parasite if it stays relatively benign. Human health care managers may
thus be confronted with the ethical dilemma of creating either common-but-mild
or rare-but-serious diseases.

The four chapters of Part A set the stage for this book by indicating the range
of basic issues that have to be considered in the evaluation of strategies of vir-
ulence management: transmission routes (direct versus indirect; vertical versus
horizontal), distinction between micro- and macroparasites, genetic diversity in
host resistance and parasite virulence, frequency-dependent and reciprocal selec-
tion, multiplicity of evolutionarily stable virulence levels, and ethical dilemmas in
medical epidemiology. Of course, many more aspects must be considered to assess
and improve the match between models and epidemiological reality. That is what
the remainder of this book is about.



Alternative Transmission Modes and the Evolution
of Virulence

Paul W. Ewald and Giulio De Leo

2.1 Introduction: Historical Background

For most of the 20th century, medical scientists writing about the evolution of
infectious diseases generally concluded that parasites are expected to evolve to-
ward states of benign coexistence with their hosts (reviewed in Ewald 1994a). Ac-
cording to this line of reasoning, parasites that harm their hosts are harming their
own long-term chances of survival, and are therefore at a disadvantage over evo-
lutionary time. Theory developed since the 1980s emphasizes that this traditional
viewpoint is based on faulty assumptions about the level at which natural selec-
tion acts. Specifically, natural selection is a process by which organismal variants
that contribute more of their genetic instructions into future generations become
increasingly represented in the gene pool of future generations. When applied to
parasite virulence, the appropriate focus is therefore on the short-term competi-
tive processes among parasite variants rather than on the characteristics that would
allow a particular parasite species to persist most stably over the long term. Ac-
cording to this reasoning, by the time any variants reap such long-term benefits,
they would already have been displaced by the variants that held the short-term
advantage. Any increases in long-term survival of the parasite species associated
with benignity are therefore of little if any relevance to the evolution of virulence
if benign strains lose the short-term competition.

A large body of theory and empirical evidence now supports the idea that natu-
ral selection can favor evolution of parasitism toward virtually any position along
a spectrum that ranges from commensalism to lethality (Fine 1975; Anderson and
May 1981, 1982; Levin and Pimentel 1981; Levin et al. 1982; Ewald 1983, 1994a;
Frank 1996¢). Central to this theoretical framework is the trade-off concept, which
proposes that the level of virulence to which a pathogen evolves is determined by
a trade-off between the benefits and costs associated with increased host exploita-
tion. In this case, benefits and costs are measured in units of evolutionary fitness,
which quantify, at the genetic level, the passing on of particular genetic instruc-
tions relative to alternative instructions. At the organismal level, evolutionary fit-
ness results from the differential survival and reproduction rates of organisms, in
accordance with the definition of natural selection presented above. The fitness
benefits associated with increased host exploitation are generated by the increased
conversion of host resources into pathogen production and propagation. In mod-
els of virulence, fitness benefits are typically portrayed as a result of competition

10
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between genetically distinct variants within hosts (e.g., Van Baalen and Sabelis
1995a, see also Chapter 11). Competition between parasites in different hosts may
also yield fitness benefits, if parasites in different hosts can be transmitted to sus-
ceptible hosts before competing strains reach these hosts, especially if the prior
access to the host stimulates a defensive response that inhibits further transmission
of competing variants (Ewald 1983, 1995). Fitness costs are typically accrued as
a result of the negative effects that host illness and death exert on transmission.
Fitness benefits thus influence the probability of a strain being transmitted per
contact with susceptible hosts, whereas fitness costs influence the probability of
an infected host contacting susceptible hosts.

Epidemiological modeling of these trade-offs is often based on so-called SIR
models, in which the epidemiological process is divided into changes in suscep-
tible S, infected /, and recovered-and-immune R subpopulations. Box 2.1 illus-
trates the general form of this kind of model, which in this case is built upon the
first two of these classes, and is therefore referred to as an SI model. The epi-
demiological dynamics of these models are analyzed in the context of the basic
reproduction ratio of infections, Ry (see Box 2.2). This approach to epidemiologi-
cal processes dates back to Ronald Ross’s modeling of malaria at the beginning of
the 20th century (Ross 1911; Kermack and McKendrick 1927; Macdonald 1952;
see Heesterbeek and Dietz 1996 for a historical review).

During the last three decades of the 20th century, SI and SIR models were
adapted to explain the major categories of transmission (for an overview of differ-
ent transmission modes see Table 2.1). Levin and Pimentel (1981), for example,
used this trade-off concept to illustrate how natural selection could favor interme-
diate levels of virulence in a vectorborne pathogen, the myxoma virus, employing
a version of the mathematical model presented in Box 2.3. Similar approaches
were applied to a broad array of transmission modes, often with expressions for
evolutionary fitness explicitly incorporated into models (e.g., Dietz 1975; Ander-
son 1982; Anderson and May 1982; Levin ef al. 1982; May and Anderson 1983a;
Frank 1996c¢).

In this chapter we briefly review trade-offs for different modes of disease trans-
mission (Section 2.2) and outline how their effect on virulence evolution was mod-
eled in earlier studies (Section 2.3). To illustrate an alternative modeling approach,
we then introduce a model that compares the lethality of disease when both water-
borne and direct transmissions occur with that when only direct transmission oc-
curs (Section 2.4). Section 2.5 discusses possible generalizations of our approach
and concludes with ramifications for the goal of virulence management.

2.2 Virulence Depending on Transmission Modes

A major interest in the evolutionary trade-off approach stems from considering
different modes of disease transmission. Virulence is predicted to be particularly
high when the transmission mode allows pathogens to be readily transmitted, even
when hosts are entirely immobilized by illness (Ewald 1983, 1994a). If pathogens
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Box 2.1 SI models of directly transmitted diseases

In SI models, hosts are divided into two classes, susceptible and infective, occur-
ring at densities S and /, respectively. A simple example is given by differential
Equations (a) and (b), which represent changes in the densities of susceptible and
infective hosts over time

ds

— =B+60I—-BSI—dS, (a)
dt

dI

E:ﬁSI—(oe—l—d—l—Q)I. (b)

Here, B is the rate at which new susceptible hosts enter the population through birth
or immigration, 8 is a transmission coefficient, d is the natural mortality rate for
uninfected individuals, « is the disease-induced mortality rate (thus o + d is the
total mortality rate for infected hosts), and 6 is the recovery rate. Individuals move
from the susceptible class into the infected class according to the rate at which
infections are generated, 851, and return to the susceptible class through recovery,
01; this implies that immunity is absent. New susceptible hosts arise at rate B; the
population is diminished by natural and disease-induced mortality, d S and («+d) 1.
The equilibrium state of this system is determined by solving Equations (a) and (b)
after setting the rates dS/dt and d1/dt equal to zero.

Assuming B to be constant is a little awkward biologically as it is expected to be
a function of S and I, B = bg(S, I)S + b (S, I)I. However, keeping B constant
simplifies some of the calculations without affecting the evolutionary conclusions
in any essential manner. [Sometimes the more extreme assumption is made that
B =dS + (@ + d)I; in this way the model’s total population density N = S + [ is
kept constant, which simplifies the mathematical analysis even further.]

The term BS1 is based on the principle of mass action, borrowed from chemistry
(Dietz 1976). The validity of this assumption is somewhat controversial; for exam-
ple, the transmission rate may not increase in direct proportion to the size of the
susceptible population when transmission requires intimate direct contact, because
the number of susceptible hosts that can be intimately contacted by an infected in-
dividual may be much smaller than the total number. Nevertheless, the mass action
assumption is a useful starting point in the study of epidemiological dynamics.

Equations (a) and (b) can also be expressed in terms of proportions of the equi-
librium population density in the absence of the infection, No = B/d. With
s = S/Ng and i = I/Nj this yields

ds

E:B—i—ai—ﬁsi—ds, (©
di . .
Ezﬂst—(a—l—d—l—@)t. (d)

It is important to realize that the transmission rate 8 in Equations (c) and (d) is de-
fined differently from that in Equations (a) and (b), i.e., Bproportions = Bdensities/ No-
continued
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Box 2.1 continued

The same applies to B, with Bproportions = Bdensities/ No = d; all the other coeffi-
cients do not change in meaning.

To achieve a better match between models and reality it may sometimes be nec-
essary to subdivide the classes of susceptible and infective hosts on the basis of
inherent differences between host individuals (such as differences in age). It may
also be useful to add further classes to the model, like recovered-and-immune indi-
viduals (SIR models) or free-living stages of parasites (see Box 2.3).

Table 2.1 Categories of transmission modes that have been studied using SIR or SI models.

Trans-
mission
mode

Description

Dependent
on host
mobility?

Example

Direct

Vectorborne

Waterborne

Sit-and-wait

Attendant-
borne

Respiratory

Venereal

Propagules are transmitted directly
from one host to another through the
air or by physical contact.

Propagules are transported between
hosts by a second species of host, the
vector (e.g., a mosquito).

Propagules are transmitted through
water. In humans they typically cause
diarrhea and can be transmitted by
alternative modes: directly
(person-to-person) or indirectly
(person-to-food-to-person).

Propagules are shed into the
environment where they remain until
picked up by another host. Their
greater durability in the external
environment distinguishes them from
directly transmitted pathogens.

Propagules are picked up by
attendants, generally on hands, and
transmitted to susceptible hosts without
infecting the attendants.

Propagules are transmitted by droplets
expelled by sneezing; their
transmission can be classified as direct
or sit-and-wait, depending on their
durability in the external environment.
Propagules are directly transmission by

sexual contact; this is a subcategory of
direct transmission.

Yes

No

No

No

No

Variable

No

Common cold,
measles

Malaria

Cholera

Smallpox

Hospital-acquired
Staphylococcus
aureus and
Escherichia coli

Common cold,
measles, smallpox

Syphilis
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Box 2.2 The basic reproduction ratio for infectious diseases

One of the most informative features of SI and SIR models (where R refers to the
class of recovered-and-immune individuals) is the basic reproduction ratio of an
infectious disease. Denoted by Ry, this is defined as the number of new infec-
tions generated from an existing infection when that infection is introduced into a
population that comprises entirely susceptible hosts.

R can be calculated by multiplying the rate at which new infections are gener-
ated by an infected host by the average duration of an infection. For the model spec-
ified in Box 2.1, the rate at which new infections are generated is SN (Where Ny
equals B/d, the equilibrium population density of susceptible hosts when I = 0).
The average duration of an infection is 1/(« + d + 6) and we thus obtain

B
a+d+0
If Ry > 1, the infection spreads until susceptible hosts become so rare (s = 1/Rg)
that an infected individual will, on average, infect only one susceptible host
throughout its life. By contrast, if Ry < 1, the infection cannot become established
in the population.

It is clear that R is a key variable to be considered for eradicating a disease:
a classic epidemiological question is how can systems be influenced so as to bring
R( below 1. This importance of R has led to all sorts of exercises in which various
properties of the disease dynamics, such as the equilibrium number of susceptible
hosts S*, are expressed in terms of R instead of through the underlying and more
mechanistic rate coefficients (Dietz 1975; Anderson and May 1981). For example,
for the model in Box 2.1, we obtain S* = Ny/Ry. A first benefit of such a relation
is that we can use simple observables at the population level to estimate R robustly,
instead of having to estimate many separate rate coefficients at the individual level.
Second, we can use such a relation to predict how intervention strategies influence
Ro. For example, again for the model in Box 2.1, if we effectively vaccinate a
fraction p of the instream of newborns B, we decrease R by a fraction p. There-
fore, to eradicate a disease through vaccination an effective vaccination coverage of
p > 1—1/Ry is required.

In models that exclude within-host interactions between disease strains (as re-
sults from multiple infections or when recovery does not result in full immunity),
R can serve as a convenient yardstick to assess the evolutionary dynamics of a
disease: strains with a higher R() outcompete strains with a lower R. This implies
that the introduction and fixation of mutational variation increases the R value of a
disease until the evolutionary options for further increase are exhausted. For more
details on the evolutionary implications of R( calculations see Boxes 5.1 and 9.1.

When there exists a fixed trade-off, 8 = B(«), between the transmission co-
efficient B and the disease-induced mortality rate o, R often attains a maximum
for some intermediate value of «. The corresponding evolutionarily stable level of
virulence, o*, can be found by substituting 8 = B(«) in Equation (a) and setting
dRg/da|q=¢+ = 0. This procedure has the following biological interpretation.
At first glance, pathogens always benefit from a high transmission coefficient. As

continued

Ry = Np. (@)
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Box 2.2 continued

the transmission coefficient is positively correlated with the production rate of
propagules within hosts, a high transmission coefficient carries the expense of in-
creased virulence. This virulence may express itself as pathogen-induced mortality
or illness, either of which may reduce the transmission coefficient. When such
a trade-off occurs, the virulence « affects the basic reproduction ratio R both di-
rectly and indirectly by affecting the transmission coefficient 8. As a result, R first
increases with virulence for low values of « and then, beyond @ = a*, decreases
with virulence for high values of « (see Figures 2.4 and 2.5). Hence, there is an
intermediate virulence o = o™ that optimizes host exploitation (Anderson and May
1991). For a > a*, disease-induced effects on the host lead to reduced transmis-
sion. For o < a*, low propagule production leads to reduced transmission. Under
the simplifying assumptions stated above this optimal level of virulence represents
an evolutionarily stable strategy (ESS): because of reduced fitness, any mutant that
deviates from this strategy cannot invade a host population infected by pathogens
with virulence o* (Maynard Smith 1982; Van Baalen and Sabelis 1995a).

are transmitted by biting arthropod vectors, for example, host mobility is not nec-
essary for transmission. The costs incurred by exploitation of hosts therefore rise
more slowly, as a function of that exploitation, for vectorborne pathogens than
for directly transmitted pathogens. The level of host exploitation at which the fit-
ness costs to the pathogen rise more rapidly than the fitness benefits (the “ESS”
in Box 2.2) should therefore be higher for vectorborne pathogens than for directly
transmitted pathogens. Insofar as the level of host exploitation is positively asso-
ciated with virulence, natural selection is expected to favor a higher level of vir-
ulence among vectorborne pathogens than among directly transmitted pathogens;
this expectation accords with the observed differences in lethality between vec-
torborne and directly transmitted pathogens of humans (Figure 2.1; Ewald 1983,
1994a).

Aspects of human behavior and culture can similarly generate “cultural vec-
tors,” which, like biological vectors, can transport pathogens from immobilized
hosts. Waterborne transmission of diarrheal pathogens offers an example. If
water supplies are not adequately protected, the washing of materials that carry
pathogens from an immobilized infected individual can cause contamination and
thereby infect large numbers of other people. This example emphasizes that fit-
ness benefits accrued by pathogens through host exploitation probably also vary
differentially for the different modes of transmission. When diarrheal pathogens
are transmitted by water the benefits associated with increasing exploitation are ex-
pected to saturate at a far greater level of host exploitation than when transmission
is solely by direct contact. For waterborne transmission the asymptote would be
reached only when each person in the population that is exposed to potentially con-
taminated water has a probability of infection from the infected individual equal
to one.
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Box 2.3 Modeling for vectorborne transmission

The model specified in Boxes 2.1 and 2.2 can be adapted to vectorborne transmis-
sion of vertebrate hosts. For this we introduce new classes for the infected and
uninfected vectors, occurring at densities V and U, respectively, and modify the
mass action assumption to account for a vector taking a fixed number of blood
meals per unit of time (Anderson 1982).

Keeping the notation of Box 2.1 and with § 4+ I = N this yields the following
system

ds S

— =B +0I — V——-ds§,

R + Yo N (@)
dl S

o sz I

I 'M>VN O@+d+ao)l, (b)
dUu 1

Z _F—Yy—U-—

dt wNU oy, ©
dV_wIU v @
dt — "N v

The rate of transmission per unit of area to a susceptible vertebrate host is the prod-
uct of the rate at which an individual vector bites hosts ¥, the probability of trans-
mission by a bite from an infected vector to a vertebrate ¢, the density of infected
vectors V, and the probability that the victim is still disease free, S/N. An unin-
fected vector is assumed to become infected by a single bite. Therefore the rate per
unit of area for uninfected vectors to become infected is the product of the rate at
which vectors bite v, the probability that a bitten vertebrate is infected, //N, and
the density of uninfected vectors U. The rate per unit of area at which new, unin-
fected, vectors enter the system is denoted by F. Infected and uninfected vectors
die at a per capita rate of @ per unit of area.

As can be seen from Equations (c) and (d), the total density of vectors, Z =
U + V, converges to Zy = F/w. It is therefore possible to replace Equations (c)
and (d) by setting V = vZg and U = (1 — v) Z together with

d I
zﬁzwﬁa—m—wu ©
Determining the basic reproduction ratio for this model we obtain
_ ¥ (Zo/No)

0 vl +d+a)’ ®

where Z(y/Ng denotes the number of vectors per host after the density of vectors
has equilibrated and before the density of hosts changes from its disease-free state.
As before, Ng = B/d is the equilibrium density of hosts in the absence of the
disease. Equation (f) suggests various interventions that could, in theory, eradicate
malaria by making Ry < 1. In particular, the quadratic effect of 1 on R indicates
that reducing biting rate might be surprisingly effective.
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Figure 2.1 Mortality of vectorborne and directly transmitted pathogens of humans. Per-
centages correspond to the percentage of all species of pathogens in the transmission cat-
egory that fall within the mortality category. Details of calculations are given in Ewald
(1983).
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Figure 2.2 Mortality of diarrheal bacteria of humans as a function of their tendencies to be
waterborne. Details are given in Ewald (1991a).

These low costs and high benefits of virulence lead to the hypothesis that wa-
terborne transmission should be associated with particularly high virulence. This
hypothesis has been tested by determining whether, for diarrheal pathogens of hu-
mans, the degree of waterborne transmission relative to direct transmission posi-
tively correlates with the lethality of untreated infections. It was shown that the two
variables correlated significantly (Figure 2.2). Literature-based tests and more re-
cent experimental assays of virulence indicate that associations between virulence
and waterborne transmission also occur when the taxonomic focus is narrowed:
temporal and geographical variations in waterborne transmission help explain ge-
ographic variations in virulence within genera of diarrheal pathogens as well as
within a particular species, Vibrio cholerae (Ewald 1991a, 1994a, and Chapter 28).

Analogous arguments have been applied to hospital-acquired infections and
pathogens of agricultural plants, and the initial testing of these ideas confirmed
the central predictions in both cases. For hospital-acquired infections, the lethality
of Escherichia coli was positively correlated with the duration of attendant-borne
transmission (Figure 2.3); in the case of agricultural pathogens, virulence of plant



18 A - Setting the Stage

= 25 °
>
_g 20
8 15
E ° °
g 10 *$ . Y o
%) L]
25 .
o]
O ) wes ! ! !
0 5 10 15 20

Duration of outbreak (months)

Figure 2.3 Mortality of E. coli infections in hospitals as a function of the duration of the
outbreak. Source: Ewald (1988), Ewald (1991b).

viroids positively correlates with the degree of transmission on agricultural uten-
sils (Ewald 1988).

This kind of trade-off argument also suggests that increased durability in the
external environment should favor increased virulence, because increased durabil-
ity allows greater reliance on the mobility of susceptible hosts for transmission, a
mode termed “sit-and-wait” transmission (Ewald 1987a). As expected from this
hypothesis, variation in durability in the external environment explains a signifi-
cant amount of the variation in lethality among human respiratory tract pathogens
(Walther and Ewald, unpublished).

Of course, the comparative nature of these tests leaves room for alternative
explanations regarding causation. Although the predictions were generated from
consideration of host mobility, other uncontrolled variables could be correlated
with such transmission and might be responsible for the association. Alternatively,
the identified transmission modes could be causing the associations indirectly; for
example, by generating greater within-host genetic variation, and thereby caus-
ing greater within-host competition and hence favoring evolution of increased vir-
ulence. Such alternative explanations need to be developed and evaluated, and
none has yet been tested empirically. It is possible, for example, that vectorborne
or waterborne transmission is associated with a greater within-host genetic vari-
ation than directly transmitted pathogens, and this genetic variation could favor
increased virulence. There is no empirical evidence for this association, but it is a
feasible alternative hypothesis. In contrast, there is empirical evidence that vector-
borne and waterborne transmission can occur more efficiently from immobilized
hosts (e.g., Prescott and Horwood 1935; Levine et al. 1976; Waage and Nondo
1982; Day et al. 1983). The immobilization argument is therefore at a slightly
more advanced stage of testing than alternative hypotheses because its central as-
sumption has empirical support.

2.3 Effects of Transmission Mode on Virulence

The preceding considerations emphasize the importance of distinguishing between
modes of transmission in theoretical analyses. With regard to the arguments based
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on host mobility, the important theoretical distinction is between one mode that
depends on host mobility and one that does not. This distinction is particularly
apparent in the comparison of vectorborne with direct transmission, but it also
occurs in the other cases. For waterborne transmission, the distinction requires
a separation of transmission through water from transmission through direct con-
tact between people (or through modes of indirect contact that require mobility of
infected individuals, such as contamination of food by food handlers).

The subtlety of these distinctions has led to ambiguity in the literature, both
in verbal and mathematical treatments of the hypothesis. Resolution of these am-
biguities is a necessary step toward identification of the appropriate avenues for
further development of theory about the evolution of virulence. With regard to
mathematical models of waterborne transmission, Van Baalen and Sabelis (1995b)
concluded that purification of water supplies would not cause the evolution of re-
duced pathogen virulence, but their model did not separate the transmission modes
that require host mobility (e.g., transmission by direct contact) from those that do
not (i.e., waterborne transmission). Their model therefore suggests that improve-
ments in hygiene will not cause an evolutionary reduction in virulence if trans-
mission occurs through only one mode. Although this result is interesting, it does
not represent evidence against the hypothesized link between waterborne trans-
mission and the evolution of virulence. To evaluate this link appropriately, the
two modes of transmission must be specified in the model because, according to
the waterborne transmission hypothesis, the increase in levels of host exploitation
(and hence virulence) is greater in the presence of waterborne transmission than in
its absence.

Similarly, with regard to the effects of pathogen durability in the external envi-
ronment, Bonhoeffer et al. (1996) concluded that increased durability does not re-
sult in an evolutionary increase of virulence, but their model did not distinguish the
two categories of transmission central to the sit-and-wait hypothesis. Transmission
that is attributable to the mobility of susceptible hosts (“‘sit-and-wait” transmission,
dependent on durable stages in the external environment) must be separated from
the direct transmission attributable to the mobility of infected individuals.

2.4 Model of Virulence Evolution and Waterborne Transmission

In light of these considerations, we adapted standard SI models to incorporate the
trade-offs associated with two or more transmission modes. Our goal is to as-
sess whether levels of virulence depend on variations in the relative weights of
transmission via mobility-dependent and mobility-independent modes. The model
contrasts waterborne transmission with direct transmission, but it is readily mod-
ifiable to conform to other alternatives, such as those pertaining to the contrast
between sit-and-wait transmission and direct transmission.

Transmission and recovery rates as functions of virulence

We assume that the production of pathogens within infected hosts increases with
the pathogen-induced mortality rate, or virulence «, and that this relationship is
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Figure 2.4 Transmission coefficient 8 as a function of pathogen-induced mortality o for
direct transmission based on Equation (2.1).

independent of transmission mode. We assume that the transmission coefficient 8
first rises as a function of o because increased host exploitation increases both «
and the probability of infection per contacted host (a component of ), thus making
increased virulence beneficial when virulence is low. We incorporate a cost of host
immobility on direct transmission by assuming that the transmission coefficient
eventually declines as a function of «. For large values of « the transmission
coefficient 8 remains positive, reflecting that infectious contact is possible even
when hosts become immobilized by the pathogen (e.g., through susceptible hosts
caring for or visiting the immobilized patient). A derivation of the relation between
B and « from first principles is very complicated and is therefore beyond the scope
of this chapter. As a first step toward assessing the effect of such a functional
relationship, we assume the dependence of 8 on « is given by
cox 21
pler=—". 2.1)
Parameter co measures increased infectivity per unit increase in o (pathogen-
induced mortality, our indicator of virulence). Parameter ¢ is introduced so that
the functional association between f and o captures the fundamental trade-off
on which the theory of transmission mode and virulence is based, namely that 8
first rises as a function of « and then declines gradually after passing through a
maximum. The functional relationship specified by Equation (2.1) is illustrated in
Figure 2.4.

In addition to the transmission rate, we also consider that recovery rate depends
on virulence. In particular, we assume that the recovery rate 6 is inversely propor-
tional to the pathogen-induced mortality rate, 6 (o) = c2/c.

Rate equations for direct and waterborne transmission

All waterborne diarrheal pathogens of humans can also be transmitted by other
routes that depend on host mobility. To assess the effects of waterborne transmis-
sion, models therefore need to incorporate both waterborne transmission and direct
transmission.
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If only direct transmission can occur, the dynamics of susceptible and infected
subpopulations are given by Equations (a) and (b) in Box 2.1, in which the con-
stants 8 and 6 are now functions of . When both direct and waterborne transmis-
sions can occur, changes in densities of susceptible and infected subpopulations
S and I, as well the density of waterborne pathogens W, are described by the
following equations

L:l—f =B +0()] — B(a)SI — BwyWS —dS , (2.2a)
dI

2 =B()SI —[a+d+ 0@+ BwWS, (2.2b)
C;—VIV = p(@) ! —mW. (2.2¢)

Susceptible hosts are infected by waterborne pathogens at a rate given by Sy W S,
that is, by the product of the density W of pathogens in the water, the water-
borne transmission coefficient Sy (which measures the probability of generating
an infection in a susceptible host per pathogen in the water), and the density §
of the susceptible subpopulation. Equation (2.2a) shows that the subpopulation
of susceptible hosts grows according to birth B and recovery, 6(«)I, just as in
Equation (a) of Box 2.1, but here this is diminished by infections acquired by di-
rect contact, S(«)SI, as well as from the water supply, Bw W S. According to
Equation (2.2b), the subpopulation of infected hosts I is augmented by infection
through direct contact, B(«)S1, and through the water supply, Bw WS, and is re-
duced by the same sources of mortality and recovery as before, [0 + d + 0(x)]/,
see Box 2.1. We assume that the rate of release of pathogens from each infected
individual into the water supply is a function of pathogen-induced mortality, de-
noted by p(«). Equation (2.2c¢) specifies that the pathogen density W in the water
increases by such a release, p()/, and decreases through pathogen death, m W
the parameter m denotes the rate at which a propagule loses its viability in the
water. We assume that the rate at which pathogens are lost from the external envi-
ronment through ingestion is negligible relative to m, and that the pathogen does
not replicate in the external environment.

Our goal at this stage is not to simulate competition between two variant strains
of the pathogen, so the model does not explicitly incorporate competition between
pathogens. Instead, we want to assess whether alterations in the potential for
waterborne transmission alter virulence. We therefore compare the virulence ex-
pected (in the sense of an ESS as introduced in Box 2.2) if no waterborne transmis-
sion occurs in an area with the virulence expected if some waterborne transmission
occurs in that area.

Reproduction ratios for waterborne and direct transmission

We define two reproduction ratios (see Box 2.2), one for pathogens that are directly
transmitted and one for pathogens that are waterborne. The reproduction ratio for
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direct transmission, denoted by Ry, is obtained as described by Equation (a) in
Box 2.2

Ba)
a+d+0@)
To analyze the consequences of this functional dependence of Ry on «, numerical
simulations were performed. The following values were chosen to generate coeffi-
cients that correspond at least roughly to real infectious diseases in humans: ¢y =
1000 and ¢; = 100 year_z. The constant ¢; in the recovery rate 6(«) = ¢/« is
set to 500 year~2. The normal life span of hosts is set to 60 years so that d = 1/60
year™!.

To find the value of o that maximizes Ry, denoted by omax, we solve for
dRy/da =0

dRy 20* + da® — cida — 2cicn
— = —cou
da 0 (@? 4+ c1)?(@? +da + ¢3)?

This shows that oy is the positive real root of Equation (2.5),

2a* + da® — cjda — 2c1c2 = 0. (2.5)

Ro(a) = (2.3)

=0. (2.4)

For the given values of ¢y, ¢2, and d, this root was numerically computed to have
the value azmax = 47.3 year~!. This value is less than half the pathogenicity that
maximizes B(«) (see the dashed line in Figure 2.4). The resultant maximal value
of Ry is given by maxRg = 2.0.

To determine the analogous values for waterborne transmission, denoted by
o). and maxR(/), we first assume that the per capita rate of propagule release into
water p is a linearly increasing function of «, p(«) = car, with ¢ = 10 propagules
per infected host per unit pathogen-induced mortality rate. These “propagules” are
best considered as infective units and therefore might comprise thousands or mil-
lions of individual pathogens, depending on the dosage required per infection. We
also assume By = 10 year—!: corresponding to the infections generated per year
per propagule in the water, and m = 500d (which corresponds to a life expectancy
of propagules in the water of 44 days). To make the notation more compact we
introduce the abbreviation x = Bwc/m. This notation also facilitates interpreting
the effects of waterborne transmission, because x is an indicator of the potential
for waterborne transmission. The reproduction ratio in the presence of waterborne
transmission, R (c), is given by

Bwp(@) Co@ 4
o) + = —— a2 T XY
R(/)(a) — ﬂ( ) m — clto . . (2.6)
a+d+0@ at+d+
Comparison of optimal virulence levels
The virulence that maximizes the reproduction ratio R, is denoted by o, ., and

is found, as in the case of direct transmission, by setting d R(’) /da = 0, and find-
ing the real positive root. The optimal level of virulence thus determined is o],
=929 year~! i.e., about twice as large as amax, the optimal level of virulence
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Figure 2.5 Basic reproduction ratio Ry as a function of pathogen-induced mortality « for
direct transmission and waterborne transmission. The continuous vertical line designates
the virulence that maximizes R for direct and waterborne transmission (o, = 92.9
year_l; maxR(’) = 12.9); the dashed vertical line designates the analogous value for direct
transmission (omax = 47.3 year_l; maxRgy = 2.0).

for direct transmission only. This result supports the hypothesis that waterborne
transmission can increase virulence (Figure 2.5). Moreover, the maximum repro-
duction ratio in the presence of waterborne transmission, maxR(/) = 12.9, is over
six times higher than the maximum reproduction ratio for direct transmission only,
Ro, supporting the idea that the presence of waterborne transmission can greatly
increase the potential for the spread of the infection (Figure 2.5).

This analysis therefore illustrates how the presence of opportunities for water-
borne transmission may affect the outcome of virulence evolution, even though
models that consider overall levels of hygiene (rather than differential effects of
hygiene on different modes of transmission) do not show analogous effects. If the
rate p of propagule release per host is considered to be an increasing saturating
function of « (in accordance with assumptions made by Bonhoeffer e al. 1996),
the overall results are similar.

How waterborne transmission rates affect virulence

To further investigate the effects of waterborne transmission on virulence, sensitiv-
ity analyses were performed with respect to x = Bwc/m. Figure 2.6 shows how
pathogen-induced mortality changes with the percentage of waterborne transmis-
sion. Optimal levels of virulence increase at a greater than linear rate (Figure 2.6).
A similar acceleration occurs whether p is assumed to be a linear function of «
or a saturating function of «. It turns out that the acceleration is also relatively
unaffected by changes in the degree of direct transmission cg: changing the value
of cg by over an order of magnitude does not change the association between vir-
ulence and percentage of waterborne transmission sufficiently to allow them to
be distinguished in Figure 2.6. If, however, propagule production is not posi-
tively associated with virulence (i.e., if p is not an increasing function of «), the
positive correlation between percentage of waterborne transmission and virulence
vanishes.
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Figure 2.6 Pathogen-induced mortality as a function of the degree of waterborne transmis-
sion. Mortality is expressed as a proportional increase relative to that with no waterborne
transmission. Waterborne transmission is expressed as a percentage of the total number of
infections that occur via water as opposed to direct contact.

The theoretical trends in Figure 2.6 resemble the empirical trend in Figure 2.2;
both show an accelerating rise in mortality as a function of increasing levels of
waterborne transmission. Although the nonlinear rise was not predicted from the
verbal theory that prompted the gathering of the data, the positive correlation be-
tween waterborne transmission and virulence was expected on the assumption that
increased virulence would be positively correlated with the increased generation of
propagules (see Section 2.1 and Ewald 1991a). The acceleration of the rise is more
pronounced in the actual data than in the model’s results (compare Figures 2.2 and
2.6), but considering the many simplifying assumptions made for the model and
the uncertainties regarding the compatibility of measurements, even a qualitative
agreement is noteworthy. The empirical trend, for example, is observed in terms
of the percentage of outbreaks involving water, whereas for our model we have
measured the percentage of infections involving water. To the extent that water-
borne transmission generates far larger outbreaks, the conversion from outbreaks
involving water to infections involving water would shift the curve in Figure 2.2 to
the right along the horizontal axis, increasing the concordance between Figures 2.2
and 2.6. However, outbreaks that involve water also often involve nonwaterborne
transmission; in response to this effect, the curve in Figure 2.2 would shift to the
left, decreasing the concordance between Figures 2.2 and 2.6. Both the qualita-
tive concordance and the quantitative uncertainties associated with a comparison
of Figures 2.2 and 2.6 therefore draw attention to the potential value of developing
the model and obtaining more refined epidemiological data.

2.5 Discussion: Applications and Implications

The model presented in Section 2.4 is cast in the context of waterborne transmis-
sion, yet its general form is applicable to other modes of transmission that are
predicted to favor increased virulence. The model can, for example, be adjusted to
sit-and-wait transmission simply by redefining some terms. In this case, p is the
rate at which propagules are released into the terrestrial environment rather than
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into the water, By is the rate at which such pathogens are picked up by a suscep-
tible host moving through that environment, and W is the density of pathogens in
the terrestrial environment. Our results for the model of waterborne transmission
suggest that conclusions as to the influences of durable pathogens on virulence
(Bonhoeffer ef al. 1996) may also change as the different modes of transmission
are incorporated into the model.

Similarly, the model presented here should be adaptable to attendant-borne
transmission in institutions such as hospitals. In this case the transmission is sepa-
rable into direct transmission between patients, and attendant-borne transmission,
which may involve the hands as the sole intermediary environment, or it may in-
volve hands as part of a circuitous route that also involves objects in the envi-
ronment (Ewald 1988, 1994a). The selection for increased virulence may differ
substantially among different institutions, because different institutional settings
may result in dramatically different shapes for the transmission rate as a function
of virulence. In institutions for the retarded, patients may be relatively mobile, and
the resultant dependence of transmission rate on virulence may have a shape sim-
ilar to that shown in Figure 2.4. At the other extreme are nursery wards, in which
even a healthy baby would not move around the ward contacting susceptible hosts.
In this case, host illness may restrict transmission little if at all, and virulence
could evolve to very high levels. Mortality associated with E. coli infections in
such settings has been as high as 25% (Ewald 1988).

Our model may serve as a starting point for considering the integration of mul-
tiple modes of transmission with other influences on the evolution of virulence.
Within-host competition, for example, is not incorporated into the model, yet it
may contribute to increased virulence as pathogen durability in the external envi-
ronment increases (Chapter 11). Immune mediation of competition may also have
important effects.

As a simple optimization model, our approach does not incorporate frequency-
dependent selection, which could maintain heterogeneity of pathogen virulence.
This heterogeneity could be very important in applications to virulence manage-
ment, for example, by providing variation on which natural selection can act. Such
heterogeneity could increase the potential for rapid alteration of virulence through
manipulation of the transmission mode, which thus enhances opportunities for vir-
ulence management.

Still, the model supports the idea that the evolution of virulence may depend
on the presence of alternative transmission modes, particularly when one of the
transmission modes is less dependent on host mobility. This outcome thus sug-
gests specific options for virulence management: elimination of the transmission
modes that are less dependent on host mobility should reduce virulence. In the
case of diarrheal diseases this intervention would involve the provision of safe wa-
ter supplies. As is discussed in Chapter 28, empirical evidence accords with this
expectation.
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3.1 Introduction

The interaction between pathogens and their hosts is the most intimate of interspe-
cific interactions. The pathogen is entirely dependent upon the host for resources
and transmission to the next susceptible host in its life cycle. In contrast, the pres-
ence of pathogens usually leads to a reduction in host fitness through reductions in
survival, fecundity, or opportunities to locate a mate. However, only a proportion
of the host population is ever exposed to any particular parasite species, while all
parasite populations are exposed to their hosts. These asymmetries in association
and in the costs and benefits accrued to parasites and hosts are further compounded
by asymmetries in the generation time of the two species: the generation time of
the host often exceeds that of the parasite by several orders of magnitude. Con-
sequently, when we examine the evolution of virulence and other components of
parasite fitness, we usually focus on changes in parasite phenotype in response to
constraints placed by the host’s life history.

In this chapter, we analyze different aspects of the evolution of virulence in
systems of free-living hosts and their parasites. First we establish the difference
between micro- and macroparasite dynamics. Several documented population dy-
namic studies in which parasites have been shown to dramatically affect the abun-
dance of host populations and the structure of biological communities are then
discussed. We describe the spread of rinderpest epidemics in sub-Saharan Africa
at the end of 19th century as one of the most striking examples of the impact of
introduced pathogens on novel hosts. We then argue that host genetic diversity
may have an important role in modifying epidemiological patterns in wildlife pop-
ulations that are usually ascribed to other causes, and we outline the importance
of diversity-generating mechanisms, such as sexual reproduction, as a way of es-
caping parasite attack. Next, we report a description of myxomatosis epidemics in
the European rabbit in Australia, probably the best-documented case of evolution
of virulence in wildlife. We then summarize the main aspects of the evolutionary
race between the host and the parasite. Subsequently, we show how the compe-
tition among different strains of a pathogen can foster the selection for increased
virulence.

We then briefly discuss the implication of interspecific transmission in terms of
changes in virulence and transmissibility. We briefly explore this issue by refer-
ring to the specific case of Pasteurella in bighorn sheep in the western USA. We
conclude the chapter by discussing potential impacts of wildlife disease on human
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health, with particular reference to some “new” or “resurgent” plagues that have
recently afflicted human populations.

3.2 Microparasites versus Macroparasites

Theoretical arguments and empirical evidence for the evolution of virulence in
wildlife are presented through this chapter for both micro- and macroparasitic in-
fections. The distinction between micro- and macroparasites is common in epi-
demiology, and is based on the following line of reasoning. Microparasites are
usually unicellular; they reproduce within the host (typically in host’s cells) and
do not necessarily require free-living stages or propagules during the course of
their life cycle. Transmission usually occurs through direct contact between an
infected and a healthy susceptible host, or via a vector such as ticks or mosquitoes.
Quite often, microparasites can trigger a host immune response. Viruses and bac-
teria are typical microparasites. Macroparasites, on the contrary, are multicellular
organisms that, in some cases, can achieve a considerable size. They grow within
the host, but, in general, do not reproduce within the host; instead they require
a free-living infective stage to complete their life cycle. The high antigenic di-
versity of the parasites means the host immune response takes longer to develop
and may never occur. Macroparasitic life cycles may be monoxenic (just one host
species) or heteroxenic (two or more host species). Moreover, macroparasites gen-
erally show a clumped distribution in their host population, with most of the hosts
harboring few or no parasites, and few hosts harboring a large number of para-
sites. Macroparasites can be further classified as ectoparasites (such as ticks, fleas,
mites, leeches, and several fungi) if they live on the host’s skin, hairs, ears, or other
cavities, or endoparasites (typically helminth worms, such as platyhelminths, ne-
matodes, and acanthocephalans) when they live inside the host (in the gut or lungs,
for example).

In the classic epidemiological analysis of microparasitic diseases, it is usually
difficult to quantify the actual number of parasites within the host, because they
are very small and reproduce quickly. As a consequence, emphasis is placed on
the qualitative aspect of infection, namely the state of the host as healthy and
susceptible, exposed (but not yet infective), infective, or recovered and immune. A
simple model of host-microparasite dynamics is presented in Box 2.1 in Chapter 2.
A crucial parameter in these kinds of systems is the basic reproduction ratio Ry,
namely the expected number of secondary infections produced by a single infected
host introduced in a population of susceptible individuals. The infective agent can
establish in the host population only if Ry > 1.

When analyzing macroparasite dynamics, the quantitative aspects of infection
are important because the number of parasites actually harbored by a host may
greatly affect its survival or reproductive success. As a consequence, the mathe-
matical description of macroparasitic diseases is slightly more complicated than
in the microparasitic case. In fact, the dynamics of the host—parasite system can-
not be described in terms of few classes of individuals (susceptible/infected, etc.);
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Box 3.1 The basic reproduction ratio in host-macroparasite systems

Macroparasites spend part of their life-cycle outside their host as free-living stages.
In addition, the distribution of parasites over hosts is usually highly aggregated,
with the majority of hosts harboring no or few, and few hosts harboring the largest
fraction of parasites. Thus, not only the qualitative aspects of infection [such as
presence/absence, as in susceptible-and-infected (SI) models for microparasites],
but also its quantitative aspects (the number of parasites per host and their distribu-
tion) have to be taken into account.

The general host-macroparasite model consists of an infinite number of dif-
ferential equations for variable n;(r), the number of hosts at time ¢ harboring j
parasites (Pugliese and Rosa 1995). Experimental data show that the distribution of
parasites in their host can often be approximated by a negative binomial with a con-
stant clumping parameter k (the smaller the value of k, the more aggregated are the
worms in their hosts). May and Anderson (1978) have heuristically reduced the in-
finite number of differential equations, on the assumption that the system conserves
the negative binomial form of parasite distribution, to
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where N and P are the overall densities of hosts and parasites, r(N) = b(N) —
d(N), in which b is the per capita birth rate and d the per capita death rate, is
the per capita rate of increase of the host population in the absence of parasites
(a decreasing function that becomes zero at N = K, the carrying capacity), « is
the parasite-induced host mortality rate per parasite (on the assumption that this
mortality increases linearly with the number of parasites per host), 8 is the rate
of production of infective free-living stages, § is the within-host worm mortality
rate, and H is the ratio of the natural mortality rate of the free-living stages to the
transmission rate of the free-living infective stages to hosts. The term SN /(Hp+N)
in Equation (b) is derived by assuming that the dynamics of the short-lived, infective
stages is so fast that it can be considered to be in a pseudo-steady state.

Consider a parasite-free host population at equilibrium K, where r(N) = 0 and
bK = dK. Following the introduction of a single parasite, the parasite population
can spread if its growth rate [BK/(Hy + K)] — [0 + o + d(K)] is positive, or,
alternatively, if
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Ry is the basic reproduction ratio and can be interpreted as the expected number
of adult parasites produced, in the absence of density-dependent constraints, by a
typical parasite during its entire period of reproductive maturity. R is the product
of three factors: the rate of production of infective free-living stages B, the life
expectancy of a mature parasite 1/[§ + o + d(K)], and the probability of a free-
living stage surviving to sexual maturity K /(Hg + K).

R 1. ©)

continued
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Box 3.1 continued

Note that the R concept presupposes clonal reproduction. Many macroparasites
reproduce only sexually, thus making the R concept moot. However, if low in-
fections are sufficiently clumped, simplified clonal models may suffice. For more
details see Nasell (1985) and May (1977).

instead, the full distribution of parasites across the host population has to be con-
sidered (see Box 3.1). Here, the basic reproduction ratio, Ry, can be interpreted
as the expected number of adult parasites produced (in the absence of density-
dependent constraints acting on the parasite) by a typical adult during its entire
period of reproductive maturity (Scott and Smith 1994).

In microparasitic diseases, attention is usually focused on the dynamics of either
a single pathogen (simple infection) or several related strains of the same pathogen
(multiple infection). The majority of cross-sectional surveys of macroparasites in
wildlife, however, show that, in general, more than one parasite species is present
in any given host (Bush and Holmes 1986; Goater et al. 1987; Goater and Bush
1988; Dobson and Keymer 1990). The combination of demographic and epidemi-
ological parameters conferring the highest competitive advantage to a particular
macroparasitic species is discussed in Dobson and Roberts (1994) and Gatto and
De Leo (1998).

As a result of the complications inherent in macroparasite infection dynamics,
empirical research on virulence evolution traditionally has been directed toward
microparasitic infections. Most of the examples provided in this chapter refer to
viruses and bacteria: because of their short generation time, microparasites are
more likely to show evolution of resistance or virulence than the longer living
macroparasites.

3.3 Impact of Parasitism on Community Structure

The need to develop a quantitative understanding of the evolution of virulence in
wildlife stems from the pervasiveness of the parasitic mode of life: most of the
species on our planet are parasitic (Price 1980), and this may have profound ef-
fects on patterns of genetic diversity, population dynamics, and community struc-
ture. Host—parasite interactions in wildlife differ from human or agroecosystem
dynamics in many ways. First, the infective agents can alter the survival and/or
reproductive ability of the host, and, in some cases, even their behavior, with
potentially dramatic consequences on host density. In human epidemiology and
agroecosystems, on the contrary, factors other than disease regulate population
density, and thus the host population is generally assumed constant. Second, a
host species is usually not isolated, but embedded in a complex web of ecological
interactions. Since parasitism ultimately reduces host fitness, it is also likely to
affect, and interact with, the interspecific and prey—predator relationships of the
target host with other species in the community. Finally, the existence of a diverse
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community of hosts offers a wealth of opportunities for an infective pathogen to
jump from one species to another, with often unpredictable effects at the popula-
tion and community level. For these reasons, when we analyze the evolution of
virulence in wildlife, it is generally convenient to account explicitly for the popu-
lation dynamics of the potential hosts and of other species that can interact directly
and indirectly with them, as unexpected connections and feedbacks among the dif-
ferent species of the community may well occur (Price et al. 1988).

Case studies of disease epidemics of wildlife illustrate this issue (Dobson and
Hudson 1986; Minchella and Scott 1991; Dobson and Crawley 1994; McCallum
and Dobson 1995). For example, parasites can indirectly tip the balance of compe-
tition and allow one host species to exclude another from a potentially sympatric
range. Schmitz and Nudds (1993) have suggested that the meningeal helminth
parasite, Parelaphostrongylus tenuis, has prevented moose and caribou from es-
tablishing in larger areas of the eastern USA, easing competition for white-tailed
deer. In other cases, mass mortality resulting from cyclic epidemics may be able
to regulate host population dynamics more effectively than predation or intra- and
interspecific competition.

The evolution and spread of virulent pathogens is becoming a cause of great
concern in the protection of threatened wildlife communities and ecosystems. En-
dangered species have small and potentially sparse populations, and, therefore,
have a reduced ability to sustain continuous infections by virulent pathogens.
However, endangered species can acquire these pathogens upon contact with
more common and widespread species. Thus, pathogens that infect a range of
host species cause great problems to endangered species (McCallum and Dobson
1995). Moreover, as most of the individuals in an endangered population have
never been exposed to foreign pathogens, they have very little acquired immunity,
and, thus, can suffer high levels of mortality. Canine distemper virus, for example,
killed over 70% of the last remaining free-living colony of black-footed ferrets
(Thorne and Williams 1988).

Striking evidence of the impact of infectious diseases on wildlife populations
comes from outbreaks that have occurred following the introduction of a pathogen
into a new area. The extinction of nearly half the endemic bird fauna of the Hawai-
ian Islands resulted from the combined effects of habitat alteration and the intro-
duction of bird pathogens such as malaria and bird pox (Van Riper et al. 1986;
Cann and Douglas 1999; Freed 1999).

In 1987-1988, over 18 000 harbor seals (Phoca vitulina) in northern Europe and
several thousand Lake Baikal seals (Ph. sibirica) in Siberia died in two isolated
morbillivirus epizootics. A similar outbreak caused severe mortality in striped
dolphins (Stenella coeruleoalba) in 1990. The cause of the harbor seal outbreak
was identified as phocine distemper virus, which might have been transmitted by
asymptomatic harp seals (Pagophilus grownlandicus) in a large-scale migration
from the Arctic to northern Europe in 1986—1987. The Siberian epizootic of Lake
Baikal seals might have been transmitted from dogs or other terrestrial carnivores,
demonstrating the potential for transfer of morbillivirus between terrestrial and
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aquatic hosts. As discussed later in this chapter, host-species transfer may be as-
sociated with selection for changes in virulence or the expanded host range of the
virus.

Several theoretical studies show that macroparasites can also regulate the host
population (Anderson and May 1978; May and Anderson 1978; Grenfell 1988;
Scott 1990; Grenfell and Gulland 1995; Heesterbeek and Roberts 1995; Jaenike
1998). Empirical studies are less common and invariably reflect the complexity
of the real world (Grenfell et al. 1995; Dwyer et al. 1997). The best-documented
case is probably represented by the nematode Trichostrongylus tenuis in red grouse
Lagopus lagopus in northern England (Hudson et al. 1992; Hudson and Dobson
1995). These studies show that clutch size, chick survival, and risk of preda-
tion by foxes were all related to parasite density. Unfortunately, further evidence
from field studies is still sparse, and there is a great need for the development of
field experiments to test predictions and assumptions of theoretical models on the
evolution of virulence in wildlife and on its effect on population dynamics and
community structure (Thompson and Lymbery 1996).

3.4 Example: The pan-African Rinderpest Epidemic

One of the most striking examples of the impact of introduced pathogens on novel
hosts comes from the rinderpest epidemics that spread in sub-Saharan Africa at the
end of the 19th century (Scott 1964). Rinderpest is a member of the Morbillivirus
genus in the order Paramyxoviridae. This genus contains three other pathogens
of great importance to humans and their domestic livestock: canine distemper,
measles, and peste des petits ruminants. Although the virus has been present in
Europe since the domestication of ungulates and canids, it probably did not spread
south of the Saharan belt because of the low density of ungulate species that live
in this deserted area (Dobson 1988; Plowright 1985). When a few infected cat-
tle were accidentally introduced by Italian colonists to the African Horn in 1880, a
massive pandemic swept through sub-Saharan Africa from Somalia to Cape Town,
South Africa, in just ten years. The disease caused massive mortality among most
ungulate species (kudu, eland, bushbuck, reedbuck, buffalo, wildebeest, impala,
oryx, and giraffe). The population density of most ungulate species was strongly
depressed, which led in turn to the decline of their carnivore predators. The im-
pressive level of mortality of infected animals (up to 95%) suggested that the sub-
Saharan ungulate populations had not previously been exposed to the pathogen
(Plowright 1985). Cattle were the primary hosts of the virus, and vaccination of
livestock resulted in the successful control of rinderpest. These inoculation pro-
grams, initiated in the 1950s, led in a few years to the eruption of the wildebeest
population from approximately 300 000 to about 1 500 000. The increase of wilde-
beest, buffaloes, and other herbivores, in turn, stimulated population growth in a
number of top predators, particularly lions and hyenas.

This example indicates a need to revise the common view that Savannah ecosys-
tems are dominated by competitive and predator—prey interactions among large
herbivores and the carnivores that prey upon them. Parasites and infective agents,
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which certainly comprise a negligible fraction of the Serengeti biomass, are likely
to have an impressive impact on community structure at all trophic levels. Rinder-
pest has been able to keep herbivore populations far below carrying capacity, cre-
ating an ecosystem in which predator abundance is dependent upon prey density
rather than determining it. Furthermore, the widespread decline in herbivore abun-
dance allowed a massive pulse of recruitment to occur in plant species whose num-
bers were limited by browsers.

A similar series of ecological interactions has been observed in other East
African game parks following anthrax outbreaks in impala populations (Prins and
van der Jeugd 1993). Oak woodlands in southern England exhibited a parallel
pulse of recruitment when myxomatosis massively reduced the rabbit population
in the 1950s (Dobson and Crawley 1994).

These examples show that parasites, at least in some cases, can be more viru-
lent when infecting exotic hosts (which have very little acquired immunity) than
they are in their normal host (which may share a long history of coevolution and
have a background level of herd immunity). In the long term, the selective pres-
sure exerted by the parasite on the genetic pool of the host may favor rare resistant
genotypes, limited neither by parasitic infections nor by resources or other eco-
logical interactions. Diversity-generating mechanisms can thus play an important
role in host—parasite interactions, as described in Section 3.5.

3.5 Role of Genetic Diversity

The interplay between parasite virulence and the costs of host resistance is an es-
sential mechanism responsible for maintaining polymorphism in many ecological
systems. Any mechanism capable of generating or increasing host genetic diver-
sity may provide a way to escape parasite attack, because parasites generally focus
on the most common genotype (Anderson and May 1991). The link between sex-
ual reproduction of hosts and parasitism is thus worth attention, because sexual
reproduction and the reassortment of genetic material can have a dramatic impact
on the long-term evolutionary dynamics of host—parasite interactions (Ebert and
Hamilton 1996; Ebert and Herre 1996). In fact, an essential role of sexual repro-
duction is to provide the host with a mechanism to produce and maintain genetic
diversity. If a parthenogenetic individual is introduced into a population of individ-
uals that reproduce sexually, its genotype is expected to spread in the population
because it produces two reproductive offspring for every one (female) reproducer
produced by a sexual individual (because the male produces no offspring). As
the abundance of this genotype increases, however, it becomes more vulnerable
to attack by parasitic agents that could specialize on its homogeneous, now com-
mon, genotype. A large number of studies (most theoretical, some empirical) have
examined how sexual reproduction could confer an advantage through the produc-
tion of offspring with higher levels of genetic diversity. This diversity effectively
blunts the ability of pathogens to rapidly exploit any common genetic variety of
host. Two field studies on snails suggest that parasites can indeed influence the
level of sexual versus parthenogenetic reproduction (Anderson and Crombie 1985;
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Lively 1992): parthenogenetic reproduction is employed at low parasitic loads,
while sexual reproduction is favored when there is a high risk of parasitism. A
further study on parthenogenetic and sexual geckos by Moritz et al. (1991) shows
that parthenogenetic animals are indeed more likely than their sexually reproduc-
ing conspecifics to be infected with ectoparasitic mites. Sexual reproduction may
also be important in increasing diversity in the parasite population, allowing sexual
pathogens to continually challenge the host’s immune response.

On the other hand, host genetic diversity may have an important role in modi-
fying epidemiological patterns in wildlife populations that are usually ascribed to
other causes (Read 1995). For instance, observations of age-dependent variation in
the force of infection are usually ascribed to age-specific changes in the degree of
mixing and contact within and among age classes. However, genetic heterogeneity
in response to infection may also play a significant role in producing the observed
age—prevalence curve: Anderson and May (1991, chapter 10) show that the age
of first infection is dependent on susceptibility, as more-resistant hosts tend (on
average) to acquire infection later in life.

Another debated case is provided by the aggregated distributions typical of par-
asitic helminth infections. The mechanisms that produce this distribution are not
fully understood yet, even though the aggregation can be reasonably ascribed to
the clumped spatial distribution of the free-living, infective stages and to age-
dependent differences in immunity. On the other hand, Grenfell et al. (1995)
have shown that the aggregated distribution ubiquitously observed in parasitic
helminths may also be a consequence of host genetic heterogeneity, even though
this undoubtedly interacts with other heterogeneities to produce any observed
distribution.

To summarize, parasitism can affect the level of genetic diversity in its host,
which, in turn, can affect the epidemiological pattern of host—parasite dynamics
and potentially foster the selection for a more- or less-virulent strain. It is obvious
that only through a full understanding of the mechanisms that generate genetic
diversity and those that create opportunities for selection will it be possible to
grasp and manage the evolutionary consequences of the host—parasite interaction
(Burdon and Jarosz 1991).

3.6 Myxomatosis and the Coevolution of Virulence Traits

The myxoma virus, which was used to control populations of the European rabbit
(Oryctolagus cuniculus) in Australia (Fenner and Ratcliffe 1965; Fenner 1994),
is, without doubt, the best-documented example of the evolution of virulence in
wildlife. Within a few years after their introduction in 1859, the rabbits spread
impressively over the southern half of Australia, quickly becoming a major agri-
cultural pest and an important cause of erosion in the semiarid interior. It was
not until 1950 that control of the rabbit populations was achieved by the intro-
duction of the myxoma virus as an epizootic disease. Myxoma virus, a member
of the genus Leporipoxvirus, is a poxvirus that produces generalized diseases and
rapid death in the European rabbit. The primary mechanism of transmission in
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Australia was through mosquitoes that had bitten through skin lesions of infected
rabbits. While the myxoma virus is usually only mildly virulent in its native host
(the South American rabbit Sylvilagus brasiliensis), it is lethal when it infects the
“exotic” European rabbit. Within 1 year of its first introduction, the disease had
spread 1 100 miles from east to west and 1 000 miles from south to north. Between
1950 and 1953, thanks to extensive inoculation campaigns and seasonal conditions
favoring mosquito breeding, myxomatosis was reported in all the Australian terri-
tories inhabited by the European rabbit.

In the beginning of the epidemic, the host population showed 99.8% mortal-
ity, but field observations and serological tests indicated that soon after the intro-
duction, a somewhat less-virulent strain emerged in the population (Fenner and
Ratcliffe 1965). During winter months, when mosquitoes are rare, strong selec-
tion may exist for less-virulent strains that cause reduced host mortality and thus
increase the duration of infection. Hundreds of myxoma virus strains have been
isolated in the 50 years following the initial introduction. By determining the sur-
vival time of rabbits inoculated intradermally with small doses of the virus, it was
possible to grade these strains into six classes according to their virulence (class I
the most virulent and class VI the least virulent). The strains with intermediate vir-
ulence (Grade III) became prevalent almost immediately and remained dominant
for the next 30 years.

The emergence and dominance of a Grade III virus (which causes 90% mor-
tality of infected rabbits) should conceivably provide selection for rabbits with
greater innate resistance. Field observations showed that case fatality rate did in-
deed decrease over the series of planned epizootics, thus pointing toward selection
for resistance to the myxoma virus in the rabbits. This resistance may well have
a genetic component, although laboratory tests indicated an unknown “parental
immunity” factor involved in the selection of more resistant rabbits (Willimans
and Moore 1991). As rabbits with higher innate resistance became more common,
more virulent strains of myxoma virus were selected (Fenner and Ratcliffe 1965).
Therefore, even though the pattern of pathogen transmission in the European rabbit
in Australia has apparently been stable for many years following the first introduc-
tion of myxomatosis, there is still the potential for changes in response to new
selective forces. Historical data show that violent oscillations in the density of in-
fected rabbits were more or less regularly followed by apparently stable situations
in which the virus appeared to have settled at an intermediate level of virulence. In
1988, the rabbit population in Australia again experienced an enormous increase,
thus showing that the “stable equilibrium” between rabbits and Myxoma may have
been only an interlude in a longer coevolutionary saga.

3.7 Evolutionary Race Between Host and Parasite

The myxoma example illustrates how rapidly selection may occur in a host—
parasite system. The continuous adaptation of the parasite and its host (known
also as the “Red Queen hypothesis”) is a consequence of the frequency-dependent
nature of the selective forces exerted by the parasites. Anderson and May (1991,
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p. 642) lucidly summarized this issue: “If different strains or genotypes of the par-
asite are present, and if different host genotypes respond differently to the various
parasite genotypes, then, in general, the host genotype that is more abundant at any
time will be differentially exposed to the adverse effects of infection. As the abun-
dance of the most common host genotype declines, the abundance of some other
genotype will correspondingly increase, and this host genotype will in turn suffer
increasing depredation from the pathogen strains that most afflict it, and so on.”
The fact that in some host—parasite systems relatively few genes are involved in
determining host resistance, while many are involved in parasite virulence, makes
it possible that evolutionary change in the host—parasite relationship can occur in
a wide variety of complex ways, with parasite selection much faster than that on
the host (Frank 1996¢).

3.8 Multiple Infection Alters the Evolution of Virulence

Current thinking has revised the traditional assumption that parasites continually
evolve toward a state of symbiosis by maximizing transmission (see, for instance,
Lipsitch and Moxon 1997). In the case of single infections, a benign, slow-
reproducing strain may indeed be preferentially transmitted over fast-reproducing
(and consequently harmful) competitor strains that rapidly kill their host before
infecting new individuals. In this view, virulence is a costly side effect of within-
host reproduction, as parasite-induced host mortality truncates parasite transmis-
sion from one living host to another. On the other hand, the benefits of reducing
damage to the host through reduction of within-host growth needs to be balanced
against the costs of producing few transmittable infective stages or propagules.
Theoretical models (Anderson and May 1982) show that an intermediate level of
virulence is selected so as to maximize the overall fitness of the infective pathogen
(see also Chapter 2).

The situation changes in favor of an increase in virulence in the case of multiple
infections, when more than one strain competes for the same host. In fact, the
benefit of intermediate virulence of the resident strain may be overcompensated by
the costs of slow reproduction, as faster reproducing strains will take over the host
before the mild resident strain is able to transmit to another living host (Levin and
Pimentel 1981; Van Baalen and Sabelis 1995a, 1995b). As a consequence, within-
host competition fosters the selection of strains more virulent than expected under
single infection.

3.9 Interspecific Transmission Influences Virulence

This balance between virulence and transmissibility is unique to the strain of a
specific pathogen and a particular host. However, if a strain jumps to a new
host species, the optimal virulence is generally shifted because of ecological, be-
havioral, and physiological differences between the two host species, as well as
through disturbed molecular interactions (which include, but are not limited to,
clues for localization and toxin production) between microparasite and the foreign



36 A - Setting the Stage

host and the immune response of the host. In addition, the differences in pop-
ulation densities, and, therefore, in transmission rates will change; this effect is
particularly appreciable when the jump is between domestic and wild populations.
In some cases, parasites show devastating effects after accidental introductions
into new populations (e.g., Dutch elm disease and chestnut blight, rinderpest in
Africa, and Pasteurella-induced pneumonia in bighorn sheep in the western USA).
However, these may be more the exception than the rule (Ebert 1994), as proba-
bly many failed introductions have passed unnoticed. In general, a parasite that
infects a novel host should exhibit a reduction of fitness compared with its origi-
nal host, with which it shares a long coevolutionary history (Ebert and Hamilton
1996). Furthermore, the more the novel host differs genetically from the host to
which the parasite was adapted before the introduction, the stronger the reduc-
tion in virulence and transmissibility, as shown for viruses, fungi, helminths, and
protozoans (Ebert and Hamilton 1996). Serial passage experiments (Ebert 1998a)
and some field observations (Ebert and Hamilton 1996) show that the virulence
of a pathogen introduced in a novel host, while initially mild, may substantially
increase as a consequence of local adaptation.

3.10 Example: Pasteurella Outbreaks in Bighorn Sheep

Disease resulting from interactions between domestic and natural populations is
a growing concern for conservationists and agriculturalists alike; an almost in-
evitable result of the national park system is that wildlife migrate beyond park
boundaries and contact domestic animals on neighboring agricultural lands (Callan
et al. 1991; Dobson and Meagher 1996). What effect will such contact have on
these populations? A case study of a Pasteurella haemolytica bacterial outbreak
in wild bighorn sheep in Hells Canyon, Oregon, USA, may present a case of mas-
sive die-off following contact with a domestic animal. Historically, Pasteurella-
induced pneumonia has been a major killer of bighorns in the western USA (Hobbs
and Miller 1991). These epidemics are often caused by interspecific transfer of
P. haemolytica between domestic animals and bighorn sheep. Endemic bighorns
disappeared from Hells Canyon by 1945, probably through over-hunting, com-
petition with domestic livestock, and introduced disease (Cassirer ef al. 1997b).
Despite the fact that 329 bighorns have been transplanted into the canyon since
1971, the population seems to be limited by disease epidemics. Available habi-
tat does not seem to be a limiting factor, as many suitable habitats (in terms of
slope, available grassland, and proximity to water) are unoccupied (Cassirer et al.
1997a). Since the beginning of the transplantation projects (and careful record-
keeping), significant die-offs have occurred seven times: five linked to contact
with domestic sheep, one to contact with a domestic goat, and one to ectoparasites
and drought (Cassirer et al. 1997b). Pneumonia seems to be the most likely cause
of death for the contact-initiated epidemics.

Several empirical studies (Silflow et al. 1993; Silflow and Foreyt 1994;
Sweeney et al. 1994; Cassirer et al. 1997b) suggest that P. haemolytica from
domestic sheep are more virulent in bighorns than in their native host. Healthy
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bighorns inoculated with P. haemolytica from infected domestic sheep died within
48 hours of inoculation, while domestic sheep given the same inoculation remained
healthy (Foreyt et al. 1994).

P. haemolytica has particularly high mutation rates (Lo and Macdonald 1991;
Saadati et al. 1997), which can potentially induce a variation in virulence (Petras
et al. 1995). As a consequence, there is the potential for selection for reduced
virulence in the bighorns (Taddei et al. 1997a), just as observed for myxomatosis
in the European rabbit. We thus expect that a careful analysis of recent outbreaks
will provide an important opportunity to analyze the phenomenon of interspecific
pathogen transfer in nature and to test whether attenuation of virulence will actu-
ally occur.

3.11 Potential Impact of Wildlife Diseases on Human Health

In the field of virulence management, it is perhaps inevitable that much of the
concern will eventually focus on the implications of the evolution of virulence for
human populations. More recently, however, the importance of virulence manage-
ment of wild populations has been recognized, as the evolution and persistence
of disease in free-living populations may have a profound influence on human
health. Many diseases regarded as “new” or “emergent” in human populations
likely existed for a long time at the endemic level, but were confined geographi-
cally in restricted areas or confined biologically to specific reservoir species. Some
pathogens may convert from innocuous forms into lethal ones, or move from an
animal species to human hosts (Gibbons 1993). The genetic makeup of pathogens
is only one of many factors that contributes to the emergence of novel infectious
and parasitic diseases. Ecological and social changes caused by human activity can
inadvertently provide the appropriate conditions for infective agents and vectors to
spread into new geographical ranges or to transfer into a human host population
(Wilson et al. 1994; Schrag and Wiener 1995). Marburg and yellow fever viruses,
for example, were originally only endemic in wild monkey. The hantavirus epi-
demics that struck the “Four Corners” region of the southwestern USA in 1992
at the end of a 6-year drought suggest that changes in ecological conditions can
trigger the transmission of pathogens from a reservoir population to humans, as de-
scribed below. The first rains led to an abundance of pinon nuts and grasshoppers
(which are food for mice) and allowed a mouse population explosion unchecked
by predators (which had been virtually eliminated by the drought). The increase
in deer mouse density created the opportunity for the virus to be transmitted to
humans. By February 1995, 102 cases of hantavirus pulmonary syndrome had
been reported from the region, 53 of which were fatal (the mean age of death was
35 years). Similarly, in Zimbabwe and western Mozambique, periods of drought
have regularly led to major infestations of rats that serve as carriers for a number of
pathogens. The warmer climates in India and Colombia have fostered the spread
of Aedes aegypti (a vector for dengue and yellow fever) to altitudes over 2 000 me-
ters. Temperature restrictions had previously limited the mosquitoes to altitudes
below 1 000 meters.



38 A - Setting the Stage

In Belem, Brazil, Oropouche fever was transmitted to humans from biting
midges, which experienced a similar population explosion when settlers started
clearing the forest. The open land neighboring the cacao plantations provided
ideal breeding grounds for the midge population. The spread of Lyme disease in
North America also originated in a series of human-induced ecological changes.
In the 19th century, forest clearance drastically depressed the deer populations
and caused the virtual extinction of their predators. Subsequent regrowth of forest
during the 1900s allowed the deer population, now unregulated by predators, to re-
bound. The high density attained by the deer led to an increase in the densities of
deer ticks (the carrier of Borrelia burgdorferi, the pathogen responsible for Lyme
disease). At the same time, many more homes were built in forested sites, caus-
ing a great increase in the number of people bitten by deer ticks that had acquired
B. burgdorferi from local rodents (Wilson ef al. 1994). Since 1942, 40 000 cases
of Lyme diseases have been reported in the USA, making it the most common
vectorborne disease in North America.

This sampling of empirical data makes it apparent that sound management of
wildlife diseases, along with an understanding of the genetic and ecological factors
triggering the transmission of pathogens from animals to humans, is a prerequisite
to avoiding similar unpleasant surprises in the future.

3.12 Discussion

Although there are many anecdotal cases of the evolution of virulence in wildlife,
the paucity of data for wildlife populations and our poor knowledge of parasites
and their biology and pathogenicity do not allow a quantitative risk assessment
or prediction of the consequences of introducing a new pathogen in a novel host.
Despite the complexity of the problem, wildlife managers should be aware that
virulence and transmission may change, or evolve, in direct response to traditional
management attempts to control pathogens and their hosts. Small-scale experi-
ments should be carried out before treatment for a pathogen is applied on a larger
scale, and the potential for more widespread consequences of pathogen removal
and translocations on wildlife management should be carefully analyzed.



Adaptive Dynamics of Pathogen—-Host Interactions
Ulf Dieckmann

4.1 Introduction

Over the past few decades, the expectations of scientists regarding stable patterns
of pathogen-host interaction have undergone major transformations. During an
initial phase it was widely agreed that pathogens and their hosts evolve in ways that
would render benign the consequences of infection (May 1983). These predictions,
fostered by the idea that evolution tends to act “for the benefit of the species”, are
challenged by the conspicuous existence of highly virulent, yet apparently rather
stable, human and animal diseases. Within the paradigm of species-level selection,
such examples could only be interpreted as transitory cases in which a pathogen
has jumped to a new host species so recently that the predicted evolutionary loss
of virulence has not yet progressed far enough.

To explain stable intermediate levels of pathogen virulence therefore required a
paradigm shift in evolutionary theory: the seemingly conclusive (and, from today’s
perspective, almost too enthusiastic) demolition of scientific credibility for selec-
tion above the level of individuals (Williams 1966). This change in perspective was
accompanied by the insight that, although a benign form of infection might ben-
efit a pathogen population as a whole, individuals of a more aggressive pathogen
strain might nevertheless invade to reap their harvest. The decisive criterion for
the success or failure of such pathogens is their rate of spread through a given host
population: if the new pathogen spreads faster than its predecessor does, it may
invade and replace that predecessor. It is easily shown that this transmissibility of
a pathogen can be highest at intermediate levels of virulence (Anderson and May
1982, 1991). If virulence is too low, symptoms may be absent or harmless and
the pathogen may therefore have little opportunity to multiply massively and/or to
leave its host. By contrast, if virulence is too high, the resultant symptoms are so
severe that the host is likely to perish before it has spread much of the harbored
pathogen population. It therefore appeared that evolution would tend to maximize
the transmissibility of pathogens, rather than minimize their virulence.

This idea can be made precise. The so-called basic reproduction ratio of a
pathogen, denoted by Ry, is defined as the expected number of infections produced
by a single infected host individual in an otherwise uninfected host population (see
Box 2.2). Analyses of relatively simple epidemiological models led to the conclu-
sion that it is the value of Ry that is raised by the successfully invading pathogens
and that is therefore maximized by the evolutionarily stable strain. Since Ry is a
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measure of effective transmissibility, maximizing a pathogen’s Ry is equivalent to
maximizing its transmissibility.

This chapter explores how far the technique of Ry maximization can take us
when studying evolution in more complex epidemiological models. Section 4.2
reviews the conceptual limitations of the conventional Rp-based approach, and
Section 4.3 introduces adaptive dynamics theory to overcome these limitations.
Sections 4.4 and 4.5 focus on two different settings — pathogen evolution in a con-
stant host population and pathogen—host coevolution — and illustrate how the re-
sults obtained by application of the new toolbox differ in interesting ways from
those of traditional analyses.

4.2 Limitations of Ry Maximization

The notion of Ry maximization is plausible in general, applies rigorously to many
well-studied models, and undoubtedly helps us to understand some major features
of observed pathogen—host interactions. Yet it is not the full story — four crucial
problems are not addressed by this approach.

First is the realization that it is not always Ry that is maximized by evolution.
Consider pathogen strains A and B, for which the Rg of A exceeds that of B. The
argument above leads us to expect that, among these strains, A will win the evo-
lutionary race. This expectation is based on the infection’s rate of spread in an
uninfected host population, as specified in the definition of Ry. What we really
should ask, however, is what happens once pathogen A has spread and substan-
tial parts of the host population have thus become infected? In this situation the
success or failure of a new strain is no longer determined by its performance in
the initial environment, which comprised uninfected hosts only. Instead, we have
to consider the strain’s rate of spread in the current environment of hosts already
infested by strain A. It may well be that in this case pathogen B is better adapted
than A to the actual challenge of spreading in a partially infected host population.
Under such circumstances, strain B, and not A, will be evolutionarily stable. In
general, whenever the resident strains change the actual epidemiological environ-
ment in such a way that the performance of different strains in the uninfected envi-
ronment is no longer indicative of their invasion success in the actual environment,
Rp maximization does not apply. This option raises the possibility of alternative
optimization principles. It turns out that in some models it is indeed possible to
find quantities other than Ry that are maximized by evolution. In particular, it can
be shown that the type of density regulation that operates in the system critically
influences which quantity is maximized (Mylius and Diekmann 1995; Metz et al.
1996b).

Unfortunately, it is by no means clear that for a given system such an optimiza-
tion principle exists at all. This is a second reason why the assumption of Ry max-
imization often misleads. The well-known rock—scissors—paper game (rock beats
scissors by crushing, scissors beats paper by cutting, paper beats rock by wrap-
ping) is a very simple example of a situation in which no single quantity can be
construed as being maximized by evolution. Likewise, it can happen that pathogen



4 - Adaptive Dynamics of Pathogen—Host Interactions 41

strain B outcompetes strain A in the environment that results from the prevalence
of A, while strain C wins against B in the environment set by B, and A beats C in
the C environment. The salient feature of such a scenario is frequency-dependent
selection: selective pressures and the resultant invasion success depend on the
composition of the established, or resident, pathogen population against which a
variant strain is competing. Since frequency-dependent selection is ubiquitous in
nature and also naturally arises in epidemiological models (unless the modeler ex-
plicitly tries to avoid it), the absence of an optimization principle is the rule, rather
than the exception, in realistic pathogen—host interactions. It is important to stress
that this does not imply our understanding cannot be furthered through modeling
efforts. It merely shows that — instead of always having available the convenient
shortcut of maximizing a certain quantity — we often have to evaluate which se-
quences of invasions are possible and to which evolutionary outcome they lead.

So far we have restricted attention to the evolution of a pathogen in a nonevolv-
ing population of hosts. Since pathogens often have much shorter generation times
than their hosts, they may be expected to evolve faster than the hosts and therefore
to experience essentially a nonevolving host population in the course of their adap-
tation. This situation appears to apply to acquired immunodeficiency syndrome
(AIDS), in which evolutionary change on the part of the human immunodeficiency
virus is so unusually rapid that it not only overwhelms the evolutionary potential
of the host population, but it even tends to beat the immune system of individual
hosts. However, even for the AIDS pandemic, which (in evolutionary terms) is
still very recent, some genes that confer host resistance have been reported. Other
examples show that evolutionary change in pathogens and their hosts can occur
on similar time scales. A case in point is the swift coevolutionary race between
the European rabbit and the myxoma virus in Australia, which commenced with
the virus’s introduction to the Fifth Continent in 1950 (see Figure 4.2a). As in this
case, sexual recombination often allows hosts to match effectively the evolutionary
pace of their asexual pathogens. It must therefore be concluded that pathogen and
host evolutions do not always have different time scales. To conceive the adapta-
tion of pathogen—host interactions in terms of coevolutionary dynamics makes it
plain that no general optimization principle can predict adequately the evolution-
ary outcome of all possible arms races. Instead, we have to consider the potential
for the invasion of a variant pathogen or host type into the environment jointly
brought about by the prevalent pathogen and host types. This highlights the im-
portance of the environmental feedback loop (Metz et al. 1996b; Heino et al. 1997)
that operates in evolving pathogen—host systems: the current environment deter-
mines current selection pressures and, in turn, these selection pressures determine
the future environments that result from the invasion of selectively favored types.
In such a context, the rates at which new types are generated by mutation or re-
combination may be critical (Dieckmann and Law 1996) and dynamic descriptions
therefore become essential — static optimization principles simply cannot account
for such complexity.
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Box 4.1 Pairwise invasibility plots

The invasion fitness of an evolving species (see Section 4.3) defines pairwise inva-
sibility plots for resident and mutant phenotypes (Van Tienderen and de Jong 1986;
Metz et al. 1992, 1996a; Kisdi and Meszéna 1993; Geritz et al. 1997; see also
Taylor 1989). In the simplest case, these phenotypes are described by a single met-
ric character or quantitative trait. Plotting the sign of the invasion fitness f for each
of the possible combinations of mutant phenotypes x’ and resident phenotypes x
reveals the shapes of the zero contour lines at which f(x’,x) = 0. As shown
in the left panel below, these lines separate regions of potential invasion success
(f > 0) from those of invasion failure (f < 0). The resident population precisely
renews itself when it is at equilibrium, so the resident trait value is neutral in its own
environment and the set of zero contour lines therefore always includes the main
diagonal.
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The shape of the other zero contour lines carries important information about the
evolutionary process. In particular, possible evolutionary endpoints are located at
the resident phenotypes for which a zero contour line intersects with the main di-
agonal. In characterizing these so-called evolutionarily singular points, adaptive
dynamics theory uses an extended classification scheme in which four different
questions are tackled simultaneously:

1. Evolutionary stability. Is a singular phenotype immune to invasions by neigh-
boring phenotypes? This criterion amounts to a local version of the classic evo-
lutionarily stable strategy (ESS) condition that lies at the heart of evolutionary
game theory (Maynard Smith 1982).

2. Convergence stability. When starting from neighboring phenotypes, do suc-
cessful invaders lie closer to the singular phenotype? Here the attainability of a
singular point is addressed, an issue that is separate from its invasibility (Eshel
and Motro 1981; Eshel 1983).

3. Invasion potential. Is the singular phenotype capable of invading populations of
its neighboring types (Kisdi and Meszéna 1993)?

4. Mutual invasibility. If a pair of neighboring phenotypes lies either side of a
singular phenotype, can they invade each other? Assessment of this possibility is
essential to predict coexisting phenotypes and the emergence of polymorphisms
(Van Tienderen and de Jong 1986; Metz et al. 1992, 1996a).

continued
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Box 4.1 continued

All four questions are important to understand the nature of potential evolutionary
endpoints. It is therefore remarkable how the four answers are obtained simply
by examining the pairwise invasibility plot and reading off the slope of the zero
contour line at the singular phenotype (Metz et al. 1996a; Geritz et al. 1997), as
illustrated in the right panel above.

Three particularly interesting types of evolutionarily singular points are illus-
trated below. In each case, the staircase-shaped curve depicts a possible trait sub-
stitution sequence during which populations of resident phenotypes are repeatedly
replaced by advantageous mutant phenotypes that invade successfully.
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The left panel shows a singular point that is both evolutionarily stable and con-
vergence stable. Such an outcome is called a continuously stable strategy (CSS;
Eshel 1983). In the middle panel, the singular point is evolutionarily stable but
not convergence stable. This means that, although the singular phenotype is pro-
tected against invasion from all nearby phenotypes, it cannot be attained by small
mutational steps — a situation aptly referred to as a Garden-of-Eden configuration
by Nowak and Sigmund (1989). The right panel shows an evolutionary branching
point: here the singular point is convergence stable but evolutionarily unstable. This
implies convergence to disruptive selection and thus permits the phenotypic diver-
gence of two subpopulations that straddle the branching point (Metz et al. 1992,
1996a).

There is a fourth reason that necessitates a departure from classic concepts of
evolutionary epidemiology. The principle of Ry maximization is based on the no-
tion that we should expect to see as evolutionary outcomes those types of pathogen
or host that are unbeatable or evolutionarily stable against all possible other types
that can, in principle, arise in their species. However, hopeful monsters are not
frequently encountered in the biological world and substantial changes in mor-
phology or physiology tend to be lethal. For this reason, adaptation can usually
explore only the small range of variation that is accessible by gradual change. It
is therefore not always meaningful to seek out those types of pathogens or hosts
that cannot be beaten by any potential variant, including those that require major
evolutionary reconstruction. In the presence of frequency dependence, this simple
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observation has substantial consequences. First, some evolutionary outcomes pre-
dicted by the analysis of evolutionary stability alone cannot actually be reached
by a sequence of small adaptive steps, and, second, some outcomes actually at-
tained in the course of evolution turn out not to be evolutionarily stable at all (for
an illustration of these points, see Box 4.1). Consequently, evolutionary stability
and attainability must always be considered in conjunction; it is only in the simple
case of evolutionary processes governed by an optimization principle that the two
notions coincide of necessity (Meszéna et al. 2000).

The conventional approach to maximize Ry for a pathogen therefore has some
fundamental limitations as a tool to describe the complex processes that arise from
the evolution of general pathogen—host interactions. To overcome this obstacle, an
extended framework is required to encompass the successful classic approach as a
special case. In the following section the theory of adaptive dynamics is introduced
as a candidate to meet this challenge.

4.3 Adaptive Dynamics Theory

The starting point of adaptive dynamics theory is to understand that the fitness of a
type can only be evaluated relative to the environment that type experiences. This
implies that we have to know the current ecological and epidemiological status of
a host population before we can assess whether a given pathogen can spread within
that population or not. A characterization of this status includes, inter alia, infor-
mation about the types and abundances of other pathogen strains that are present
in the host population. Likewise, we have to specify the resident host type, as well
as the endemic strain or strains of the pathogen, to predict which variant host types
excel at the evolutionary play staged in the given ecological theater.

These considerations naturally lead to the concept of invasion fitness (Metz
et al. 1992). The invasion fitness of a type x is the expected long-term per capita
growth rate f of that type in a given environment E, f = f(x, E). If the invasion
fitness of a type is positive it may invade in that environment, otherwise not.

As discussed above, those types x1, x2, ... that are present in a given system
in general affect the environment, £ = E(x1, X3, ...). One possible complication
here is that the environment may not yet have fully settled to reflect the present set
of types. This can happen, for instance, in the wake of an ecological perturbation
or shortly after new types, very different from their predecessors, have started to
invade the system. Often, however, evolution is slow enough for ecological pro-
cesses to respond swiftly in comparison, in particular since gradual evolutionary
change usually does not even require much ecological response for a population
to stay at its ecological equilibrium or, more generally, its ecological attractor. To
simplify matters, it is therefore convenient to assume that the state of the environ-
ment has come close to the attractor determined by the resident types. Under such
conditions, the dependence of the invasion fitness f of a type x on the current
environment E can be replaced by a dependence on the resident types x1, x2, ...,
f = f(x,x1,x2,...). These types can belong to the same species as type x does,
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or involve other coevolving species. For simplicity, it is often sufficient to charac-
terize a population by its prevalent or average type (Abrams et al. 1993). Although
strictly monomorphic populations are rarely found in nature, it turns out that the
dynamics of polymorphic populations (which harbor, at the same time, many sim-
ilar types per species) can often be well described and understood in terms of the
simpler monomorphic cases.

For pathogen—host systems that allow the coevolution of virulence x and re-
sistance y, we thus arrive at the notation f(x’, x, y) for the invasion fitness of a
variant pathogen of virulence x’ in a host population of resistance y that is in-
fected by resident pathogens of virulence x. Analogously, in this infected host
population f;,(y’, x, y) is the invasion fitness of a variant host of type y’. Notice
that the variant types can arise from mutation, as well as from recombination and
immigration. In the absence of host evolution, pathogen fitness is simply denoted
by f(x’, x). (Throughout this chapter a prime denotes variant types, whereas no
prime refers to resident types; this keeps the notation shorter than using the more
explicit notation xpy and xes.) Based on these fitness functions so-called pairwise
invasibility plots can be constructed to explore which variant pathogens can suc-
cessfully invade which resident pathogens, and the same analysis can be carried
out for evolution in the host (Box 4.1). Moreover, one of the explicitly dynamic
models of adaptive dynamics theory can be used to investigate the time course of
evolutionary or coevolutionary change in such systems (Box 4.2).

4.4 Pathogen Evolution

To illustrate how the theory of adaptive dynamics can elucidate the evolution of vir-
ulence, consider a generalized susceptible-and-infected (SI) model (see Box 2.1),

ds

E = +bs(-x7 S’ I)S+bl(x3 Sv I)] - dS(-xv S’ I)S
—Bx,S,DHSI+06(x,S,DI, (4.1a)

dl

- = —di(x, S, DI+ B(x,S, ST —0(x,S, DI, (4.1b)

which describes the dynamics of the density S of susceptible hosts and of the
density I of hosts infected by a single pathogen strain with virulence x. The per
capita birth and death rates, b and d, as well as the transmission rate 8 and the
recovery rate 6, can all depend on the virulence of the resident strain x and on the
current composition of the host population, in terms of densities S and /. The birth
rates of susceptible and infected hosts, bg and by, can differ, as can their death rates
dg and dy; in particular, the pathogen-induced death rate is « = dj — ds. Hosts are
born uninfected and the host population is assumed to be spatially homogeneous.

Evolutionary invasion analysis

A variant strain of the pathogen is now introduced into the resident population
described by Equations (4.1). The variant strain has virulence x” and the density
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Box 4.2 Models of adaptive dynamics

Adaptive dynamics theory derives from considering ecological interactions and
phenotypic variation at the level of individuals. Extending classic birth and death
processes, as well as ecological descriptions of structured populations, adaptive dy-
namics models allow offspring phenotypes to differ from those of their parents, and
thus enable studies of the interplay between population dynamics (changes in the
abundance of individuals) and adaptive dynamics (changes in their heritable traits).
Four types of dynamic model are used to investigate the resultant eco-evolutionary
processes at different levels of resolution and generality:

(@) (b) (@ (d)

Phenotype, x

Evolutionary time, 7

With an individual corresponding to a single point in a population’s trait space,
situated at the individual’s combination of trait values, populations can be en-
visaged as clouds of such points. These stochastically drift and diffuse through
trait space as a result of selection and mutation (Dieckmann 1994; Metz et al.
1996a); see panel (a) above.

If populations are large and mutation rates are sufficiently low, evolutionary
change in clonal populations proceeds through sequences of trait substitutions
(Metz et al. 1992; Dieckmann 1994; Dieckmann and Law 1996). During each
such step, an advantageous mutant quickly invades a resident population, oust-
ing the former resident. These steps are analyzed through the pairwise inva-
sibility plots introduced in Box 4.1 and used in Figure 4.1. Concatenation of
such substitutions results in a description of evolutionary change as a directed
random walk in trait space; see panel (b) above.

If, in addition, the mutation steps are sufficiently small, the staircase-like dy-
namics of trait substitutions are well approximated by smooth deterministic tra-
jectories; see panel (c) above. It can be shown that these trajectories follow the
canonical equation of adaptive dynamics (Dieckmann 1994; Dieckmann and
Law 1996),

d

1 * 2 9 !
ik = ] (x);aj,k, @fj(xj,x) , (a)

xj/. =x;

where xji is the value of trait k in species j, x; is the resultant trait vector
in species j, and x collects these trait vectors for all species in the considered
ecological community. For species j, p; is the probability for mutant offspring,
n(x) is the equilibrium population size, o7 is the variance—covariance matrix
of mutational steps, and f; is the invasion fitness. The partial derivatives of f;
in Equation (a) are the components of the selection gradient g;. Evolution in
X; comes to a halt where g; vanishes, and the curves on which this happens are
therefore known as evolutionary isoclines.

continued
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Box 4.2 continued

If, by contrast, mutation rates are high while populations are large, stochastic
elements in the dynamics of phenotypic distributions become negligible; this
enables mathematical descriptions of the reaction—diffusion type; see panel (d)
above. However, the infinitely extended tails that phenotypic distributions ac-
quire in this framework easily give rise to artifactual dynamics that have no
correspondence to processes in any finite population.

At the expense of ignoring genetic complexity, models of adaptive dynamics are
geared to analyze the evolutionary implications of ecological settings. This allows
the study of all types of density- and frequency-dependent selection mechanisms
within a single framework, into which coevolutionary dynamics driven by interspe-
cific interactions are also readily incorporated.

of hosts thus infected is denoted by I’. Assuming that the resident population is
at its demographic equilibrium [S*(x), I*(x)], the mutant is rare, and super- or
coinfections are negligible, we obtain

dr .
o f&L 00, 4.1¢)

where f(x’, x) denotes the mutant’s invasion fitness,

f&x)=—dr(x', $* (), I'(x)) + B(x', §*(x), I*(x))S*(x)
-0, 8% (x), I"(x)) . (4.2a)

The lifetime reproductive success of the mutant in the resident population at equi-
librium can also be determined,

BG', S*(x), I*(x))S* (x)
dr(x', $*(x), I*(x)) +6(x', $*(x), I*(x)
Analogously, the lifetime reproductive success of the mutant in an infection-free
resident population that comprises Sp susceptible hosts can be obtained,

B(x’, So, 0)So
dr(x’, So,0) +6(x", Sp,0)

and is known as the mutant’s basic reproduction ratio Ry (see Box 2.2).

From Equations (4.2a) and (4.2b) it can immediately be seen that the invasion
fitness of the mutant is positive — which indicates that the mutant can invade the
resident population — if and only if its lifetime reproductive success exceeds one:
f(x',x) >0« R(x',x) > 1. This is expected biologically and can be regarded
as a trivial correspondence.

What is much less straightforward, however, is to formally link f and R to the
widely used basic reproduction ratio Ry. For this link to become more transparent,
we can exploit the relation R(x,x) = 1, which implies that, by definition, the

R, x) = (4.2b)

Ro(x') = (4.2¢)
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density of infected hosts accurately replenishes itself once the disease has reached
its endemic equilibrium. Applying this consistency condition to Equation (4.2b),
an expression for S$*(x) is obtained. This, in turn, yields

_ B ST, IM(x)/ld (x', 8% (x), I*(x) +0(x", $*(x), I*(x))]

T B(x, S(x), TE(x)) /[dy (x, S*(x), T*(x)) + 0(x, S*(x), [*(x))]
(4.2d)

R(x’, x)

This equation can be rewritten as R(x’, x) = Ry(x")/Ro(x) if the epidemiological
rates B, dj, and 6 are density independent, that is, if the corresponding functions
do not depend on their second and third arguments. It is therefore only under this
condition that the convenient equivalence R(x’, x) > 1 & Ro(x’) > Ro(x) can be
taken for granted. Whether this equivalence also holds for some restricted types of
density-dependent rates remains an open research question; to date no results on
this have been obtained.

Next, these general considerations are illustrated with a suite of specific exam-
ples.

Virulence evolution toward benignity

Example 1. Let us start by investigating the most simplistic version of Equa-
tions (4.1). The rates for birth, transmission, recovery, and natural mortality
are assumed to be constant: bg(x,S,1) = b;(x,S,I) = b, B(x,S,1) = B,
O(x,S,I) = 60, and ds(x, S, I) = d, while the death rate of infected hosts in-
creases with the virulence of the infecting strain, dy(x, S, I) = d + x. The last
relation sets the scale of virulence x in terms of disease-induced host mortality «.

With $*(x) = (x + b+ 0)/B the invasion fitness f(x’, x) = x — x’ is obtained.
A corresponding pairwise invasibility plot (Box 4.1) and evolutionary trajectory
(Box 4.2) are shown in Figure 4.1a. Mutant strains x’, with lower virulence than
the resident strain x, can always invade and, therefore, the system will evolve to-
ward the most benign strain. The same conclusion can be obtained by maximizing
Ro(x") = BSo/(x’ + d + 0) with regard to x" — pathogen strains that harm their
host as little as possible are always favored by natural selection.

Virulence evolution under transmission trade-offs

Under the simplistic assumptions made above, pathogens do not benefit from
harming their hosts. However, many pathogens are more readily transmitted dur-
ing individual contacts if they have a higher virulence: this introduces a trade-off
for the pathogen between transmission probability and host longevity.

Example II. 1t can be assumed, for instance, that transmission rates increase pro-
portionally with virulence, 8 = cx. This results in f(x’, x) = (x’ — x)(d + 0) /x,
and Ry(x") = cx'Sy/(x" +d +0). Thus an ever-increasing virulence (Figure 4.1b)
would be expected, which is clearly unrealistic.

Example III. Following the seminal work by Anderson and May (1982, 1991)
a diminishing return for increased virulence is often considered by choosing, for
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instance, § = x/(x 4 ¢); see also Equation (2.1). While maintaining a trade-off
between transmission efficiency and host longevity, more emphasis is thus put on
the latter. The resultant invasion fitness f(x’, x) = (x —x")[xx'—c(d+6)]/[x (x'+
¢)] has a vanishing selection gradient g(x) = % fx, x) o, (Box 4.2) at the
intermediate virulence x* = y/c(d + 6), where also the basic reproduction ratio
Ro(x") = x'So/[(x" +d + 0)(x" + ¢)] is maximized. A corresponding pairwise
invasibility plot is shown in Figure 4.1c.

The ubiquity of density-dependent rates

Now consider situations in which the rates in the SI model depend on the densities
of susceptible and/or infected hosts. Such density dependence can apply to the
basic demographic rates dg and bg, as well as to the epidemiological rates. The
latter include the disease-induced mortality d; — ds = «, the disease-induced loss
in fecundity bg — by, the transmission rate 8, and the recovery rate 6.

It is actually very implausible that all of these rates are density independent.
Density dependence of demographic rates is already assumed in all simple non-
epidemiological population models and is needed to prevent the density of suscep-
tible hosts from diverging without bounds in the absence of the disease. The only
justification for neglecting such dependence in simple versions of Equations (4.1)
is to assume that the disease itself is fully responsible for regulating the host pop-
ulation density. However, even for the severest of diseases this must remain an
approximation, whereas for most other infections the assumption is plainly wrong.
A second way to avoid considering density-dependent demographic rates is to as-
sume that the total host population size, N = S + I, stays strictly constant —
independent of the virulence of the resident strain. Obviously, this is also an ap-
proximation at best and is likely to apply to very benign diseases only. As usual,
reality lies between these mathematical extremes and density regulation in an in-
fected population occurs partially through disease-independent factors and par-
tially through the disease itself (May 1983).

The case for density-dependent rates becomes even stronger when the epidemi-
ological rates, which are directly affected by the disease, are considered. An al-
most endless variety of mechanisms can cause such dependence; hence the follow-
ing list is certainly not exhaustive:

The number of patients an average doctor must treat may rise with the density
of infected hosts. This can affect disease-induced mortality and loss of fertility,
as well as recovery rates.

The nutritional status of hosts, and thus their resistance against disease symp-
toms, may deteriorate with increases in total population density or in the popu-
lation’s morbidity level.

The quality of medical services in terms of diagnostic and therapeutic options
may improve with the wealth of a population. Such wealth may either increase
or decrease with total population density and is likely to deteriorate with an
increase in the density of infected hosts.
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Figure 4.1 Evolution of pathogen virulence as described by Ry maximization (left col-
umn), pairwise invasibility plots (middle column), and evolutionary trajectories (right col-
umn, based on the canonical equation of adaptive dynamics). Rows (a) to (h) correspond
to Examples I to VIII in the text. In the middle column, outcomes of virulence evolution
are indicated by continuous lines and false predictions that result from Ry maximization
by discontinuous lines. Virulence ranges that do not allow the pathogen to remain endemic
are depicted as gray areas. Whereas evolution in cases (a) and (b) leads to ever-increasing
or -decreasing virulence, respectively, case (c) shows how a trade-off between transmission
probability and host longevity induces evolution toward intermediate virulence. For these
first three cases the outcome of virulence evolution can be predicted by R maximization.
Evolution in cases (d) and (e) also leads to intermediate virulence, but does not allow R
maximization, since the optimal virulence depends on which density of susceptible hosts is
assumed. For these examples the left column shows several curves, corresponding to differ-
ent assumptions about this density; the thick curves describe the self-consistent solutions.
Rows (f) to (h) show cases for which R maximization results in seriously misleading con-
clusions. Parameters: b = 2 (a-h),d = 1 (a-h), 6 = 1 (a—f, h), 6g = 1 (g), B = 1 (a-b),
¢ =1 (cd, f-h), c = 0.5 (e), K = 10 (d-h), ,u02 = 1 (a-h, this scales the evolutionary
time ¢).

Awareness about potential transmission routes is expected to grow under condi-
tions of high incidence. Transmission rates are then predicted to decrease when
the density of infected hosts increases.

The density of infected hosts changes the ambient density of infectious propa-
gules to which susceptible hosts are exposed. Through the operation of the
host’s immune system, this propagule density may not translate linearly into
the rate at which susceptible hosts acquire infections, and transmission rates
then become dependent on the density of infected hosts.

Changes in total population density are known to reshape social contact net-
works and thereby to affect the chances of disease transmission.

The last three mechanisms imply that the population-level rate of disease trans-
mission is not proportional to the densities of susceptible and infected hosts and
therefore cannot be described by the simplifying assumption of mass action (see
Box 2.1). All six mechanisms together illustrate how far-fetched the assumption
of fully density-independent rates really is. This conclusion, however, only has
major consequences for virulence evolution if evolutionary outcomes in models
with density-dependent rates can differ significantly from those in their simpler,
density-independent counterparts. We therefore examine below how robust the
method of Ry maximization and the specific predictions thus obtained are for epi-
demiological models with density-dependent rates. To address this question, five
further examples are studied.

Virulence evolution with rates dependent on susceptible host density

Example IV. This example originates from a slight modification of Example
IIT by considering a density-dependent natural mortality of logistic type, dg =
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d + S/K, with carrying capacity K. The disease-induced mortality and the trans-
mission rate remain density independent, « = d;j —ds = x and 8 = x/(x + ¢).
This means that, in this example, density dependence extends only to the basic
demographic rates, but not to the epidemiological rates. Examining the resultant
invasion fitness f(x’, x) reveals that under the given conditions evolution con-
verges toward the intermediate virulence x* = [¢ 4+ 1/c2K+cK (K—1)(d+0) ]/ (K — 1)
(Figure 4.1d).

This conclusion cannot be reached directly by maximizing the basic reproduc-
tion ratio Ro(x") = x'So/[(x' +d +6 + So/K)(x' +c)], since the resultant optimal
virulence depends on the density of susceptible hosts in the absence of the disease,
So. It is therefore clear that simple Ry maximization ceases to work for examples
like this. The reason is obvious: the optimal level of virulence depends on the den-
sity of susceptible hosts available for infection by a new strain, and this density in
turn is affected by the resident strain. In other words, the existence of such an envi-
ronmental feedback renders selection frequency dependent and usually precludes
predicting the outcome of evolution through Ry maximization.

It is therefore quite remarkable that this example nevertheless allows an opti-
mization principle other than Ry maximization. It can be shown that the optimal
virulence x* in this example can also be predicted by maximization of the function
®(x) =[x (K—1)—c]/[K (' +d+6)(x"+c)] J.A.J. Metz, personal communi-
cation). In agreement with the findings of Mylius and Diekmann (1995) and Metz
et al. (1996b), the form of such alternative optimization functions is very sensitive
to the way in which density dependence affects the rates of the epidemiological
model, which implies that the generality of this particular choice of & is very lim-
ited. Notice that an analogous conclusion holds for Ry itself: it primarily applies
as an optimization principle for models with density-independent rates. Yet, such
models have prevailed in the literature so far, which might have fostered a rather
different impression.

Example V. As a second example for density-dependent rates, we return to
density-independent mortalities, but now let the density of susceptible hosts af-
fect the transmission rate, ds = d,« = d; —ds = x,and 8 = x/(x 4+ ¢/S). This
means that the gain in transmission that results from a rise in virulence increases
with the density of susceptible hosts. Analysis of the invasion fitness f(x’, x)
shows that evolution again converges toward an intermediate virulence, this time
given by x* = /d + 0 [/d + 0 + 4Jc — /d + 0 ]/2 (Figure 4.1¢). Also, this ex-
ample allows an alternative optimization principle, ® (x") = x'/[z + +/z(z + 4¢)]
with z = x’(x" + d + ). Since the form of density dependence has changed rela-
tive to that in Example IV, the two corresponding optimization principles also look
very different.

While, for the previous two examples, the approach of Ry maximization may
be inconclusive, at least it does not turn out to be misleading. This is because,
in these examples, the existence of the environmental feedback loop is unmistak-
ably signaled by the dependence of Ry on Sp. Subsequent to conventional Ry
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maximization, the feedback loop can therefore be respected by choosing Sy self-
consistently. This is achieved by solving for a pair (x*, Sp) such that, first, x*
maximizes Rg given Sp and that, second, Sp is the equilibrium density of suscep-
tible hosts for a resident virulence x*. By adhering to such an extended Ry-based
framework, it is thus sometimes possible to bypass the explicit analysis of invasion
fitness. While evolutionary invasion analysis is applicable much more widely, the
described alternative (but of course fully equivalent) route might appeal to those
already familiar with conventional Ry maximization.

Virulence evolution with rates dependent on infected host density

Example VI. Bypassing evolutionary invasion analysis is no longer an option
when demographic or epidemiological rates that depend on the density of infected
hosts are considered. Such a situation arises, for example, when the infection rate
of susceptible hosts is assumed to change nonlinearly with the density of infected
hosts. The relation 8 = x1/(x 4 ¢) describes a setting in which the host’s immune
system is more likely to succumb to the onslaught of a disease if the ambient
density of pathogens is high. Keeping the other rates as simple as in Example V,
exactly the same expression is obtained for invasion fitness as when 8 = x/(x+c),
which predicts convergence toward the intermediate virulence x* = /c(d + 0)
(Figure 4.1f). Notice, however, that in this example R for pathogens with any
level of virulence x’ vanishes, Ro(x") = 0 — erroneously suggesting that virulence
is an evolutionarily neutral trait. The same conclusion pertains to any SI model in
which the standard mass action term S/ is replaced by 8S19 with ¢ > 1. For all
these examples, an alternative optimization principle applies, ®(x) = x'/[(x" +
d + 0)(x’ + ¢)], and application of Ry maximization is seriously misleading.

Example VII. Unfortunately, the error incurred by adhering to Ry maximiza-
tion can be even less conspicuous. Now consider an example in which the
rate of recovery from the disease decreases with the number of infected hosts,
0 =6p/(1+1/K). As mentioned above, such a situation could arise, for instance,
when the care extended to individual infected hosts declines with their overall
density. Here 6y is the recovery rate at very low disease incidence and K is the
density of infected hosts at which that rate is halved. All other rates are assumed
to be density independent, as in the previous examples; for the transmission rate
we again revert to the classic trade-off relation 8 = x/(x + ¢). As in Example
III, Ry for this setting is given by Ro(x") = x'So/[(x" +d + 0p)(x" + ¢)] and it is
immediately obvious that the density dependence of the recovery rate leaves this
expression unchanged. This means that the parameter K cannot influence the op-
timal virulence x* = /c(d + 6p), predicted from maximizing Ry. Also, the birth
rate b does not show in this result. For a particular choice of parameters (b = 2,
d=1,c=1,6y)=1,and K = 10) Rg maximization thus leads us to believe that,
independent of b and K, evolution converges toward the intermediate virulence
F* = /2 ~ 1.414. By contrast, a proper analysis of invasion fitness reveals that
the selection gradient for this example actually vanishes at a significantly lower
virulence, x* = 1.061 (Figure 4.1g). Moreover, this evolutionarily stable outcome
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changes to x* = 1.253 for b = 1.75 and to x* = 1.367 for K = 100, qualitative
effects that are altogether missed by the erroneous application of Ry maximization.

Example VIII. The same conclusion applies when the density of infected hosts
influences the disease-induced mortality. Here, consider an example described by
ds =dandd; = d+x(14+1/K). When disease incidence is low, disease-induced
mortality « = dj — d is given by x, just as in the preceding examples. Now,
however, « increases with the density of infected hosts. As already mentioned,
this could result, for instance, from the diminished care available to each infected
host. For the other rates the same choices are made as in Example VII, except for
the recovery rate 8, which is again simply kept density independent. Maximization
of Ry(x") = x'So/[(x" +d + 0)(x’ + ¢)] yields the by now familiar expression
X* = J/e(d 4+ 6), which (forb = 10,d = 1,¢c = 1,0y = 1, and K = 10) gives
X* = 1.414. This prediction for the outcome of virulence evolution dramatically
differs from x* = 0.194, the accurate value derived from evolutionary invasion
analysis. As in the previous example, Ry maximization also fails to capture the
dependence of x* on b and K: b = 2 gives x* = 1.043 (Figure 4.1h), and K = 100
gives x* = 0.219.

Notice that the pairwise invasibility plots in all but the last two examples are
skew-symmetric, that is, invariant under reflection along the main diagonal and
simultaneous sign inversion (Figures 4.1a to 4.1f). The symmetry applies to the
invasion fitness itself, sgnf(x’, x) = —sgnf(x, x’), and hence is independent of
the particular parameters chosen for the figures. According to the theory laid out
by Metz et al. (1996b), this implies that the feedback loop in these examples acts
through a one-dimensional environmental characteristic. If, in addition, the de-
pendence of f on this characteristic is monotone, an optimization principle ® can
always be found — although the correct one often differs from Rp. By contrast,
pairwise invasibility plots in Figures 4.1g and 4.1h are not skew-symmetric. As
Metz et al. (1996b) have demonstrated, this means that the dimension of the envi-
ronmental feedback loop exceeds one and no optimization principle can exist.

4.5 Pathogen-Host Coevolution

Evolution of pathogen virulence does not occur in isolation from other adaptive
processes and is often accompanied by hosts changing their resistance toward in-
fection. At first sight, the short life cycles of most pathogens suggest that pathogen
adaptation greatly outpaces evolutionary responses on the part of the host. How-
ever, sexual reproduction in hosts often compensates for the pronounced asymme-
tries in demographic rates, and thus helps host populations to survive arms races
with their pathogens.

This section briefly illustrates how models of adaptive dynamics are used to
describe pathogen—host coevolution. Keeping in mind that Ry maximization can
be safely employed to predict virulence evolution only when demographic and
epidemiological rates are density independent, the focus here is on the correspon-
dence (or lack thereof) between processes of pathogen—host coevolution under



4 - Adaptive Dynamics of Pathogen—Host Interactions 55

1

Host resistance, y

Host resistance, y

Parasite virulence, x

Figure 4.2 Coevolution of pathogen virulence and host resistance. (a) Coevolutionary
trajectory observed after the introduction of the myxoma virus into the Australian rabbit
population in 1950. Based on the trajectory’s shape, a slight “viral backlash” can be con-
jectured, potentially resulting from the evolution of host resistance. Data source: Fenner
and Ross (1994). (b) to (g) Coevolutionary trajectories that result from Examples IX to XII.
Left column: dependences of disease-induced mortality on virulence and resistance (white:
zero mortality, black: maximal mortality). Middle column: phase portraits of density-
dependent models. Right column: phase portraits of corresponding density-independent
models. Ranges of virulence and resistance that do not allow the pathogen to remain en-
demic are depicted as gray areas. Thin curves show the evolutionary isoclines of host (con-
tinuous) and parasite (discontinuous). Parameters: b =5,d = 1,0 = 1,¢c = 2, K = 100,
cx =4,y0=10,cy =2(Mbd);b=15d=1,0=1,¢c=1, K =100, ¢y = 04,
¥ =175, ¢y = 1, ymax = 10, cmax = 2 (e-g); (102 /(upop) = 1 (b-g).

density-dependent and density-independent conditions. To this end, host resis-
tance y is introduced as a second trait in addition to pathogen virulence x, by
slightly extending the SI model of Equations (4.1): all rates may now depend on
(x,y,8,1),instead of on (x, S, I) as assumed in Section 4.4.

As a rough motivation for the examples considered below, Figure 4.2a shows
the well-documented coevolutionary trajectory that resulted from the “escape” of
the myxoma virus into the Australian wild rabbit population in 1950 (Fenner and
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Ratcliffe 1965; Fenner and Ross 1994; Fenner and Fantini 1999). The data seem
to indicate a slight gradual increase in pathogen virulence after about 1958, poten-
tially in response to the substantial increase in host resistance between 1950 and
1958.

Below four models are considered to illustrate the evolutionary implications
of density regulation. It must be emphasized that these simple models are by no
means intended to capture the biological and dynamic complexity of myxoma—
rabbit coevolution (for work in this direction see, e.g., Dwyer et al. 1990). For
more details on the myxomatosis epidemic see Chapter 3, Section 3.6; the actual
complexity of the involved evolution is neatly highlighted by the discussion of
alternative selection pressures in Chapter 27, Section 27.2.

Example IX. The first example assumes that disease-induced host mortality de-
creases with increased resistance, @ = x/[1 + e~¥~Y)/¢] (Figure 4.2b). This
function implies that, in the absence of resistance, disease-induced mortality is es-
sentially proportional to virulence. If, however, resistance exceeds virulence, this
mortality is greatly reduced (with the sharpness of the reduction determined by c).
Also accounted for is that resistance is costly for the host, bg = b/[14 7Y/ ]:
while low levels of resistance are relatively cheap, resistance that approaches yq
greatly reduces fertility (the sharpness of the cost increase is determined by cy).
Host mortality is assumed to be density dependent, dg = d + (S + I)/K. Such
density dependence is required to prevent the host population from diverging when
the pathogen is not endemic. The other rates are given by by = bs, d; = ds + «,
B = a/(x+c), and 0. Evolutionary isoclines are those curves on which the selec-
tion pressure on virulence or resistance vanishes, dx /dt = 0 or dy/dt = 0. These
isoclines are shown in Figure 4.2c, together with a coevolutionary trajectory that
has a shape vaguely reminiscent of the empirical one in Figure 4.2a.

Example X. Example IX is now simplified by removing the density-dependent
component of host mortality, dg = d. A corresponding coevolutionary trajectory
is shown in Figure 4.2d. Compared with Figure 4.2c, it is immediately obvious
that the range of combinations of virulence and resistance for which the disease is
endemic is greatly reduced. In particular, the coevolutionary attractor is now situ-
ated such that the coevolutionary process results in pathogen extinction. This is an
example of evolutionary suicide, a process during which adaptation in a species is
responsible for the extinction of that species (Matsuda and Abrams 1994; Ferriere
2000; Parvinen et al. 2000). Notice that, relative to Figure 4.2c, the shapes of the
evolutionary isoclines, and therefore the position of the coevolutionary attractor,
also change. The conclusion is therefore that to remove the density dependence of
host mortality has serious implications for the expected coevolutionary outcome.

Example XI. Returning to density-regulated host mortality, ds = d+(S+1)/K,
now consider a slightly different dependence of that mortality on virulence and
resistance, & = x/[14e~* =)/ with § = ymax /(Y + ¢max) (Figure 4.2¢). This
function describes a “resistance-is-futile” scenario. With investment in resistance
exhibiting a diminishing return, effective resistance y cannot increase beyond a
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maximum ymax, Which is approached for large values of y (with the sharpness of
the approach determined by cpnax). This means that, in contrast to the two previous
examples, it is now impossible for the host to fend off arbitrarily high virulence
levels by increasing its resistance. Evolutionary isoclines and a coevolutionary
trajectory that result from this scenario are given in Figure 4.2f, and show that the
model gives rise to damped oscillations in virulence and resistance levels.

Example XII.  The density-independent model that directly corresponds to Exam-
ple XI can be considered by setting ds = d. Comparing the results in Figure 4.2f
with those in Figure 4.2g demonstrates that, for this case also, the shape of the
evolutionary isoclines, the position of the coevolutionary attractor, and the domain
over which the disease is endemic alter significantly. Coevolution now results in
higher levels of virulence as well as resistance, and the coevolutionary oscillations
become less pronounced. Notice in particular that the boundary of disease via-
bility and the evolutionary isocline of the host essentially exchange their relative
position. Thus, evolutionary suicide can again occur in the density-independent
model, whereas such evolution-driven extinction of the disease is excluded in the
density-dependent counterpart.

4.6 Discussion

This chapter evaluates the extent to which the traditional technique of Ry maxi-
mization can be relied upon when studying the evolution of virulence traits. It is
shown that Ry maximization must be applied with great care to avoid erroneous
conclusions. When demographic and epidemiological rates are density indepen-
dent, Ry maximization works well — unfortunately, however, such cases are quite
simplistic. Once density regulation in these rates is accounted for, Ry maximiza-
tion may fail. Such failures may be conspicuous, as when the necessity to close the
environmental feedback loop is signaled explicitly in the prediction derived from
Rp maximization, or they may go unnoticed and lead to serious mistakes. With
such dangers lurking, the benefits of evolutionary invasion analysis are evident.

This conclusion is accentuated by comparison of models that describe the co-
evolutionary dynamics of parasite virulence and host resistance as resulting from
density-dependent and density-independent rates. Although there are some rough
similarities between the corresponding evolutionary scenarios, the shapes of the
coevolutionary trajectories, as well as the positions of the evolutionary isoclines
and attractors, turn out to be greatly affected by density regulation. A particularly
intriguing finding in this context is that the conditions under which the evolution
of virulence and resistance is expected to result in the extinction of the disease can
differ greatly between these contrasting scenarios.

As pointed out in Section 4.4, density-dependent demographic and epidemi-
ological rates appear to be virtually ubiquitous, so it is difficult to justify their
omission from disease models. It may be argued that in industrialized nations hu-
man population densities are regulated by factors other than diseases; while the
impact of population density on pathogen evolution must then still be considered,
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the feedback from disease evolution on population density may be negligible. This
situation, however, is clearly different for the developing world, in which the preva-
lence of human diseases is highest and their evolution takes place. The same is true
for many animal and plant populations, the demographies of which are greatly af-
fected by endemic viral strains.

Although providing a convenient starting point, it is clear that the class of SI
models studied in this chapter cannot capture the great variety of ecological stages
on which processes of virulence evolution unfold in nature. Incorporating density
regulation and the resultant mechanisms of frequency-dependent selection into
more complex epidemiological models is therefore an exciting challenge. Such
theoretical extensions have to address, in particular, the evolutionary implications
of coinfection and metapopulation structure (Chapters 9, 10, and 11), spatially het-
erogeneous host populations (Chapters 7 and 8), and tritrophic interactions (Chap-
ters 21 and 22).

As far as measures of virulence management are concerned, accurate predic-
tions of the qualitative and quantitative effects of managerial interference on vir-
ulence evolution are indispensable. The theoretical consideration laid out in this
chapter may foster this goal in several regards:

First, it is not only asymptotic evolutionary outcomes that count in assess-
ing strategies of virulence management: evolutionary transients toward such
states may last long and must hence receive equal, if not primary, attention.
Describing evolutionary transients requires dynamic models of adaptation and
cannot be accomplished through consideration of optimization principles. Os-
cillatory transients, like that illustrated in Example XI, might actually be rel-
atively widespread. A manager must be aware of such intrinsic instabilities,
lest turning points in the dynamics are misinterpreted as indicators of faltering
containment strategies.

Second, Ry maximization and adherence to models with density-independent
rates can lead to grossly false predictions when mechanisms of density regu-
lation are not negligible. As illustrated by Examples VI-VII and IX-XII, the
resultant errors vary between quantitative inaccuracies and qualitative blunders.
If simple models predict that interference with a demographic or epidemiolog-
ical rate reduces the virulence of pathogens, while in actual fact such inter-
ference, properly analyzed, is expected to be inconsequential or even to result
in more aggressive strains, efforts of virulence management can be seriously
jeopardized.

Third, the strength of density dependence may determine whether processes
of evolutionary suicide can be utilized for the purposes of virulence manage-
ment. Moving an evolutionary attractor out of the viability domain of the tar-
get pathogen by influencing the density dependence of demographic or epi-
demiological rates may sometimes result in runaway processes toward viral
self-extinction, as illustrated by Examples IX—X and XI-XII. Such convenient
opportunities may not arise too frequently, but, if an evolutionary attractor is
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situated in the vicinity of a viability boundary, limited managerial interference
may well suffice to push it over the brink.

We must thus conclude that, as much as we would prefer evolutionary models
of greater simplicity, continuing to overlook the adaptational repercussions of
density-dependent demographic and epidemiological rates carries a high risk.
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Dilemmas in Virulence Management

Minus van Baalen

5.1 Introduction

Both the patient who is infected with a communicable disease and the doctor treat-
ing the patient share a common interest: the eradication of the infection. That the
treatment chosen by the doctor may have detrimental consequences for the popu-
lation at large is not the primary concern of the doctor or the patient. Such matters
are the concern of the larger-scale medical and political organizations that deal
with the development of public health policies such as vaccination programs and
possibly, as investigated in this book, “virulence management” strategies. Devel-
opment of such policies is not only a complicated issue because of the intricacies
of host—parasite interactions themselves, but also because the common aims of
the public health authority and the population do not always overlap very well
(Anderson et al. 1997). Of course, the community benefits when an individual
ceases to be infective. However, parasites are not inert players in the game, and
will adapt to any measures that are taken on a sufficiently large scale. Therefore,
the development of some public health policies may not be beneficial to the com-
munity as a whole. The global resurgence of tuberculosis (TB) and the fact that
many malaria parasites have become resistant against most preventive treatments
are just two examples of the detrimental consequences of the large-scale applica-
tion of individually beneficial medical treatment.

The insight that strategies to fight parasites should be based not only on short-
term effects, but also on evolutionary considerations, is gaining ground (Ewald
1993, 1994a). For example, measures could be taken to counteract the develop-
ment of resistance to antibiotics or other chemotherapeutic treatments (Baquero
and Blazquez 1997; Bonhoeffer er al. 1997; Levy 1998; see Chapter 23). But
other parasite traits evolve too. By working out how virulence may change in re-
sponse to changes in the parasite’s transmission cycle (Ewald 1994a; Van Baalen
and Sabelis 1995b; see Chapter 2) one obtains an insight into the scope for such
virulence management.

It has already been pointed out that measures taken to reduce the impact of a
particular disease may involve ethical dilemmas. For instance, Anderson and May
(1991) note that when a population is vaccinated against the poliomyelitis virus,
the force of infection of this virus decreases. This means that fewer people will
become infected, which is the desired beneficial effect. However, it also means
that those who do become infected are likely to become so at a later age (polio
was more commonly a childhood disease before vaccination); in the case of polio,
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as with some other childhood diseases, an infection at a later age may have more
serious consequences. Thus, vaccination effectively means sacrificing the interests
of a few individuals for the benefit of the population. A similar ethical issue arises
when the degree of infection varies and treatment can be directed to either the
(few) heavily infected individuals or the lightly infected majority.

The ethical dilemmas associated with public health measures are further in-
tensified when the evolutionary response of the parasites is taken into account.
It is increasingly recognized that the evolution of resistance against antibiotics is
becoming a serious problem, and that antibiotics should be used sparingly and
carefully to restrain this development (Baquero and Blazquez 1997; Bonhoeffer
et al. 1997; Levy 1998; see Chapter 23). However, less attention has been given
to the associated ethical dilemma: to what extent should an individual’s interest
be sacrificed for the good of the community? Analyses tend to predict that vac-
cination campaigns should select for decreased virulence [through the decrease in
multiple infection and, hence, within-host competition (Van Baalen and Sabelis
1995b; Chapter 11)]; but what if vaccination favors more virulent parasites? In
this chapter, I discuss a very simple model that suggests adequate treatment may
indeed be a mechanism that selects for increased virulence.

The original model was formulated to study the question of how much of its re-
sources a host should invest to create an immune system that eradicates infections
(Van Baalen 1998). This chapter is based on the insight that, on an elementary
level, visiting a doctor and receiving medical treatment is exactly analogous to the
effect of the immune system. The corpus of medical knowledge and the availabil-
ity of doctors and health insurance all work toward the eradication of infection.
Of course, the relation between benefits and costs is less straightforward than the
model assumes, but other than this shortcoming, the analogy can be carried quite
far.

The analysis yields some results that may not be intuitively apparent. For ex-
ample, individually optimal antiparasite measures may not lead to extinction of
the parasites, but rather the opposite. Combining optimum defense with optimum
counterstrategies on the side of the parasites suggests the possibility of even more
worrisome outcomes. That is, when medical treatment becomes too effective, an
“arms race” may be triggered, during which more and more resources need to be
invested into developing more effective treatments against increasingly rare but
increasingly virulent parasites. Any high-level community body (a “public health
authority”) may then have to “decide” which outcome is more desirable: a mild
disease that affects many people, or a virulent disease that affects only a few.

In this chapter, I discuss to what extent this outcome depends on who pays the
cost of medical treatment and at what level choices are made. That is, I compare
the outcome for two possibilities: one in which all costs are paid by the individual
on a case-per-case basis, and another in which all costs are paid by the community
(so that every individual is required to pay an average fixed “health tax”). Deci-
sions as to the effectiveness of the treatment are made by the individual (or doctor,
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assuming he or she does not balance the patient’s interests against those of the
community) or by the community.

This chapter is entirely speculative, and I make no attempt to analyze the re-
sults in terms of any real infectious disease. In fact, all the numerical examples
have been chosen to demonstrate an effect rather than to give an indication of its
likelihood or size.

5.2 Optimal Antiparasite Strategies

In this section, I compare the consequences of actions taken at different levels
(i.e., at that of the individual or that of the community), while keeping parasite
virulence constant. In Section 5.3, I allow the parasites to coevolve and respond to
the antiparasite policies.

The basic points are illustrated by analyzing a simplistic susceptible—infected—
susceptible (SIS) model for host—parasite dynamics. In the epidemiological liter-
ature, it serves as a reference base (e.g., see Anderson and May 1991) with which
to contrast the consequences of more realistic extensions. This model also served
as a framework to investigate coevolution of recovery rate and parasite virulence
(Van Baalen 1998); here I present a reinterpretation of these results explicitly in
terms of virulence management in which recovery is due to medical treatment.

The most important assumptions that underlie this model are that:

The host population grows logistically in the absence of disease;

The population is well-mixed so that overall transmission is a mass-action pro-
cess;

Treated hosts become immediately susceptible again (no period of immunity).

This set of assumptions leads to

ds
Z:b(N)N—dS—,BSI—i—@I, (5.1a)
dl
E:ﬁSI—(d—l—a—I—Q)I, (5.1b)

with N = §41. Here, S and / represent healthy and infected hosts, respectively; d
is the background per capita mortality rate, 8 is the per capita transmission param-
eter of the disease, « is the disease-induced per capita mortality rate (virulence), 6
is the per capita recovery rate, and b(N) represents the inflow of susceptible hosts
due to births, with

b(N) = bo(1 — kN) , (5.2)

where by is the per capita birth rate and « measures the density-dependent reduc-
tion of the recruitment rate.

In an SIS model with recovery, individual hosts switch back and forth between
the susceptible and the infected states. Usually it is assumed that recovery occurs
because the immune system clears the parasite, but here I assume that recovery is
the result of medical treatment. The value of 6 then embodies the efficiency of
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Figure 5.1 The relationship between individual optimal investment in recovery 6 as a
function of the force of infection A (the risk per unit time of becoming infected). Param-
eters: d =0.02,a =0.3,c = 1.

the entire public health system (i.e., the entire complex consisting of doctors, the
availability of antibiotics, health insurance, etc.) in eradicating an infection.

Medical assistance is not free, of course. It is important to realize that the costs
may be incurred at many levels, from the individual who pays a consultation fee
to the community that finances the public health system (to train doctors, maintain
hospitals, carry out research, etc.). There are two extreme cases: in the first indi-
vidual hosts can pay for medical insurance — the quality of which determines their
individual rate of recovery through treatment; in the second the rate of recovery
is determined entirely by the community (through investment in a public health
system).

Suppose an individual can increase his/her rate of recovery 6 at the expense of
a reduction in his/her rate of reproduction by = by(8), for example

bo(0) = bmaxe ™Y, (5.3)

where b,k 1s the maximum rate of reproduction and ¢ is a measure (the cost) of
how quickly the rate of reproduction decreases with a unit increase in 8. Of course,
in reality this is more complicated, but, within the present simple framework, this
is the most straightforward relationship. What is important to realize is that, in
whatever way the costs are paid, the host population is involved in what is tech-
nically a “game.” That is, the optimum strategy for the individual depends on the
strategies that are adopted by the rest of the population (Maynard Smith and Price
1973; Maynard Smith 1982). In Van Baalen (1998), it is shown how the optimum
investment in recovery rate depends on the risk of infection (see Figure 5.1). As
can be seen, the optimal investment increases once the force of infection is greater
than a threshold value, but decreases again for very high values of the force of
infection. The reason for this is that if the force of infection is very high, hosts
tend to become reinfected very quickly after they have recovered. No matter how
quickly the infection is cleared, hosts spend most of their time in the infected state
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Figure 5.2. The relationship between tax-mediated investment in health care (leading to a
recovery rate of 6) and total host population density (a) and proportion of disease-related
deaths p = ol /(dN + al) (b). Note that host density decreases after the parasites have
become extinct because the hosts keep paying their tax without accruing any additional
benefit. Parameters: bpax = 0.04,d = 0.02,k = 0.05,¢c =1, = 0.3, 8 =0.1.

anyway. Under such conditions, a host could just as well economize on health care
and invest its resources otherwise (Van Baalen 1998).

Without a doubt, this model is far too simplistic to describe human population
dynamics in any detail, let alone account for the complicated political decisions
and the micro- and macroeconomic processes that govern the quality of public
health. Having stated this, the model captures at least two ubiquitous relationships.
First, parasites suppress host fitness (and hence population growth). Second, re-
sistance to parasites imposes a cost (whether it is borne by individuals or averaged
out over larger communities).

When the entire population of hosts tries to adopt the individually optimal strat-
egy, the results may appear counterintuitive: the force of infection does not de-
crease, but rather is maximized. If the population invests little in health, then the
parasites are given free reign — under which conditions it pays to invest in health
care. If the host population invests heavily in health care, the parasite popula-
tion will decrease. As a consequence, hosts can individually afford to “cheat” and
economize on health care. Thus, one wonders to what extent the population as a
whole benefits when investment in health care is based on individual decisions.

Contrast this with the case in which the cost of health care is uniformly dis-
tributed over the entire population. This would require a public organization that
levies some sort of health care tax and ensures that every individual is treated once
that individual is infected. What would be the optimal strategy for such a public
organization? Taking the same cost—benefit function as defined before, the optimal
strategy for the community seems obvious. Whether the aim is to maximize pop-
ulation density (Figure 5.2a) or to minimize disease-related deaths (Figure 5.2b),
the best strategy for the community is to invest just enough to render the parasite
extinct.
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Some remarks are appropriate here. Once the parasites are extinct, it no longer
makes sense to fight them. In principle, therefore, investments can then be re-
allocated. However, this leaves the population susceptible to reinvasion by the
parasite; thus, to protect the population against reinvasion, investments may have
to continue. A second point is that for more realistic models (or with different
cost—benefit relationships) the two criteria — maximizing mean wealth and mini-
mizing parasite incidence — do not necessarily coincide. In that case, it must be
decided what the most desirable outcome is — which may pose ethical dilemmas
(see also Medley 1994).

5.3 Parasite Evolutionary Responses

Above, it was assumed that the parasites are evolutionarily inert. This, of course, is
very unlikely. If health care becomes more efficient, then an elementary aspect of
the parasites’ environment changes — to which the parasites are expected to adapt.
What will be the consequences?

A parasite’s fitness is proportional to the product of its infectivity and the dura-
tion of the infection (Anderson and May 1982; Bremermann and Pickering 1983).
It is very likely that it cannot maximize both at the same time. An increase in
infectivity is detrimental to the host, who is likely to die sooner, thus reducing the
duration of the infectious period. Conversely, prolonging the infectious period may
require a reduction in infectivity. Thus, the parasite’s “host-exploitation strategy”
should strike the optimal balance between the intensity and duration of infectivity
(Anderson and May 1982; Bremermann and Pickering 1983; see Box 5.1).

To a parasite, it is irrelevant whether it stops transmitting because its host dies or
because it is knocked out by antibiotic treatment. Therefore, if the host is likely to
seek antibiotic treatment, the parasite should respond by shifting its policy toward
quicker exploitation of the host. Thus, the availability of effective antibiotics is
likely to favor more virulent parasites.

Often, it is argued that the best strategy for the application of antibiotics is to use
them such that all parasites are killed. Then, it is claimed, even those parasites that
are less sensitive to the antibiotic leave no descendants, and, hence, no resistance
against the antibiotic can develop (Baquero and Bldzquez 1997; Bonhoeffer et al.
1997; Levy 1998). This may be true, but it should not be forgotten that resistance is
not the only parasite trait that evolves. The present analysis suggests that parasites
respond evolutionarily even to perfect “magic bullet” types of antibiotics. In fact,
the more effective the drug is, and the more likely a host is to seek treatment
(resulting in a greater recovery rate 6), the stronger the evolutionary response.
And it is worth noting that the direction of this evolutionary response is not at all
desirable. I am not aware of any studies that show that the use of antibiotics has
led to increased virulence, but the analysis in this chapter serves as a warning that
there are reasons to expect such an evolutionary response!

If the parasites respond to increased treatment efficacy by becoming more viru-
lent, then the ethical dilemmas associated with public health become more intense.
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Box 5.1 Evolutionary optimization under infectivity—virulence trade-offs

A parasite needs to balance the short-term benefit of increased transmission and the
longer-term benefit of host preservation. Suppose, as explained in Box 2.2, that the
parasite experiences a trade-off between its infectivity (measured by its transmis-
sion coefficient ) and its virulence (measured by its disease-induced morality rate
a). We can describe such a trade-off by a constraint that links these two parameters

B =pl). (a)

Under these conditions, what is the optimal virulence, that is, that level of virulence
favored by natural selection? Ignoring the possibility of multiple infection (see
Box 7.1), we can consider the dynamics of the density of hosts J that are infected
by a mutant parasite with virulence omut

fi—j = ,B(amut)S*(ares)J — (d + amu)J , (b)
where d is the natural host mortality rate and S* (ares) is the density of susceptible
hosts, which, in turn, is determined by the resident parasite strain with virulence
ares- Whether or not the mutant invades depends on the sign of the right-hand side
of Equation (b). This invasion condition is conveniently expressed in terms of the
mutant’s basic reproduction ratio

B(amut)
d + Omut

where Q(omyt) is the “per-host exploitation factor.” Notice that here the mutant’s
Ry is a function of both its own virulence and the resident’s, because the latter
determines the density of susceptible hosts. (The relation with the R introduced
in Box 2.2 is explained below.) Since at equilibrium the resident’s R must exactly
equal one, Ry(emut, @res) = 1, we have

Ro(a@mut, Ores) = S*(ares) = Q(amut)S*(ares) s (©

d + ores
S*(Qtres) = ——— . (d
e Blares)
If the resident strain adopts a virulence ayes such that
O(ares) > Q(armut) (e

for all levels of virulence amyt, it is evolutionarily stable.

The evolutionarily stable level of virulence therefore maximizes the per-host
exploitation factor Q (Van Baalen and Sabelis 1995a). Note that Q is expressed
entirely in terms of individual-level rate coefficients and does not involve any
population-level quantities, such as the number of susceptible hosts that appear in
R(. The evolutionarily stable level of virulence can be found graphically by deter-
mining for which amyt the tangent on the curve [omut, B(o¢mut)] passes through the
point (—d, 0) (see figure).

Boxes 2.2 and 9.1 explain how the evolutionarily stable virulence can be calcu-
lated by “maximizing Ry.” Importantly, the R introduced there is a slightly differ-
ent quantity from the R introduced here, although the two quantities are closely

continued




5 - Dilemmas in Virulence Management 67

Box 5.1 continued
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Graphical method for finding the evolutionarily stable level of virulence «*. The evolu-
tionarily stable virulence maximizes the ratio 8(«)/(d + «) and thus occurs for the o at
which the tangent of the curve «, () passes through the point (—d, 0).

related. In general, the Ry of a certain type of individual is defined as the lifetime
offspring production (in the case of a parasite, offspring are freshly infected hosts)
in a certain reference environment. In Box 2.2 this reference environment is the
parasite-free host population. By contrast, here the reference environment is a host
population that is already infected with the resident parasite strain. Notice that, in
the models under consideration in this box as well as in Boxes 2.2 and 9.1, the basic
reproduction ratio R in any reference environment with susceptible density S is
simply proportional to the “per-host exploitation factor” Q, Ry = Q8. but note
that this no longer holds true if multiple infections occur. We can therefore choose
any such reference environment to compare the basic reproduction ratios R of a
resident and mutant strain: this comparison gives the same result as one based on
their per-host exploitation factors Q. The standard convention in the literature is to
choose the disease-free environment to determine Sg. Yet, for models in which R
is always proportional to the density of susceptible hosts, environments with differ-
ent Sp can be chosen just as well. Nevertheless, it must be realized that models for
which the evolutionarily stable virulence can be calculated through an optimization
argument and for which the quantity to be optimized by a disease can be simply
related to R are special ones; unfortunately these two simplifying features do not
apply to other, more general models (see Mylius and Diekmann 1995; Metz et al.
1996b; and Mylius and Metz, in press).

Consider again the case in which hosts individually decide on their health insur-
ance. Now the game aspect involves not only the risk of infection, but also the
consequences of being infected. For example, if the population is well-insured
(resulting in a large population-wide value of the recovery rate 6), then the para-
sites may become rare but also very virulent. In fact, they may become so virulent
that it pays an individual host to increase its own recovery rate even more. Thus,
an arms race is triggered in which the hosts are forced to invest more and more
resources in their defense, and the parasites become more and more virulent to
counter this defense. Eventually a stable end result (i.e., a coevolutionarily stable
strategy, or CoESS) may be reached, in which hosts pay heavily to defend them-
selves against a rare but serious disease.
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Figure 5.3 CoESS recovery rate  as a function of relative cost c. For intermediate costs,
there are two simultaneous CoESSs (one given by the full curve and one by 6 = 0, sep-
arated by the dashed curve). Arrows indicate the direction of selection. These results are
based upon the assumption that parasite infectivity and disease-induced mortality are re-
lated through the constraint 8 = Bmax/(8 + ). Parameters: bpax = 0.04, d = 0.02,
k =0, Bmax = 0.1, = 0.02.

This is not always an inevitable outcome as for some parameter combinations
a second CoESS is possible: hosts tolerate the parasite, while parasites respond
by staying relatively benign (Van Baalen 1998). Van Baalen (1998) argued that
if such bistability occurs naturally (i.e., as a consequence of immune system and
parasite coevolution), reinforcement of the immune system with an external med-
ical component might destabilize the tolerance—avirulence CoESS and trigger an
arms race that escalates to the defense—virulence CoESS. Presumably, when an-
tibiotics become available, the cost of increasing the recovery rate will be reduced
(antibiotics are likely to be much less expensive than gearing up the immune sys-
tem to obtain a similar result). Again, whether such bistable outcomes are a reality
remains to be confirmed; but if they are, it raises worrying questions. As can be
seen in Figure 5.3, if the cost ¢ is reduced below a certain threshold, an arms race
is triggered that may be difficult to undo due to the hysteresis effect.

Note that the present model is too simplistic to assess the likelihood that such
bistability occurs. But if such bistability is a reality, “virulence management”
acquires a whole new aspect. Which of the two outcomes is preferable? Once
again, this cannot be answered without addressing ethical issues. The question
then really is whether “we” (i.e., presumably some governmental organization)
should strive for a common avirulent disease or for a rare but virulent disease.
This is not an easy question to answer, and certainly falls outside of the scope of
pure science.

5.4 Discussion

There exists a very basic conflict of interest among the individuals of a population
who are infected by parasites. Taking into account the evolutionary response of
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parasites against measures to fight them (whether on the level of individual treat-
ment or of large-scale public health measures like vaccination) only intensifies this
conflict of interest. Individuals profit from antibiotic treatment, but the community
suffers from the evolution of resistance or increased virulence that follows.

In whatever form, defense against parasites is costly. Among the hosts there
is an incentive to reduce these expenses. Moreover, there is a game-theoretical
aspect to such defense. If the host population strongly defends itself, herd immu-
nity creates opportunities for “cheats” to economize on defense. The end result
(evolutionarily stable strategy, or ESS) is not the strategy that minimizes parasite
load on the community — on the contrary. Rather, parasites effectively mediate
competition among the hosts; the strategy that creates the highest parasite load
while maintaining itself will outcompete any other (Mylius and Diekmann 1995).
This scenario would create a bleak world. It is clear that under these conditions,
a communal defense strategy may pay off for the community as a whole. That is,
every host profits from the efforts of a public health authority that provides general
health insurance. (An associated moral system, and possibly a judicial system to
impose it, may be necessary to prevent cheats.)

Assuming that all hosts have ceded the most important decisions to such a pub-
lic health authority, the problems are still far from over. The highest priority of
such an authority would be, of course, to fight the parasites in the short term, such
as by implementing public health measures, vaccination campaigns, provision of
adequate medical care, etc. The decisions that must be taken at this level are com-
plicated and must take into account all the effects of age structure, temporary or
life-long immunity, multiple infection, cross-immunity, social structure, etc. (see
Anderson and May 1991).

The purpose of this book is to discuss the possibilities of virulence manage-
ment — that is, that set of public health measures that takes into account not only
the short-term effects, but also the long-term evolutionary effects. The point of this
chapter is that the design of such virulence management strategies may have to be
developed in light of the partially conflicting interests between the individual and
society, and, therefore, such strategies may require Machiavellian choices about
whom to protect and whom to sacrifice. This may not be a welcome message,
but turning a blind eye to it may present us with dire consequences. To end on a
more positive note, virulence management allows us to exploit the forces that keep
society together to improve the conditions for all. As such, virulence management
may help the human society in its ongoing struggle to escape from its parasites
(McNeill 1976).
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Introduction to Part B

Part B explores the impact of host population structure on the evolution of infec-
tious diseases. While simple models of disease ecology and evolution conveniently
ignore this complication, the following three chapters underline its importance. It
is shown that host population structure can qualitatively alter expectations for the
course and outcome of virulence evolution.

By linking individual-based mechanisms of transmission to the demographic
consequences of epidemics in host populations, simple mathematical models offer
an essential prerequisite for understanding and influencing the virulence evolution
of a disease. Elaborations on such models, accounting for three different types
of host heterogeneity, are discussed in this part. First, even in the absence of any
spatial structure, a host population may be physiologically structured with respect
to certain features of individual hosts. Relevant features could be age and size or
could directly relate to epidemiological processes like disease-induced mortality,
recovery from an infection, or disease transmission (investigated in Chapter 6).
Second, host populations can be viscous in the sense that individual hosts are con-
nected, by spatial proximity or social relations, not to the host population as a
whole but to a relatively small number of neighbors. Implications of such con-
nectivity structures are analyzed in Chapter 7. Third, connections between hosts
may be organized in a hierarchical way such that infections spread more easily
within host groups than between groups. A special case of such a metapopulation
structure comprises just two groups of hosts, a large and viable host population (a
“source”) and a small host population (a “sink™) that is prevented from extinction
only by the continuous supply of immigrants from the source. As Chapter 8 shows,
evolution of virulence or resistance in the sink population can only be understood
by considering the impact of the source.

One key implication of host structure may be singled out for special emphasis:
such structures often expose virulent pathogens to the detrimental consequences
of aggressive host exploitation. Selection in structured host populations can favor
pathogens of reduced virulence because those pathogens that exploit their victims
excessively may soon run out of susceptible hosts. “Burn-out” phenomena of this
sort are much more likely to occur in spatially structured populations; they offer
important management opportunities to deliberately select for intermediate levels
of virulence.

In Chapter 6, Dwyer, Dushoff, Elkinton, Burand, and Levin improve on basic
epidemiological models by taking into account host heterogeneity in susceptibil-
ity and host seasonality in reproduction, key features of many insect—pathogen
interactions. Their model is calibrated with experimental data on wild-type and
genetically modified virus strains that can attack the gypsy moth, a polyphagous
forestry pest. To assess the options for the modified virus to act as a biological con-
trol agent of the moth, the authors predict the rate of epidemic spread of both viral
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types in natural moth populations. They suggest that pathogens that are genetically
engineered to have higher virulence may tend to be at a selective disadvantage.

Spatially or socially structured host populations are ubiquitous in nature. Chap-
ter 7 describes how heterogeneity can arise from the local interactions among
healthy and infected host individuals. Van Baalen explains why the resulting self-
organized patterns of host abundance can lead to levels of pathogen virulence that
qualitatively differ from those predicted for spatially unstructured populations. It is
shown that increased regularity in the host’s social structure selects for diminished
virulence and that the same effect results when contacts between hosts become
scarce. In general, any management strategy that keeps intact or even strengthens
patterns of relatedness among infecting pathogens can be expected to favor the
emergence of less virulent strains.

Considering examples of crop and livestock diseases and of hospital infec-
tions, Holt and Hochberg illustrate in Chapter 8 that source—sink structures are
widespread in epidemiologically important situations. The authors show that vir-
ulent pathogens are less likely to conquer a sink habitat if host abundance in the
sink is low, mutations have only a small effect, and invasions of benign pathogens
(followed by local adaptation toward increased virulence) are rare. Conversely, re-
sistant hosts, having reduced transmission rates for an infection, are more likely to
evolve in a sink if host productivity is high, rates of pathogen transmission are low,
and infected individuals are short-lived. In both cases, supply of novel genetic ma-
terial from the source can be both detrimental (by swamping local adaptation) and
beneficial (by providing the genetic variation needed to respond to local selection
pressures).

Incorporating into a single model all possible aspects of host population struc-
ture evidently is impossible. The models considered in this part therefore sepa-
rately focus on the main different types of host heterogeneity. Investigating inter-
actions between the diverse evolutionary consequences discussed here is a chal-
lenge for future research.



Variation in Susceptibility:
Lessons from an Insect Virus

Greg Dwyer, Jonathan Dushoff, Joseph S. Elkinton,
John P. Burand, and Simon A. Levin

6.1 Introduction

A basic result of Anderson and May’s (1982) early work on models of disease in
natural (nonhuman) populations is that pathogen fitness is Ry = SN /(e + y +
d), where B is the horizontal transmission rate of the disease, « is the disease-
induced mortality rate, d is the background mortality rate, y is the recovery rate
to the immune state, and N is host population density without the disease (see
Boxes 2.1 and 2.2). In this model, pathogen strains that maximize 8/(« + y + d)
competitively exclude all others. A key insight, however, is that trade-offs among
fitness components prevent selection from driving horizontal transmission g to
infinity, and mortality « and recovery y to zero. For the mosquito-vectored rabbit
disease myxomatosis, for example, virus strains that kill too rapidly have little
chance of being transmitted, because mosquitoes do not bite dead rabbits. On
the other hand, strains that kill too slowly produce such low concentrations of
virus that they are also unlikely to be transmitted (Fenner 1983). Assuming that
the rabbits evolve over a much longer time scale than does the virus, for such a
constraint an evolutionarily stable strategy (ESS) exists at the maximum of 8/(oc +
y + d); compare Boxes 2.1, 2.2, and 5.1.

Although later approaches to this problem have concentrated on this qualita-
tive ESS approach, here we focus on a more quantitative feature of Anderson and
May’s work: Anderson and May parameterized the trade-off that occurs in myx-
omatosis between recovery rate y and mortality rate « (defined as virulence) by
fitting the function y = —cp — ¢ In« to data from infections in rabbits in the lab.
When this parameterized function is inserted in the expression for Ry, it gives a
fitness maximum at a value that is not too far from the levels of virulence observed
in the field. Anderson and May were thus able to extrapolate from the character-
istics of the disease in individual rabbits to the evolution of the disease in natural
populations. In this chapter, we emulate this approach by using parameterized
epidemic models to predict the fitness of insect pathogens, and by extrapolating
from small-scale measurements of transmission to large-scale epidemics. In doing
so, we extend Anderson and May’s models by allowing for host heterogeneity in
susceptibility, and host seasonality in reproduction, which are key features of the
biology of many insect—pathogen interactions (Dwyer et al. 1997, 2000). Finally,
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Figure 6.1 Fraction of hosts becoming infected during an epidemic, calculated by solving
Equation (f) in Box 6.2 for z for I = 0. C is the coefficient of variation of the distribution
of host susceptibility.

we apply our understanding of insect—pathogen dynamics to see how genetic en-
gineering for higher virulence affects pathogen fitness. An important caveat, how-
ever, is that we quantify fitness solely for the case in which one pathogen strain
at a time infects the host population. Although, in so doing, we do not allow for
pathogen coexistence, our hope is that this approach nevertheless allows at least
preliminary insights into pathogen evolution in the face of host heterogeneity in
susceptibility.

6.2 Theory of Multigenerational Epidemics

Anderson and May’s work was based on earlier models of human epidemics
(Mollison 1995), especially the work of Kermack and McKendrick (1927). As
Kermack-McKendrick models (Box 6.1) are intended to represent single epi-
demics of human diseases, during which host population densities often change
only very slightly, they typically assume constant host populations. Anderson and
May’s innovation in creating models of disease in natural populations was to al-
low for host reproduction (Anderson and May 1978; May and Anderson 1978).
By considering only continuously reproducing hosts, however, Anderson and May
effectively allowed endemic diseases only, yet insect pathogens and many other
diseases are epidemic rather than endemic. More precisely, in many insects there
can be only one epidemic each year, because only larvae can become infected, no
new hosts are produced during the epidemic, and reproduction occurs only among
the survivors (Dwyer et al. 2000). Kermack—McKendrick models allow us to in-
corporate this kind of seasonality into long-term host—pathogen models in a natural
way, according to

Snt1 = g8 [1 — 2(Sp, Po)] , (6.1a)

Pn+1 = psurvival,lSnZ(Sn’ Pn) + psurvival,>1Pn . (61b)

Here g is net fecundity, S, and P, are the densities of hosts and pathogens at
the beginning of the epidemic in generation n, psurvival,1 is the probability that
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Box 6.1 SIR models in demographically closed populations

Kermack and McKendrick’s disease model in its simplest form, also known as the
SIR model, is given by

ds

—=—pSI, @
dl
S =BSI =@+, (b)
dR
= vI, (©

where S is the density of susceptible hosts, I is the density of infected and also in-
fectious hosts, R is the density of removed hosts, 8 is the rate at which the disease is
transmitted horizontally, and o + y is the rate at which infected hosts are “removed”
from the infection process by death o and immunity y (Kermack and McKendrick
1927). It is assumed that R(0) = 0. Note that dN /dt = 0, where N = S+ 1 + R,
so that N = N(0) = S(0) + 7(0) for all 7. The more general version of Kermack’s
and McKendrick’s model can distinguish between “infected, but not yet infectious”
hosts (so-called latent infected) and “infected and also infectious” hosts, and al-
lows for distributed delays between infection and infectiousness, just as between
infection and death or recovery. R for this model equals [B/(c + ¥)1Sg, where
So = S(0).

Kermack and McKendrick (1927) showed that z(Sg, Iy), the fraction of hosts
that will become infected after a long epidemic, can be expressed implicitly as

=z = @St (d)
To derive Equation (d), one assumes that the epidemic continues until 1 — oo.
This is loosely equivalent to continuing the epidemic until the density of susceptible
hosts is too low to allow transmission, which is a more reasonable assumption than
might first be imagined (Dwyer et al. 2000). The top curve in Figure 6.1 gives z
as a function of the scaled density Sy/S7, where ST = (o + y)/B is the threshold
density and the value of [ is taken as negligibly small, so that Equation (d) reduces
to

__B_
1 —z=¢ @m0 = =Koz (e)

with the basic reproduction ratio Ry = [B/(a+y)]1Sp (compare Boxes 2.2 and 9.1).
Figure 6.1 shows that no epidemic occurs for host densities below the threshold S7,
while above the threshold epidemic intensity climbs steeply with initial host density.
Moreover, it shows that there is always a nonvanishing fraction of susceptible hosts
that escape infection at the end of an epidemic, thus alerting us that the escapees
after an epidemic in the real world do not necessarily represent resistant hosts.
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pathogens produced during the epidemic survive to be infectious next season, and
Dsurvival,>1 1S the probability that pathogens surviving from previous epidemics
survive to be infectious in the following season. Most importantly, z(S,, Py) is the
fraction of hosts that become infected during the epidemic, which is determined
by a single-epidemic Kermack—-McKendrick model such as Equations (a) and (b)
in Box 6.1 [although, in practice Equations (d) and (e) in Box 6.2 describe epi-
demics of insect pathogens more realistically, as we discuss in Section 6.3]. For
an appropriate choice of parameter values, Equations (6.1) show long-term cycles
much like the cycles seen in many insect—pathogen interactions in nature (Varley
et al. 1973; Dwyer et al. 2000). The single-epidemic Kermack—McKendrick ap-
proach can thus be as useful in understanding epidemics in natural populations as
the continuous-time Anderson and May approach.

Both types of models, however, assume that host individuals are identical,
whereas, for many diseases, heterogeneity among individuals has important epi-
demiological effects. In Box 6.2, we extend the Kermack—-McKendrick approach
to allow for variability among individuals’ susceptibility to the pathogen, and we
show that this complication can have a strong effect on the outcome of epidemics.

6.3 Controlling Gypsy Moths by Genetically Engineered Viruses

The theory that we outlined in Sections 6.1 and 6.2 incorporates models of sin-
gle epidemics into models of long-term, host—pathogen population dynamics. In
this section, we show that these models can explain data collected for a virus of
gypsy moth (Lymantria dispar, a lymantriid lepidopteran) at a variety of spatial
and temporal scales. This explanatory ability suggests that we can use these mod-
els to quantify the fitness of pathogen strains of different virulence, indicating, in
turn, that we can predict the outcome of competition between wild-type and ge-
netically engineered viruses. Although we focus on the nuclear polyhedrosis virus
(NPV) of the gypsy moth, virus diseases have been found in a huge number of
insect species (Martignoni and Iwai 1986), and often have an enormous impact on
insect dynamics (Fuxa and Tanada 1987). We therefore expect our results to be of
general usefulness in understanding the ecology and evolution of these pathogens.

Interest in genetically engineering NPVs has arisen because NPVs are often
host-specific and are usually fatal, and, therefore, they can be useful in agricul-
ture and forestry as environmentally benign insecticides (Black ef al. 1997). A
significant problem with using NPVs as insecticides, however, is that they often
take 7 to 14 days to kill, which is much slower than conventional insecticides.
Consequently, efforts to genetically engineer NPVs have usually been focused on
increasing the speed of kill (here taken to be virulence). It remains to be seen,
however, whether such genetically engineered strains are able to out-compete wild-
type viruses, and thereby change the ecology of the insect—pathogen interaction.
Part of our intent in what follows is to predict the environmental impact of releas-
ing engineered virus strains into the environment.
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Box 6.2 SIR models accounting for host diversity in susceptibility

We assume that any variability in the transmission results from differences in host
susceptibility. To account for this variability we subdivide the single susceptible
class from Box 6.1 into a distribution of susceptibilities, again called S, and change
Equations (a) to (c) from that Box into

aS

3 =—BSI, (a)

dl o0

o 1/ BSB, 0 dp — (e + ), (b)
t 0

(Z—I: =7YR. (©

This model is used in this chapter to describe variability in the dose required to
infect an insect (Dwyer et al. 1997), but a similar model has been used to describe
heterogeneity in human immunodeficiency virus (HIV) transmission due to differ-
ences in sexual behavior (Anderson et al. 1986). The model framework is thus
general enough to allow for different underlying mechanisms, and similar models
can be constructed to include heterogeneity that depends on the infected host.

As with the Kermack—McKendrick model, allowing infectiousness and recovery
to vary with time since infection is not difficult (Dwyer et al. 2000). For example,
to describe epidemics of insect pathogens, the following model applies

aS

a5 = ASL (d)
dl o0

—=1(t—f)/ BS(B, 1 —T)df —al, ©)
dt 0

which accounts for most insect pathogens being fatal, and that transmission occurs
only after the host dies; / now represents the density of infectious cadavers rather
than infected hosts, and 7 is the delay that occurs between infection and death. For
the insect pathogens considered in this chapter (viruses of gypsy moths), epidemics
typically end after about 70 days (or about 5 to 7 times t) because larvae pupate
and, therefore, can no longer become infected.

To see the effects of heterogeneity in susceptibility, for either Equations (a)
through (c) or Equations (d) and (e), we can again calculate z(Sq, Ip), the fraction
of hosts infected at the end of a long epidemic (Dwyer et al. 2000), using

202
l—z= [1 + pC
oa—+y

—1/C?
(Soz + Io)] . ()

Here B is the average transmission rate in the population, C is the coefficient of
variation of the distribution of transmission rates in the population, and Sg =
fooo S(B, 0) dp [with y = 0 in Equations (d) and (e)]. In addition to letting t — oo,
the derivation of Equation (f) also assumes that transmission rates follow a gamma
distribution. This is clearly only an approximation of reality, but possibly a good
one.

continued
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Box 6.2 continued

Figure 6.1 shows the fraction of hosts infected z as a function of the scaled host
density Sp/St, where St is again the threshold population density, ST = /8.
The figure demonstrates that increasing heterogeneity in susceptibility C strongly
reduces the fraction of hosts that become infected during the epidemic z, but has no
effect on the threshold density at which epidemics first appear. This reduction in the
fraction infected z occurs even though the mean transmission rate f is unchanged,
showing that highly resistant individuals have a disproportionately large effect on
transmission.

Predicting virus epidemics in gypsy moth populations

First, we demonstrate that a single-epidemic model [Equations (d) and (e) in
Box 6.2] can provide a useful description of the biology of the gypsy moth virus
and the many similar viruses of other herbivorous Lepidoptera. The disease is
transmitted horizontally when larvae consume the virus on contaminated foliage,
and larvae that consume enough virus usually die (Cory et al. 1997; but see Roth-
man and Myers 1996). Near the end of the virus’s lifecycle inside the insect,
virally encoded chitinases and proteases break down the insect’s integument, so
that, shortly after death, the integument breaks open, releasing virus onto the fo-
liage where it is available to cause new infections (O’Reilly 1997). At high enough
densities of hosts and pathogens, epidemics occur that can annihilate gypsy moth
populations.

NPVs can survive outside of their hosts because the virions that contain
their DNA are packaged inside a polyhedral protein matrix that provides protec-
tion against environmental hazards such as dehydration and sunlight (Evans and
Entwistle 1987). As is typical of Lepidopteran hosts of NPVs, adult gypsy moths
cannot become infected, so virus epidemics must occur during the larval season.
In gypsy moths, epidemics are begun when larvae hatch from contaminated egg
masses (Murray and Elkinton 1989), and, in the years between epidemics, the
virus apparently survives in the leaf litter on the forest floor (Elkinton and Lieb-
hold 1990).

To understand the dynamics of the gypsy moth virus, we began with a stan-
dard Kermack-McKendrick model [Equations (a) and (b) in Box 6.1], into which
we incorporated a delay between infection and death (Dwyer and Elkinton 1993).
The delay is important because it takes about 10-14 days for the virus to kill an
infected insect, which is a substantial fraction of the 9—10-week larval season (at
the end of which larvae pupate, ending the epidemic). To test the usefulness of
this model, we used it to make predictions of the intensity of epidemics, which
required estimates of all of the parameters. Most of the parameters can be esti-
mated easily from the literature, with the notable exception of the transmission
rate 8. To estimate 8, we created small epidemics in experimental populations of
gypsy moths. We confined healthy and virus-killed cadavers in mesh bags on red
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Figure 6.2 Model prediction of virus epidemics versus data from natural populations
(Woods and Elkinton 1987, Woods et al. 1991). The model comprises Equations (d) and (e)
in Box 6.2. All of the model’s parameters were estimated independently of time-series data
[mean transmission B and coefficient of variation C are averages of experimental values for
feral larvae in Dwyer ef al. (1997)]. Larvae/m? indicates initial host density. Data source:
Woods et al. (1991).

oak (Quercus rubra) branches on trees in the field for a week, and then reared the
healthy larvae in individual cups of artificial diet in the laboratory until pupation.
Since the virus takes more than a week to kill, the experiment allows for only one
round of transmission.

The resulting parameterized model gives an excellent prediction of the course of
virus epidemics in natural populations at high density, but consistently underesti-
mates virus mortality in populations at low density. The missing detail in the model
appears to be host heterogeneity in susceptibility (Dwyer et al. 1997), specifically
variability in the dose of virus that it takes to infect an individual. Allowing for
this kind of heterogeneity in our model [Equations (d) and (e) in Box 6.2, with
an epidemic of length 70 days], showed first that heterogeneity causes transmis-
sion to be a nonlinear function of virus density [where transmission is measured
by —In(S7/S0), and S7/Sy is the fraction of uninfected larvae at the end of the
experiment]. Further experiments confirmed this effect (see Figure 6.3 for another
example), and parameterizing the new model with the transmission data gave a
much better ability to predict virus epidemics in the field (Figure 6.2).
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Fitness and genetically engineered virulence: A case study

As Figure 6.2 demonstrates, an important feature of our model is that it allows
us to extrapolate from the small scale of experiments to the large scale of natural
epidemics. Since the epidemiology of a pathogen essentially determines its fitness,
we have a practical method for estimating the fitness of gypsy moth viruses of
different virulence. An important point, however, is that here we quantify absolute
fitness somewhat differently than Anderson and May (or most disease modelers,
see Diekmann et al. 1990). That is, the usual expression for absolute pathogen
fitness Ry comes from continuous-time disease models, so that R is the number
of new infections per old infection. Since many insect pathogens have only one
epidemic per year, which is followed by a period of no transmission, a more natural
measure of fitness is the number of new hosts infected in the current generation per
infection in the previous generation — we use this alternative definition.

Given this definition, we can use the combination of theory and experiment
outlined above to estimate the fitnesses of wild-type and genetically engineered
gypsy moth virus strains. The engineered strain was produced by deleting the
ecdysteroid-UDP-glucosyl-transferase (egr) gene, and is thus known as egt-. egt
glycosylates ecdysteroids, which are molting hormones, so that insects infected
with the wild-type virus ordinarily do not molt to the next larval stage. Insects
infected with the egz- strain, however, do molt, unless their infection has advanced
to a stage where they are close to death at the time of molting (Park et al. 1996).
The egt- mutant kills about 25% faster than does the wild-type virus (Slavicek et al.
1999), suggesting that the egt gene is an adaptation that allows the virus to produce
larger quantities of virus particles (although the molecular mechanism underlying
the more rapid rate of kill is as yet unknown). Indeed, measurements of the amount
of virus produced by egf- mutants in viruses of other insects (notably Autographa
californica) show substantial reductions in the amount of virus produced, which
is presumably translated into a reduction in transmission (O’Reilly 1997). More
practically, because of their faster speed of kill, eg#- mutants could be a more effec-
tive insecticide for controlling insect populations (Black et al. 1997). In fact, egt
has been found in many different NPVs (O’Reilly 1997). However, for diseases
like NPV that must kill to be transmitted, higher virulence means a shorter genera-
tion time, and thus higher fitness. Therefore, strains that are engineered for higher
virulence may be able to out-compete naturally occurring strains. On the other
hand, if the wild-type gypsy moth virus does, indeed, produce greater amounts of
virus, its slower speed of kill may be compensated by a higher transmission rate,
leading to higher fitness overall. The kind of trade-offs seen in myxomatosis may
therefore reduce the risk of releasing genetically engineered insect viruses.

To assess the risks of such releases, we compared the fitnesses of wild-type and
genetically engineered egt- strains of gypsy moth NPV by experimentally measur-
ing their transmission rates, following our standard protocol (Dwyer et al. 1997;
except that we used oak branches in water jugs in the laboratory). Figure 6.3 shows
that the transmission rate of egz- is indeed lower than that of the wild-type virus.
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Figure 6.3 Results of a transmission experiment using wild-type and genetically-
engineered (egt-) virus strains. Points are data, and curves show best-fit to the relation
given by Equation (6.2).

From these data, we can estimate the mean transmission parameter 8 in Equa-
tions (d) and (e) in Box 6.2, noting first that the bags do not allow breakdown of
the virus, so that we can set / (¢) constant. If we then assume that the initial distri-
bution of susceptibility has a gamma distribution with mean g and coefficient of
variation C, from Equations (d) and (e) in Box 6.2 we can derive an expression for
transmission as a function of pathogen density (Dwyer et al. 1997),

—In (”;—Z) - éln [1+Bc1OT] 6.2)
where T is the length of the experiment and S (¢) is total host density at 7, S (1) =
fooo S(B, t) dp, so that Sp and St are the densities of healthy hosts at the beginning
and at the end of the experiment respectively.

To estimate 8 and C in Equations (d) and (e) in Box 6.2, we fit Equation (6.2)
to the data in Figure 6.3. Before making use of these estimates, however, we first
evaluate the usefulness of Equation (6.2), which gives a nonlinear relationship be-
tween transmission and pathogen density, for explaining the data in Figure 6.3,
especially compared to the same model without heterogeneity, which is a linear
function of pathogen density [for the linear model, C — 0, so that on the loga-
rithmic scale we have — In(So/S7) = BI1(0)T]. A lack-of-fit test rejects the linear
model for egz- at p < 0.05 and at p < 0.09 for the wild-type, but does not reject
Equation (6.2) for either strain (p > 0.8 in both cases), and the Akaike Information
Criterion (AIC) in both cases chooses the nonlinear model. These statistical tests
thus affirm that Equation (6.2) provides a useful explanation of the data, suggest-
ing that there is a significant effect of host heterogeneity on each strain (see Dwyer
et al. 1997 for further evidence for the wild-type). Above all, the two strains do
not differ in heterogeneity C (p > 0.5, bootstrapped differences of C), but differ
significantly in mean transmission rate, 8 (p < 0.018).

This statistical analysis also gives us estimates of the transmission parameters
B and C, which we can use in Equations (d) and (e) in Box 6.2 to ask whether
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Figure 6.4 Fitnesses of wild-type and genetically-engineered egz- virus strains, calculated
using Equations (d) and (e) in Box 6.2, for an epidemic that ends at 10 weeks due to host
pupation. Parameters for wild-type: g = 1.77 mzlday, C = 1.29, © = 12 days. Parameters
for egt-: B = 0.70 m2/day, C = 1.14, r = 9 days. B and C were calculated from the data
in Figure 6.3.

the transmission rate of egz- is sufficiently reduced relative to the wild-type to
outweigh its faster speed of kill [assuming for now that the breakdown rates of the
two strains, « in Equation (e) in Box 6.2, are the same]. With egz- killing about
25% faster than the wild-type virus (Slavicek et al. 1999) — for example, 9 days
instead of 12 — we can use the model Equations (d) and (e) in Box 6.2 to calculate
the absolute fitness of each strain, for an epidemic that lasts 70 days. Figure 6.4
shows that, over the short-term at least, the wild-type virus’s higher transmission
rate strongly outweighs the fitness disadvantage of its slower speed of kill.

It thus appears that, for the gypsy moth virus, there may be a trade-off between
virulence (speed of kill) and transmission rate (see also Cory et al. 1994). More-
over, this trade-off leads to a significant fitness advantage for the wild-type virus,
so that the engineered strain apparently will not out-compete the wild-type. Nev-
ertheless, we emphasize that our estimates of the relative fitnesses of the wild-type
and egt- strains are preliminary; not only do we not yet know whether the two
strains differ in the rates at which they break down in the environment, but also
we have only considered monomorphic pathogen populations. In particular, the
egt- strain is likely to have an added advantage in direct competition by virtue
of killing faster, and thus reaching uninfected insects before the wild-type strain
reaches them. The details of competition between the two strains within individual
hosts, which are as yet unknown, may also affect their competitive balance (May
and Nowak 1995).

These uncertainties mean that there is substantial room for doubt. Such uncer-
tainties are not trivial, because if the engineered strain is able to out-compete the
wild-type, then, as Figure 6.5 shows, the period of the cycles in the gypsy moth
population would be reduced from about 9 years to about 7 years, the amplitude of
the fluctuations would be reduced, and the mean density would be slightly higher.
Substantial ecological change might therefore result.
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Figure 6.5 Effect on gypsy-population dynamics of wild-type and egz- virus strains, based
on Equations (6.1), using model Equations (d) and (e) in Box 6.2 to calculate the fraction
infected during the epidemic.

6.4 Discussion

In this chapter we have tried to show the usefulness of simple mathematical models
for understanding the evolution of virulence. The general points that we empha-
size are, first, that simple mathematical models can give important insights into
the dynamics of disease in natural populations, and, second, that ecological mod-
els of disease dynamics can be useful in understanding the evolution of disease
virulence. Finally, and most importantly, simple models can be used to understand
the long-term and large-scale consequences of short-term, small-scale experimen-
tal measurements of pathogen fitness components. Simple mathematical models
can thus be useful tools for understanding the complexities of natural populations.

For the purpose of managing the virulence of insect viruses in agriculture and
forestry, our results tentatively suggest that viruses genetically engineered to have
higher virulence may often have lower fitness than wild-type viruses. Before we
can make this claim with confidence, however, we must develop a better under-
standing of how changes in virulence affect other pathogen fitness components
besides transmission, such as survival in the environment. We hope to have also
demonstrated that simple mathematical models can be a useful tool in these efforts.
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Contact Networks and the Evolution of Virulence

Minus van Baalen

7.1 Introduction

Virulence management can be defined as that set of policies that not only aims
to minimize the short-term impact of parasites on their host population (e.g., in-
cidence, mortality, and morbidity), but also to account for the longer-term conse-
quences of the evolutionary responses of these parasites, for example by adopting
measures that select for less virulent strains.

An important question pertaining to the scope of virulence management con-
cerns the effect of contact structures in the host population. For successful trans-
mission many parasites require close contact between the host they are infecting
and new susceptible hosts. Consequently, the network of social contact in their
host population is of paramount importance. It has already become clear that
differently structured networks lead to different types of epidemiology (Keeling
1999). For example, a sparsely connected host population is more difficult to in-
vade than a densely connected host population. But to what extent will the contact
structure of their host population affect the evolution of the parasites, in particu-
lar of their virulence? Can we change the selective pressures on the parasites by
modifying these contact structures? Claessen and de Roos (1995) and Rand e? al.
(1995) carried out computer simulations of evolving parasites in spatially struc-
tured host populations and concluded that less virulent (hypovirulent) parasites
are favored with respect to well-mixed systems. Clearly, parasite evolution does
depend on host population structure. Qualitative insight into the pertinent aspects
of population structure, in the form of social networks, is still lacking, however
(Wallinga et al. 1999).

Networks of social contacts may vary in a number of ways. First, the number
of social contacts per host may vary (across the host population and in time). The
relevance of whether a parasite’s host interacts with a large or small number of
other hosts is not immediately obvious, as explained below. Second, the overall
structure of the social network may vary. Consider the contact structures depicted
in Figures 7.1a and 7.1b. In both networks every host is connected to three other
hosts, but in one the overall structure is laid out in a regular fashion (Figure 7.1a)
whereas in the other it is completely random (Figure 7.1b). Watts and Strogatz
(1998) and Keeling (1999) showed that such variations in network structure may
have far-reaching consequences for, among other things, epidemiology. For ex-
ample, a parasite can expand more rapidly in a random contact network than in a
regular network, as suggested by the shaded nodes in Figures 7.1a and 7.1b. But
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Figure 7.1 A regular network (a) and a random network (b). Both have a neighborhood
size of three. In each structure, a focal host is indicated (black) with its neighbors up to two
links away (dark and light gray).

how is parasite evolution determined by the number of contacts and the structure
of the network? What are (if any) the evolutionary consequences of changes in a
network structure?

It is not easy to find answers to these kinds of questions. In fact, a simple evolu-
tionary analysis predicts no relationship between the number of contacts per host
and the evolution of virulence. The reasoning is as follows. Whether a given mu-
tant will increase (and hence invade a resident parasite population) is determined
by its basic reproduction ratio Ry, that is, by the number of new infections pro-
duced by a host infected with the mutant parasite. In the simplest host—parasite
models, this is given by the well-known expression

_ ﬂmutsﬂ<
d + oy

where By is the mutant’s transmissibility, S* = S is the encounter rate with sus-
ceptible hosts (whose density S* is set by the resident parasite), d the background
host mortality rate, and oy, the mutant’s virulence (disease-induced mortality
rate, Boxes 2.1 and 2.2; Anderson and May 1982; Bremermann and Pickering
1983; Lenski and May 1994; Van Baalen and Sabelis 1995a). [Note that this def-
inition of Ry is slightly different from the standard epidemiologic definition, in
which it represents the number of secondary cases produced by a single infected
individual in an entirely susceptible population. In an evolutionary setting, as in
this chapter, the relevant fitness measure is the number of descendants of a mutant
parasite introduced into a population in which a resident parasite is at equilibrium.
See Box 5.1 and Mylius and Diekmann (1995) for a further discussion of the rela-
tionship between these Rg concepts.]

A mutant parasite maximizes its fitness (i.e., its Rp) under all conditions if it
strikes the optimal balance of infectivity and host longevity (as it cannot influence

Ro : (7.1)
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the density of susceptible hosts). Such optimal exploitation on a per-host ba-
sis depends only on the relationship between per-contact transmissibility (8) and
disease-induced mortality (o). Since the optimum does not depend on population-
level quantities, how many susceptible hosts there are, or how many of these an
infected host will meet, is irrelevant (see Box 5.1 for more details). As a con-
sequence, no change in the hosts’ environment induces an evolutionary response
in the parasite population. This implies that virulence management should focus
on individual hosts and their current infections (for example, choosing among dif-
ferent medical treatments). Policies affecting the host—parasite interaction on a
larger scale (vaccination, sanitary measures) may have desirable consequences on
the epidemiological time scale, but may leave unchanged selection pressures on
the parasites: lowering the density of infected hosts does not necessarily affect the
optimal balance.

A number of observations suggest that parasite evolution does depend on such
factors. Ewald (1993, 1994a, 1994b) discusses several examples in which the
introduction of measures to hamper transmission is followed by a reduction in
evolutionarily stable strategy (ESS) virulence. His explanation is that when trans-
mission is more difficult the parasites are forced to deal more carefully with their
host. For example, this explains the reduction in virulence of certain pathogenic
bacteria infecting newborns in maternal wards after the introduction of measures to
improve hygiene. Conversely, when transmission becomes “easier”’, more virulent
strains have the advantage; this explains the emergence of more virulent parasites
in response to the turmoil associated with war (e.g., the 1918 influenza pandemic),
or to increased rates of global movement and partner change [as for the human
immunodeficiency virus (HIV)].

As discussed, the standard “Rp-argument” cannot explain such evolutionary
changes. However, since the argument is based on a number of simplifying as-
sumptions, certain aspects of host—parasite relationships are not taken into account.
For example, the standard argument assumes that hosts are exploited by single
clones of parasites only. If this assumption is relaxed, then within-host compe-
tition among the parasites may drive an eco-evolutionary feedback (Van Baalen
and Sabelis 1995a; Eshel 1977; Nowak and May 1994) that can explain Ewald’s
observations at least partially (Van Baalen and Sabelis 1995b; see Box 7.1). In
this chapter, it is shown that Ewald’s observations can also be explained if an-
other assumption is relaxed, namely that of a “well-mixed” host population. The
importance of this result is that contact structure becomes an essential aspect in
explaining virulence.

Paraphrasing Tolstoy, it can be said that all well-mixed populations resemble
one another, but that every structured population is structured in its own way. For
example, host and parasite populations may be subdivided into discrete subpopu-
lations, either because their habitat is patchy, or because the host forms different
social groups that do not mix [see Anderson and May (1991) for a number of
examples]. A common modeling approach for such cases assumes that subpopu-
lations are well-mixed, while between subpopulations hosts and parasites disperse
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Box 7.1 Models of virulence evolution accounting for within-host competition

Whenever multiple infections occur, a within-host conflict arises between the par-
asites. This conflict shifts the balance of virulence evolution toward the short-term
advantage of faster host exploitation and away from host preservation. Multiple
infection therefore favors increased virulence (Bremermann and Pickering 1983;
Frank 1992a; Van Baalen and Sabelis 1995a).

If multiple infection is a factor determining the evolution of virulence, there will
also be a feedback via epidemiology: the number of strains sharing a given host
depends on the risk of infection, and this risk depends, in turn, on the strategies
in the resident parasite population (Eshel 1977; Van Baalen and Sabelis 1995a;
Van Baalen and Sabelis 1995b). Evolution will then depend on the small-scale
interactions within hosts as well as on the large-scale interactions at the population
level.

One of the earliest attempts to understand the evolutionary consequences of
within-host competition is based on the assumption that more virulent parasites
quickly replace less virulent clones. This process, called “superinfection,” results
in intermediate levels of virulence (Levin and Pimentel 1981) and increased levels
of parasite polymorphism (Nowak and May 1994).

A problem with superinfection models is that the assumptions become highly
artificial when applied to strains that differ very little in virulence: increasing vir-
ulence a tiny bit entails a huge fitness benefit since in these models the ancestral
strain is assumed to be ousted immediately. Biologically, it is much more likely
that strains that differ very little coexist within a host for a certain time. “Coin-
fection” models therefore make no assumptions about within-host competitive ex-
clusion. However, unless alternative special assumptions are made, these models
are more difficult to analyze, because the bookkeeping is more complex (hosts with
one, two, three, etc., infections need to be tracked separately). Van Baalen and
Sabelis (1995a) showed that, if the number of coinfections is limited to two, in-
creased virulence results, but no polymorphism develops. Mosquera and Adler
(1998) combined superinfection and coinfection models into a single framework.
For more details on these models, see Chapters 9 and 10.

Another approach is to ignore the discrete character of infection events and fo-
cus instead on average relatedness among the parasites. This type of modeling,
pioneered by Frank (1992a, 1994b, 1996c; see Box 11.1), allows analytic insight
into the effects of within-host competition, but it is difficult to incorporate epidemi-
ology into such models. Using this approach, Gandon (1998) argued that propagule
survival affects the evolution of virulence through changes in average relatedness
among the parasites (see also Chapter 11). Analysis of coinfection models sug-
gests that within-host competition may include a component that favors reduced
virulence, that is, parasites trade-in their capacity for within-host growth for an
increased competitiveness (Chao et al. 2000).

Yet another approach ignores multiple infection altogether and focuses on the
within-host diversity generated by mutations during within-host replication (Nowak
et al. 1990; Nowak and May 1992). Such models are geared to take the immune
system process into account, but are difficult to link to epidemiological models.

Notice that since within-host competition depends on multiple infection, the
evolution of virulence depends on many epidemiological details that can be inter-
fered with, thus greatly enhancing the scope for virulence management (Van Baalen
and Sabelis 1995b).
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Table 7.1 Events in a two-strain SIR model.

Event Rate
Infection 1S — 11 B
JS— JJ B
Recovery I —- R 0r
J— R 0y
Loss of immunity R— S p

“Mirror image” pair events always have the same rate.

much more slowly. Often, however, such a structure exists even when boundaries
between subpopulations are less clear, or do not exist at all. Human populations,
for example, tend to be highly structured, even when clear boundaries are absent.
Such systems are much harder to analyze.

Populations without an imposed large-scale spatial structure, but with local dis-
persal, are called “viscous” (Hamilton 1964) or “mobility limited” (de Roos et al.
1991) populations. Such populations are much more “grainy” than well-mixed
populations: instead of all members experiencing the same environment, individ-
uals interact with their own local neighborhood, which consists of a finite number
of other individuals, each of which may be infected or not.

This type of model is often studied by means of computer simulation of the so-
called “probabilistic cellular automata” (PCA). In such simulations the state of a
lattice of sites (a network of hosts, as is the case here) is changed by the occurrence
of local events (birth, death, infection, and so on) that are governed by simple and
local rules. Usually, the sites are arranged so as to form a regular, square lattice,
in which every individual either interacts with its four or eight closest neighbors.
This is, of course, a natural assumption if the system studied (plants, for example)
inhabits a two-dimensional world. However, in many systems, in particular when
interactions are determined by social relations rather than purely by geographi-
cal distance, other arrangements may be more appropriate (Keeling et al. 1997,
Keeling 1999; Keeling 2000).

Spatial host—parasite dynamics have been studied for some time using the PCA
approach (Sato et al. 1994; Rand et al. 1995; Rhodes and Anderson 1996; Jeltsch
et al. 1997). More recently, the so-called pair dynamics (or correlation dynamics)
approach has proved useful in explaining phenomena observed in these studies
(Satd et al. 1994; Keeling et al. 1997; Boots and Sasaki 1999; Keeling 2000). This
is a mathematical technique to analyze spatially extended systems (Matsuda et al.
1992; Sato et al. 1994; Van Baalen and Rand 1998; Van Baalen 2000; Iwasa 2000;
Satd and Iwasa 2000). For example, a correlation dynamics model accurately
predicted temporal patterns observed in childhood diseases in terms of contact
structures (Keeling et al. 1997; Keeling 1999; Keeling 2000). Here, this technique
is used to explore how social structure of the host population might affect the
evolution of parasites, in terms of neighborhood size (the number of hosts a given
host interacts with) and a parameter that describes the structure of the network.
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Insight into the factors that determine selection pressures on parasites is vital
for the development of virulence management strategies. If the shape of contact
networks influences the evolution of virulence, then we know that virulence re-
flects not only small-scale (within-host) processes, but also larger-scale processes
(comprising groups of hosts). Such knowledge may suggest ways to favor less
virulent parasites by modifying the structure of contact networks or by changing
the way parasites can spread through these.

7.2 Epidemics on Contact Networks

Hosts are assumed to form a fixed social network, in which every host is in contact
with n other hosts, which here is called the host’s interaction neighborhood. Any
host is either susceptible S, infected with one of the two parasite strains / and
J, or recovered and immune to infection by both parasite strains R. The events
that change the state of the network are listed in Table 7.1. All these changes are
stochastic; the associated rates are the probability per unit time for these events to
occur. The model thus defines a PCA with asynchronous updating.

Assuming a fixed network means that there is no host dynamics in the model.
This may be a reasonable assumption in many cases, but it renders the concept
of “virulence” problematic. Usually, virulence is defined as the increase in host
mortality [factor @ in Equation (7.1)] or, more generally, as the reduction in host
fitness. In the present model there is no host mortality, and thus no proper “viru-
lence.” For simplicity, it is assumed that there exists a trade-off between parasite
virulence and clearance rate 6: the more infectious (“virulent”) a parasite, the
quicker it is eradicated by the host’s immune system. The underlying idea is that
such parasites are more detrimental to their hosts, which therefore put more effort
into counteracting them. Of course, other relationships can be envisaged as well.
For example, there could be a relationship between the parasite’s host-exploitation
strategy (“virulence”) and the duration of the ensuing period of immunity. This
yields a similar but more complex model (as different classes of immune hosts
need to be tracked). A full analysis of the evolution of virulence requires that host
dynamics be taken into account as well, but this is beyond the scope of this chapter.

Note that in Table 7.1 transmission events are characterized in terms of the
per-contact transmission rate 8. If this is fixed, the total transmission rate will be
proportional to the number of contacts per host (i.e., to neighborhood size). Here,
however, we are more interested in the consequences of the structure of the contact
network than in the consequences of the absolute number of contacts. Therefore, it
is assumed that per-contact transmission rates are inversely proportional to neigh-
borhood size n,

IBX = ’B_x s (7.2)

n

with x = I or J. Consequently, the total infectivity B, of an infected host is
constant, but spread out over more hosts if neighborhood size increases (i.e., the
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per-contact transmission efficiency B, decreases, but this is counterbalanced by
the larger number of contacts).

At the lowest level the model is thus defined exclusively in terms of local and
discrete events. The question now is how the model behaves at a larger scale, that
is, how the numbers of host in the various states change over time in the network.

7.3 Mean-field Dynamics

Before analyzing the viscous system, it is insightful to consider the equivalent
nonstructured (“mean-field”’) model. This tells us what to expect in the standard
case of no social structure, that is, when every host can potentially infect every
other. The mean-field model is therefore obtained by letting the neighborhood size
n go to infinity: every infected host can potentially infect every susceptible host.
This yields

[S1 = —B1[SII] — Bs[SI[J] + p[R], (7.32)
(11" = BiISII] = 0;111, (7.3b)
1 = B;S1J1— 6,11, (7.3¢)
(R =60;[11+60;[J]1 - p[R], (7.3d)

where [S], [1], [/], and [R] are the densities of susceptible, infected, and recovered
hosts, respectively. The total density of hosts does not change, and is scaled to
one. This set of equations is a very basic model that has been studied extensively
(Anderson and May 1991; see Boxes 2.1, 2.2, and 9.1). The main difference to
the usual formulation is that host mortality is not included; normally, it is assumed
that when a host dies, it is replaced instantaneously by a susceptible host, but
this presupposes extremely tight control of the host population. In the present
model, there is essentially no host population dynamics: from the viewpoint of the
parasites, the host population (and its social structure) is “frozen” in time.

If one of the parasite strains (say strain J) is rare, the other strain (strain /)
settles at a stable equilibrium ([S]*, [/]*, [R]*). Parasite strain J is able to invade
this equilibrium if [J]' is positive when [J] is small, which is the case if

BIST =6, >0. (7.4)

The invasion condition can also be expressed in terms of the mutant’s basic repro-
duction ratio Ro(J),

BsLST*
6y
which gives the number of secondary infections caused by a host infected with

the mutant J in a population infected by the resident parasite /. Since in a well-
mixed population the mutant does not influence the density of susceptible hosts it

Ro(J) =

> 1, (7.5)
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Figure 7.2 Simulations of the dynamics across a network. The hypovirulent strain J (black
area) of parasites can invade and replace the strain adapted for well-mixed host populations
I (dark gray shade; white, susceptible hosts; light gray shade, immune hosts). A total of
3600 hosts are arranged in a triangular lattice (with periodic boundary conditions), in which
every host is connected to its six nearest neighbors (i.e., n = 6). Parameters: 8; = 30,
0y =1,85 =25,60; =0.9, p = 0.1. In addition to the events listed in Table 7.1, a small
mutation rate is included: a fraction (0.001) of the infection events produces a host infected
with the other type. The simulation was started with only parasite / present, close to the
equilibrium for well-mixed populations.

encounters ([ST* is set by the resident), its evolutionary success is entirely deter-
mined by its “per-host transmission factor” 8;/6;, that is, by infectivity times the
mean duration of the infective period.

Since equilibrium conditions imply

«_ U1

[S] B (7.6)
it can be concluded that the strategy with the largest per-host transmission factor
B/06 is the ESS. Note that this maximum is independent of the density of suscep-
tible hosts (the role of the per-host transmission factor is explained in more detail
in Box 5.1; see also Bremermann and Pickering 1983; Lenski and May 1994; Van
Baalen and Sabelis 1995a).

7.4 Across-network Dynamics

In a well-mixed population, all that matters to a parasite is to maximize the per-
host transmission factor by striking the optimum balance of intensity and duration
of infectiousness. In a structured host population, however, the situation is dif-
ferent. A first indication is provided by the simulation presented in Figure 7.2,
which shows a parasite with a per-host transmission rate almost 8% lower than the
strain that maximizes per-host transmission (the ESS in well-mixed populations
can invade and replace the latter). Hence, compared to well-mixed populations,
spreading through contact networks favors reduced virulence. Our task is now to
determine why this is the case and to determine ESS levels of virulence in contact
networks.

The change in selection pressure on virulence turns out to be tightly coupled
to the distribution of susceptible, infected, and immune hosts across the contact
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Figure 7.3 Clusters of the hypovirulent strain J (squares) competing with the strain adapted
for well-mixed populations / (triangles) on a triangular lattice (n = 6). Susceptible hosts
are represented by small points, immune hosts by gray circles. The snapshot is taken at
t = 200 from the simulation presented in Figure 7.2.

network. Figure 7.3 is a snapshot of the network when the mutant of Figure 7.2 is
invading. As can be seen, the parasites’ distributions are far from homogeneous.
Though there are no clear boundaries separating patches, patches of infected hosts
tend to be surrounded by regions of immune hosts. This, of course, blocks the
parasites’ transmission into regions with many susceptible hosts. The distribution
is highly dynamic. Patches of immune hosts lose their immunity and at some
point in time a parasite breaks through and infects the hosts. The peaks in the
time series (Figure 7.2) represent such episodes of parasites bursting into patches
of susceptible hosts.

Since it is able to invade, mutant J is somehow better adapted to spread through
the network. The snapshot presented in Figure 7.3 contains a clue about what
may be happening. If we calculate the global densities in the network as well as
the local densities that surround the two strains of parasites (results are shown in
Figure 7.4), we observe that a host infected with a hypovirulent parasite J has
on average more susceptible hosts in its immediate neighborhood than does the
more virulent strain / (about twice as many). Reducing virulence therefore seems
to allow the hypovirulent strain to exploit the fact that immune hosts lose their
immunity after a while. Strain / cannot easily profit from this because the strains
tend to be segregated across the network. Figure 7.4 shows that parasites of strain
J have fewer parasites of strain / in their neighborhood and vice versa.

It can be shown (Matsuda et al. 1992; Van Baalen and Rand 1998; Van Baalen
2000; Dieckmann and Law 2000) that local densities equilibrate faster than global
densities. In particular, a mutant parasite strain that is globally rare experiences
a characteristic environment that includes related mutants, because an invading
mutant tends to form clusters if infection is local. The characteristics of such
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Figure 7.4 Global and local densities of susceptible and infected hosts and of parasites.
The local densities experienced by parasites / and J correspond to the distribution shown
in Figure 7.3.

clusters, viewed as more or less coherent units, determine the invasion success
(Van Baalen and Rand 1998).

Thus, to understand the epidemiology and evolution in contact networks, we
have to account for the heterogeneous distributions of the parasites. This is partic-
ularly important when considering the fate of (globally) rare mutants. One way to
study evolutionary outcomes is to run simulations in which many strains of para-
sites compete over a range of aspects like neighborhood size and the geometrical
structure of the contact network. An initial disadvantage of such an approach is
that it is very computationally intensive (the single simulation shown in Figure 7.2
took several hours on a desktop computer). More importantly, even though the
network is fairly large (3 600 hosts), the resultant dynamics are characterized by
much demographic stochasticity. In particular, this is a major drawback if the aim
is to study evolution, as numerous invasions have to be “tried” before one can de-
cide that a certain mutant is likely to invade (Claessen and de Roos 1995). And
even after numerous simulations, it may still be very difficult to gain insight into
exactly which aspects of the interaction are important, as the simulations have to
be repeated for many different combinations of parameters. It is here that the cor-
relation dynamics approach can lead to greater insight.

7.5 Pair Dynamics

The differential Equations (7.3a) to (7.3d) keep track of the densities of suscepti-
ble, infected, and immune hosts. Such densities are nothing more than the proba-
bilities that a randomly picked host is in a given state. In a similar fashion, we can
define the densities of pairs (or “doublets”) of neighboring hosts: these represent
the probability that a pair of connected hosts is in a given combination of states (for
example, one susceptible and the other infected). As for the “singlets,” differential
equations can be derived for the changes in the densities of doublets. This gives
rise to an increased number of differential equations (one for every combination
of states). These differential equations are rather complex because they keep track
of all possible transitions that create and destroy pairs. For comparison: the only
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singlet “events” are S — I, I — R, and R — §; the set of pair events is much
larger: SS — IS,1S — RS, SS — RS, SR — IR, etc. The full set of equations
taking into account all pair events is given in Box 7.2.

The major advantage of knowing pair densities is that local densities (the quan-
tities shown in Figure 7.4) can be calculated directly. A local density of x experi-
enced by y is simply the conditional probability that a given neighbor of a site in
state y will be in state x, and is given by

[xy]
1
where [xy] is the density of xy pairs of hosts (x, y = §, I, R) and [y] is the density
of y-state hosts.
From the pair equations (given in Box 7.2) it follows that the global dynamics
of both parasite strains are given by

[x]y = (1.7)

11 = (B[Sl —6n) 11, (7.8a)
(1 = (BsIS1y =6 [J]. (7.8b)
Rewriting in terms of reproduction ratios, the condition for invasion of strain J is
S
Ro(J) = /319[_]1 >1. (7.9)
J

The important aspect is that the expected rate of increase of parasite strain J does
not depend on the global density of susceptible hosts [S], but on their local density
[S1s. A hypovirulent strain can then invade if it can offset its less efficient host-
use (indicated by its reduced per-host transmission ratio 87 /6;) by surrounding
itself with a higher density of susceptible hosts [S];. Hypovirulent parasites can
then be said to exploit their local host population more prudently. Such prudent
exploitation cannot evolve in well-mixed systems, in which both strains exploit the
same global population of susceptible hosts. In viscous systems, however, both
strains are segregated to a certain extent (see Figures 7.3 and 7.4), which makes it
difficult for more virulent strains to profit from the increased density of susceptible
hosts that surrounds the hypovirulent parasites.

The local density of susceptible hosts rises if the parasites shorten the immune
period (at a cost of reduced infectivity). The parasites “wait,” as it were, for im-
mune hosts to become available again. If they are too “impatient” they surround
themselves quickly by immune hosts, and so their spread is blocked. Their prob-
lem is that increasing the density of susceptible hosts may be exploited by com-
peting parasite strains; they must not give away too much if there are too many
of these in their neighborhood. It is therefore the clustering of the parasites in the
network that favors the reduced virulence. In this system, reduced virulence is
essentially an altruistic trait, disadvantageous for the parasite itself but of benefit
to the parasites in their environment. In viscous populations these neighboring
parasites tend to be related; hence the evolution of reduced virulence is an exam-
ple of kin selection (Hamilton 1964; Maynard Smith 1964). Any parasite unit (a
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Box 7.2 Pair approximation for incompletely mixed host populations

Since the pioneering work of Kermack and McKendrick (1927) the standard frame-
work for epidemiological models is based on the assumption that the host popula-
tion is well-mixed. That is, every host is equally likely to meet (and transmit any
infection to) every other host in the population. This is obviously not true in many
cases, and mathematical techniques have been developed to deal with the epidemi-
ological consequences of spatial and/or social structures. One of these techniques
is the correlation dynamics or pair approximation approach.
This method is based on three ingredients:

The network that represents space or social structure (such as shown in Fig-
ure 7.1);

The set of states that any site may be in (here, the susceptible state S, the infected
states / and J, and the recovered state R);

The set of rules for how sites may change state (listed in Table 7.1).

The simplest correlation dynamics equations keep track of the states of neighboring
pairs of hosts on the lattice (Matsuda et al. 1992). If [xy] denotes the proportion
of pairs in states x and y, either the x or the y site can change through one of the
events listed in Table 7.1. Notice that both individuals in such a pair also form pairs
with other individuals for which events may occur. For the model summarized in
Table 7.1, the differential equations for the resident SIR system therefore have to
take into account all the transitions shown below.

S —> IS ——>» RS

Lol

SI ——> I —> RI

L]

SR IR RR

In deriving the differential equations for the changes in densities of pairs, use is made of
the fact that the densities in the network of symmetrical pairs (for example, the densities
of SI and 1S pairs) are identical.

The resultant differential equations are:

[SS)' = 2p[RS] —2B;(1 — n~ H)[I15s[SS] .

[SI7 = Br(1 — n~HL1ss[SST— (Br(n™" + (1 —n~HLgp) +v)S1)

+pIRIT,

[SRY = 60;[SI1 — {B1(1 — n~V)[IIsg + p}[SR] + p[RR],

U1 =281~ + (1 —n DI ISIT - 201117,

URY =B (1 —n~ HsrISRI = [p +0,1LIR] + 0,111,

[RRY =20;[IR] —2p[RR].

continued
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Box 7.2 continued

[x]y; denotes the proportion of sites neighboring yz pairs that are in state x, i.e.,
[x]y; = [xyz]/[yz]. The equations involving J are analogous to those involving
1. Van Baalen (2000) explains in detail how these differential equations are derived
from the set of transitions. Keeling et al. (1997) have analyzed a more complex
version of this model.

Since [x] = [xS] + [xI] + [xJ] + [x R], the dynamics of singlets follows from
that of pairs,

(x]" = [(xS) + [xI1 + [xJ) + [xR] .

This results in Equations (7.8), but only if every host has the same number of con-
tacts. If the number of contacts varies, differential equations that describe singlet
dynamics have to be derived separately (Morris 1997; Van Baalen 2000).

The set of equations that describe pair dynamics is exact but it is not yet closed.
The problem is that some of the equations depend on quantities of the type [x]yz,
which depend on the densities of xyz-triplets in the network. Van Baalen (2000)
showed that the local density [x]y; can be approximated by

[x]yz = [x]y{(1 — €) + eCxz}Txyz »

where e is the proportion of triplets that are in a closed triangular configuration
and Cyx; = [xz]/([x][z]) is the correlation between neighboring sites in state x
and z (see also Keeling 1999). The remaining problem is to find correction factors
Txy that preserve the consistency of the system. One cannot simply assume that
all yy; = 1 because then the [x]y; will not, as they must, add up to 1 when
summed over all x. There are several alternative choices for the txy, that preserve
consistency but it is as yet unknown which one leads to the best approximation. The
assumption adopted here is

Txyz =1 if x #z,
and tyy; is chosen such that
[elyz = 1— ) [xly: .
X#z

This is the simplest choice and has been demonstrated to work quite well in other
cases (see Van Baalen 2000).

clone infecting a given host) does best by optimizing its per-host transmission ra-
tio. Reducing virulence therefore does not benefit the individual itself, but rather
the cluster of related individuals to which it belongs (Van Baalen and Rand 1998).

7.6 Implications of Network Structure

Let us now start to vary the structure of the contact network. Consider first the
consequences of a finite neighborhood per se. Figure 7.5a shows that the hypovir-
ulent parasite can only invade and replace strain / if the neighborhood size is fairly
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Figure 7.5 Equilibrium densities of strain / (adapted to well-mixed populations) and
hypovirulent strain J for different neighborhood sizes n in (a) random and (b) regular
(e = 2/5) contact networks.

small (i.e., if 1/n is larger than a threshold value). This is no surprise because if
n becomes large the system approaches a well-mixed system to which strain 7 is
adapted (as it maximizes the per-host transmission factor).

Working out the effects over all the network structure is more complicated.
For this we need a parameter that describes whether the network is regular (as in
Figure 7.1a), random (as in Figure 7.1b), or in between. Such a parameter emerges
from a close consideration of the assumptions that underlie the pair equations (Van
Baalen 2000).

The differential equations for singlets depend on the densities of pairs (for ex-
ample, [/] depends on the density of SI pairs). In a similar fashion, the differ-
ential equations for the pairs may depend on triplet densities. More precisely, the
differential equation for a given pair may depend on local densities of the form

Leyz]

[yz]
In effect, it is necessary to approximate [x]y, in terms of pairs. In technical terms,
a “closure assumption” must be made. The simplest possible approximation is the
“pair approximation” given by

[x]yz ~ [x]y > (7.11)

which assumes that the probability of finding a neighbor of y in state x is inde-
pendent of the fact that one of y’s other neighbors is in state z (Matsuda et al.
1992).

Pair approximation is only one of the many possible ways to “close” the set of
differential equations (see Van Baalen 2000; Dieckmann and Law 2000; Bolker
et al. 2000), and consideration of the network structure becomes important in
choosing a way to “close” the equations. The pair approximation can be shown
to represent best random contact networks, such as depicted in Figure 7.1b. In
more regular networks, however, a pair of neighbors share part of their neighbor-
hood. For example, in the triangular lattice depicted in Figure 7.3, a pair always
has two common neighbors.

[xly: = (7.10)
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For such triangular lattices we can use the fact that 2/5 of all randomly picked
triplets will be triangular (i.e., with a connection between the far ends). In Box 7.2
an expression is given for the conditional probability [x],, that takes into account
the correlation between x and y’s z-neighbor based on the assumption that a pro-
portion e of triplets are triangles.

This approximation allows the consequences of different degrees of network
regularity to be assessed: e = 0 for random lattices, e = 2/5 for triangular lattices,
and semi-regular networks have intermediate e values. In more everyday terms, e
is a measure of the likelihood that a relation of one neighbor is also a relation of the
other: if e is large, the friends of my friend are probably also my friends, whereas
if e is zero, my friend and I have no common acquaintances. By varying e we can
investigate some of the consequences of changes in overall social structure while
keeping the number of contacts per host constant.

Figure 7.5b shows that for regular networks (with a fixed proportion e = 2/5
of triangles) the hypovirulent strain J can invade and replace strain [ at a larger
neighborhood size than for random networks. This suggests that regularity favors
reduced virulence. Conversely, disruption of a social network from regular to ran-
dom benefits the more virulent parasites.

Note that for the regular network, even the hypovirulent strain cannot maintain
itself at low neighborhood sizes (approximately n > 4; see also Satd er al. 1994).
It may be possible that strains with even lower virulence are able to maintain them-
selves. The information gained by letting only two strains compete is thus limited.
More strains must be considered, but this poses some problems. Which strains
are possible? Which of these will natural selection weed out? Does the parasite
population become monomorphic? How will the ensemble of strains respond to
changes in their host population? These and related question are the domain of
adaptive dynamics models (Dieckmann and Law 1996; Metz et al. 1996a; Geritz
et al. 1997). The focus here is on potential evolutionary endpoints only, at which
the resident population comprises a single strain of parasites.

7.7 Evolutionary Stability

When considering a multitude of parasite strains, we have to specify a constraint
that links all possible transmissibilities 8 to a recovery rate 6. Ideally, this con-
straint should be derived from a submodel of how the parasites interact with their
host’s immune system, but this is quite an ambitious undertaking. Here, we ana-
lyze the example

0(B) =6 + cB?, (7.12)

which assumes that the recovery rate increases more than linearly with the para-
site’s infectivity. The idea behind the monotonic shape of this relationship is again
that more transmissible parasites are likely to be more detrimental to their hosts,
which will consequently put more effort into combatting them. Notice that we have
to assume that the relationship between 6 and B is nonlinear with a coefficient c,



100 B - Host Population Structure

for otherwise there is no intermediate level of virulence that optimizes per-host ex-
ploitation (see the figure in Box 5.1). Equation (7.12) then is the simplest choice.

Maximization of the per-host transmission factor §/6(8) gives the ESS viru-
lence 8* in a well-mixed system,

p* = /bo/c . (7.13)

The question now is how the ESS changes when the host population is not well-
mixed, but socially structured. Whether or not a mutant J will invade a given
resident population is, in general, determined by its invasion fitness, denoted by f;
and defined as its expected rate of increase when globally rare (Metz et al. 1992;
Rand et al. 1994). For the socially structured SIR model, f; cannot be calculated
analytically, but for the present purpose a numerical analysis is sufficient.

The dynamics of the resident parasite I can be simply established by numeri-
cally integrating the differential equations for [SS], [S7], [SR], [/ R], and [RR].
In a well-mixed model, the system always results in a stable endemic equilibrium;
the same is true for the network-structured model (in fact, the analysis would be
much more difficult if the resident parasite gave rise to cycles or chaotic dynam-
ics). From the values of the pair densities we can infer the mean density of a
resident parasite and the degree of clustering that it causes.

Subsequently, we can numerically calculate the selection pressure from the
dynamics of a globally rare mutant parasite strain J with a strategy close to that
of the resident (i.e., 8; = B; + AB, with A < B;). The mutant dynamics are
described by four more differential equations (we need differential equations for
[SJ], [JJ], [RJ], and [ J], which are derived as outlined in Box 7.2). When the
mutant is rare, its effect on the resident system can be ignored and the pair densi-
ties [SS], [SI], [SR], [I R], and [R R] remain at their equilibrium values. From the
mutant dynamics, the mutant’s invasion fitness can be calculated and from this, in
turn, the selection pressure, which is proportional to (f; — f7)/AB. By contin-
ually adjusting the resident strategy f; in the direction indicated by the selection
pressure until the selection pressure becomes zero, the evolutionary endpoint is
eventually found numerically. (The method ensures that the point thus found is
convergence stable. As only one mutant is tested at a time, it does not identify
branching points, at which the parasite strains diverge because of disruption se-
lection; see Metz et al. 1996a; Geritz et al. 1997.) Notice, however, that for this
particular model such divergence is unlikely; the construction of the model means
that the point found by the procedure used here will always be an ESS, that is,
correspond to a fitness maximum.

Figure 7.6 shows the results of an extensive parameter survey relating ESS in-
fectiousness B* to the network parameters. It confirms that, in general, a reduction
of the hosts’ neighborhood size is followed by a reduction in ESS virulence. The
same is true if the regularity of the network (the proportion e of triangular connec-
tions) increases. Note, however, that Figure 7.6 predicts that if e is large (many
triangles) and n is low (few connections), ESS virulence may increase again; how-
ever, these are very extreme cases and it may actually be impossible to construct
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Figure 7.6 ESS transmissibility B* [under the constraint 6(8) = 6y + cﬂz], as a function
of neighborhood size n and network regularity e. Parameters: 8y = 1/2, ¢ = 1/1800 (this
parameter combination implies that 8* = 30 in a well-mixed host population), and p = 0.1.
For combinations of small 7 and high ey, (gray area) the parasites always become extinct
and hence an ESS is not feasible.

networks with such a combination of parameters. In most of the parameter region
the pattern is remarkably clear: departures from well-mixedness favor reduced
virulence.

7.8 Discussion

In socially structured host populations, less virulent parasites are favored compared
to well-mixed host populations. To understand why one must focus on how a clus-
ter of related parasites can expand through the social network. Clusters of virulent
parasites tend to overexploit their local host population, which blocks their spread,
whereas clusters of hypovirulent parasites exploit their hosts more prudently and
can more easily expand. The effect is quite sensitive to the structure of contacts in
the host population. The greater the neighborhood size of the hosts (the number of
hosts a given host interacts with), the more the system approaches the dynamics of
a well-mixed system, which benefits the more virulent strains. Figure 7.6 suggests
that the same holds true when the network becomes more irregular.

Thus relatedness among parasites, whether it occurs within hosts (see Box 7.1)
or between hosts, tends to favor reduced virulence. Anything that disrupts the pat-
tern of relatedness among the parasites will favor increased virulence. It is shown
here that increasing contact number or network randomness favors increased vir-
ulence; Boots and Sasaki (1999) showed that the same holds when infection is
increasingly long-range as opposed to local. The same result can be expected for
increases in host mobility, background host demographic rates, partner change (for
sexually transmitted diseases), etc., since all these processes tend to disrupt pat-
terns of relatedness.
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An important aspect that remains to be studied is the relationship between the
hosts’ (physical) density and its contact structure. Neighborhood sizes may in-
crease if host density increases, but also they might not. For example, in human
populations one might suppose that the number of (sufficiently intense) social con-
tacts would be almost independent of population density. Edmunds ez al. (1997)
recently carried out a survey to assess the number of contacts that are (presum-
ably) suitable for the transmission of respiratory diseases. They found that the
number of such contacts was remarkably constant across period of the week and
age; subjects talked on average to about 30 persons per day (with the exception
of Sundays). It would be very interesting to carry out similar surveys in differ-
ent areas with different population densities, while also trying to assess network
structure. The expectation is that the number of contacts will appear to be roughly
the same, but that different densities will lead to different degrees of structure in
the contact network. In rural communities an individual’s contacts are also very
likely to know each other, which is not necessarily the case in high-density areas
(i.e., cities). If increasing (physical) density thus renders the contact structure less
regular, we can expect parasites to evolve an increased virulence in response.

The model studied in this chapter is not very satisfactory as a model for the
evolution of HIV: the assumption that every host has exactly » concurrent sexual
relationships is rather extreme. (Contact network models for the spread of HIV
are more complicated than those studied here and include processes like partner-
ship formation and breakup, etc.; see Kretzschmar 1996; Kretzschmar and Morris
1996; Morris and Kretzschmar 1997.) Nonetheless, assuming that HIV infecting
social networks exhibits similar relatedness patterns can give some insight into
how HIV is likely to respond to changes in population structure. In particular, it is
predicted that more virulent strains of HIV will emerge when the contact network
becomes less regular. That is, evolutionary responses will ensue even if individual
behavior does not change (the number of sexual partners remains constant and so
forth).

The analysis, as reported in this chapter, confirms Ewald’s hypothesis to a cer-
tain extent. That is, more “sparse” and more regular connection networks favor
less virulent parasites. However, it should be realized that kin selection is at the
heart of this phenomenon. The explanation is not that reduced virulence results
because “the” parasite has to be more careful with “its” host, but rather that it
allows a cluster of related parasites to exploit the local supply of hosts more effi-
ciently. Changes in the pattern of relatedness thus entail an evolutionary response
that results in a change in virulence.

Insight into the evolutionary consequences of contact structure is necessary to
develop adequate “virulence management” strategies. In the first place, we need
to know when (and how) social structure must be taken into account. Furthermore,
such an insight might suggest opportunities to change the selection pressure acting
on parasites. Of course, possible modifications to the contact network structure
are limited and, in human populations, often plainly unethical. However, in some
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cases we are able to influence some social structures, such as classrooms in schools
etc. (Keeling et al. 1997).

Changing contact patterns may lie behind the phenomenon of many “emerging
diseases” (Morse 1993). For example, McNeill (1976) hypothesized that syphilis
emerged in the Middle Ages when the parasite that causes a leprosy-like disease
called yaws changed its transmission strategy in response to altered patterns of so-
cial interaction. This particular hypothesis is, of course, difficult to test; nonethe-
less it underscores that social behavior may affect parasite evolution and hence
should be part and parcel of virulence management.
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Virulence on the Edge: A Source-Sink Perspective
Robert D. Holt and Michael E. Hochberg

8.1 Introduction

A recognition of spatial processes can be found even in the earliest glimmerings
of intellectual understanding of the parasitic origin of infectious disease. As de-
scribed in Ewald (1994a, p. 184), the Renaissance thinker Girolamo Fracastoro
hypothesized that disease-specific germs could multiply within a person’s body
and be transmitted either directly over short distances, or over long distances (e.g.,
via contaminated objects). In recent years, a number of authors have emphasized
how many epidemiological phenomena cannot be understood without explicitly
considering infectious processes in a spatial context (e.g., Holmes 1997). There
are several general issues that arise automatically when spatial aspects of the dy-
namics of infectious disease are considered. For instance, if infections are local-
ized, spatial separation increases the degrees of freedom of a host—parasite system,
permitting a rich array of dynamical behaviors to arise even in a spatially homo-
geneous world (e.g., Hassell et al. 1994). Moreover, spatial heterogeneity is the
norm rather than the exception in ecological systems (Williamson 1981). Disper-
sal often couples habitats that differ strongly in local population parameters (e.g.,
carrying capacity), or involve anisotropic spatial flows. This leads to the potential
for asymmetries among habitats in the degree of the impact of spatial coupling on
local ecological and evolutionary dynamics.

In population ecology, an example of such asymmetries that has received con-
siderable attention in recent years is “source—sink” dynamics. In these, in some
habitats (“sinks”) a species may persist despite a demographic deficit (with lo-
cal births less than local deaths), because of immigration from “source” habitats
(Box 8.1; see also Holt 1985; Pulliam 1996; Dias 1996). Sink populations may
readily arise at the edges of species’ ranges, or where habitats that differ greatly
in productivity are juxtaposed. Given that genetic variation is present, natural se-
lection might be expected to improve the ability of a species to utilize the sink
habitat. Other chapters in this volume point out the potential for a rapid evolution
of virulence in host—pathogen systems. However, recent theoretical studies suggest
that there can be substantial constraints on adaptive evolution to conditions in sink
habitats, leading to a kind of evolutionary conservatism in spatially heterogeneous
environments (Bradshaw 1991; Brown and Pavolvic 1992; Kawecki 1995; Holt
1996; Holt and Gomulkiewicz 1997; Kirkpatrick and Barton 1997; Gomulkiewicz
et al. 2000). Management practices that tend to foster such conservatism (for the

104



8 - Virulence on the Edge: A Source—Sink Perspective 105

Box 8.1 Source and sink habitats in population biology

All naturalists know that species tend to be variable in abundance through space,
being common in some places, rarer in others, and totally absent in yet others.
Spatial variation in abundance can arise in part from chance, but most often reflects
real spatial variation in habitat quality (including the abundance of other species
such as competitors and predators). Such variation persists over time and can be
quantified by ecologists (for example, variation in soil nutrient supply can underlie
variation in plant seed production). Movement of individuals reshuffles abundances
among different habitats and can obscure the influence of local demographic rates
(births and deaths) on local abundances. This is particularly the case when there are
sources and sinks, which have been the focus of much recent attention in population
biology (Pulliam 1988; Holt 1993; Dias 1996).

A “sink” in common parlance is a “place where things are swallowed up or lost”
(Oxford English Dictionary). As the coin of biological success is to leave successful
offspring in future generations, a sink habitat is one in which residents on average
do not quite replace themselves, because local deaths exceed local births. What is
“lost” in a sink is the ability of individuals to have descendants into the indefinite
future in that local environment. If a population is to persist at equilibrium in a sink,
local losses must therefore be replenished by immigration from elsewhere and, in
particular, from source habitats, where local births exceed local deaths.

Two general mechanisms can readily lead to a source—sink structure in popula-
tion dynamics: passive dispersal or diffusion in heterogeneous landscapes (Holt
1985), and interference competition (e.g., territoriality) in high-quality habitats
(Pulliam 1988). In general, movement that has a random component or is pos-
itively density-dependent (i.e., greater movement rates at higher densities) tends
to move individuals down abundance gradients, increasing population size in low-
quality or marginal habitats. In some situations (“true sinks”), births do not match
deaths at any density, and therefore extinction is inevitable in the absence of im-
migration. A convincing example of a true habitat sink is provided by Keddy
(1981), who found that interior dune populations of the seaside annual plant Cakile
edentula would have become extinct in the absence of the wind-deposited seeds
produced on the seaward edges of the dunes; at all densities, local seed produc-
tion did not permit replacement of annual losses. In other situations, popula-
tions can persist without immigration, but only at a low carrying capacity; im-
migration from habitats with higher carrying capacity tends to push population
size above these low numbers, and because of density-dependence local deaths
then exceed local births at the higher equilibrium abundance induced by immi-
gration. Watkinson and Sutherland (1995) refer to such habitats as “pseudosinks,”
because immigration is not absolutely required for population persistence. Thomas
et al. (1996) and Boughton (1999) describe a complex spatial system for Edith’s
checkerspot butterfly, Euphydryas editha, in the Sierra Nevada of California, USA,
including pseudosinks. In the pseudosinks, sufficient host plants are present to
permit population persistence, but immigration from source populations inflates

continued
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Box 8.1 continued

the local abundance of butterflies above carrying capacity. This leads to intense
competition for host plants, such that individuals do not tend to replace themselves.
(In addition to the pseudosinks, the system also contains true sinks, in which host
plants are too rare or ephemeral to support a butterfly population in the absence of
immigration.)

Ascertaining whether or not a given habitat is a sink is also important in evo-
lutionary analyses as exemplified by the models discussed in the main text. More
general theoretical studies (e.g., Gomulkiewicz et al. 1999, Holt 1996, Holt and
Gaines 1992, Holt and Gomulkiewicz 1997, Kawecki 1995) further highlight how
demographic constraints can hamper or even prevent natural selection from improv-
ing adaptation to sink environments. This is a phenomenon of general importance
in evolutionary biology, for instance in understanding evolutionary dynamics at the
edges of species’ ranges, or understanding switches between host species (which
can be viewed as distinct “habitats”) by herbivores or pathogens.

pathogen) or weaken it (for the host) may help mitigate the long-term potential for
highly virulent infectious diseases to evolve.

There is a rich and growing theoretical and empirical literature on the evolution
of virulence (e.g., Anderson and May 1982; Bull 1994; Lenski and May 1994;
Frank 1996c¢; Lipsitch et al. 1995a; Van Baalen and Sabelis 1995a), which fo-
cuses largely on how virulence reflects the balance of selective forces operating
at different levels (within-host competition, and between-host transmission; e.g.,
Mosquera and Adler 1998; Koella and Doebeli 1999). The study of the interplay
between gene flow and selection as determinants of local adaptation is, of course,
a classic problem in evolutionary genetics (e.g., Antonovics 1976; Endler 1977;
Nagylaki 1979). Yet few studies focus explicitly on the potential implications of
source—sink dynamics for our understanding of the evolution of virulence and re-
sistance (for an analysis of comparable issues in predator—prey coevolution along
a gradient, see Hochberg and Van Baalen 1998). In a recent review Kaltz and
Shykoff (1998) suggest that local adaptation by parasites to their hosts is often
not observed, and they suggest this might arise from asymmetric gene flow in het-
erogeneous environments. This suggestion has particular force in systems with
sources and sinks, which automatically contain asymmetric flows of individuals
among habitats.

The organization of this chapter is as follows. First, as the motivation for the-
oretical studies we sketch several hypothetical examples that illustrate how, in
principle, host—pathogen interactions of practical interest in human, animal, and
plant epidemiology could match qualitatively the ecological assumptions of asym-
metrical spatial flows that generate source—sink systems. We then present several
models of evolution in which a source habitat is linked to a sink habitat, either for
a host or pathogen, and discuss the initial stages of adaptation for a host—pathogen
interaction in a sink habitat. The models are deliberately quite simple, but their
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qualitative conclusions illuminate a much broader range of source—sink systems.
Finally, we point out some potential conclusions of our results for applied evolu-
tionary epidemiology.

8.2 Sources and Sinks: Pervasive in Host-Pathogen Systems?

Source—sink dynamics may be common in many important applied epidemiologi-
cal situations. The three situations described next are hypothetical, but we believe
quite plausible.

1. An organic farmer is attempting to grow corn (an annual plant) in an environ-
mentally responsible manner, and so uses no pesticides or fungicides. The crop
is generated from retention of some seeds from the previous year’s production,
supplemented by purchases from a commercial seed company. A fungal blight
is present in the field and is reducing crop yield. Ideally, the farmer would like
to develop a local strain that could be resistant to the blight. This goal im-
plicitly involves the evolution of resistance in the host to a resident blight; the
pathogen could either be a specialist on corn and so dynamically responsive to
the corn crop itself, or a generalist that inflicts many local species, and so less
tightly coupled to the corn. The farmer would like to know how many seeds she
should retain, so as to balance the long-term goal of fostering local adaptation
by her corn population to the blight, against the shorter-term economic goal of
maximizing seed yield. What should a population biologist tell her?

2. A group of ranchers husband cattle on ranches, where the cattle usually range
at low densities. The livestock carry a pathogen, which is usually benign as
measured by its effect on mortality and morbidity. However, in recent years
the practice has arisen to ship the cattle from different ranches to a common
feedlot, to be fattened before being sent off for slaughter. Should these ranchers
be concerned at all about the emergence of a more serious disease from the
historically benign pathogenic infection, arising because of the admixture of
different herds?

3. Doctors managing a large nursery ward are concerned with the potential for out-
breaks of serious neonatal diarrheal diseases. These doctors are aware that in
human epidemiology many bacterial species that are usually maintained in hu-
man populations in a relatively benign form can develop virulent forms in hos-
pitals or other institutional settings (Ewald 1994a). For instance, Escherichia
coli can lead to diarrheal diseases in hospital nurseries, despite being an in-
nocuous component of the gut microflora in most people. Ewald (1994a) has
argued that this localized evolution of virulence in institutional settings reflects
the evolution of specific virulent strains of the bacterium in hospital wards.
Presumably, attendants, parents, and visitors to wards all carry the benign com-
munity strain, out of which the virulent strain has evolved. What general con-
ditions characterize the evolution of locally adapted bacterial strains in these
situations? Should the doctors minimize visits by parents to their babies, or
focus on other management procedures in the hospital environment?
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Model | Model 1l Model Il
Source Sink Source Sink Source Sink
Generalist Specialist Specialist ——> Specialist
Host [|—> pathogen Host pathogen pathogen pathogen*
Host* Host* Host > Host

* = evolving

Figure 8.1 Three evolutionary models of source—sink populations discussed in this chapter.
In Models I and II, the host in the sink adapts, respectively, to a generalist or to a specialist
pathogen. In Model I1I, the pathogen in the sink adapts to its host.

In the first of these situations, the practical issue is to develop management prac-
tices that foster the evolution of reduced susceptibility to infection in the host. In
the second and third situations, the focus is on how to prevent evolution toward
greater virulence in a local population of the pathogen. What unifies these three
situations is that they all involve spatial dynamics (in the broad sense of mixing
together individuals drawn from distinct populations); depending upon the quan-
titative details, these scenarios could involve a source—sink structure for either the
host or pathogen. Recent theoretical studies on adaptive evolution in sink environ-
ments (e.g., Kawecki 1995; Holt 1996; Gomulkiewicz et al. 2000) suggest man-
agement practices that could reduce the likelihood of the evolution of a virulent,
locally adapted strain of pathogen, or enhance the evolution of resistance in the
host.

8.3 A Limiting Case: Two Coupled Patches

Imagine that a host—pathogen interaction exists in a landscape with two distinct
habitat patches. Spatial flows of individuals and heterogeneity in local demo-
graphic properties are assumed to generate a strong asymmetry, such that ecolog-
ical and evolutionary dynamics in one habitat are strongly influenced by coupling
with the other habitat, but without a marked reciprocal effect. We consider, in
turn, three models that correspond to the three situations schematically depicted in
Figure 8.1. In the first model, the source contains the host alone (effectively, in a
refuge from the parasite), whereas the sink has both the host and pathogen. The
pathogen is a generalist, so its dynamics are decoupled from the focal host species.
Only the host disperses from the source into sinks. In the second model, we also
assume the host flows from source to sink, but now the pathogen is a specialist
with a dynamical response, such that the realized level of infection depends upon
local host dynamics. For these two models, we examine the evolution of resistance
of the host to infection. In the third model, we assume that both habitats contain
the host and pathogen. However, there is cross-habitat infection, with infected in-
dividuals in the source infecting healthy individuals in the sink. For this model,
we examine evolution of virulence of the pathogen in the sink habitat.
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These models are not meant to duplicate faithfully the detailed dynamics of the
hypothetical examples sketched above, but instead to illustrate more broadly how
source—sink dynamics can lead to constraints on the evolution of virulence and
resistance. We believe the simple models explored below capture some essential
features of the above hypothetical situations, and are limiting cases of potentially
much more complex models. Models I and II pertain to the first situation above,
whereas model III is relevant to the other two situations. However, we stress that
specific management suggestions for the evolution of resistance require detailed,
empirically validated demographic models for the specific systems in which the
evolution is occurring. The models below are strategic tools to help highlight
broader issues, rather than tactical models directly useful in the development of
policy decisions.

Simplifying assumptions
We make a number of simplifying assumptions at the outset. With respect to genet-
ics, we assume haploid or clonal variation, and that the source population is fixed
and is not itself evolving (relaxing these genetic assumptions does not fundamen-
tally alter our basic conclusions; Gomulkiewicz et al. 2000). With respect to basic
ecology, we assume that the host exhibits continuous generations, and that any di-
rect density-dependence in the sink is dominated by the effects of the pathogen.
Further, to simplify the many potential ramifications of virulence, we make a num-
ber of assumptions about basic epidemiology: once a host is successfully infected
so that it itself is infectious, it cannot be super- or multiply-infected; and infected
hosts do not recover, do not give birth, and remain infectious until removed from
the population. In future work, it will be important to relax these simplifications.
Evolution of the pathogen can, of course, influence virulence, for instance if
a higher transmission rate from infected hosts leads to a higher death rate (Frank
1996¢). At first glance, because we assume infected hosts do not recover, it might
seem that host evolution has no impact on virulence evolution. We suggest that
a more subtle view may be appropriate. With no potential for host recovery, host
evolution in response to the pathogen is related to the likelihood of successful in-
fection in the first place and to the production of infected host individuals who
themselves are infectious. The transmission parameter § at the heart of a standard
epidemiological model defines the rate at which susceptible hosts themselves be-
come infective. As a result of the deleterious effects of infection upon fitness, it is
reasonable to assume that selection on the host tends toward a lower 8 value, all
else being equal. This could happen either through effective avoidance of initial
infection, so the host individual is not penetrated by the pathogen at all, or because
of rapid host defenses that (when successful) reduce the pathogen titer quickly to
trivial levels within the host body. By contrast, hosts whose defenses fail may
continue to carry a high pathogen load, and so be infectious to other hosts (viz.,
be counted in the infectious class). Selection through host defenses could increase
the frequency with which some hosts recover so rapidly that they, for all practical
purposes, remain uninfected. If virulence is measured by assessing the average
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fitness across all hosts carrying the pathogen, including those whose successful
defenses are reducing the pathogen titer toward extinction, selection on hosts can
clearly influence the mean realized virulence experienced in the host population.

We first consider the evolution of a focal host species, immigrating into a habitat
where it faces a genetically fixed pathogen. Let S be the density of the immigrant
(= ancestral) host type in the sink habitat, Sy the density of a novel type, and /
the density of infected hosts. We consider in turn two distinct kinds of pathogen
dynamics, and for each derive conditions for the initial increase of host alleles
favored in the sink. We then turn to a situation in which infections of hosts in one
habitat arise because of pathogens maintained in a source habitat, and examine
evolution in the pathogen.

Model I: Host evolution in a sink with generalist pathogen

Here, we assume that the pathogen is maintained by alternative hosts, and that
the density of infected hosts is, to a reasonable approximation, fixed at /. In our
corn example, the pathogen might be a fungal blight sustained by grass species
in pasturelands surrounding the field. In this case, we are not concerned with
pathogen persistence. Let b be the intrinsic birth rate of the host, and d its death
rate in the absence of the pathogen, so that r = b — d is the focal host species’
intrinsic growth rate. We assume that healthy hosts immigrate at a constant rate H,
and that infection from the resident infected alternative hosts is described by a mass
action law, parameterized by §, a transmission rate. The evolution of virulence is
governed by evolution in §.

The dynamics of the immigrant susceptible host in the sink habitat are described
by

ds

— =rS—BSI+H. 8.1
o =S BSI+ (8.1)

When r is sufficiently greater than 0, the habitat is not a sink at all. In this case, the
focal host species should increase in abundance when rare, and eventually Equa-
tion (8.1) no longer characterizes its dynamics adequately (e.g., direct density-
dependence should become more important). We assume here that this is not the
case, but instead that the habitat is a demographic sink.

There are two basic ecological situations that can lead to a sink for the host.
First, one might have r < 0, that is, the habitat is an intrinsic sink, regardless of
the presence of the pathogen. Second, one could have 0 < r < BI. In this case,
it is the presence of the pathogen itself, at sufficient abundance, that creates the
sink habitat for the host; the sink condition is induced by the infectious disease
agent. As we show, the potential for adaptive evolution of the resistance by hosts
to infection is profoundly different in intrinsic than in induced sinks.

We now consider the fate of a novel allele arising in the sink, which is not part
of the immigrant stream. Assume that the novel mutation experiences a lower
infection rate, Byt < B. Moreover, assume that rpy = 7, so there is no cost
associated with this lowered rate of infection. Clearly, the novel type has a higher
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relative fitness than the immigrant type in the sink environment. But will it be
retained by evolution?
The dynamics of the novel type are described by

dSmut
dt

In an intrinsic sink, we have rpy, = r < 0. It is immediately clear that, regardless
of the magnitude of Bmyt, Smut tends toward 0. Thus, if the local habitat is a sink for
the host even in the absence of the natural enemy, natural selection cannot retain
alleles that increase host resistance (reduced rate of infection) to the pathogen, even
if these alleles are cost-free. This implies that the likelihood of local adaptation
by hosts to pathogens via the accumulation of locally favored mutations is greatly
reduced in intrinsic sink habitats.

Alternatively, the sink may be induced by the pathogenic infection itself, such
that 0 < r < BI. A novel allele in the host can increase in abundance (and
thus frequency) provided r > Bnu /. Hence, an allele with a sufficiently low
susceptibility can successfully invade and convert the induced sink into a source.
The minimum magnitude of the mutational effect (measured by the quantity A =
B — Bmut) required for a decrease in transmission to be deterministically retained
by evolution is AB = 8 — r/I, where $ is the transmission rate experienced by
immigrant hosts. One can imagine that there is a distribution of mutational effects
on B, centered on the transmission rate of the immigrant type. Mutants that arise
with a higher § than the immigrant are, of course, selectively disfavored and should
rapidly disappear. Mutants that have a very small effect upon transmission are not
retained in the local host population, even though they have a higher relative fitness
than immigrant hosts. If there is a cost to reduced susceptibility, so that rpy < r,
the threshold mutational effect required for a mutant with lowered susceptibility to
be selected will exceed AS.

We can therefore draw the following conclusions:

= rmutSmut — BmutSmut! - (8.2)

Local adaptation of the host to the pathogen is less likely if productivity in the
sink (r) is low, or if pressure from the pathogen (/) is high. This means, for
example, that if rp,y < 7 due to a cost associated with higher resistance in the
mutant host, an even larger decrease in § is required, compared to the resident
type, than without such a cost.

At larger I, or smaller r, evolution occurs only if mutants with a sufficiently
large effect arise.

In intrinsic host sinks, evolution in the hosts toward reduced transmission rates
is not expected at all.

What is the role of host immigration in this sink model? First, immigration from
the source defines an ancestral condition, against which the effect of each new
mutation is measured. Second, in this particular model, the rate of immigration
does not directly influence conditions for the retention of novel, favorable alleles.
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(Recall that the model assumes hosts do not directly compete; with direct density-
dependence, high immigration rates can depress local fitnesses by increasing lo-
cal population size, and thereby hamper local adaptation; Holt and Gomulkiewicz
1997.) A final effect not directly addressed in the above model (which focuses
on the fate of single mutations) is that of immigration on genetic variation in sink
populations (Gomulkiewicz et al. 2000). Higher rates of immigration can increase
local population size of the host in the sink habitat, making it more likely that fa-
vorable mutants will arise. A larger immigration rate also provides a larger sample
drawn from the variation available in the source. For these genetic reasons, larger
rates of immigration might indirectly facilitate local adaptation to the sink habi-
tat, by increasing the total amount of variation available for selection in the sink.
Combining these distinct effects, the greatest scope for local adaptation to a sink
habitat may be provided by intermediate rates of immigration from source habitats
(Gomulkiewicz et al. 2000).

Model II: Host evolution in a sink with specialist pathogen

In model I, for simplicity we assumed that the abundance of infected hosts was
fixed by alternative host species. We now assume that the pathogen is a specialist,
maintained solely by the focal host, so that the magnitude of infection is a de-
pendent dynamical variable of the interaction. A canonical model for basic host—
pathogen dynamics (Anderson and May 1981) is

ds

— =rS—BSI+H, (8.32)
dt

ar _ BSI — ul (8.3b)
dr e '

This is the usual SI model with an additional term for immigration by healthy
hosts.

The parameter p equals the sum of intrinsic host deaths d plus additional deaths
due to the infection o, so u = d + «. At equilibrium, $* = p/8, and I* =
r/B+ H/u. If r < 0, then we must have H > |r|d /g for the pathogen to persist.
In other words, a specialist pathogen must be sufficiently transmissible to persist
in an environment that is an intrinsic sink for its host. Given that the pathogen
persists, at equilibrium the habitat is always a sink (intrinsic or induced) for the
host; the abundance of infected individuals rises until the negative growth rate of
the host population just matches the rate of input from outside.

As before, the initial dynamics of a rare, novel mutation in the host are de-
scribed by

dSmut
dt

Here, I is the abundance of infected hosts, exerting a force of infection on the in-
vading host type, but determined indirectly by the dynamics of the resident host.
As before, consider cost-free mutations lowering disease transmission such that

= mutSmut — BmutSmut! - (8.4)
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Fmut = 7, but Bmue < B. If the habitat is an intrinsic sink for the host (rmy; < 0),
then Sy tends to 0. Hence, as in model I, evolution does not promote local adap-
tation by the host to the pathogen, even if the pathogen is dynamically dependent
upon that host. If, by contrast, the habitat is an induced sink for the host (rpy > 0),
then d Spy/dt > 0 if

Hp
Bmut < B/ (1 + —) . (8.5)
ru

Host immigration H and local production r have similar ecological effects on the
incidence of infection in the local population, as shown by the expression for equi-
librium incidence, I* = r/B+ H /. However, Equation (8.5) shows that these two
parameters have diametrically opposing effects on local adaptation to the pathogen.
Increasing the host intrinsic growth rate r increases the range of mutational effects
on f that can be captured by selection within the local host population; by contrast,
increasing the immigration rate H makes local adaptation more difficult.

This model leads to several interesting predictions regarding local adaptation
by hosts to parasites in sink habitats. Local adaptation of hosts toward lower trans-
mission rates for an infection is more likely for:

Habitats with high host productivity (and is conversely particularly unlikely in
intrinsic sinks);

Habitats in which the pathogen initially has a low rate of transmission (low 8);
Habitats in which infected individuals are short-lived [high p, which can arise
from either high intrinsic death rates (high d) or a highly virulent pathogen
(high o)];

Unproductive source habitats (low H).

Host immigration indirectly increases pathogen abundance, and thus increases the
magnitude of the mutational effect required to retain a novel host mutant with
lower B. These predictions hold even if mutations that affect the rate of infection
are cost-free for the host. Including such costs (i.e., assuming rmy; < 7) makes lo-
cal adaptation by the host to the pathogen more difficult. [Comparable results arise
in predator—prey coevolution along gradients (Hochberg and Van Baalen 1998).]

Model IlI: Pathogen evolution in a sink

In models I and II, the host evolves, but the pathogen does not. We now look at a
counterpart model in which the host—pathogen interaction occurs in both habitats,
and evolution of pathogen transmission occurs in the pathogen population given
unidirectional movement of the pathogen (or infected hosts) from a source to a
sink habitat. This model schematically matches the feedlot and neonatal ward
situations discussed earlier. The source habitat in these models is comparable to
the notion of disease reservoirs in epidemiology (Anderson and May 1991). In
the hypothetical example of the cattle feedlots sketched above, for instance, the
source or reservoir could be a benign infection maintained in low-density, free-
ranging cattle herds. In the sink, the dynamics of the infection itself are described
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by

dl

E = Bsource IsourceS + B1S — 1 . (8.6)

Here the term Bgource Isource S denotes the force of infection on healthy, susceptible
hosts in the sink caused by infected individuals in the source (e.g., long-distance
dispersal of infective propagules; alternatively, infected individuals could immi-
grate from the source at a fixed rate, and die or emigrate at a constant rate, in which
case Isource denotes the equilibrium abundance of such individuals). For simplic-
ity, we assume Isoyrce 1S constant and that S = K, a constant (e.g., K could be
host-carrying capacity, which is reasonable if the infection is initially very rare).
By definition, the habitat is an intrinsic sink for the pathogen if K < u, or
B < wm/K. We assume that the habitat is initially a sink for the pathogen (oth-
erwise, the assumption that S = K would be unreasonable). Biologically, three
factors are likely to make a host population an intrinsic sink for an immigrating
pathogen strain:

The host is scarce (low K);

Transmission rates are low (low S);

Infected hosts have high death rates, either because hosts have intrinsically high
death rates (high d), or the pathogen is highly virulent (high «).

As aresult of external inputs, a pathogen can persist in a local host population that
is intrinsically a sink with respect to local pathogen dynamics.

Imagine that a novel pathogen strain arises with a different rate of transmission
and death rate (e.g., because of a correlation between virulence and transmissi-
bility) than the immigrant type. When rare, this strain has dynamics described
by

dl, mut

dt

The novel strain can increase provided Bmut > Umut/ K. Unlike the host models
I and II presented above, in which there was no evolution on host resistance to
transmission in an intrinsic sink, a sufficient increase in transmission in the parasite
is always selected if it has no pronounced effects on virulence. If . = ppy (so
no virulence costs are associated with increased transmission), a novel mutation
will be successful only if it increases the transmission rate from S to By by at
least an amount /K — B. All else being equal, novel strains in the parasite that
provide a small increase in transmission are more likely to be favored if the host
population is abundant than if it is scarce. Small increases in the transmission rate
can be favored if infected hosts have low w. If the host is an intrinsic sink for the
pathogen, then either K is low, or u is high. Evolution of the pathogen in a host
habitat that is a sink for the pathogen thus occurs only if mutants that have a large
effect upon transmission arise.

Now, consider a host—pathogen interaction in which there is a trade-off be-
tween transmission and virulence, such that increasing transmission translates into

= Bmut/mutK — AmutImut - 8.7
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Figure 8.2 (a) A fitness set for a pathogen. Increased transmission to healthy hosts incurs
the cost of higher mortality of infected hosts. (b) Evolutionary potential in a pathogen sink.
For any pathogen allele to be favored, it must increase when rare (i.e., BK > u, where K is
the abundance of the host). The dashed lines show the minimal configurations of 8 and u
that permit pathogen persistence at low host K and high host K. Given the available vari-
ation (which lies within the fitness set), no feasible pathogen genotype can persist (without
immigration) in the low host K environment, so evolution there is impossible. In the high
host K environment, some feasible genotypes permit persistence. If most mutants have a
small effect, we can represent the immigrant genotype and available mutational variation
as a dot at the center of a small cloud of available variation. If immigrants are severely
maladapted, most mutants are likewise maladapted, and evolution of the pathogen does not
occur. By contrast, if immigrants are only weakly maladapted, it is likely that mutants of
modest effect will arise with positive growth, and hence will be retained by evolution.

greater host mortality. The shaded zone in Figure 8.2a represents all feasible phe-
notypes for the pathogen. In Figure 8.2b, the straight lines denote, for two different
values of host K, combinations of 8 and p that permit demographic persistence
of a rare allele; for each case, pathogens with values of 8 and u falling below the
line are expected to go extinct. Immigrant types have a particular value of 8 and
u = d + o (denoted by large dots in Figure 8.2b for two different possible cases
corresponding to weakly and strongly maladapted immigrants). Mutants with a
small effect may be more likely to arise than mutants that have a large effect (the
circles around the dots indicate zones of likely mutational input in this phenotype
space). At low K, given the array of possible pathogen phenotypes in the sink,
no pathogen strain can increase when rare. In this circumstance, no evolutionary
change in pathogen transmission (or virulence) would occur in the sink habitat.
At higher K, it is feasible for some pathogen strains to invade, if the immigrant
strains are not too badly maladapted to the host in the sink habitat.

This simple model suggests that if a pathogen is sustained by immigration into
a given host population, which demographically is a sink for the pathogen, then
local adaptation in rates of transmission and virulence are more likely if:

The host population is abundant;
The immigrant parasite strain is not too badly maladapted to the local host in
the first place.
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The effect of host abundance on the retention of parasite alleles leading to higher
transmission suggests that pathogen adaptation is more likely in habitats that are
favorable for hosts. Across a host species’ geographical range, if host Ks are
low near the range margin, these sites are unlikely places for local adaptation of
the pathogen (see also Hochberg and Van Baalen 1998). If host abundances in-
crease toward the range interior, pathogen adaptation should become increasingly
feasible. (We caution that making precise geographical predictions depends upon
knowing the detailed spatial texture of abundances, relative flux rates among habi-
tats, and so forth, across the range.) Finally, if the host population in the sink
is dynamically responsive to parasitism, a fuller analysis shows that increasing
pathogen immigration from a source tends to depress the abundance of available,
susceptible hosts in the sink, a demographic effect that reduces pathogen fitness.
This suggests that increased pathogen immigration from a source can indirectly
hamper local adaptation in the parasite in a sink, as measured in an adaptive bal-
ance between transmission and virulence. As this effect operates by a reduction in
the availability of healthy hosts, it is unlikely to be of practical utility in managing
the evolution of virulence.

Concretely, a more virulent pathogen strain is most likely to invade a sink habi-
tat when:

Mutations occur that confer a substantial difference between the immigrant and
mutant pathogen strains. If most mutations tend to be small in effect, pathogens
are not likely to be become locally adapted to hosts in sink habitats.

Host density in the sink, K, is high. (With increasing K, the slope of a dashed
line in Figure 8.2b decreases, increasing the feasible invasion space for more
virulent pathogens.)

The pathogen in the immigrant stream is low in virulence to begin with. (Again,
invasion requires that the dynamic properties of the mutant be in the hatched
parameter space of Figure 8.2a.)

The final message, therefore, is that evolution of virulence in habitats receiving in-
puts of pathogens depends on the initial transmissibility and virulence of pathogen
streams from not-too-distant habitats. If a given pathogen is not approximately
adapted to the sink habitat in the first place, so that for the pathogen the host in
the sink habitat is a severe intrinsic sink, local adaptation is not likely to occur.
The particular trajectory of evolution in a given focal habitat and, indeed, whether
pathogen evolution is likely at all, depends on the intrinsic quality of local host
populations and on the initial virulence of the immigrant pathogen strain.

8.4 On to Praxis

What practical advice do these theoretical ruminations suggest? Let us return to
the three hypothetical situations sketched in the introduction, given that the simple,
abstract models described above surely miss crucial details of concrete real-world
situations. In particular, the assumptions made in the models about basic host
population dynamics (e.g., continuous clonal growth, and no age or stage structure)



8 - Virulence on the Edge: A Source—Sink Perspective 117

would have to be modified to match the complexities of the actual host species
dynamics. However, these strategic models do help to highlight some general
issues that practitioners should think about in managing the evolution of virulence
and resistance.

Consider first the crop yield problem, in which the organic farmer wishes to
develop a variety of an annual crop adapted to a blight resident in her field. One
simple “rule-of-thumb” that the host evolution models (I and II) suggest is that
local adaptation to a pathogen should not occur in a host that inhabits an intrinsic
sink. What makes a habitat an intrinsic sink for an annual plant is simply the
number of expected successful offspring an average individual leaves. The farmer
can influence the “sink” quality of her crop by the magnitude of seed retention. In
years of bad harvest it might be tempting to sell all or most of an entire meager
crop, and to purchase seeds from a seed company for the following year. This is
good economic sense, but removes any possibility of local adaptation to particular
strains of the blight, because it makes the local habitat an intrinsic sink for the crop
plant. Local adaptation obviously requires retention of locally recruited plants.

The model also suggests that if the blight is sufficiently serious for the crop
not to be self-sustaining, any action taken to make it more self-sustaining (e.g.,
changes in cultivation practices that reduce the impact of the blight by lowering
B, or increasing local fecundity, ) indirectly may facilitate adaptive evolution to
the blight, by making it more feasible for mutants that have a smallish effect on
fitness to invade the host population. One interesting issue, which goes beyond
the particular model discussed above, is the magnitude of foreign (nonlocal) seed
that should be introduced, and its genetic character. If the seed source is itself ge-
netically variable, introduced seeds can provide a valuable source of novel genetic
variation. However, if instead the seed source is genetically homogeneous (a far
more likely scenario in this era of hybrid seeds marketed by giant agrobusiness
firms), little evolutionary traction is provided by supplementation from external
host sources, and external seeds may vitiate local adaptation by competition with
resident, better-adapted plants (Gomulkiewicz et al. 2000).

The problem faced by our hypothetical cattle ranchers and neonatal pediatri-
cians, by contrast, is to prevent the evolution of novel, virulent infectious diseases.
The ranchers have a difficult problem. By pooling their livestock together in feed-
lots they in effect increase the size of the potential host populations, and because
interindividual distances are shorter, pathogen transmission is likely to be easier.
Conditions here seem ripe for the evolution of a more virulent form of the benign
pathogen brought in from the range, along with the cattle. The only model pa-
rameter open for manipulation appears to be d, the removal rate of infected hosts.
The intrinsic “death” rate of an animal in the feedlot is likely to be determined
by the amount of time required for sufficient fattening before being sent off for
slaughter; this is governed by market requirements and other factors, largely out
of the ranchers’ control. The one remaining parameter is «, the additional rate of
death or removal an animal incurs upon infection. The ranchers already have an
obvious incentive to remove infected animals whenever encountered, namely to
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reduce the rate of infection of still healthy individuals. In addition to the direct
ecological benefit of quick removal of infected hosts, our theoretical results help
highlight an additional evolutionary benefit of this practice — it may make it harder
for the immigrant pathogen to evolve a more virulent strain in the first place. Thus
an even higher premium is now placed upon earlier detection, and removal, of in-
fected animals. It would behoove the ranchers to invest in diagnostic procedures
to facilitate this task.

There is a similar problem in the hospital neonatal ward — the enhanced risk
of infection posed by parental visits to their babies and by other hospital proce-
dures. With respect to the evolution of self-sustaining hospital strains, parental
visits provide a source of variation for pathogen evolution. By contrast, hospital
management practices can determine the selective fate of novel pathogen strains.
Minimizing contact among infants (including contacts via indirect channels such
as hospital personnel who come into contact with numerous infants) reduces trans-
mission rates. The economies of scale that lead to the creation of large homoge-
neous wards for a given class of patients, such as suites for neonates, automatically
creates a long-term evolutionary risk. Likewise, managing care so as to reduce the
length of hospital stays in effect increases p, the depletion rate of infected infants.
Managed care plans in the USA today, for crass economic reasons, often reduce
patient stays to the barest minimum. Though bad for any individual patient, un-
wittingly this practice may eventually benefit patients as a class, by reducing the
chances of evolution of virulent pathogen strains adapted to the hospital environ-
ment. Both reducing transmission rates among patients (e.g., reducing 8 by cre-
ating multiple small wards with few patients, or attempting to reduce assiduously
routes of contact among patients) and decreasing hospital stays (e.g., increasing the
parameter p) in effect turn hospital wards into sink habitats for invasive pathogens,
and make the evolution of locally adapted, possibly more virulent strains, a more
difficult evolutionary hurdle for the pathogen.

Concern is growing about emerging diseases for which the evolutionary ori-
gins are in species other than humans and domesticated species (Ewald 1994a). A
simple message of the above models is that the demographic context of the ini-
tial stages of contact with novel hosts may be crucial in predicting emergence. If
the demographic context is that the novel hosts are sinks for pathogens invading
from another species, then adaptation by the pathogen to the host requires mutants
of large effect; if such genes are rare, the emergence of the disease as a serious
problem may be unlikely. The epidemiological goal of preventing a self-sustaining
infectious disease in a novel host thus has the useful side-effect of precluding adap-
tive transformation in the disease agent.

8.5 Discussion

Many of these suggestions about management are commonsensical, and involve
practices that are useful in reducing disease incidence even without considering
host—pathogen evolution. In general, the emergent infectious diseases of greatest
public health concern may not be those that are initially the most devastating to
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their individual hosts, and acquired mainly by recurring infection from alterna-
tive reservoir hosts, but instead any novel disease that can, with relatively little
modification, become self-sustaining in the focal host species of interest.

If managing the evolution of virulence in pathogens is to become seriously
integrated into public policy in agriculture, husbandry, and medical practice, it
must be recognized that the direction of evolution in host—pathogen systems can
be profoundly influenced by the direction and magnitude of spatial flows in het-
erogeneous environments, and that such flows often involve sources and sinks.
Sophisticated management of the evolution of virulence can exploit the evolution-
ary impact of asymmetric spatial flows. As John Donne once famously remarked
“No man is an island”; doubtless, our pathogens would agree.
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Introduction to Part C

For a long time, epidemiology essentially dealt with the spread of diseases within
a population of susceptible, infected, or recovered hosts. Progress in microbiology
and molecular biology has allowed us to study the full life cycle of pathogens:
this comprises not only their transmission from one host to the next, but also their
population dynamics within individual hosts. It has become clear that within-
host interactions between pathogen strains can profoundly influence selection on
virulence.

This part therefore concentrates on the ecology and evolution of microparasites
within the biosphere presented by a single host. In particular, it focuses on two
aspects of utmost importance for understanding the combined effects of mutation
and within-host selection. The first aspect is of an ecological nature and relates to
competition between different strains for the ecological niche offered by the host.
In particular, competitive exclusion among strains can lead to the takeover of the
host by the most virulent parasitic strain: this is the case of superinfection. Co-
existence of several strains, on the other hand, leads to coinfection. The second
aspect of within-host interaction that is crucial for virulence evolution is kin selec-
tion; it is based on genetic considerations, in particular on the genetic relatedness
of parasites to each other. Very roughly speaking, the two effects pull in opposite
directions: competitive exclusion tends to increase the virulence level, whereas kin
selection tends to decrease it.

In Chapter 9, Nowak and Sigmund investigate simplified models of multiple
infection. The first part of the chapter deals with superinfection: the more virulent
strain quickly outcompetes its rivals. The other part deals with coinfection: the
rate of new infections produced by one strain is unaffected by the presence of other
strains. The two cases differ in expectations for the resultant range of strains within
the host population; they are similar in that both predict a considerable increase
in virulence. This underscores that mathematical arguments for the evolution of
virulence based on optimizing the basic reproduction ratio of the pathogen do not
work if several strains of pathogens compete within the host.

Adler and Mosquera Losada in Chapter 10 offer a considerably more detailed
picture of multiple-infection processes. These authors investigate the full range of
infection patterns possible for two strains of pathogen, ranging from coinfection
to superinfection. In particular, they take into consideration the order of infection.
Their mathematical analysis highlights some usually neglected subtleties of super-
and coinfection processes that depend on the relation between virulence of strains,
their ability to infect a susceptible or singly infected host, and their impact on the
coexistence patterns of competing strains.

When pathogens replicate inside their hosts, their relatedness tends to be high
and kin selection prevails. In Chapter 11, Gandon and Michalakis analyze how the
coefficient of pathogen relatedness is influenced by four ecological parameters:
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population size, pathogen dispersal rate, cost of dispersal, and transmission mode.
On this basis, they investigate how the separate and joint evolution of pathogen
virulence and dispersal rate is affected by these parameters. Applying these find-
ings to identify options for virulence management, the authors conclude that in
the presence of multiple infections long-term benefits arise from sanitation and
vaccination that would otherwise be absent.

In Chapter 12, Read, Mackinnon, Anwar, and Taylor evaluate the relevance of
kin-selection models for malaria epidemiology, and critically assess data on the
influence of genetic relatedness among parasites on the outcome of the disease.
Correlations observed in the field and laboratory experiments support the conclu-
sion that plausible mathematical models may rely on wrong assumptions about the
effects of within-host competition on between-host transmission. This strikes a
cautionary note and stresses that, at present, the models serve to suggest further
experiments.

Resolving the many open questions that surround within-host interactions may
be the most important milestone on the road toward consolidating existent models
of disease ecology and evolution. Much empirical testing has to be carried out
before the current thicket of within-host models that has sprung up in recent years
gives way to harvestable cultures — an intermediate slash-and-burn stage seems
inevitable.



Super- and Coinfection: The Two Extremes
Martin A. Nowak and Karl Sigmund

9.1 Introduction

As is well known, the “conventional wisdom” that successful parasites have to
become benign is not based on exact evolutionary analysis. Rather than min-
imizing virulence, selection works to maximize a parasite’s reproduction ratio
(see Box 9.1). If the rate of transmission is linked to virulence (defined here as
increased mortality due to infection), then selection may in some circumstances
lead to intermediate levels of virulence, or even to ever-increasing virulence (see
Anderson and May 1991; Diekmann et al. 1990, and the references cited there).

A variety of mathematical models has been developed to explore theoretical
aspects of the evolution of virulence (see, for instance, Chapters 2, 3, 11, and 16).
Most of these models exclude the possibility that an already infected host can be
infected by another parasite strain. They assume that infection by a given strain
entails immunity against competing strains. However, many pathogens allow for
multiple infections, as shown in Chapters 6, 12, and 25. The (by now classic)
results on optimization of the basic reproduction ratio cannot be applied in these
cases.

The mathematical modeling of multiple infections is of recent origin, and cur-
rently booming. Levin and Pimentel (1981) and Levin (1983a, 1983b) analyzed
two-strain models in which the more virulent strain can take over a host infected
by the less virulent strain. They found conditions for coexistence between the two
strains. Bremermann and Pickering (1983) looked at competition between parasite
strains within a host, and concluded that selection always favors the most virulent
strain. Frank (1992a) analyzed a model for the evolutionarily stable level of vir-
ulence if there is a trade-off between virulence and infectivity, and if infection
occurs with an ensemble of related parasite strains. In Adler and Brunet (1991),
Van Baalen and Sabelis (1995a), Andreasen and Pugliese (1995), Lipsitch et al.
(1995a), and Claessen and de Roos (1995), further aspects of multiple infection
are discussed.

In this chapter, following Nowak and May (1994) and May and Nowak (1994,
1995), we deal with two opposite extreme instances of multiple infection by sev-
eral strains of a parasite. These simplified extreme cases, which are at least partly
amenable to analytical understanding, seem to “bracket” the more general situa-
tion. The first case deals with superinfection. This approach assumes a competitive
hierarchy among the different parasite strains, such that a more virulent parasite
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can infect and take over a host already infected by a less virulent strain. Multi-
ply infected hosts transmit only the most virulent of their strains. The opposite
scenario is that of coinfection. In this case, there is no competition among the dif-
ferent strains within the same host: each produces new infections at a rate that is
unaffected by the presence of other strains in the host.

Both these extremes are amenable to analytical understanding, at least in some
simplified cases. Mosquera and Adler (1998) produced a unified model for mul-
tiple infections (by two strains), which yields both superinfection and coinfection
(as well as single infection) as special cases (see also Chapter 10). The long-term
goal is, of course, to combine the full scenario of multiple infections in a single
host with the adaptive dynamics for evolution within and among hosts. Such stud-
ies will mostly rely on computer simulations, but it is important to understand the
basics first.

What happens when many different strains are steadily produced by mutation?
Both for superinfection and for coinfection, the virulence will become much larger
than the optimal value for the basic reproduction ratio. There are interesting differ-
ences, however, in the packing of the strains and in the increase of their diversity,
depending on whether superinfection or coinfection holds. Furthermore, in the
case of superinfection, removal of a fraction of the hosts implies a lasting reduc-
tion of the average virulence. This last fact has obvious implications for virulence
management: it is quite conceivable that even an incomplete vaccination campaign
will have a decisive impact on population health, not by eradicating the pathogen
but by making it harmless.

9.2 Superinfection

In this section we expand the basic model for single infections (Box 9.1) to allow
for superinfection. We consider a heterogeneous parasite population with a range
of different strains j (with 1 < j < n) having virulence o;, with o < ap <

. < ay. Furthermore, we assume that more virulent strains outcompete less
virulent strains on the level of intra-host competition. For simplicity we assume
that the infection of a single host is always dominated by a single parasite strain,
namely that with maximal virulence. In our framework, therefore, superinfection
means that a more virulent strain takes over a host infected by a less virulent strain.
Only the more virulent strain is passed on to other hosts. The translation of these
assumptions into mathematical terms is given in Box 9.2.

To arrive at an analytic understanding, we consider the special case that all
parasite strains have the same infectivity, 8, and differ only in their degree of
virulence, «;. For the relative frequencies i; of hosts infected by strain j we obtain
from Equation (c) in Box 9.1 the Lotka—Volterra equation

n
=i+ Y _ajix) ©.1)
k=1
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Box 9.1 Population dynamics of pathogen diversity in SI models

We consider the model of Box 2.1 with the recovery rate y set equal to zero,

ds
— =B —dS—B8SI,
dt p
A ps—d-a @
i ). a
The basic reproduction ratio of the parasite for this model is
B B
Ry = —. b
T d+ad ®)

If Ry is larger than one, then the parasite will spread in an initially uninfected
population, and damped oscillations lead to the stable equilibrium

_d+tua «  BB—dd+a)
B’ B+ a)

To understand parasite evolution, consider a number of parasite strains competing

for the same host. The strains differ in their infectivity 8; and their degree of

virulence ;. If I; denotes the density of hosts infected by strain j, and excluding
the possibility of infection by two strains at once, then

S*

()

ds
o :B—dS—SZﬂjIj ,
J
dI;
E=1j(ﬁjs—d—a]’). (d)

For a generic choice of parameters there is no interior equilibrium, and coexistence
between any two strains in the population is not possible. To see this, consider
two strains, which, without loss of generality, are called 1 and 2. Now A, =

ﬂl_l Inl; — ,32_1 In 75 is introduced, which gives

dhi _d4oay d+o
dt B2 B

So hy  goes to —oo or +oo depending on which of the two terms is the larger.
Since the model does not allow /; to go to infinity, the conclusion is that strain 2
always outcompetes strain 1 if

B - Bi
d+ay  d+oa;’

O]

®

This is exactly the condition that the transversal eigenvalue A, = 815 /01 at the
two-species equilibrium E| = (§*, 1 1* , I, = 0) is positive, while the transversal
eigenvalue A1 = d1{/dI; at the two-species equilibrium Ey = (§*, I} = 0, I5)
is negative; that is, strain 2 can invade 1, but 1 cannot invade 2. Applying

continued
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Box 9.1 continued

Condition (f) to any pair of two strains shows that ultimately, out of the full diver-
sity, only one strain remains, which is the one with the highest value of Ry).

If there is no relation between infectivity and virulence, then the evolutionary
dynamics will increase 8 and reduce «. In general, however, there is some rela-
tionship between o and 8, see Box 5.1. This can lead to an intermediate degree of
virulence prevailing, corresponding to the maximum value of R(. Other situations
allow evolution toward ever higher or lower virulences. The detailed dynamics
depends on the shape of 8 as a function of «.

on the positive orthant R, with r; = B — a;j — d (here, d is the background
mortality of uninfected hosts) and A = (ajx), given by

1 140 140 ... 140
1—0 1 140 ... 140
A=— l—-0c 1—-0 1 ... 140 , 9.2)
l-0 1—-0 1—0 ... 1

where the parameter o describes the vulnerability of an already infected host to
infection by another strain (with higher virulence). In the extreme case o = 0,
infection confers complete immunity to all other strains (an effect similar to vac-
cination); for o = 1, an infected individual is as vulnerable as an uninfected one;
for o > 1, infection weakens the immune system so that invasion by another strain
becomes more likely.

In Nowak and May (1994) it is shown that Equation (9.1) has one globally
stable fixed point, that is, one equilibrium that attracts all orbits from the interior
of the positive orthant. If this equilibrium lies on a face of the positive orthant,
then it also attracts all orbits from the interior of that face. In Nowak and May
(1994) this equilibrium is computed.

The important special case o = 1 offers a quick solution. The unique stable
equilibrium is then given recursively in the following way,

d
i* = max{0, 1 — 2%y | (9.32)
B
i+d
i = max(0, 1 — 2L E gy (9.3b)
a+d
ir_,=max{0, 1 — ®n2td 20y +in_ D}, (9.3¢)

B
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Box 9.2 SI models accounting for superinfection

In this box the simple model of Box 9.1 is modified to cope with superinfection.
We now have to deal with a number of different strains of parasite, which will be
labeled with the index j. If /; denotes the density of hosts infected with strain j,
then we obtain

ds -
EzB—dS—SZﬁjlj,
j=1
dI; T, "
d—tJ:Ij(ﬁjS—d—aj—i—UﬁjZIk—G YoBd, J=1....n. @
k=1 k=j+1

Here o denotes the virulence of strain j. Without restricting generality, we assume
o] < oy < ... < ay. In our model a more virulent strain can superinfect a host
already infected with a less virulent strain. The parameter o describes the rate at
which infection by a new strain occurs, relative to infection of uninfected hosts.
If either the host or the parasite has evolved mechanisms to make superinfection
more difficult, then o would be smaller than one. If already-infected hosts are more
susceptible to acquiring a second infection (with another strain), then o > 1, that
is, superinfection occurs at increased rates. The case ¢ = 0 corresponds to the
single-infection model discussed in Box 9.1.

To arrive at an analytical understanding we make the simplifying assumption
that the immigration of uninfected hosts exactly balances the death of uninfected or
infected hosts, B = dS +dI + 2}1:1 ajlj. In that case we can divide through by

N=S+ Z?:] I; to obtain an equation for the relative frequencies

di; -1 n
L=l =i —d—aj o (B Yy ik~ Y Al j=1.n,
k

d -
=1 k=j+1
(b)
where i = Z?=1 ij. This is a Lotka—Volterra system of equations,
dij . " ) )
Ezlj("j"‘zajklk), j=1,...,n, (©)
k=1
with r; = B; — «j — d and the matrix A = (aj) is given by
B1 Bi+oBy Bit+ofs ... Bi+obu
Ba(1—0) B2 Br+oBs ... Br+obn
A=_|B0d=-0) p3(1-0) B3 o B3toBn | )

Bn(l—0) pn(l—0) pp(1—-0) ... Bn
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Rescaled virulence, x

Figure 9.1 For o = 1 there is a simple geometric method to construct the equilibrium
configuration. Suppose there are n strains, given by their virulences «1, ... , o, and let ij’f
be their relative frequencies. We set x; = (a; + d)/B. (a) We only have to consider strains
with 0 < x; < ... < x; < 1 and their corresponding frequencies. (b) Draw verticals
with abscissae x; and construct a polygonal line with 45° slopes, starting on the horizontal
axis at abscissa 1, at first to the north-west until the first vertical is reached, from there
to the south-west until the horizontal axis is reached, then to the north-west until the next
vertical is reached, then south-west again, etc. The vertices on the verticals correspond to
the i¥ values that are positive. The strains with other virulences, marked by a star in (a), are
eliminated. Source: Nowak and May (1994).

o] +d

i} = max{0, 1 — =20+ +...+ i)}, (9.3d)
This fixed point is saturated, that is, no missing species can grow if it is introduced
in a small quantity. Indeed, for each parasite strain j with equilibrium frequency
i¥ = 0 we obtain 9i j’ /9ix < O for a generic choice of parameters, see Hofbauer
and Sigmund (1998). Hence this fixed point is the only stable fixed point in the
system.

Equations (9.3) correspond to a very simple and illuminating geometric method
for constructing the equilibrium (see Figure 9.1).

For a given o, one can estimate oy, the maximum level of virulence present
in an equilibrium distribution. Assuming equal spacing (on average), that is, o; =
jo1, Nowak and May (1994) derive

20(B —d)
l+o0
For 0 = 0, we have amax = 0, that is, only the strain with the lowest virulence sur-
vives, which for our scenario (with all transmission rates equal) is also the strain
with the highest basic reproduction ratio [see Equation (c) in Box 9.1]. Foro > 1,
strains can be maintained with virulences above 8 —d. These strains by themselves

9.4)

Omax =
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are unable to invade an uninfected host population, because their basic reproduc-
tion ratio is less than one.
From Equation (9.4) it can be deduced that the equilibrium frequency of in-

fected hosts 3 7_ i; is given by

_ B—d
T Bl+o)

Hence, with greater susceptibility to superinfection (larger o) one obtains fewer
infected hosts!

Let us now return to the model with different strains having different infectiv-
ities, B;, as given by Equation (c) in Box 9.2. Here the solutions need not always
converge to a stable equilibrium. For n = 2, either coexistence (i.e., a stable equi-
librium between the two strains of parasites) or bistability (in which either one or
the other strain vanishes, depending on the initial conditions) is possible. An inter-
esting situation can occur if ¢ > 1, and strain 2 has a virulence that is too high to
sustain itself in a population of uninfected hosts (Ryp < 1), whereas strain 1 has a
lower virulence with Ry > 1. Since o > 1, infected hosts are more susceptible to
superinfection, and thus the presence of strain 1 can effectively shift the reproduc-
tion ratio of strain 2 above one. In this way, superinfection allows the persistence
of parasite strains with extremely high levels of virulence.

For three or more strains of parasite we may observe oscillations with increas-
ing amplitude and period, tending toward a heteroclinic cycle on the boundary of
R}, that is, a cyclic arrangement of saddle equilibria and orbits connecting them
(comparable to those discussed in May and Leonard 1975, and Hofbauer and Sig-
mund 1998). Accordingly, for long stretches of time the infection is dominated by
one parasite strain (and hence only one level of virulence), until suddenly another
strain takes over. This second strain is eventually displaced by the third, and the
third, after a still longer time interval, by the first. Such dynamics can, for ex-
ample, explain the sudden emergence and re-emergence of pathogen strains with
dramatically altered levels of virulence.

To explore the case of nonconstant infectivities, Nowak and May (1994) assume
a specific relation between virulence and infectivity, 8; = cia;/(c2 + o;) for
some constants ¢y and c¢;. For low virulence, infectivity increases linearly with
virulence; for high virulence the infectivity saturates. For the basic reproduction
ratio this means that, for strain j

i 9.5)

Ro i — ClBOlj
" T Aot adtap

(9.6)

The virulence that maximizes Ry is given by aop = +/dcs. For o = 0 (no multiple
infection), the strain with largest Ry is, indeed, selected. For o > 0, selection leads
to the coexistence of an ensemble of strains with a range of virulences between two
boundaries ain and dmax, With omin > oopt.

Thus superinfection has two important effects:
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It shifts parasite virulence to higher levels, beyond the level that would maxi-
mize the parasite reproduction ratio;

It leads to the coexistence of a number of different parasite strains within a
range of virulences.

We note from Figure 9.2 that strains have a higher equilibrium frequency if the
strains with slightly larger virulences have low frequencies. Conversely, if a strain
has a high frequency, strains with slightly lower virulence are extinct or occur at
very low frequencies. This implies a “limit to similarity,” that is, a spacing of the
coexisting strains, which agrees well with the construction of the equilibrium in
the special case of constant § and o = 1, see Figure 9.1.

Limits to similarity are well-known in ecology and, indeed, the epidemiological
model above turns out to be equivalent to a metapopulation model introduced inde-
pendently, and in an altogether different context, by Tilman (1994). The different
strains play the role of distinct species and the hosts play the role of ecological
patches. This is further analyzed in Nowak and May (1994) and Tilman et al.
(1994); also see Nee and May (1992) for a related analysis.

If mutation keeps generating new strains with altered levels of virulence, then
there will be an ever-changing parasite population, in which the virulences are
restrained by selection to a range between i and o . Indeed, there will always
be new strains capable of invading the polymorphic population. Some of the old
strains may then become extinct, and many of those surviving strains with lower
virulence than the newcomer will have altered frequencies.

If this evolutionary dynamics is iterated for a very long time, then one can
define a distribution function i(«) that describes the long-term equilibrium fre-
quencies of strains as a function of their virulence, «. A semi-rigorous argument
suggests that i () is given by a uniform distribution over the interval [e/min, ¥max]-
Extensive numerical experiments suggest that this distribution is globally stable
for the mutation—selection process.

9.3 Coinfection

We now turn to the case of coinfection, and assume therefore that the infectivity
of a strain is unaffected by the presence of other strains in the same host. Again,
we derive a simple model and investigate it first analytically (after further simpli-
fications) and then by means of numerical simulations.

As before, we denote by i; the fraction of the host population infected by strain
J, and assume that the strains are numbered in order of virulence: o] < ... < .
Several parasites can be present in the same host, and so >7_; can exceed the
fraction of all hosts that are infected.

If we assume that the death rate is determined by the most virulent strain har-
bored by the host, we obtain a simple dynamic model presented in Box 9.3.

The equilibria of Equation (a) in Box 9.3 must satisfy, for all j, either

ij=0, (9.72)
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Figure 9.2 (a) to (e) Equilibrium distribution of parasite virulence for the superinfection
model. The horizontal axis denotes virulence, and the vertical axis indicates equilibrium
frequencies (always scaled to the same largest value). The simulation is performed ac-
cording to Equation (b) in Box 9.2 with B = 1, d = 1, n = 50, B; = 8a;/(1 + «;) and
0 =0,0.1,0.5, 1, or 2 [in (a) to (¢)]. The individuals &; are assumed to be regularly spaced
between 0 and 5. Thus o] = 0.1, 00 = 0.2, ... ,a59 = 5. For 0 = 0 (the single-infection
case) the strain with maximum basic reproduction ratio, R [displayed in (f)], is selected.
With o > 0 we find coexistence of many different strains with different virulences, o,
within a range oi, and amax, but the strain with the largest R( is not selected; superin-
fection does not maximize parasite reproduction. For increasing o, the values of o, and
omax also increase. Source: Nowak and May (1994).

or
ij=1—@+d)/B;. (9.7b)

Using Equations (b) and (c) in Box 9.3, the equilibrium values of i; can be com-
puted in a recursive way, starting from i, = 1 — (a0, +d)/Bn-
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Box 9.3 SI models accounting for coinfection

With i; denoting the fraction of individuals harboring strain j (possibly in addition
to various other strains), a simple model for coinfection is

di; . . _ .
E=1j[/3j(1_lj)_d_°‘j]’ j=1...,n. (@)

The total population size of hosts is assumed to be held constant, and is normalized
to one. The infectivity (transmission rate) of strain j is denoted by ;. Strain j can
invade any host that is not already infected by strain j. Thus B;i; (1 — i;) is the rate
at which new infections with strain j occur.

There is a natural death rate d and a disease induced death rate &; which denotes
the average death rates of hosts infected by strain j, and is assumed to be given by
the strain with the highest virulence in the host. We define p; as the probability that
a host is not infected with a strain more virulent than j. That is,

n
=[] a-in. (b)
k=j+1
Note that p, = land p; = (1—ij41)p;+1. The fraction of hosts that are uninfected
is given by pg = ]_[Zzl (1 — ig). The probability that k is the most virulent strain
found in a host is iy py, and
n
aj =ajpj+ Z o lg Pk - (©)
k=j+1

This coinfection model is completely defined by Equations (a) to (c). We note that
infection and death rules are devised such that if the strains are randomly assorted

relative to each other, this continues to be the case, so that Equation (a) remains
correct.

If the transmission rates $; are all equal to some value S, then, as shown in May
and Nowak (1995), the following expressions for the average virulence o and the
fraction s* of uninfected hosts are approximately valid (see Figure 9.3)

a=p—d—2B(B—d)/n, (9.8a)

and

s* = dexpl—y/2n(B — d)/B] . (9.8b)

One can similarly investigate coinfection if the transmission rate is not constant,
but an increasing function of virulence, for instance

Bi =ciaj/(c2 +aj) , 9.9)
with constants ¢ and c¢;. The basic reproduction ratio for strain j is given by
. clo;j
(2t apd+a))’

Ro,; (9.10)
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Figure 9.3 Equilibrium distribution of parasite virulence for the coinfection model given
by Equations (a) to (¢) in Box 9.3 with uniform transmission rate 8 = 2 and d = 1. The
individual parasite strains have randomly assigned levels of virulence ranging from O to 1.
For different numbers of strains n the equilibrium population structure is computed accord-
ing to Equation (9.7b). (a) n = 20 parasite strains. (b) n = 200 parasite strains. For large n
there is excellent agreement between the numerical calculations and the theoretical curve,
given by Equation (9.8a). (c) The basic reproduction ratio R as a function of virulence.
Source: May and Nowak (1995).

Ry is thus maximized by the strain with virulence o = J/dc>, and takes the value
c1/(Wd + \/0_2)2. The minimum and maximum virulence values for strains that
have the potential to maintain themselves within the host population, o_ and o+,
respectively, are given by

1
e =3[ —d—ex Vi —d—c)? —4de] . ©.11)

In Figure 9.4 the results for coinfection are illustrated for transmission rates that
increase with virulence.
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Figure 9.4 Equilibrium distribution of parasite virulence for the coinfection model with
a trade-off between transmission rate §; and virulence «; given by B; = So;/(1 + ;).
The natural death rate is again d = 1, and the parasites have levels of virulence uniformly
distributed between 0 and 3. The virulences of the persisting strains are between o« i, and
the maximum level of virulence that corresponds to Ry = 1, i.e., oy = 3 + +/3)/2. (a)
n = 20 parasite strains. The average virulence is @ = 1.9246 and the fraction of uninfected
hosts is s* = 0.5716. (b) n = 200 parasite strains. Here @ = 2.3039 and s* = 0.1952.
(c) The basic reproduction ratio, Ry, as a function of virulence. Source: May and Nowak
(1995).

9.4 Discussion

Multiple infections cause intra-host competition among strains and thus lead to
an increase in the average level of virulence above the maximal growth rate for a
single parasitic strain.

The simple models for superinfection (transmission only of the most virulent
strain within a host) and for coinfection (all strains transmit independently of other
strains present in the host) represent extremes that are likely to bracket the reality
of polymorphic parasites. In both cases, we find the expected tendency toward the
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predominance of strains with a virulence significantly higher than that maximizing
reproduction success of parasites in the single-infection case. The number of per-
sisting strains and the range of their virulence, however, differ in the two cases of
super- and coinfection. The latter allows for a larger number of coexisting strains,
more closely grouped around the virulence level with the maximal reproduction
ratio, than does the former.

The basic reproduction ratio is not maximized. With superinfection, the strain
with highest Ry may even become extinct, and strains with very high levels of
virulence can be maintained (even strains so virulent that they could not persist
on their own in an otherwise uninfected host population). Both superinfection
and coinfection lead to polymorphisms of parasites with many different levels of
virulence within a well-defined range.

Superinfection can lead to very complicated dynamics, with sudden and dra-
matic changes in the average level of virulence. The higher the rate o of superin-
fection the smaller the number of infected hosts.

It is particularly interesting to investigate evolutionary chronicles. What hap-
pens if mutation, from time to time, introduces a new strain? In the case of super-
infection, according to the “limit to similarity” principle, only those mutants suf-
ficiently different from the resident strain with next-higher virulence can invade;
they then affect the equilibrium frequencies of the resident strains with lower vir-
ulence, possibly eliminating some of them. The average total number of strains
increases slowly (logarithmically in time). On the other hand, these limits to simi-
larity result in a wide range of virulence values persisting in the system.

By contrast, coinfection models have no limits to similarity, and surviving
strains are packed ever closer as time goes on, constrained to a narrow band of
virulence values. If we assume again that mutants are produced at a constant rate,
we find that, asymptotically, the total number of persisting strains increases with
the square root of time.

In the superinfection case, removing a certain percentage of potential hosts (for
instance by vaccination) results in a sharp drop in the number of strains, eliminat-
ing the most virulent strains. Indeed, if there are fewer hosts, then the overall inci-
dence of infection is lower, and fewer hosts are superinfected; thus strains favored
by their within-host advantage do less well than those favored by their between-
host advantage. After the onset of vaccination, the total number of strains slowly
recovers again, but not the average virulence (see Figure 9.5). Thus even if vac-
cination eliminates only a fraction of the potential hosts, and therefore has little
long-term effect on the number of strains, it produces a lasting effect by reducing
the average virulence.

At present, many instances of multiple infections are known, but there are dis-
appointingly few data on the coinfection function (the actual rate of invasion by
a more virulent strain). Mosquera and Adler (1998) make the point that many
previous models are based on the assumption that this coinfection function is dis-
continuous: even a marginally more virulent strain will immediately, and certainly,
displace its less virulent predecessor (see, e.g., May and Nowak 1994, 1995; Van
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Figure 9.5 (a) The number n of pathogen strains present at time ¢, in the superinfection
model, with mutations arising uniformly in the interval 0 < o < 1. At time r = 3000,
the total number of hosts /4 is decreased by 50%. The number n(¢) subsequently increases
again. At ¢ = 6000 the number of hosts is reduced to 10% (since the rate of new mutants
able to invade is 10% of the former value, the growth in n proceeds at a slower rate). (b)
Corresponding average values of the virulence as a function of time. Removal of a fraction
of the hosts permanently reduces the average virulence by that same fraction. Source: May
and Nowak (1994).

Baalen and Sabelis 1995a). Continuous coinfection functions produce different
results. Individual-based modeling and clinical research are needed to test the im-
plications of the current superinfection models on the evolution and management
of virulence.



Super- and Coinfection: Filling the Range
Frederick R. Adler and Julio Mosquera Losada

10.1 Introduction

How many different strains of a disease can coexist in a single population of hosts?
What effect do different mechanisms of coexistence have on the properties of dis-
eases? The principle of competitive exclusion (Armstrong and McGehee 1980;
Levin 1970) states that no more species can coexist in a system than the number
of resources or limiting factors allow, which can be thought of, somewhat impre-
cisely, as stating that a single trade-off can support only a single species — the one
that deals best with that trade-off. Disease models describe a simple ecological
interaction, with hosts acting as resources, to test the limits of competitive exclu-
sion. Trade-offs for the disease often involve virulence, a trait of abiding interest
to hosts.

In the absence of a trade-off between host mortality and transmission efficiency,
the disease strain with the lowest virulence would always win out in competi-
tion, and diseases would be favored to evolve ever-reduced virulence. When such
a trade-off between host mortality and transmission efficiency exists, the single
strain that maximizes the basic reproduction ratio Rg will persist (see Boxes 2.2,
5.1, and 9.1; Bremermann and Thieme 1989). Ecological factors that affect this
trade-off, such as host density, might favor higher or lower virulence (Ewald
1994a). However, in the absence of spatial or temporal variation in these fac-
tors, only one strain persists [but see Andreasen and Pugliese (1995) for a case in
which coexistence is due to density-dependence in the host].

As many authors have shown, including an additional trade-off between viru-
lence and competitive ability (ability to take over from or share hosts with less
virulent strains) may not only favor higher levels of virulence, but may also sup-
port coexistence of multiple strains (Hastings 1980; Levin and Pimentel 1981).
In fact, this single additional trade-off has the potential to support an entire con-
tinuum of strains (May and Nowak 1994, 1995; Nowak and May 1994; Tilman
1994; see also Chapter 9). In addition, the pattern of coexistence has been shown
to differ depending on the mode of interaction between strains, whether it is coin-
fection (two strains sharing the same host) or superinfection (one strain having the
capability to quickly take over a host from another).

This chapter investigates two issues related to this coexistence based on some
earlier work (Mosquera and Adler 1998; Adler and Mosquera 2000). Mosquera
and Adler (1998) explicitly derive the superinfection model as a limit of the coin-
fection model, based on the argument that hosts are removed rapidly from the

138
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doubly infected class through either recovery or death. This sort of derivation
points out an often neglected subtlety of the super- and coinfection processes: the
existence of a discontinuous function relating virulence to the ability to coinfect or
superinfect (Pugliese 2000).

Let the coinfection function ¢ («, ) describe the rate at which a strain with
virulence « can coinfect a host infected with strain with virulence 7, relative to
its ability to infect an uninfected host (Mosquera and Adler 1998, Pugliese 2000).
This function will be increasing in « and decreasing in . Competition is asym-
metric because more virulent strains have an advantage within hosts. Other models
have used a step function for the coinfection function (see Figure 10.2a), such as

o if

¢(a,n)={0 o Z (10.1)

INV

(Tilman 1994; May and Nowak 1994). Biologically, a slightly more virulent strain
has the same advantage as a much more virulent strain, which is probably quite
unrealistic. Mathematically, ¢ (¢, 1) is discontinuous at & = 7.

Mosquera and Adler (1998) derived pairwise invasibility plots for smooth forms
of the coinfection function, showing that the picture changes qualitatively when
¢ (o, n) is continuous or differentiable at « = n (Figures 10.2b to 10.2d). Further-
more, the possibilities for coexistence in superinfection models differ depending
on how the superinfection limit is approached (the mechanism by which doubly
infected hosts are rapidly removed). Pairwise invasibility plots, however, address
only two strains at a time. They show that every strain is invasible when the coin-
fection function is discontinuous, but cannot reveal the actual diversity of creatures
that can coexist in the model.

In related work, Adler and Mosquera (2000) investigated diversity in a super-
infection model, simplified by ignoring the trade-off between virulence and trans-
mission efficiency. Smoothing the superinfection function (so that it has a contin-
uous second derivative) eliminates the infinite number of strains that can coexist.
Smooth superinfection functions can, when sufficiently steep at @« = 7, support a
large number of strains, but the number depends sensitively on the slope.

This chapter outlines an approach to diversity and virulence with two trade-
offs: the trade-off between virulence and transmission efficiency, and that between
virulence and coinfection ability. We present the coinfection model, and take the
superinfection limit. The shape of the resultant superinfection function depends
both on the underlying assumptions about the coinfection process and on how the
superinfection limit is approached. We then examine the number and virulence
of coexisting strains. Management of virulence through public health measures
requires an understanding of the sensitivity of the results to the details of intra-
host competition.

10.2 Coinfection and the Superinfection Limit

Complete models of coinfection can be crushed by the weight of their own nota-
tion. Authors have avoided this collapse by assuming that the interaction between
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strains is simple (May and Nowak 1995; see also Chapter 9), weak (Adler and
Brunet 1991), or that hosts can harbor no more than two strains at one time (Van
Baalen and Sabelis 1995a).

To illustrate some of the complexity and to introduce the notation, we present a
model of a population of hosts beset by many strains of a disease. For simplicity,
we assume that the population size is constant and that a single host can be infected
by no more than two strains simultaneously. The variables « and 7 both represent
the virulence level and index the disease strains. Let i () denote the fraction of
hosts infected only by strain «, and i («, n) denote doubly infected hosts who were
first infected with strain « and later with n (Figure 10.1). If B(«) gives the rate of
infection of susceptible hosts by strain «, the differential equations describing this
system are

d’;f‘) = B@)(1 — iy )iy (@) —ai(@)
+ [[oron it + e wia ] dn
- [ B aris iy dn (10.22)
TED g, i i@

— @@ + 620,00 + 8@ m) i m) - (10.20)

The shorthand iy ; represents the total infected fraction, or

iyt =/i(oz)da+[/i(a, n)dnda, (10.2¢)

while i () represents the total infectivity of strain « or

iy (a) = i(a) + /[i(oz, ) + i, a)] dn . (10.2d)

01 (a, n) gives the rate of recovery from strain « if infected first by o, 62 («x, 1) gives
the rate of recovery from strain « if infected second by «, and 6(«, 1) gives the
death rate when infected first by « and then by n. The notation is summarized in
Figure 10.1.

There are four ways that the virulence of a strain affects its success. First, it
has a direct effect on mortality. Second, the infectiousness (o) generally is an
increasing function of «. More virulent strains have an advantage in transmis-
sion. In the absence of coinfection or superinfection, the strain that maximizes the
ratio of transmission efficiency B(«) to virulence « excludes all others in compe-
tition (Bremermann and Thieme 1989). Third, the coinfection function ¢ (c, 1)
describes how virulence determines the ability of strain « to coinfect strain 7.

Finally, the virulence might affect the rate of recovery from each strain and the
host mortality in doubly infected hosts. If hosts infected with two strains tend
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Figure 10.1 Transitions in the general coinfection model. Hosts can be infected with at
most two strains. The arrows give the per capita rate at which hosts move from one category
to another; arrows pointing into empty space represent deaths.

to recover from the less virulent strain, then the more virulent strain has another
advantage in intra-host competition. If hosts tend to recover from the more virulent
strain, then the less virulent strain acts as a vaccine, and might be using the host
immune system to gain an advantage in intra-host competition. If doubly infected
hosts die quickly, the model reduces to the single-infection case (Mosquera and
Adler 1998).

Suppose that Equation (10.2b) has reached equilibrium. We can solve for
i (o, n) and obtain

B, a)iy(ni(a)
O1(at, ) + O (n, &) +8(at, )

If the dynamics within hosts are fast relative to the infection dynamics, we can
substitute Equation (10.3) into the differential Equation (10.2a) for i («) to find

di(a)
dt

= @)1 —itp)i(a) — ai(a)

+/ b1(n. @) Ble)d (. )i (@)i(n) dn
6101, @) + 62, 1) + 8(n, @) VP

_/ O1(c, ) + 8(a, 1)
O1(a, ) +02(n, @) +8(, 1)

Bme(n, )iy (mi(a) dn. (10.4)
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Figure 10.2 Four possible shapes of the superinfection function. Each shows the rate at
which strain « takes over individuals already infected with strain ». In the first three panels,
aless virulent strain cannot superinfect. (a) The discontinuous case, in which a slightly more
virulent strain has a high ability to superinfect. (b) The piecewise differentiable case, in
which the ability to superinfect begins increasing immediately. (c) The differentiable case,
in which the ability to superinfect shows no sharp change at @ = 5. (d) The differentiable
case, in which less virulent strains superinfect more virulent strains at a low rate.

Although this might appear to be a one-dimensional superinfection model because
doubly infected hosts are not tracked explicitly, they appear implicitly in i (o)
and i4 (), the total infectivity of strains o and 5. To write a closed system solely
in terms of i(«) and i(n), we generalize the approach of Mosquera and Adler
(1998) by considering the limiting case in which hosts are removed rapidly from
the doubly infected class. In this case, i (o) = i (o) and Equation (10.4) becomes

p
;l(f‘) = @i -a
+ [[B@it.n - pwao.o Jion dnfi
+ Bm)8(a, ) | (10.52)
where
$lar, ) = o1, ) Bl ) . (10.5b)
' 01(n, @) + O, ) +8(n, @)
and
S, m) = S, 1) (10.5¢)

O1(c, ) + 62(n, @) +8(et, )

The form of the superinfection function ¢ (e, 7) depends on the coinfection func-
tion ¢ (o, n) and the mechanism that leads to quick removal of hosts from the
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doubly infected class. Most simply, hosts could be removed quickly if one of the
three terms of the denominator of ¢(«, 1) is large:

Rapid mortality when doubly infected [large value of §(«, 1)]. In this case,
#(a, ) = 0 and the coinfection process is irrelevant (this rapid mortality does
matter when host population size can change). We do not consider this case
explicitly and henceforth assume that §(c, ) = 0.

Rapid recovery from the less virulent strain [large values of 6;(«, n) and
6>(c, ) if @ < n). In this case, ¢(a,7) = 0 when @ < 7 because a less
virulent strain cannot superinfect (Figures 10.2a to 10.2c).

Rapid recovery from the more virulent strain [large values of 6;(x, ) and
0>(a, ) if @ > n]. In this case, ¢(er, 7)) = 0 when o > 1. A less virulent
strain acts as a vaccine, favoring evolution of a lower level of virulence (results
not shown).

In addition, it is possible that individuals recover rapidly from strains as a function
of absolute rather than relative virulence. For example, suppose that 6 («, n) =
02(a, n) = Opa for some large value of 6y, meaning that recovery is proportional
to virulence. The superinfection function is

Flo, ) = ——p(a, 1) . (10.6)
n+ao

This particular choice for the recovery rate reduces the advantage of more virulent
strains in a superinfection model.

If the coinfection function is nonvanishing for @ < 5, the superinfection func-
tion retains this property (Figure 10.2d). A less virulent strain can take over hosts
from a more virulent strain, although probably at a low rate.

10.3 Coexistence and the Superinfection Function

The shape of the superinfection function affects several aspects of the evolutionary
outcome in the system:

the value and existence of an evolutionarily stable strategy (ESS);
the number of strains in an evolutionarily stable coalition when there is no ESS;
the abundances of strains in the evolutionarily stable coalition.

We illustrate results with pairwise invasibility plots to show the structural differ-
ences among the cases, and with numerical simulations of multiple strains in com-
petition.

As a baseline, we compute the ESS in the single-infection case. A single strain
« in isolation follows the equation

di(a)
dt

= [B@)(1 —ity) —a]i(@), (10.72)
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with stable equilibrium at
o
Bla)

In the absence of superinfection, the ESS occurs where ii . is maximized. With
the function

@) =it, =1 (10.7b)

o2
the ESS virulence level in the single-infection case is equal to 2.
With superinfection, the per capita growth rate of a strain « invading a popula-
tion at equilibrium for strain 7 is

fl@m =@l =it —a+ B m — Bedm.w]it, . (109)

where i} | = i*(n) obeys the equilibrium for strain n [Equation (10.7b)]. A critical
point or evolutionary singularity (Geritz et al. 1998) occurs where

af (ct, 1)
Jo

Bla) =35 (10.8)

=0. (10.10)
a=n
The second derivative of f(a, n) with respect to « is negative if B”(a) < 0, mean-
ing that this critical point is a local maximum when transmission shows dimin-
ishing returns. When the critical point becomes invasible, therefore, the invad-
ing strain has virulence rather different from that of the former ESS. From Equa-
tion (10.9), the critical point occurs where

af (o, m) , .
T, = F@a-i)-
- 90 (a,
[ @, + pioy e
a=n
I (. @) "
—ﬁ(a)T a:n]zH:o. (10.11)

The critical point depends on both the value and the derivative of the superinfection
function at the point « = 7. Positive values of & (e, &) or of the derivative of
# (., n) increase the virulence at the critical point above that in the single-infection
case.

With a discontinuous superinfection function (Figure 10.2a), every strain can be
invaded by a slightly more virulent strain (Figure 10.3a). There is thus no critical
point or candidate ESS, although highly virulent strains can be invaded only by
slightly more virulent strains. The resultant coalition (not shown) does not consist
of one of the many pairs of mutually invasible strains that appear in black in the
pairwise invasibility plot, but of a continuum of strains (Tilman 1994; May and
Nowak 1994). Although any single strain could be invaded by a more virulent
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Figure 10.3 Pairwise invasibility plots. The virulence of strain 1 is plotted on the horizontal
axis, and the virulence of strain 2 is plotted on the vertical axis. In the lightly shaded regions,
strain 1 can invade strain 2, in the darker regions strain 2 can invade strain 1, and in the
black regions both can invade each other. In each case, the transmission function is f(«) =
502 /(4+ az), chosen to set the uninvasible virulence at @ = 2 in the absence of coinfection
[Equation (10.8)]. (a) Discontinuous superinfection function (Figure 10.2a). (b) Piecewise
differentiable superinfection function (Figure 10.2b). With x = o — 1, the functional form
is (]3(01, n) =ox/l+oxifa > nand (];(Ol, n) = 0if @ < n. The parameter o represents the
slope at x = 0, and is setto o = 1. (c) Differentiable superinfection function (Figure 10.2c).
With x = o — 7, the functional form is ¢(ct, ) = ox2/1 + ox2ifa > nand ¢(e, ) =0
if @ < 1. The parameter o is set to o = 1. (d) Differentiable superinfection function with
nonvanishing invasion rate by a less virulent strain (Figure 10.2d). The functional form,
with x = 7/2(e — 1), is &(a, n) =2/ tan_l(ax) + ¢, where o is the slope at x = 0. The
slope at x = O is set to 1.

strain, the mix of more and less virulent strains in the coalition places an upper
bound on the persisting virulence.

A piecewise differentiable superinfection function (Figure 10.2b) does include
a critical point (Figure 10.3b). As the slope of the positive part of the curve in-
creases, the virulence at the critical point increases and then undergoes evolu-
tionary branching (Figure 10.4). With the parameter values in Figure 10.3b, the
critical value is unstable, and thus can be invaded by a less virulent strain. With
a yet steeper slope, the coalition includes several less virulent strains. Unlike the
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Figure 10.4 Evolutionary outcomes for the piecewise differentiable superinfection func-
tion (Figure 10.2b). Slopes o at o = 7 are 0.5, 1.0, and 2.0 in panels (a), (b), and (c),
respectively. The simulations are based on forty evenly spaced strains started from uniform
initial conditions and were run until convergence occurred.

discontinuous case, the number of strains increases one by one as the slope of the
superinfection function is increased.

A differentiable superinfection function with no invasion by less virulent strains
(Figure 10.2¢) maintains the critical point at « = 2, even as the positive part of
the curve increases more quickly (Figure 10.3c). This occurs because the slope
at o = n is always 0 (Mosquera and Adler 1998). As the curve increases more
quickly, the ESS value remains at 2 until it bifurcates, when the more common
strain both begins to increase in virulence and is invaded by a less common strain
of even higher virulence (Figure 10.5). With a more rapid increase in the curve,
more strains join the coalition one by one. This case differs from the piecewise
differentiable case in that virulence levels only increase after the critical point
destabilizes, and in that the most common strain is the least rather than the most
virulent.

A differentiable superinfection function that allows some invasion by less viru-
lent strains (Figure 10.2d) produces results most similar to the piecewise differen-
tiable case because the slope at « = n is neither infinite (as in the discontinuous
case) nor O (as in the differentiable case). In both cases, the critical virulence in-
creases as the slope increases, and the coalitions that arise are dominated by the
most virulent strain (Figure 10.6).
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Figure 10.5 Evolutionary outcomes for the differentiable superinfection function (Fig-
ure 10.2c). The parameter o takes on values 0.5, 1.0, and 2.0 in panels (a), (b), and (c),
respectively.

However, the virulence levels supported in this case tend to be higher because of
the additional mixing among strains. As a simple example, consider the invasion
criterion in Equation (10.11) in the simplified case in which any strain can take
over from any other at the same rate, or é(a, n) = ¢ for any « and 7. Substituting
into Equation (10.11) gives

af (e, m)

. la=n = B (@)1 —itq + ¢iy) —1=0. (10.12)
Substituting for i1+ [Equation (10.7b)] and solving for 8’(«) gives the condition
P 1 — (10.13)

1 —¢+¢p(a)/a
When ¢ = 0, this reduces to the usual condition (Mosquera and Adler 1998). If
we treat the critical value of « as a function of ¢ and differentiate both sides, it is
not difficult to show that « is an increasing function of ¢ at ¢ = 0. Superinfection,
even in the absence of any competitive advantage for the more virulent strains,
favors strains with higher virulence.

10.4 Discussion

The virulence and coexistence results obtained from models of coinfection depend
on the assumptions underlying the coinfection process:
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Figure 10.6 Evolutionary outcomes for the differentiable superinfection function with non-
vanishing invasion rate by the less virulent strain (Figure 10.2d). The slope o at @ = 75 is
0.5, 1.0, and 2.0 in panels (a), (b), and (c), respectively.

Which strains can coinfect;
How coinfection depends on the virulence of the two strains;
The fate of doubly infected hosts.

When the time scale of double infection is short, these assumptions manifest them-
selves in the shape of the superinfection function in the resultant model.

The evolutionarily stable coalition that results depends on the shape of the su-
perinfection function for similar strains. If there is a discontinuity, so that slightly
more virulent strains can superinfect at a high rate, a continuum of strains can
coexist. This result vanishes with a continuous function. In general, as the slope
becomes larger, the community adds strains one by one, with a concomitant in-
crease in average virulence. Furthermore, a nonvanishing rate of superinfection by
identical strains increases the virulence in any coalition. The virulence of the most
abundant strain in the coalition also depends on the shape of the superinfection
function. Only for the differentiable superinfection function (see Figure 10.5) is
the least virulent strain the most common.

Different shapes of the superinfection function thus produce different patterns
of coexistence, with more detailed differences including whether the most abun-
dant strain is the most or least virulent. Ideally, these predictions could be com-
pared with estimates of real superinfection functions to test whether the real sys-
tems exist in the region of parameter space where large numbers of strains can
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coexist, or whether this particular trade-off tends to support only a few strains with
a characteristic pattern of abundance.

Is manipulation of the superinfection function a viable strategy for virulence
management? In general, reducing the extent of superinfection reduces virulence.
More specifically, our models show that decreasing the competitive advantage of
more virulent strains reduces not only the mean virulence, but also the variance in
virulence that provides the potential for further evolution. Any control measures
that selectively harm more virulent strains could help control virulence in both the
short and long term.



Multiple Infection and Its Consequences for
Virulence Management

Sylvain Gandon and Yannis Michalakis

11.1 Introduction

Many parasites exploit their host in order to accomplish within-host reproduction
and allow transmission to new hosts. However, an extreme exploitation strategy
may incur a cost since it might decrease the life expectancy of the host and, as a
consequence, the chances of the parasite being transmitted. In this respect, viru-
lence (i.e., the deleterious effect induced by the parasite) can be considered a by-
product of the parasite’s host-exploitation strategy. Such a trade-off leads to the
conclusion that parasites should evolve toward intermediate levels of virulence.
This idea has been formalized by several authors (Anderson and May 1979; Ewald
1983; Van Baalen and Sabelis 1995a; Frank 1996¢), who found that an evolution-
arily stable level of virulence depends on several life-history parameters for both
the host and parasite, as well as some constraints (such as the classic trade-off
between transmission ability and virulence).

Moreover, it has been shown that multiple infections (i.e., the ability of the
parasite to infect an already infected host) increase within-host competition and
select for higher levels of virulence (Eshel 1977; Bremermann and Pickering 1983;
Frank 1992a, 1994b, 1996¢c; Nowak and May 1994; May and Nowak 1995; Van
Baalen and Sabelis 1995a). Several models have been developed around this idea
(see Box 5.1), but we believe the kin-selection model proposed by Frank remains
the simplest way to address this question (but see Box 11.1). Frank formalized
the idea that there is a strong analogy between the evolution of altruism and that
of parasite virulence. More intense host exploitation can be viewed as a selfish
strategy selected for at the within-host level, but selected against at the between-
host level since it induces a cost (higher virulence results in lower transmission)
on the entire group of parasites that share the same infected host. Therefore, if
the relatedness among parasites within infected hosts is very high, lower levels of
virulence should be selected for (Frank 1992a, 1994b, 1996¢).

In this chapter, we study the consequences of multiple infections on the evo-
lution of parasite virulence. First, following the approach developed by Frank,
we present a general kin-selection model for the evolution of virulence and, since
transmission ability is tightly linked with multiple infections and parasite viru-
lence, the evolution of parasite dispersal. Second, we use this model to analyze

150
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Box 11.1 Kin-selection models of within-host competition

Since each infected host harbors a population of parasites, a population of hosts can
be viewed as a metapopulation of parasites. Frank (1994b, 1996¢) and Taylor and
Frank (1996) have developed an approach that formalizes the notion of kin selection
for the evolution of parasite virulence in a parasite metapopulation structure. This
approach is based on a two-step argument: first, the derivation of the evolutionarily
stable virulence and, second, the derivation of relatedness.

Derivation of evolutionarily stable virulence. The fitness w of an individual
parasite depends on its own virulence « and on the average level of virulence, ¢, of
the other parasites that share the same infected host, w = w(«, @). The following
simple expression for parasite fitness,

_ (¢4 _
w(a, o) = - (l1—-a) , (a)

has been suggested by Frank (1994b, 1996c¢). The first term, ot /e, describes within-
host success (a high relative virulence within the host increases parasite fitness),
whereas the second term, 1 — @, describes between-host success (a high average
level of virulence decreases the transmission rate of the parasite and, in conse-
quence, parasite fitness). The model presented in this chapter is more general than
this and is based on a more realistic expression for parasite fitness; here we use
Frank’s model for illustration.

We suppose that the virulence of a parasite is determined by its genotype and
consider a monomorphic population with virulence «. If

dw =0, (b)
do a=o=0uo*

then a* is an evolutionarily stable level of virulence. The total derivative dw/da
is understood here as the sensitivity of the fitness w to varying the virulence « of a
focal individual together with that of all its kin, that is, of its identical-by-descent
relatives. Since w then depends on « not only directly but also through @, this

derivative is given by

dw Jdw  Jdwda
da ~ da + o do ©

The sensitivity of the average virulence & of parasites within a host to varying the
virulence « of a focal individual together with that of all its kin,

du
Cda’
is called the coefficient of relatedness. If all parasite individuals within an infected
host are unrelated, then varying the virulence « of a single parasite has practically
no effect on the average virulence o within that host; p is therefore (very close
to) zero. By contrast, if all parasites within a host are kin, then p = do/da =
do/da = 1. Using Equations (a) to (d), the evolutionarily stable level of virulence
in Frank’s model can be calculated; after some algebra this yields

p (d)

continued
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Box 11.1 continued

a*=1-p. (e)

As shown by Gandon (1998), it turns out that this simple result also holds for a
model in which the death rate of hosts is taken into account for determining parasite
fitness.

Derivation of relatedness. The second step is to reveal the dependence of the
coefficient of relatedness o on other model parameters. If one assumes that se-
lection is weak (i.e., that the virulence of mutants differs only slightly from that
of their ancestors), p can be derived from classic identity-by-descent coefficients
(Taylor 1988; Taylor and Frank 1996). For example, in Frank’s model (1994b)
in which parasites are asexual and haploid and hosts do not die, the coefficient of
relatedness is given by

p=1/[P—(P—1)(1-17, ()

where P is the number of parasites within each infected host and A is the para-
site immigration rate or force of infection. This, in turn, depends on the fraction
Dleave Of parasites that leave their host in each parasite generation, on the probabil-
ity 1 — prailure for these to enter a new host, and on the extinction rate u of parasite
populations (Frank 1994b),

(I — Prailure) (1 — ) Pleave
1 — preave + (1 — Paitlure) (1 — 1) Pleave

The assumptions of asexuality and haploidy are relaxed in Taylor (1988) and the
assumption of no host mortality is relaxed in Gandon (1998).

A=

(&)

Strengths and limitations of the kin-selection approach. The approach out-
lined here offers a simple and powerful method to analyze the qualitative effects of
multiple infections on the evolution of virulence in structured populations in which
selection operates at two levels (local population versus metapopulation) and to sep-
arate the direct effects of selection from indirect ones that result from relatedness.

Limitations of the kin-selection approach arise because the phenotype of a mu-
tant is assumed to be very close to that of the resident. This simplifies derivations
of relatedness since one can use classic identity-by-descent coefficients. However,
an important drawback of this assumption is that it does not include the potential
occurrence of parasite polymorphism, a feature shown to emerge in other types of
models (e.g., Bonhoeffer and Nowak 1994a; May and Nowak 1994, 1995; Nowak
and May 1994). The kin-selection approach further assumes that the parasite—host
system has reached a stable epidemiological equilibrium at which every single host
is infected and that there is an infinite number of infected hosts so that parasites
from two randomly chosen infected hosts are not related. How the epidemiolog-
ical details of the parasite—host interaction affect the evolutionary outcome is still
largely unclear (but see Box 7.1 and Frank 1992a, 1996c; May and Nowak 1994,
1995; Van Baalen and Sabelis 1995a; Gandon et al. 2001).
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how parasite propagule survival may affect the evolution of virulence when mul-
tiple infections occur. This example leads us to a more general discussion on the
effects that emerge only through kin selection of several other parameters (i.e.,
contact rate, host resistance, host clearance rate). Finally, in light of our analy-
sis, we discuss the implications of several classic health policies (i.e., sanitation,
medical treatment, vaccination, etc.) for virulence management.

11.2  Multiple Infection, Virulence, and Dispersal

In this section, we present the general kin-selection model that we use throughout
this chapter to study the effects of multiple infection on the evolution of parasite
virulence and parasite dispersal. Details of this general model are presented else-
where (Gandon 1998), but in the following we present the main assumptions of
the host and the parasite life cycles.

Let us first assume that the habitat is filled with an infinite number of hosts.
For the sake of simplicity, we assume that host mortality is only due to parasite
virulence «.

The model further assumes the following parasite life cycle:

—

Generations are discrete.

2. Every single host is infected by a constant number P of haploid and asexual
parasites.

3. The average within-host relatedness among parasites is p, and throughout the
chapter we assume that parasites from different hosts are unrelated.

4. Parasites compete against each other for resources provided by the host, and the
level of parasite competitiveness is measured by «.

5. We also assume that within-host competition has a deleterious effect on hosts,
since the parameter o measures the parasite-induced host mortality (i.e., para-
site virulence). We further assume that the death of an infected host leads to the
extinction of the whole parasite population before parasite dispersal. Hence,
the extinction rate of parasite populations p and the overall host mortality are
linked: © = «. Note that assumptions (4) and (5) induce a trade-off between
parasite virulence and parasite transmission.

6. After reproduction, a proportion pjeave 0f the offspring leave their host and try
to reach another.

7. During the transmission phase these dispersed propagules pay a cost of disper-
sal by failing to infect a susceptible host with a probability pgajjure-

8. Effects of the mode of parasite transmission are characterized by the probability

Pcommon Of common origin of migrants (Whitlock and McCauley 1990; Gandon

1998). In particular, when pcommon = O all immigrant parasites come from

different hosts. For example, this might be the case for an airborne disease.

At the other extreme, when pcommon = 1, all immigrant parasites come from

a single infected host. This situation might be closer to a vectorborne type of

transmission or to a sexually transmitted disease.
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Figure 11.1 Indirect effects via relatedness p. Effects of various parameters (P, pleaves
PDfailure> Pcommon) On the evolution of parasite virulence ™ when virulence and dispersal
are unlinked traits. In (a) parasite dispersal pieaye 1S a passive trait and in (b) dispersal pjeave
coevolves with parasite virulence.

9. Finally, we assume that the parasite fecundity is sufficiently large to allow the
infection of each susceptible host. Therefore, all hosts are infected after the
parasite dispersal phase.

Under these assumptions, the host population reaches a stable age structure distri-
bution that depends only on the host mortality and on the age of the host (Olivieri
et al. 1995)

na = p(l —p*, (IL1)

where n, is the frequency of hosts of age a.

Note that our model relies on several oversimplified assumptions. In particu-
lar, we assume that all the hosts are infected. This greatly simplifies the algebra,
removes the potential consequences of host—parasite epidemiological dynamics,
and, as a consequence, allows us to focus on the effects of multiple infections in a
simple case (i.e., when the parasite has reached an epidemiological equilibrium).

Evolution of parasite virulence

Under the assumptions presented above, it is possible to formulate explicitly the in-
clusive fitness of an individual parasite (Gandon 1998) and, following the approach
developed by Taylor and Frank (1996), to search for the evolutionarily stable life-
history strategies of the parasite. When dispersal is not correlated with parasite
virulence, the evolutionarily stable virulence o* is equal to 1 — p (Gandon 1998).
This simple expression, first derived by Frank (1994b, 1996¢) in a simpler model
(see also Box 11.1), captures the kin-selection argument underlying the effects of
multiple infections: higher relatedness among parasites decreases virulence.
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Figure 11.2 Evolution of parasite virulence. (a) Dependence of the evolutionarily stable
level of virulence, a™, on the cost of dispersal, pajlure, for three different parasite dispersal
rates: pleave = 0.2 (dotted curve), pieave = 0.5 (dashed curve), and pjeave = 0.8 (con-
tinuous curve). Other parameter values: P = 10, pgaijure = 0.9. (b) Dependence of the
evolutionarily stable level of virulence on the probability of common origin, pcommon, for
three different parasite population sizes: P = 5 (dotted curve), P = 10 (dashed curve), and
P = 20 (continuous curve). Other parameter values: pleave = 0.5, Pailure = 0.9.

However, it can be argued that relatedness among parasites is not a fixed param-
eter but a dynamic variable that depends on several other parameters. Therefore,
several parameters may affect the evolution of virulence indirectly through their
effects on relatedness (see Figure 11.1). Lower costs of dispersal or higher disper-
sal rates increase the probability of a given host being infected several times. As
a consequence, the relatedness among parasites decreases and the evolutionarily
stable virulence increases (Figure 11.2a). Similarly, when the number of infect-
ing parasites P increases or when the probability of common origin pcommon de-
creases, then relatedness decreases and the evolutionarily stable parasite virulence
increases (see Figure 11.2b).

Evolution of parasite dispersal

Using the approach used to derive the evolutionarily stable parasite virulence (see
Box 11.1), it is possible to derive the evolutionarily stable dispersal rate of the
parasite. For situations in which virulence and dispersal are not correlated traits,
Gandon and Michalakis (1999) showed that the evolutionarily stable dispersal
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probability is given by the following analytical expression:

1
pl*eave = 2B |:A - \/A2 —4du(l — Ppcommon)B:| ) (11.2a)
where

A = praitwre + 12 (1 = praiture) + 1 — p(1 — )
— 2upeommon Pl Ptaiture + (1 — Prailure)] (11.2b)

and

2
B = |:pfailure + (1 — Pfailure):| —p(l—p)— Pcommonp[(l - Pfailure)2

2 2 2
—nG - 6pfailure + 2pfailure) +u G- 4pfailure + pfailure):| . (11.2¢)

This expression formalizes the effects of pfaiure, 0, 4, and Pcommon ON the evolu-
tion of dispersal. In general, lower prailure OF Pcommon and higher p or u select for
higher dispersal rates. Indeed, Figures 11.3a and 11.3b show that higher costs of
dispersal, higher probability of common origin, or lower virulence tend to decrease
the evolutionarily stable dispersal rate.

The effect of the mode of dispersal can be explained by a kin-selection argu-
ment. When pcommon 18 1arge, immigrants have to compete against related individ-
uals (i.e., other immigrants originating from the same population). This induces an
extra cost of dispersal and selects for lower dispersal rates (Gandon and Michalakis
1999).

When p is used as a dynamic variable, some parameters may indirectly af-
fect the evolution of dispersal. For example, a higher within-host population size
decreases relatedness among parasites and, as a consequence, increases the evolu-
tionarily stable parasite dispersal rate (Figure 11.3b).

Let us now assume that virulence and dispersal are two coevolving traits. In
this case, there is no simple analytic expression for the evolutionarily stable strate-
gies of virulence and dispersal. The derivation of such strategies, however, can
be pursued with numerical simulations. Figure 11.4 presents the evolutionarily
stable virulence o* and dispersal pl*eave versus the cost of dispersal ppajjyre- Not
surprisingly, higher cost of dispersal decreases both virulence and dispersal. How-
ever, note that the effects of higher cost of dispersal seem to be more pronounced
when virulence and dispersal coevolve (compare Figures 11.2a, 11.3a, and 11.4).
This results from synergistic effects that emerge from the coevolution between
virulence and dispersal. First, higher costs of dispersal result in decreases in both
virulence and dispersal, independently (Figures 11.2a and 11.3a). Second, a drop
in virulence selects for lower dispersal rates (see Figure 11.3a), and, reciprocally,
lower dispersal selects for lower virulence (see Figure 11.2a). These interactions
strengthen the effect of higher cost of dispersal on both the evolution of virulence
and dispersal (Gandon 1998).
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Figure 11.3 Evolution of parasite dispersal. (a) Dependence of the evolutionarily stable
dispersal rate, pl*e ave> ON the cost of dispersal, pajlure, for three different levels of parasite
virulence: @ = 0.1 (dotted curve), @ = 0.5 (dashed curve), and « = 0.9 (continuous curve).
Other parameter values: P = 10, psaijure = 0.9. (b) Dependence of the evolutionarily stable
dispersal rate on the probability of common origin, pcommon, for three different parasite
population sizes: P = 5 (dotted curve), P = 10 (dashed curve), and P = 20 (continuous
curve). Other parameter values: & = 0.5, pfaijure = 0.9.

11.3 Indirect Effects

In Section 11.2, we show that several parameters may affect the evolution of vir-
ulence indirectly (via relatedness). In the following, we develop this argument
and show how several classic environmental and life-history parameters may act
indirectly on the evolution of virulence. First we analyze the indirect effects of
propagule survival on parasite virulence. Second, we generalize this kin-selection
argument to other parameters.

The curse of the pharaoh

Ewald proposed that higher propagule survival may promote evolution toward
higher levels of parasite virulence (Ewald 1987a, 1994a). The basic argument
in favor of this hypothesis is that the “cost of virulence” should decrease when
propagule survival increases: even highly virulent strains find a susceptible host to
infect if they can survive for a very long time in the environment. This hypothesis
is also known as the “sit-and-wait” hypothesis (Ewald 1987a, 1994a) or as “the
curse of the pharaoh” hypothesis in reference to the highly virulent and very long-
lived pathogen that some have claimed was responsible for the mysterious death
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of Lord Carnarvon after it lay dormant in the tomb of Tutankhamen (Bonhoeffer
et al. 1996).

Bonhoeffer ez al. (1996) formalized this argument to test the validity of the hy-
pothesis. They found that if the host—parasite system has reached an ecological
equilibrium, parasite propagule survival does not affect the evolution of virulence.
However, in nonequilibrium situations, and, in particular, during an epidemic,
higher propagule survival increases the evolutionarily stable parasite virulence.

In the following, we extend the investigation of Bonhoeffer et al. (1996) to
the case in which multiple infections can occur. For the sake of simplicity, we
focus on a host—parasite system that has reached a stable epidemiological equilib-
rium. Using a modified version of the general kin-selection model presented in
Section 11.2, we assume that:

Dispersed propagules fail to infect a susceptible host with a probability pfaijure
(the basic cost of dispersal).

Unsuccessful propagules have a probability psurvive to survive until the next
generation.

If parasite propagules reach the next generation, they have another chance to infect
a host (see Figure 11.5). Under these assumptions, a propagule effectively infects
a host with a probability pinfect (i-€., the transmission efficiency of the parasite)
given by

00
I — prail
Pinfect = (1 — Pfailure) Z(pfailurepsurvive)t = e (11.3)
=0 1 — prailure Psurvive

It is worth returning to the proper definition of the effective cost of dispersal, which
is

. 1— .
| = Pinfect = Dfailure ( Dsurvive) - (11.4)
I — Ptailure Psurvive
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Figure 11.5 Schematic representation of parasite life cycle with parasite propagule. At
time ¢, parasites from a given infected host disperse and, eventually, infect a new host.
With a probability peaijyre, parasite propagules fail to infect a host. In this case, parasite
propagules have a probability pgurvive to survive until the next generation ¢ + 1 where
they will have another chance to infect a host. Under this assumption the probability for
a given parasite propagule to effectively infect a host is pjsfect (see more explanations and
the explicit formulation of pjpfect in the text).
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Figure 11.6 The curse of the pharaoh hypothesis. Dependence of the evolutionarily stable
parasite virulence, o* (dotted curve), and parasite dispersal, p{ke ave (continuous curve), on
propagule survival, pgyrvive- Parameters: P = 10, pcommon = 1, Pfailure = 0.9.

This simple expression shows that higher survival rates decrease the effective cost
of dispersal. From Section 11.2, we know that lower costs of dispersal increase the
evolutionarily stable virulence (see Figure 11.2a), and, not surprisingly, we found
that higher propagule survival tends to increase the evolutionarily stable parasite
virulence in accordance with the curse of the pharaoh hypothesis (see Figure 11.6).
Gandon (1998) showed that this qualitative effect seems to be quite robust for a
wide range of parameter values. However, in some situations (and in particular
when dispersal and virulence are negatively correlated traits), higher propagule
survival may also select for lower evolutionarily stable virulence.

The effect of higher propagule survival is used here as a case study to illustrate
the potential importance of indirect effects (see also the direct effects of propagule
survival analyzed in Chapters 2 and 28). In the following subsection, we analyze
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several other hypotheses concerning the potential effect of some parameters in the
light of our kin-selection approach.

Other indirect effects

Contact rate. Ewald (1994a) proposed that a higher number of contacts between
hosts may select for larger parasite virulence. In particular, Ewald suggested that
higher rates of transmission through sexual contacts or needleborne transmission
would result in selection for more virulent strains of human immunodeficiency
virus (HIV). The validity of this prediction has been studied formally by Lipsitch
and Nowak (1995), who found that the contact rate affects the evolution of parasite
virulence only in nonequilibrium situations. In particular, during an epidemic,
higher contact rates increase parasite virulence. However, when the host—parasite
system has reached an epidemiological equilibrium, the contact rate no longer
affects parasite virulence. These results are similar to the conclusion of Bonhoeffer
et al. (1996) regarding the effect of propagule survival. Indeed, both contact rate
and propagule survival affect a more generic parameter of parasite life-cycle: the
probability of transmission. In a broader perspective, it has been noted (e.g., see
Frank 1996¢) that the probability of transmission does not affect the evolution
of parasite virulence at equilibrium, but may increase the evolutionarily stable
virulence during an epidemic. However, this very general prediction relies on the
assumption that multiple infections do not occur, and we know from our study on
the effects of propagule survival that this general prediction may be altered when
this hypothesis is relaxed. This strongly suggests that if multiple infections are
allowed, then higher host contact rates may also increase parasite virulence when
the whole system is at equilibrium because of indirect effects. Indeed, if we modify
our model by simply assuming that the cost of dispersal is a decreasing function
of the contact rate, then we find that higher contact rates increase virulence.

Van Baalen (Chapter 7) addressed a similar question by looking at the effects of
contact rate on the evolution of parasite virulence in a viscous host population. He
found that, in accordance with Ewald’s prediction, higher contact rates increase
virulence. Although multiple infections are not allowed in Van Baalen’s model,
kin-selection processes are also influential because of the viscosity of the host
population. In this situation, kin selection does not operate at the individual host
scale but at the scale of the cluster of infected hosts (Van Baalen and Rand 1998).
There is, however, a strong analogy with our kin-selection model that results from
the incorporation of some spatial structure. The indirect effects of higher contact
rates that we study here emerge via this spatial structure.

So far, we have focused our attention on the effects of transmission rates; how-
ever, as we noticed in the previous subsection, the mode of transmission may also
affect the evolution of parasite virulence. In our model, the probability of com-
mon origin peommon Offers a simple way to account for different modes of trans-
mission. Very generally, higher pcommon increases within-host relatedness among
parasites and tends to decrease parasite virulence (Figure 11.2b). Note the inter-
esting analogies between this result and the effect of the mode of transmission in
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Van Baalen’s model (where ¢ describes the regularity of the network of hosts; see
Chapter 7).

Vaccination and host heterogeneity. In the previous subsections, we assumed that
all hosts are fully susceptible. Relaxing this assumption may also affect indirectly
the evolution of parasite virulence if multiple infections occur. For example, if
we assume that the host population is composed of a certain proportion r of fully
resistant hosts, then the parasite successfully infects a host with a probability (1 —
Prailure) (1 — r). A higher proportion of resistant hosts decreases the probability
of infection (this effect is best known as “herd immunity”) and, as a consequence,
increases within-host relatedness among parasites. In this respect, our prediction
is that a higher proportion of resistant hosts may decrease parasite virulence. This
effect has actually been observed by May and Nowak (1994, see also Chapter 9).
They found that when superinfection occurs, the removal of a certain proportion
of the host population selects for lower parasite virulence. This result is consistent
with the kin-selection argument we have proposed.

Host clearance rate. It has been shown that when only single infections occur,
higher intrinsic host death rates select for higher parasite virulence. Ebert and
Mangin (1997) pointed out that the occurrence of multiple infections may strongly
alter this prediction. Indeed, higher host death rates may decrease the probabil-
ity that a given host will be infected by multiple strains and, as a consequence,
increase the average within-host relatedness among parasites. This process may
result in a decrease of parasite virulence with higher host death rate, because such
an indirect effect may be stronger than the classic direct effect that tends to increase
parasite virulence when host mortality increases (Gandon et al. 2001).

11.4 Virulence Management

Virulence management aims at decreasing the deleterious effects of parasites on
their hosts. There are two main components in the deleterious effect induced by
the parasite:

The risk of being infected (i.e., prevalence);
Once infected by a particular parasite, the pathogenicity of the parasites (i.e.,
virulence).

Ideally, virulence management should promote policies that counter both. This
may lead to short-term (epidemiological) and long-term (evolutionary) beneficial
effects.

In the following, we try to partition the effects of three different types of classic
health policies between these two components (Table 11.1). This analysis allows
us to stress the potential conflict that may emerge in virulence management, since a
particular intervention may be beneficial in the short term but could have negative
consequences in the long term. Moreover, we aim to show the importance of
the occurrence of multiple infections in understanding the effects of some classic
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Table 11.1 Short- and long-term effects of some classic health policies when only single
infections occur as opposed to situations when multiple infections occur. “+” and “—”
indicate positive and negative effects, respectively, while a “0” indicates no effect and “?”
indicates that the effect is not known. We only consider situations in which the host—parasite
system has reached a stable epidemiological equilibrium. Note the differences between,
first, the single and multiple infection cases and, second, the short- and long-term effects.
See the text for more explanations and discussion.

Single infection Multiple infection

Short- Long- Short- Long-

term term term term

Health policies Consequences effect effect effect effect

Sanitation (lower contact rate) Decrease in + 0 + +
transmission

Medical treatment Increase of + — + ?
clearance rate

Vaccination Decrease in + 0 + +
prevalence

Large-scale use of antibiotics =~ Emergence of + - + ——
resistance

health policies on the evolution of virulence. Table 11.1 summarizes the effects of
different interventions in two different types of models:

Only single infections occur;
Multiple infections are allowed.

We emphasize that we restrict our analysis to cases in which the host—parasite
system is at epidemiological equilibrium, and we further assume that the host pop-
ulation is homogeneous and spatially unstructured (i.e., a parasite has an equal
probability to reach any individual host). Relaxing one of these assumptions could
greatly alter the predictions presented in Table 11.1.

First, some classic interventions (e.g., sanitation) aim to reduce contact rates.
More generally, prophylactic interventions act directly through a reduction of para-
site transmission rate. This, of course, has a straightforward beneficial effect in the
short term since it lowers the risk of being infected by a parasite. However, there
might also be a long-term effect of such interventions since, if multiple infection
occurs, we expect lower transmission rates to decrease parasite virulence.

The development of medical treatments (e.g., antibiotics) reduces the time a
single host is infected; in reference to classic epidemiological models (Anderson
and May 1991; Van Baalen and Sabelis 1995a), the clearance rate increases. This
is beneficial for the individual host that needs to be cured. However, in models with
only single infections, one expects that these interventions should increase para-
site virulence. A dilemma emerges here since the short-term effect may benefit a
particular individual host, but have long-term deleterious effects on the entire host
population. This is not necessarily the case when multiple infections occur, since
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higher clearance rates tend to decrease the transmission rate and, consequently, the
rate of multiple infections (see Section 11.3 on the effect of clearance rate).

Finally, let us briefly examine the case of large-scale use of antibiotics and vac-
cination campaigns. First, in many intensive production units of cattle, farmers
systematically include antibiotics in bovine nutrients. Such use of antibiotics sig-
nificantly increases productivity because it both prevents parasitic infections and
promotes the growth of animals. Second, in a similar way, vaccination campaigns
are large-scale interventions that prevent infection by particular strains of parasites
(here we do not consider the use of imperfect vaccines). Both of these interven-
tions are beneficial in the short term because they lower the risk of being infected
and decrease parasite prevalence. If multiple infections occur, one might also ex-
pect a long-term beneficial effect through a decrease in parasite virulence because
of the drop in transmission rate. However, there might also be long-term detri-
mental effects if the ability of the parasite to evolve resistance against antibiotics
or vaccines is taken into account (Baquero and Blazquez 1997). It has long been
pointed out that the systematic use of antibiotics may promote the emergence of
resistant strains of parasites. This may have important consequences on cattle and,
hence, on human populations, since antibiotics used for the cattle are often simi-
lar to those used for human treatments. A similar argument holds for vaccination
campaigns. Moreover, if multiple infections occur, there might be another dele-
terious effect of emerging resistant strains, and a particular resistant strain may
be expected to reach high levels of prevalence in the host population. This, in
turn, may increase the probability of multiple infections and, as a consequence,
may select for high virulence. We indicate these two evolutionary consequences
by putting two minus signs in the last cell of Table 11.1. We believe these effects
could be even stronger if the epidemiological aspects of the emergence of resistant
strains are considered.

These particular examples show:

The importance of including the impact of multiple infections in this type of
analysis;

The difficulties that may occur when the effects of particular interventions are
examined at different temporal scales (see also Chapter 5).

All the classic health policies used are beneficial in the short term. However,
some of them (e.g., medical treatment, large-scale use of antibiotics) may also
have negative consequences in the long term. This indicates that particular policies
should be promoted or avoided according to the time scale of interest.

11.5 Discussion

In this chapter, we demonstrate some implications of multiple infections for the
evolution of parasite virulence. It has long been suggested that multiple infections
tend to increase parasite virulence. However, the interaction between the occur-
rence of multiple infections and other parameters has not attracted much attention.
Our model clearly shows that some parameters may affect the evolution of parasite
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virulence only when multiple infections occur. For example, parasite transmission
may indirectly act on parasite virulence, since higher transmission tends to de-
crease within-host relatedness among parasites and, as a consequence, increase
virulence.

More generally, kin-selection processes and indirect effects emerge naturally
from the host—parasite interaction when details of the spatial structure of the host—
parasite interaction are accounted for. In our model, kin selection emerges from the
parasite population structure through multiple infection. Van Baalen showed that
kin-selection processes (and qualitatively similar mechanisms) could also emerge
from spatial viscosity in the host population (see Chapter 7). In these situations,
it is particularly relevant to study the inclusive effects of a given parameter on
the evolution of virulence by considering the combination of direct and indirect
effects.

These inclusive effects have important implications for virulence management.
Indeed, we show that classic health policies may have long-term evolutionary con-
sequences on the parasite. A better understanding of these consequences may help
to identify particularly efficient policies with both short-term (epidemiological)
and long-term (evolutionary) beneficial effects. Our analysis is only a first step to-
ward this ultimate goal, since our model remains an oversimplification of parasite
evolution. In particular, we did not include the epidemiological details that deter-
mine the dynamics of host and parasite populations. This greatly simplifies the
algebra and allows us to identify explicitly the occurrence of genetical feedbacks.
However, by doing so we definitely exclude ecological feedbacks (Van Baalen and
Sabelis 1995a, 1995b; Gandon et al. 2001) that may occur via the dynamics of
host—parasite interactions. The next step toward the design of strategies for viru-
lence management is to test the robustness of our predictions under more realistic
assumptions.
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Kin-selection Models as Evolutionary
Explanations of Malaria

Andrew F. Read, Margaret J. Mackinnon, M. Ali Anwar,
and Louise H. Taylor

12.1 Introduction

Malaria, a disease caused by protozoan parasites of the genus Plasmodium, can
substantially reduce host fitness in wild animals (Atkinson and Van Riper 1991;
Schall 1996). In humans, the major disease syndromes — severe anemia, coma,
and organ failure, as well as general pathology such as respiratory distress, aches,
and nausea — cause considerable mortality and morbidity (Marsh and Snow 1997).
Biomedical research attributes malaria to red cell destruction, infected cell se-
questration in vital organs, and the parasite-induced release of cytokines (Marsh
and Snow 1997). But mechanistic explanations are just one type of explanation
for any biological phenomenon, and, in recent years, evolutionary biologists have
become interested in offering evolutionary explanations of infectious disease vir-
ulence. This is entirely appropriate (Read 1994). In the context of malaria, for
example, the clinical outcome of infection has an important impact on parasite and
host fitness and is — at least in part — determined by heritable variation in host and
parasite factors (Greenwood et al. 1991). Yet in the recent rush to provide evolu-
tionary explanations of disease, there has been, in our view, too little interaction
between the models built by evolutionary biologists and reality. There is unlikely
to be a simple, general model of virulence: the causes of disease and the fitness
consequences for host and parasite are too variable. Instead, different models, and
even different frameworks, will be relevant in different contexts. Only by evalu-
ating specific models in the context of specific diseases will sensible evolutionary
explanations of virulence be realized. Such evaluations seem to us an essential
step if one aim of an evolutionary explanation is to contribute to virulence man-
agement. An evolutionary explanation of malaria would answer the question “Why
has natural selection not eliminated the disease?”” and would perhaps contribute to
answering the question “Why is the clinical outcome of infection so variable?”
One evolutionary explanation, for instance, postulates that malaria is main-
tained by natural selection because it enhances the fitness of the parasite that causes
it, since sick hosts have reduced antivector behavior (Day and Edman 1983; Ewald
1994a). Rather than evaluate that idea, we instead examine an idea that has at-
tracted more attention from theorists. Kin-selection models of virulence represent
an important component in the evolution of virulence literature. They postulate
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that the genetic relatedness of parasites within hosts affects the outcome of vir-
ulence. In this chapter we attempt to evaluate the relevance of these models to
malaria.

12.2 Kin-selection Models of Virulence

Most evolutionary models consider disease virulence to be a consequence of se-
lection acting on parasite life history. The most frequently espoused view is that
virulence is an incidental and unavoidable consequence of parasites extracting re-
sources from hosts to maximize the production of effective transmission stages.
Virulence per se is seen as detrimental to parasite fitness (it increases the risk of
death of the hosts and, hence, of the parasites), but host damage is necessary for
transmission. Thus, observed levels of virulence are said to represent schedules of
host exploitation that optimize some measure of parasite fitness by balancing the
risk of death with the need to maximize transmission-stage output. This idea has
been much reviewed (Bull 1994; Read 1994, Frank 1996¢; Ebert 1998b) and we
hope to evaluate the relevance of it to malaria in due course. Here, we assume that
this idea is applicable, and, therefore, we evaluate the relevance of an important
development of the idea.

Many authors have pointed out that where mixed-genotype infections are com-
mon, levels of virulence greater than those optimal for single-genotype infections
are favored by natural selection. This is because optimal rates of host exploita-
tion are altered when unrelated parasite genotypes compete (Hamilton 1972; Eshel
1977; Axelrod and Hamilton 1981; Levin and Pimentel 1981; Bremermann and
Pickering 1983; May and Anderson 1983a; Knolle 1989; Bremermann and Thieme
1989; Sasaki and Iwasa 1991; Frank 1992a, 1996c¢; Herre 1993, 1995; Nowak and
May 1994; May and Nowak 1995; Van Baalen and Sabelis 1995a, 1995b; Ebert
and Mangin 1997; Leung and Forbes 1998; and see Chapters 5 and 9). Parasites
that slowly exploit hosts are outcompeted by those that exploit hosts more rapidly.
Even if host life expectancy is reduced so that all parasites do worse, the prudent
parasites do disproportionately badly, and are thus eliminated by natural selection.
This “tragedy of the commons” appears in many areas of evolutionary biology
(e.g., social evolution; Trivers 1985); the common link is relatedness. Here, pru-
dent exploitation of hosts is favored when relatedness within an infection is high
(e.g., all parasites are members of the same clone). But the kin-selective fitness
benefits of prudence are reduced when within-host relatedness is lowered — that is,
more selfish genotypes win.

It follows from these ideas that where mixed-genotype infections occur, levels
of virulence favored by natural selection are greater. There are two mechanisms
by which natural selection acting on parasites could match virulence to within-host
relatedness. Schedules of host exploitation could have become genetically fixed at
levels that are evolutionarily stable for the average frequency of mixed-genotype
infections found in a population. Alternatively, conditional strategies might have
evolved, whereby parasites alter their exploitation schedules, and hence virulence,
according to the type of infection they find themselves in (Sasaki and Iwasa 1991;
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Frank 1992a; Van Baalen and Sabelis 1995a). Facultative life-history strategies
are a common feature in many taxa (e.g., Wrensch and Ebbert 1993; Godfray
1994; Via et al. 1995). If conditional virulence strategies exist, there should be
an association between within-host genetic diversity and virulence within a host
population; if only genetically fixed strategies are possible, there will be no such
association within populations, but there should be across them.

Are these ideas applicable to malaria, as several evolutionary biologists have
suggested (Pickering 1980; Bremermann and Pickering 1983; Frank 1992a; Ewald
1994a)? Plasmodium infections consist of asexually replicating genotypes, which
transmit to mosquitoes by producing gametocytes — terminal forms that are inca-
pable of further replication in the vertebrate host. Natural infections often con-
sist of unrelated genotypes, acquired from either the same or different infectious
bites. Multiplicity of infection (the frequency of mixed infections, or the number
of clones per host) is variable within populations and on average higher in areas
where transmission rates are high (Day et al. 1992; Babiker and Walliker 1997;
Paul and Day 1998; Arnot 1999). The potential for kin selection to affect the
outcome of virulence evolution thus exists.

But does it? We begin by asking whether the multiplicity of infection corre-
lates with disease outcome within populations, as would be expected if there are
conditional virulence strategies. We then consider the issue of genetically fixed
strategies, before summarizing results from our experimental work, which address
some assumptions implicit in the foregoing arguments. We end by discussing the
management implications of these ideas and data.

12.3 Conditional Virulence Strategies

In this section, we discuss field correlations and data from laboratory experiments
concerning conditional virulence strategies.

Field correlations

Direct measurements of the genetic composition of infections that differ in clini-
cal status are increasingly available from human populations afflicted by malaria.
Genetic diversity can be assayed using monoclonal antibody analysis, isoenzyme
analysis, and, most recently, polymerase chain reaction (PCR) amplification of
highly polymorphic loci. This has made it possible to ask whether infections that
consist of more than one genotype are more virulent, as would be expected if
parasites are facultatively increasing rates of host exploitation in the presence of
coinfecting competitors.

Although such studies are in their infancy, available data are summarized in
Table 12.1. Care is needed in the interpretation of such data. Many estimates
of the multiplicity of infection are almost certainly underestimates (Arnot 1999),
and comparisons across studies are of limited value because the loci under study
and clinical definitions vary. Nevertheless, within-study comparisons probably
are meaningful, and here the picture that emerges is, if anything, opposite to that
expected from kin-selection models of virulence. In the majority of studies, the
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number of clones in an infection is unrelated to the severity of clinical symptoms.
At least three studies provide evidence of an association between genetic diversity
in an infection and disease severity (Robert ez al. 1996a, Mercereau-Puijalon 1996,
Beck et al. 1997, Al-Yaman et al. 1997), but it is the less diverse infections that are
the more virulent. Only two studies show evidence that symptomatic infections —
those detected when sick people report to clinics — contain more genotypes than
infections discovered by random sampling of asymptomatic people (Roper et al.
1998, Zwetyenga et al. 1998).

A major problem in the interpretation of these studies is the (almost scandalous)
lack of understanding of naturally acquired immunity against malaria. To the ex-
tent that there is a consensus view on the immunoepidemiology of malaria, it might
be summarized as follows. Immunity is of two sorts: antiparasite and antidisease.
The precise nature of either, or of the link between them, is unknown, but they
are certainly not two sides of the same coin. For example, semi-immune peo-
ple can often harbor high densities of parasites without any obvious effect on the
host. Antiparasite immunity has a large strain-specific component. Effective pro-
tection may require multiple exposures to the same genotype and/or rapidly decay.
Memory of recent or low-grade concurrent infections thus determines specificity
of effective responses against new infections. Clinical disease is caused by anti-
genic types not previously seen by that individual. As children in malaria-endemic
regions age, the repertoire of genotypes to which the immune system has been
exposed increases, and they become protected against progressively more parasite
genotypes. A variety of indirect immunological and epidemiological evidence is
consistent with this view (Day and Marsh 1991; Gupta et al. 1994c; Mendis and
Carter 1995; Mercereau-Puijalon 1996), but the evidence is far from definitive.

If this view is even approximately correct, an important implication is that the
effects of previous exposure and genotype-specific immune responses are a major
— perhaps the major — proximate factor to determine disease outcome. If so, any
effect of conditional host exploitation strategies may be hard to detect. It may
also explain why in some studies lower genetic diversity is associated with greater
virulence. Genotypes not previously seen by a host may grow unchecked to high
densities and trigger nonspecific effectors [tumor necrosis factor (TNF), fever, ni-
trous oxide, oxygen radicals] which eliminate other genotypes or suppress them
below PCR-detection thresholds. Alternatively, high multiplicity of infection may
indicate recent exposure to more genotypes, which reduces the chances of encoun-
tering a previously unseen genotype in the near future.

In light of these complexities, it may be possible to reconcile the data summa-
rized in Table 12.1 with the existence of conditional host-exploitation strategies.
Indeed, it is intriguing that both places where higher multiplicity of infection is
associated with disease are areas with low year-round transmission (Roper et al.
1998, Zwetyenga et al. 1998), and so immunity against previously experienced
genotypes may have time to wane. Ideally, what is required are comparisons of
the severity of disease following infection with one or more previously unseen
genotypes in hosts with identical exposure histories. In the uncontrolled world of
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field correlations, such data are unlikely to be forthcoming. In this respect, animal
models can play an important role.

Laboratory experiments

Using the rodent malaria Plasmodium chabaudi in laboratory mice, we compared
the virulence of mixed clone and single clone infections (Taylor et al. 1998b). We
used anemia and weight loss as virulence measures, because these measures are
correlated with mortality rates (Mackinnon and Read 1999a). All mice were in-
fected with the same number of parasites; mixed clone infections were initiated
with varying ratios of the two clones. We found that mixed clone infections were
more virulent. Mice infected with two clones lost about 30% more weight than
those infected with one; mice with mixed clone infections were also more anemic.
These findings are certainly consistent with the theory that parasites conditionally
alter host exploitation strategies in response to the presence of competing clones.
However, parasite densities were no higher in mixed clone infections. The rate
of parasite proliferation correlated with virulence across all mice, but for a given
rate of proliferation, mixed clone infections were still more virulent. If the par-
asites employed conditional host-exploitation strategies, the effects were not de-
tectable in terms of parasite replication, as is conventionally assumed in models of
virulence.

We believe our data are most parsimoniously explained not by conditional vir-
ulence strategies, but instead by the additional costs to hosts of mounting a re-
sponse against genetically diverse parasites, in terms of both consumption of host
resources and immunopathology. Diverse parasite populations may, for example,
stimulate a larger number of T- or B-cell clones or stimulate a greater immune cas-
cade, causing the destruction of more red blood cells (RBCs), or trigger increased
production of self-damaging effectors such as TNF and fever. Direct evidence for
any of this is currently lacking, but the idea is amenable to experimental testing.
What we do know is that infections with genetically diverse parasites take longer to
clear (Taylor ef al. 1997a, 1997b, 1998b; Read and Anwar, unpublished) and that
prolonged infection results in prolonged anemia (Read and Anwar, unpublished).
Longer clearance times do not, however, explain the greater weight loss induced by
mixed clone infections: maximum weight loss occurs during “crisis” (well before
clearance) when there is a rapid reduction in parasite numbers associated with low
RBC densities and strong nonspecific immune activity (Jarra and Brown 1989).

In sum, then, field data from P. falciparum provide, with two exceptions, either
no evidence of conditional virulence strategies, or evidence against them. Un-
controlled field correlations are hard to interpret, especially in the face of strain-
specific immunity, but controlled experiments with P. chabaudi in mice also fail to
show any evidence of facultative alterations in growth strategies in response to the
presence of coinfecting genotypes. A suggestion of conditional virulence strate-
gies in lizard malaria (Pickering et al. 2000) is based on a correlation between
surrogate measures of virulence and genetic relatedness. There is no evidence of
a correlation between the same surrogates in other lizard malarias (Schall 1989),
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P. falciparum in humans (Robert et al. 1996b), P. chabaudi in rodents (Taylor
1997), or in Haemoproteus, a related genus of avian blood parasites (Shutler et al.
1995).

12.4 Genetically Fixed Virulence Strategies

Conditional virulence strategies require the ability of a clonal lineage to recognize
the presence of nonkin and modify host exploitation strategies accordingly. It
may be that such sophistication is beyond what is, after all, just a single-celled
protozoan (however, this “simple” organism is sufficiently sophisticated to outwit
a century of biomedical science). If so, kin-selection models of virulence predict
that host exploitation strategies appropriate for some average level of within-host
competition in a population should be favored by selection.

This idea requires heritable variation in the levels of virulence induced by
malaria parasites on which selection acts. Moreover, this variation should be pos-
itively and genetically correlated with replication rates within hosts and, in the
absence of host death, with transmission rates between hosts. Theoreticians have
suggested that various epidemiological patterns are consistent with the existence
of virulent genotypes or strains of P. falciparum circulating within human popu-
lations (Gupta et al. 1994c), but the issue is contentious (Marsh and Snow 1997).
The only parasite phenotype that has been found to correlate consistently with
disease outcome is rosetting, whereby uninfected erythrocytes become stuck to in-
fected cells (Carlson et al. 1990). The ability to rosette is under parasite genetic
control, being encoded by specific variant types of the var multigene family (Rowe
et al. 1997; Chen et al. 1998). In the laboratory, rapid increases in the virulence
of rodent malaria have been attributed to point mutations (Yoeli ef al. 1975). In
controlled laboratory infections of single clones of P. chabaudi in a single mouse
genotype, we found substantial differences between clones in virulence. These
differences were repeatable over successive passages. Moreover, the genetic ar-
chitecture was as assumed by parasite-centered models of virulence: virulence and
rates of within-host replication were genetically correlated, as were virulence and
infectivity to mosquitoes (Mackinnon and Read 1999a). Insofar as these results
are generalizable, there appears to be the necessary raw material for natural selec-
tion on virulence to act in accordance with the evolutionary models and generate
genetically fixed virulence strategies.

Are these strategies fixed as we would expect from the kin-selection models? In
areas with high transmission, where there is a high multiplicity of infection (e.g.,
P. falciparum in Tanzania; Babiker et al. 1994), levels of parasite virulence should
be higher than in areas where the force of infection is lower, so that the majority
of hosts are infected with a single clone (e.g., P. falciparum in Papua New Guinea;
Paul et al. 1995). Testing that prediction is unfortunately fraught with difficul-
ties. Levels of host immunity are also likely to vary with transmission rates and,
hence, the multiplicity of infection, which confounds cross-community correla-
tions between average levels of within-host diversity and morbidity and mortality
measures. Genetic differences between host populations may also confound any
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such tests. Direct comparisons of virulence of isolates from different populations
grown in a “common garden” would resolve that difficulty; the problem is to find
an ethical or biologically realistic garden. Of the strains used for malaria ther-
apy of neurosyphilis in nonimmune Europeans in the first half of the 20th century,
a number of geographically distinct races were recognized that differed in their
clinical virulence. Recent analysis of data gathered at that time reveals repeatable
strain differences in within-host growth rates, but comparable data on virulence
seems to lacking (Gravenor ef al. 1995).

Once virulence factors and the parasite genes that encode them have been iden-
tified, informative field data should be forthcoming. It would be of considerable
interest, for example, to determine whether mean rosetting rates correlate with
multiplicity of infection across populations.

12.5 Within-host Competition and Between-host Fitness

If the predictions of the kin-selection models are currently hard to test in the
malaria context, what of the models’ assumptions? Two distinct sources of se-
lection for increased virulence when mixed infections occur can be identified in
the theoretical work to date. The first arises when the presence of “competing”
parasites increases the likelihood of host death. Even if the transmission rates of
individual clones are otherwise unaffected by coinfecting parasites, this situation
favors higher levels of virulence (May and Nowak 1995; Leung and Forbes 1998).
The other source of selection arises from exploitation or interference competition,
in which the population sizes and/or transmission rates of clones that proliferate
within a host are reduced by the presence of competitors (e.g., Frank 1992a; Van
Baalen and Sabelis 1995a; Herre 1995). This could occur through conventional
resource competition or through apparent competition (sensu Holt 1977), with the
immune response triggered by one population having a detrimental effect on the
other. The most mathematically tractable case (or at least the most frequently mod-
eled), is of competition so severe that less virulent parasites do not transmit at all
from mixed infections (e.g., Levin and Pimentel 1981; Bremermann and Picker-
ing 1983; Knolle 1989; Bremermann and Thieme 1989; Nowak and May 1994;
Leung and Forbes 1998) — what Van Baalen and Sabelis (1995a) term superseding
infections.

We do not know if the presence of coinfecting malaria clones increases the
probability of host death. As described above, one experimental study (Taylor
et al. 1998b) and two field studies (Roper et al. 1998, Zwetyenga et al. 1998) sug-
gest virulence increases with the multiplicity of infection; a number of other field
studies suggest that it does not (Table 12.1). As well as the attendant ambigui-
ties associated with this data, we do not know how disease levels translate into
mortality rates, or even whether observed mortality rates are sufficiently high to
impose selection on virulence; case fatality rates may be as low as 2.5 per 1000
(Greenwood et al. 1991).

On the other hand, it seems highly likely that resource and/or apparent compe-
tition affect within-host population sizes. We are unaware of any direct evidence
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Figure 12.1 Parasite density during the course of infections in mice consisting of one
(dotted curve) or two (continuous curve) clones of Plasmodium chabaudi (vertical lines are
= standard errors). n =9 single clone infections; n = 11 two-clone infections. Source: Read
and Anwar (unpublished).
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Figure 12.2 Density of two clones of Plasmodium chabaudi, AS (continuous curve) and
CB (dotted curve), in a single mouse. Clone AS was inoculated 3 days after clone CB (day
0). Clones were distinguished by monoclonal antibody labeling. Source: Read and Anwar
(unpublished).

from humans, but we have found in the rodent malaria P. chabaudi in laboratory
mice that the total number of blood-stage parasites produced during an infection is
unaffected by the genetic diversity of the inoculum, implying a cap on total den-
sities (Figure 12.1). Depending on initial conditions, clonal populations can be
reduced to <10% of that achieved in a single clone infection by the presence of
coinfecting genotypes (Figures 12.2 and 12.3; Taylor et al. 1997a, 1997b, 1998b;
Taylor and Read 1998; Read and Anwar, unpublished).

However, for within-host competition to have any long-term evolutionary con-
sequences, it has to affect the transmission success of individual clones. None
of our experimental data are consistent with the idea of superseding infections:
in all the infections we examined, all the clones present successfully infected
mosquitoes. Moreover, and quite unexpectedly, we found that, despite compa-
rable parasite densities in infections consisting of one or two clones, mixed in-
fections had higher gametocyte densities and were more infectious to mosquitoes
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Figure 12.3 Total parasite densities in mice inoculated with either AS alone, CB alone, or
with clones added sequentially. When added first, clone AS does as well as it does on its
own; when added second (3 days after CB), it does substantially worse. CB always does
better on its own, does somewhat worse when AS is added 3 days later, and does even worse
if added second. Clones were distinguished by monoclonal antibody labeling; each bar is
the mean of 4-6 infections. Source: Read and Anwar (unpublished).
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Figure 12.4 Gametocyte (transmission stage) densities in peripheral blood of mice infected
with one (dotted curve) or two (continuous curve) clones (vertical lines are + standard
error). Same infections as for Figure 12.1; total gametocyte density is greater in mixed
clone infections (p = 0.034). Source: Read and Anwar (unpublished).

(Figure 12.4; Taylor et al. 1997a; Read and Anwar, unpublished). Molecular ge-
netic analysis of the parasites that successfully infected the mosquitoes showed
that clones in mixed infections transmitted at least as well as they did from sin-
gle clone infections, and often did substantially better (Figure 12.5; Taylor et al.
1997b). This is because, in some cases, competitively suppressed clones are able
to achieve higher densities toward the end of the infection when the transmission
stages are being produced (Figure 12.6, Taylor and Read 1998). We hypothesize
this occurs because the clone that dominates the bulk of the infection also domi-
nates the attention of the specific component of the host immune response, so that
in effect the “successful” competitor shields the “suppressed” genotype from im-
mune clearance. This theory is amenable to experimental testing; it would also
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Figure 12.5 Relative frequencies of two Plasmodium chabaudi clones, ER and CR, in
mixed infections in mice. On day 0, clones were inoculated at a 9:1 ratio, a difference that
was maintained through the first 10 days of the infection, when the bulk of the parasites
are present. Nevertheless, almost the opposite ratio was observed among parasites that
successfully transmitted to mosquitoes. Clones in mice were distinguished by monoclonal
antibody assays; genotype frequencies in mosquitoes were determined by PCR. Source:
Taylor et al. (1997b).
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Figure 12.6 Density of two clones of Plasmodium chabaudi, AS (continuous curve) and
CB (dotted curve), in a single mouse. Clone AS was inoculated 3 days before clone CB
(day 0). Clones were distinguished by monoclonal antibody labeling. Source: Read and
Anwar (unpublished).

benefit from theoretical work on within-host competition in the presence of strain-
specific and nonspecific immunity. Such models are in their infancy and their very
complexity may rule out simple generalizations (Box 12.1).

Whatever the mechanism, our data clearly demonstrate that despite often sub-
stantial competition within an infection, individual genotypes transmit at least as
well from mixed infections. This is counter to the assumption of all current kin-
selection models of virulence. Assuming that the patterns in mice generalize, it
would be of substantial interest to understand the population level consequences
of the positive feedback between the multiplicity of infection and infectiousness
that we find, for both disease epidemiology and the evolution of virulence.
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Box 12.1 Models of within-host competition between parasite strains

Within-host competition between parasite strains is the critical element of kin-
selection models of the evolution of virulence. Yet, most theoretical work concerns
population level (epidemiological) models with no attempt to model explicitly the
within-host processes involved (e.g., Levin and Pimentel 1981; Nowak and May
1994; Van Baalen and Sabelis 1995a; see Boxes 5.1, 9.2, and 9.3). These mod-
els generally assume the outcome of within-host competition to be fixed in some
mathematically tractable way (e.g., only the more virulent clone transmits from a
mixed-clone infection, see Levin and Pimentel 1981). Models for the evolution
of virulence that describe the outcome of competition between parasite strains as
the emergent property of explicit within-host processes do not yet exist (but see
Chapter 22 for such a model in a predator—prey metapopulation context).

Actually, explicit within-host models of competition in any context are relatively
rare. A number of models of single genotype infections incorporate some sort of
intra-clone competition, either with explicitly modeled limiting resources, or by
including unspecified logistic constraints on growth (e.g., Anderson et al. 1989;
Gravenor et al. 1995; Hetzel and Anderson 1996). While an important first step
toward modeling the more-than-one strain case, single-strain models necessarily
ignore parasite heterogeneity in competitive ability, immunogenicity, and suscepti-
bility to immune clearance.

There are two published attempts to model explicitly within-host competition
between strains. Smith and Holt (1996) argue that the machinery of mechanistic
resource—consumer theory (Tilman 1982) provides a useful lens through which to
view the internal struggle between pathogens. In their view, within-host dynam-
ics can be seen as a consequence of competition for limited resources, such as
glutamine or iron. The essential output of this approach is predictions about the
ability of a pathogen to invade or exclude a competitor. The determinant of this is
the critical resource concentration at which a strain’s birth rate balances its death
rate; that is, the strain with the lower critical resource concentration wins. This ap-
proach can be extended to incorporate competition for multiple resources and — by
considering the effects of increasing pathogen mortality on critical resource con-
centration — also the immune pressure. However, we see two principal challenges.
First, it is an equilibrium approach. In reality, equilibrium may not be achieved be-
fore the host clears the competitors. And even if competitive exclusion does occur,
the excluded strain may achieve substantial transmission in the interim. Indeed, if
there were a trade-off between persistence and rapid growth, it is possible to en-
visage situations whereby the excluded pathogen achieves higher total transmission
stage densities than the eventual “winner.” Second, the important complexities of
strain-specific and strain-transcending immunity need to be incorporated. Resource
limitation may be an important determinant of competition for only a minority of
infections, if at all: host protective responses may halt population growth first.

Hellriegel (1992) explicitly incorporated those complexities. She extended the
coupled ordinary differential equations of Anderson et al. (1989) to include two
coinfecting malaria strains, competition for resources (erythrocytes), and specific
and nonspecific immunity against different parasite stages. At its height, her

continued
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Box 12.1 continued

model was not analytically tractable as it involved 15 equations with at least 21
parameters and variables. Assessment of equilibria provides some insight into long-
term behavior, but does not necessarily reveal the most interesting dynamic features.
Numerical simulations are the only way to explore nonequilibrium dynamics and
these show that the population dynamics of a clone can be dramatically altered by
the presence of a competitor, the order of infection of competitors, and the kind of
immune response elicited.

Finally, models of within-host competition are somewhat analogous to models
of within-host competition between antigenic variants and virulence mutants gen-
erated within an infection of a single strain (Bonhoeffer and Nowak 1994a, 1994b;
Antia er al. 1996). Models such as those of Antia ez al. (1996) incorporate variant-
specific and cross-reactive immunity, as well as differences in growth and clear-
ance rates of “competing” variants. Again, numerical simulation seems to be the
only way forward: these models show that a hugely diverse range of outcomes is
possible, and it is unclear what generalities might be revealed by further numerical
exploration. And again, statements about who finally wins within a host may not
be relevant; Bonhoeffer and Nowak (1994a) give an example in which strains that
outperform their competitors in the long run nonetheless achieve small population
sizes when summed over the whole infection.

12.6 Management Implications

Much of the motivation for thinking about the evolution of virulence (and the mo-
tivation for this volume) is that evolutionary models of virulence will contribute to
disease management. It is certainly one of our interests. Yet we hope that the above
summary cautions against the understandable urge to assume that elegant theory,
even when relatively well-developed, is relevant to disease control in the field. We
are not yet in a position to say even whether current kin-selection models are rel-
evant to malaria. There is some evidence that the genetic architecture of malaria
parasites is of the sort assumed by kin-selection models of virulence, but relatively
little field evidence is in accord with the expectations of the models (indeed, the
bulk of the evidence points to the reverse), and experimental evidence most likely
to support the models has other explanations. Competition within hosts does occur,
but our evidence to date suggests that within-host competition actually enhances
the transmission success of individual clones. That it might actually be preferable
to be competitively inferior within a host is an unexpected conclusion, and one
that raises many new questions. If it proves to be a widespread phenomenon, it
is difficult to see how kin-selection models of virulence, at least in their current
form, can be profitably applied to malaria parasites. At the very least, these data
demonstrate that unexpected phenomena may exist, which can confound theory
based on intuitively appealing assumptions.

In light of this, we consider that the formulation of management advice from
parasite-centered models of virulence currently is premature. The clinical outcome



178 C - Within-Host Interactions

of a malaria infection is undoubtedly affected by many things, including ecolog-
ical factors such as inoculation dose and prior exposure (Box 12.1) and genetic
factors in hosts as well as in parasites. All of these probably vary with the epi-
demiological situation. This makes it a challenge to assess the impact, if any, of
evolutionary arguments that place parasite genetics center stage. As things stand,
it is entirely conceivable that parasite adaptation may play, at best, a trivial role.
Even if it is important, confounding factors may alter or even reverse the outcome
of intervention strategies derived from evolutionary theory.

12.7 Discussion

We believe the data summarized above point to the need to understand both the
epidemiological and evolutionary consequences of variation in the multiplicity of
infection (see also Van Baalen and Sabelis 1995b). Intervention strategies designed
to reduce exposure to infectious mosquitoes presumably reduce the average num-
ber of clones per host (data on that would be very interesting). What does this
mean for average levels of infectiousness? Do multiple infections select for reduc-
tions in rates of host exploitation? How could that be stable? Experimentally, there
are many challenges. When clones (which, on their own, are relatively virulent or
avirulent) are in the same host, what happens to total virulence? In the absence of
host death, can clones ever reduce the transmission success of others in the same
host? Is the intrinsic virulence of a clone a more important determinant of the
outcome than the initial conditions, such as size of inoculum, infection sequences,
and inter-infection intervals? We hope this chapter has demonstrated how such
questions are brought into sharp focus by trying to view the theoretical models in
the context of particular disease realities. None of the issues are intractable; in the
next few years it may be possible to evaluate more successfully the relevance of
evolutionary theory for malaria control.

Acknowledgments Our empirical work has been supported by the Leverhulme Trust,
Biotechnology and Biological Sciences Research Council, Medical Research Council, Uni-
versity of Edinburgh, and the Royal Society. We are grateful to D. Arnot, A. Rowe, and
R. Timms for useful discussion.



Part D

Pathogen-Host Coevolution



Introduction to Part D

Virulence is not a property of the parasite, but of the interaction between host and
parasite. Accordingly, the evolution of virulence is the result of a coevolutionary
process and to understand it we have to account for both sides. As a result of their
generation time, which is usually much shorter than that of the host, micropara-
sites seem to be at a huge advantage. However, sexual reproduction allows host
organisms to present a moving target (while at the same time inevitably offering
opportunities for parasites to use sexual contacts between hosts to infect new sus-
ceptibles). In particular, genetic recombination helps to preserve heterozygosity
and leads to a wide diversity of immune responses. But there are many other ex-
amples of the intricate struggles between parasite and host and of the trade-offs
imposed on them.

Part D explores how reciprocal selection between host and parasite populations
influences the evolution of host resistance and parasite virulence. Chapters 13 and
14 deal with parasite—host interactions in which investments in resistance and/or
virulence incur a cost. The question here is how the resultant trade-offs influence
the coevolutionary process. In Chapters 15 to 17 trade-offs play no role. In these,
coevolution acts on the ability of the host to recognize the parasite and discriminate
it against cells and tissue of its own, while, at the same time, parasites attempt to
bypass recognition by the host. In its simplest form this leads to gene-for-gene
coevolution. The question posed in these chapters is whether this process can
explain the great diversity in resistance and virulence genes observed in parasite—
host systems. Chapter 18 focuses on the role of sexual selection for parasite-free or
parasite-resistant mates and its consequences for the health of the offspring. The
final chapter of Part D, Chapter 19, is devoted to phylogenetic techniques that help
to glean coevolutionary trends from historical reconstructions of species-branching
patterns.

In Chapter 13, Krakauer models the coevolution of pathogens and host cells
to identify the conditions under which we should expect apoptosis, that is, pro-
grammed cell death, to be induced by the host, the virus, or by both. Apoptosis is
commonly thought of as a host strategy to create “scorched earth” around a virus-
infected cell, thereby hampering progress of the disease. The obvious response of
the virus is to inhibit apoptosis and to shift an infection to a more persistent latent
form while gaining net productivity. Some viruses, however, can even stimulate
apoptosis to promote virus extrusion to surrounding cells. These intricate trade-off
mechanisms suggest various routes for intervention to protect the host.

In Chapter 14, Hochberg and Holt explore patterns of virulence and resistance
in coevolving parasite—host systems along a gradient of habitat suitability. Their
model predicts the parasite’s virulence and the hosts’ resistance to rise with in-
creasing host productivity along the gradient. However, this prediction critically
hinges on the assumption that cost functions of attack and defense do not depend
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on the habitat. If this does not hold, as can easily be the case because of some
inherent trade-off, the trend can even be reversed. Model predictions are thus ex-
tremely sensitive to the underlying assumptions. Hochberg and Holt discuss the
consequences of their findings for selecting suitable natural enemies for biological
pest control.

In Chapter 15, Beltman, Borghans, and de Boer critically assess the common
belief that heterozygote advantage is sufficient to explain the widespread polymor-
phism in molecules of the major histocompatibility complex (MHC). They show
that the evolutionary response of the pathogens involves a frequency-dependent
selection, which leads to a much higher diversity in MHC molecules than results
from selection for host heterozygosity alone. This illustrates that, if defense is
subject to genetic constraints, parasite—host coevolution may well contribute to the
diversity in host defense and parasite virulence genes. The implication for viru-
lence management is that health in the host population may decrease whenever
possibilities for host evolution are limited, as is the case, for instance, in breeding
programs for endangered species and in livestock production.

Chapter 16 studies the genetic response of the host population to parasite on-
slaught. An understanding of this response is crucial to assess the long-term impact
of measures of virulence management. Andreasen investigates classic one-locus,
two-allele models, both in discrete and in continuous time. Fitness of host geno-
types depends on differential susceptibilities and hence on the prevalence of the
disease, which in turn depends on the genetic composition of the host population.
This relation can be used to assess the consequences of virulence management
measures on polymorphic equilibria in the host population, for example, in the
context of malaria-induced sickle-cell polymorphism.

In Chapter 17, Sasaki analyzes the coevolution of virulence and resistance in
plant—pathogen systems by using a class of mathematical models that incorporate
the genetic composition of both the host and the parasite population. This leads
to coevolutionary dynamics with a high degree of instability based on complex
cycles in genotype frequencies and in genetic polymorphism, which reflects an
endless arms race between the interacting populations. A consequence of potential
relevance to virulence management is that the analysis allows an estimation of
the number of resistant host varieties necessary to protect a host population from
disease.

Gene-for-gene interactions may play an important role in the evolution of sexual
reproduction. This is highlighted by the Red Queen hypothesis, which emphasizes
that there is a continual arms race between parasite and host. In particular, hosts
(and parasites too) can benefit from outbreeding because the mere random recom-
bination of host genes already acts to forestall the optimal adaptation of parasites
to their host. In Chapter 18, Wedekind explains how sexual selection may play a
role in parasite—host arms races. Sexual selection in the host population can act in
two ways — on the one hand through uniform preferences for healthy and vigorous
mates, and on the other hand through active preferences for complementary genes,
especially for loci of the MHC (a crucial component of host—parasite interactions).
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Such sexual preferences for dissimilar types have been observed in mites, mice,
and man. Since free natural mate choice may well be important for the health of
host populations, Wedekind points out the dangers of assisted reproductive tech-
nology in humans and breeding programs for endangered species; in both cases,
possibilities for mate choice are limited.

The models for the evolution of diseases presented in this book eventually have
to be gauged against field data. These data can be observations of genetic changes
in response to various selection pressures, but also historical reconstructions of
the origin of various diseases, as well as comparative data. To assess the effect
of different selective environments the latter have to be considered against the
background of historical relatedness. In Chapter 19, Rannala presents techniques
to reconstruct phylogenetic trees and applies these to a number of case studies to
demonstrate the insights that phylogenetic analyses provide in virulence evolution.

Arms races between hosts and parasites offer some of the most dramatic and
intriguing examples of coevolutionary dynamics. They not only add excitement
to theoretical modeling, but also lead to testable predictions and, indeed, suggest
promising opportunities for virulence management.



Coevolution of Virus and Host Cell-death
Signals
David C. Krakauer

13.1 Introduction

The death of a cell is no longer thought of as something undesirable for the in-
dividual. It is understood that cell death is an essential complement to cell di-
vision, without which the building of complex multicellular organisms would be
impossible. Programmed cell death, or apoptosis, is the mechanism by which cells
are eliminated by proteins encoded by the host genome. The genes that code for
these proteins have been found in all eukaryotic organisms investigated, and are
recognized as homologous (Vaux et al. 1994). It is customary to distinguish apop-
tosis from necrosis, a series of irreversible changes to the cell following injury.
During necrosis, a swelling of the cytoplasmic membranes culminates in rupture
and the release of lysosomal enzymes. In vivo, necrosis is often accompanied by
an inflammatory response. During apoptosis, compaction and segregation of nu-
clear chromatin is accompanied by a convolution of the plasma membranes. These
membranous folds give rise to “apoptotic bodies” filled with densely packed or-
ganelles. Apoptosis is also associated with double-strand cleavage of nuclear DNA
between nucleosomes, which results in a “ladder” of oligonucleosomal fragments
on an electrophoretic gel (Wyllie 1987). Apoptosis has been further divided into
heterophagic (type 1) and autophagic (type II) mechanisms, the latter of which
appears similar to necrosis. Conventionally, type I apoptosis is seen in highly
mitotic lines or in the reticuloendothelial system, and involves nuclear collapse,
condensation of chromatin, and cell fragmentation. Type II apoptosis is common
in secretory cells, in which the majority of cells die and the bulk of the cytoplasm
is consumed by expansion of the lysosomal system (Zakeri et al. 1995).

Viruses are obligate parasites of autonomously replicating organisms. They are
able to maximize their efficiency of replication by dispensing with those proteins
provided by their host cells. A conflict of interest arises between virus and host as
the virus seeks to derive the maximum benefit from the cell’s replicative machinery
at the least cost to itself. Simultaneously, the host attempts to minimize the costs
of virus replication and, hence, infection. Apoptosis plays an important part in
the host cell’s response to viral infection, whereby infected cells can commit sui-
cide to reduce the host’s total virus population (Thompson 1995). From a medical
perspective, the ensuing tissue damage qualifies as virulence. From an evolution-
ary perspective, this damage can ensure the continued viability of the host and a
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reduced proliferation of the virus. Cell death neatly illustrates these two concepts
of virulence: one based on an idea of health and the other on an idea of fitness.
Preempting a cell’s attempted suicide, many viruses are able to express genes that
inhibit apoptosis. Inhibition of apoptosis is thought to provide a virus with an op-
portunity to shift infection from an acute lytic form, to a nonlytic, persistent, and
latent infection, over which the net virus productivity will be higher.

The adenovirus EIB gene blocks apoptosis by binding to the cell’s p53 tu-
mor suppressor protein (Tollefson et al. 1996); the Epstein—Barr virus LMP-1
protein induces the expression of the host’s bcl-2 protein (Gregory et al. 1991);
baculoviruses express the gene p35 and members of the “inhibitor of apoptosis”
(iap) gene family (Clem et al. 1991); and the cowpox gene-product CrmA is re-
ported to inhibit a suite of pathways, including Fas-, tumor necrosis factor, and cy-
totoxic lymphocyte-induced apoptosis by inhibiting the activity of the interleukin-
18-converting enzyme (Ray et al. 1992). In these examples, the cytopathic effects
of infection are caused by the host immune response. Increasing virulence in the
evolutionary sense (e.g., increasing virus load) is achieved by a reduction in vir-
ulence in the medical sense (fewer cells killed). We assume, of course, that host
fitness is positively correlated with the number of cells, and that by killing infected
cells there are fewer chances for new infection.

Virus can also stimulate cell death. The adenovirus E/A protein stabilizes p53,
causing it to accumulate in the nucleus and thereby block the cell cycle (Lowe
and Ruley 1993); and a virus-dependent stimulation of the TcR—-CD3 complex
on T-lymphocytes, can induce apoptosis in human immunodeficiency virus (HIV;
Gougeon et al. 1993). When the alpha virus chimera over-expresses the anti-
apoptotic gene bcl-2, the result is a significantly lower host mortality rate in in-
fected mice by comparison with chimeric control mice (Levine et al. 1996). The
lower mortality is attributed to reduced nerve cell death. In these examples, the
virus is itself cytopathic and, hence, evolutionary, and medical definitions of vir-
ulence are in agreement. Increased virus load or replication rates are associated
with greater cell death.

In this chapter, I present models applicable to predicting the evolutionary tra-
jectory of apoptosis. These models review and extend the Krakauer and Payne
apoptosis model (Krakauer and Payne 1997). The evolutionary outcome (inhibi-
tion or induction of apoptosis by the virus) is found to be a function of the host
cell-death rate and the virus life cycle. It is also shown that within-host competi-
tion among virus strains can cause the virus to switch from inducing cell death to
a strategy of inhibition of cell death, with an opposite reversal in the host.

13.2 Mathematics of Cell Death

In the model, we use three variables: the densities of free virus particles v, un-
infected cells x, and infected cells y. We assume that the uninfected cells are
produced and die naturally at a rate given by the function g(x). Free virus inter-
acts with the uninfected cells to produce infected cells at a rate Sxv. This is an
assumption of mass action. It is quite likely that there is a strong local component
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to infection, which would require a model with explicit spatial structure. Infected
cells die at a rate wy, and are killed by the virus by lysis at a rate Ly. Free virus is
produced by the infected cells by extrusion or secretion at a rate €y, and by lysis
at arate kLy. Virus dies at a rate §v. The model can thus be represented by the
following system of ordinary differential equations

x' = g(x) — Bux, (13.1a)
y =Bxv—py—Ly, (13.1b)
vV = (kL +&)y — Bxv—6v. (13.1¢)

Assuming that committed, uninfected cells are produced from precursor cells at a
constant rate, and are themselves incapable of replication such that g(x) = b —dx
(where b is the rate at which susceptible cells are produced), the basic reproduction
ratio of the virus (the number of secondary infections produced on average by each
primary infection) is given by

_e+kL  Bb

Ro = . . 13.2
O UL 5d+pb (13.2)
If Ry > 1, then the system converges to the stable equilibrium values
) L
Xt = wrl) (13.32)
Ble—pn—L+kL)
. b dd
V= — , (13.3b)
w+L Ble—u—L+kL)
b(e—pu—L+kL d
o e po LAk 4 (13.3¢)

S(u+L) B

Cell death is controlled by modifying the value of the variable L, such that some
measure of parasite fitness or host fitness is maximized. For example, we might
assume that a virus seeks to establish a level of lysis that maximizes the free virus
population v*, and is thereby more likely to be transmitted between susceptible
hosts; or that the host seeks to maximize the total number of cells that remain
uninfected x*, and thereby minimize tissue damage. First, we require an under-
standing of how the equilibria are influenced by the value of L. I explore the case
in which g(x) = b — dx in some detail to clarify the logic of the model. The
behavior of the equilibrium values depends crucially on the value of the parameter

A= k. (13.4)

m
The right side of the equation can be interpreted as the average number of virions
produced per cell when there is no lysis (¢/u), minus the average number of viri-
ons produced per cell assuming replication through lysis alone (k). The sign and
magnitude of A therefore provides a measure of the relative contribution through
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these two modes of replication. We can express the most likely direction of evolu-
tion of the virus or host’s cell-death program in terms of A:

1. If A > 0 (i.e., extrusion and secretion are potentially more productive than
lysis), then

x* increases
as L increases v* decreases
y* decreases

2. If A < 0(i.e., lysis is potentially more productive than extrusion and secretion),
then

x* decreases
Li v* increases
as Loanereases « | decreasesif A, < A <O
{ has a maximum if A < A,

where

YY)

Whether a virus or host stimulates (increases the parameter L) or inhibits apop-
tosis (reduces the parameter L) depends on the efficiency of lytic and nonlytic
replication and the natural death rate of infected cells. In all cases, I assume that
these are options available to the virus and, hence, we are considering principally
encapsulated viruses. The final value of L is likely to represent a biased outcome
of virus and host pressures, and, therefore, depends on the relative contributions
to fitness of these two mechanisms of replication. For the virus, it is reasonable to
assume in most cases that it evolves to maximize fitness by maximizing the free
virus level. Hence, when A > 0, it is in the virus’s interest to minimize L, and in
any infection for which ¢/ > k, we expect to find virus mechanisms that act to
inhibit apoptosis. Whereas when A < 0, it is in the virus’s interest to maximize
L, and thus in infections for which ¢/ < k, we expect the virus to have evolved
mechanisms to induce apoptosis.

The situation for the host is potentially more complex, as the host might benefit
from maintaining a combination of both uninfected and infected cells. If infected
cells are of little value to the host, then we assume that the host tries to maximize
x*. Hence, when A > 0, the host cell has evolved mechanisms to inhibit apop-
tosis, whereas when A < 0, the host cell attempts to undergo apoptosis when
infected. If infected cells remain important to the host (e.g., as in the nervous
system) and A > 0, an intermediate level of L is best for the host — the precise
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value of which depends on the relative contribution of the uninfected and infected
cells to host fitness. However, when A < 0, with the exception of a small range
of parameter values (A < A, see Appendix 13.A for derivation), the total num-
ber of host cells (both infected and uninfected) will be maximized by evolving
mechanisms that inhibit apoptosis.

Choosing an alternative function, in which cells are able to replicate, but only
up to some maximum number, we can let g(x) = (b — dx)x, where b/d is the
carrying capacity of the host’s uninfected cell population. This reflects some form
of density-dependent limitation on the total number of cells within the host. In this
case, as with g(x) = b — dx, v* will always increase and x* will always decrease
with increasing L for A < 0, so the overall conclusions stay the same.

13.3 Evolutionary Dynamics of Cell-death Signals

In Section 13.2, T assume that the virus evolves toward that level of lysis L that
maximizes the virus load and, thereby, increases the likelihood of between-host
transmission. The outcome of within-host competition among genetically different
viruses should also be considered. We do this by establishing what effect a mutant
virus has on the wild-type virus at equilibrium.

Consider the case in which there are two virus strains 0 and 1. This means that
we add a few equations to our system to include a possible, coinfecting mutant
strain

x' = gx)— Bx(vg+vy), (13.62)
Yo = Bxvo — 1yo — Lyo , (13.6b)
y) = Bxvi —uy1 — Ly , (13.6¢)
vy = (koL + €0)yo — Bxvo — Sovo , (13.6d)
V) = (k1L + e1)y1 — Bxvy — 8jvy . (13.6e)

These two strains are able to differ in all parasite-specific parameters: the num-
ber of virions produced during lysis (ko k1), the efficiency of extrusion (go, 1),
and the death rate (5o, §1). If we assume that the wild-type virus vy is already at
its equilibrium [as described by Equation (13.3c)], then strain 1 will invade and
replace strain 0 within the host whenever

k1L+81—M—L>k0L+60—M—L
81 8o .

(13.7)

The significant points are that when g(x) = b — dx or g(x) = (b — dx)x, in-
creasing k or ¢ through competition is always associated with an increase in virus
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Figure 13.1 The outcome of within-host competition on virus and host cell-death strate-
gies. Along the vertical axis is a measure of the number of virions produced by budding,
and along the horizontal axis is the viral burst size. The diagonal line represents all points
along which A = 0. In the trajectory marked (a), within-host competition causes the virus
to cross the A = 0 line and switch from inducing apoptosis to inhibiting apoptosis. In
the trajectory marked (b), the increment in the burst size is accompanied by an increase in
budding, leaving the strategies of both virus and host unchanged.

load. Thus, within-host competition does not conflict with between-host selection
toward maximizing the virus load. This is an important consideration, for there
are examples in which the within-host phase leads to the emergence of a strategy
that is at odds with the between-host requirement for increased transmissibility
(Bonhoeffer and Nowak 1995). The inclusion of within-host competition does
lead to some new possibilities discussed in Section 13.4.

13.4 Threshold Reversals

The evolution of the virus-specific parameters can cause the value of A to pass its
threshold at 0, and thereby reverse the direction in which we predict the value of
L to evolve in both the virus and the host (Figure 13.1). In other words, within-
host evolution of the virus can lead to a situation in which the virus switches from
inducing cell death to inhibiting cell death, with an opposite reversal in the host
response.

Let us consider within-host competition in the case when g(x) = b — dx, and
treat only the populations of susceptible cells and the free virus. When the charac-
ter described by the parameter grouping &/u (the number of virions budding from
the infected cell) is most easily modified during evolution (i.e., assuming it is a
particularly labile or adaptable trait), then competition favors those strains of virus
that lower the value of L. This is because an increase in the value of ¢/u makes it
more likely for A to remain greater than 0. If the parameter k is most adaptable,
then competition favors strains that increase the value of L. This makes it more
likely for A to remain less than 0. When g(x) = (b — dx)x, the same result ap-
plies. As illustrated in Figure 13.1, these reversals only occur when the starting
conditions permit the line A = 0 to be crossed and when d(e/u)/9k > 1.
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13.5 Experimental Case Studies

Table 13.1 represents the results of a literature review of case studies in which cell
death was observed to be the result of infection with a virus. Wherever possible,
I have also noted the effects of cell death on virus load and on the number of un-
infected cells. Of course, there is no evidence that these populations have reached
equilibrium. There is also very little data on host fitness that might allow us to de-
termine the optimal composition of infected and uninfected cells within the host. I
chose to explore the following cases in more detail to determine when and where
the virus or the host is likely to have evolved control of the parameter L.

Case 1: RNA virus Sindbis

The RNA virus Sindbis (SIN) is able to produce a fatal encephalitis that is persis-
tent in neurones and lytic in the majority of vertebrate cell lines. The expression
of bcl-2 by host cells is able to block virus-induced lytic replication in postmitotic
neurones (Levine er al. 1993). The host is thought to promote viral persistence
by inhibiting virus-induced suicide and thereby mitigate viral lytic potential. The
over-expression of bcl-2 in a recombinant alpha virus chimera expressing the hu-
man bcl-2 protein reduces host mortality and reduces the net viral titer (Levine
et al. 1996). Host fitness is increased by reducing nerve-cell depletion. From the
perspective of the virus, we appear to have a case in which A < 0 reduced lysis re-
sults in a reduced virus load (lower triangle of Figure 13.1). This happens when ex-
trusion is more productive than lysis. SIN virus, in common with all alphaviruses,
employs nucleocapsids and virus-encoded transmembrane glycoproteins for effec-
tive extrusion through the cell plasma membrane. The lipid composition of the
membrane must closely match that of the alphavirus, and this confers a degree of
host specificity on SIN infection. Therefore, the alphaviruses have evolved elabo-
rate mechanisms for budding from infected cells. From the perspective of the host,
both the susceptible and infected cell populations contribute to fitness and, hence,
both of these cells should be preserved. The models suggest that when susceptible
cells replicate, the virus strategy should be the same as with nonreplicating, post-
mitotic cells. How might we explain the lytic strategy of this virus in non-nervous
tissues? It has been shown that within-host evolution of a virus through competi-
tion can lead to such a reversal (Figure 13.1). Infection of long-lived nerve cells is
often associated with a reduction in virus replication rates and a more local pattern
of virus dispersal. Both of these factors reduce opportunities for competition. In
the absence of competing strains there is no strong selection for increased rates of
proliferation. In rapid turnover cells in which rates of replication are higher (ac-
companied by more mutations) and mixing is more frequent, competition becomes
probable. In such a context, the virus evolves toward inhibiting cell death and the
host toward inducing cell death (Figure 13.1).

Case 2: Herpes simplex virus

The y134.5 gene of herpes simplex virus 1 inhibits neuroblastoma cells from trig-
gering the shut-off of protein synthesis characteristic of programmed cell death,
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thereby allowing the virus to replicate. In contrast, viral mutants incapable of ex-
pressing y134.5 cause a shut-off of protein synthesis (Chou and Roizman 1992).
Hence, cell death appears to be inhibited by the virus rather than by the host in
the susceptible nerve cells. From the model, this implies that A > 0, the reverse
pattern of that observed with SIN. As u is a host-dependent factor, and the cell
tropism of these two viruses is similar, they must differ in the parameters, k or €.
The herpes virus is able to bud efficiently through the internal nuclear membrane
and can be directed through the Golgi along pathways employed by soluble pro-
teins. This suggests that the parameter ¢ is high. Nerve cells themselves have a
relatively low death rate p. The ratio €/u is therefore likely to be large, as pre-
dicted by A > 0. However, to be certain that the virus is inhibiting apoptosis, and
not the host cell that is somehow benefiting, a measure of k, the number of virions
produced at lysis, is required.

Case 3: Epstein-Barr virus

The Epstein—Barr virus (EBV) is a human herpes virus able to establish a persistent
asymptomatic infection in circulating B-lymphocytes by entering into the mem-
ory B-cell pool. Expression of the full set of eight virus-coded “latent proteins”
protects B-cells from cell death and activates B-cell proliferation. Phenotypes ex-
pressing only one of the latent proteins, nuclear antigen EBNA 1, remain sensitive
to apoptosis. When EBV-positive Burkitt’s lymphoma (BL) cells expressing all
eight EBNAs are placed in 10% (optimal) or 1% (suboptimal) fetal calf serum
(FCS), cells grow to saturation density and no cells enter apoptosis. In contrast,
cells expressing only EBNA 1 in 1% FCS rapidly enter apoptosis, while cells in
10% FCS grow to saturation (Gregory ef al. 1991). Thus, an increased cell-death
rate brought about by a suboptimal environment (1% FCS) induces apoptosis in
EBNA 1 clones of BL cells. This corresponds to the in vivo properties of BL cells.
BL cells are derived from within the germinal centers of lymphoid follicles, sites
of rapid B-cell proliferation, and death. In early B-cell development, u is likely to
be high and virus load increases with increasing rates of virus-induced cell death
(A < 0). Following transit through the proliferative cell compartment, selection
may induce the activation of the full repertoire of eight EBNAs, reduce the sensi-
tivity of the cell to apoptosis, and allow it to enter into the long-lived B-cell pool
(low value of w) in which a low rate of lysis promotes viral fitness (A > 0). Thus,
EBYV may evolve between different apoptotic strategies in response to a change in
the death rate of its target cell. The alternative explanation for this switch is, of
course, within-host competition. Competition among different strains could lead
to the successive activation of each latent protein, resulting in full resistance by the
time the virus enters into the memory pool.

Case 4: AcCMNPV

The baculo-virus Autographa californica multiply-embedded nuclear polyhedrosis
virus (AcMNPV) produces an acute disease with lysis within 72 hours of infec-
tion. The viral gene product p35 is transcribed on entry into the cell, and it is
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able to block the apoptotic response by the cells of the host organism Spodoptera
frugiperda. In the larvae of S. frugiperda, BV p35 mutants have a medium lethal
dose (L Dsp) larger by a factor of 1000 than that of the wild-type virus, and the
titer of BV in mutants is reduced by a factor of 100; occluded virus production is
eliminated completely (Clem ez al. 1991). These results suggest that we are deal-
ing with A > 0. In the late phase of infection, virus egresses by extrusion, after
interacting with gp64-rich sections of the plasma membrane. The rate of release
increases exponentially between 10 and 20 hours postinfection. This is consistent
with & remaining relatively high and k low in the model.

Case 5: Avian hemangioma virus

The avian retrovirus avian hemangioma virus (AHV) is capable of inducing he-
mangiomas (vascular tumors composed of continuously dividing endothelial cells)
in hens in vivo, while inducing a strong cytopathic effect in cultured endothelial
cells (Sela-Donnenfeld et al. 1996). The AHV glycoprotein gp85 is responsible for
killing the host cell by apoptosis, and its efficacy is dependent on the proliferative
state of the cell: quiescent Go/G cells are more sensitive to AHV-induced apopto-
sis than actively dividing cells. Thus, in AHV, there is a relationship between the
cell cycle and the apoptotic strategy. It is possible that apoptosis in tissue culture
reflects the outcome of virus evolution in conditions of high death rates (high w).
Tumor cells with a typically protracted lifetime promote inhibition of cell death to
obtain the most from budding. This could indicate a shift from the high-lysis strat-
egy of inequality A < 0 in culture, to the low-lysis strategy of inequality A > 0
in cancer.

Case 6: Adenovirus death protein

The protein adenovirus death protein (ADP) is required for efficient lysis in
adenovirus-infected (Ad) cells: mutations in the ADP that render it nonfunctional
(denoted by adp) do not influence the replication rate of the virus, but cause the
virus to lyse cells more slowly than does the wild type (Tollefson et al. 1996).
Ad-infected cells of the adp type remain viable for much longer than those of the
wild type (i > d), and become swollen with virus with little to no virus released
by the cell into the surrounding cytoplasm. This describes a situation in which
e/ is very low. Assuming k is sufficiently large, we might deduce that A < 0,
which suggests that the virus has evolved the ADP to increase the rate of lysis and
thereby maximize viral load — the opposite mechanism of that employed by AcM-
NPV with the p35 protein. Thus Ad, which seems incapable of efficient extrusion,
may have evolved a more cytopathic mechanism of replication than AcCMNPV.

13.6 Lessons from Case Studies

Assuming that cell death is an important component of virulence, I have presented
simple models that might help us to understand when and where a virus is likely
to behave cytopathically. Virulence is shown to depend on one predominantly
host-dependent factor, the cell-death rate, and virus-dependent factors: the rates
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of virion extrusion and secretion, the efficiency of virus production during lysis,
and the death rate of the infected cell. These parameters establish a threshold
across which virus fitness is maximized by adopting one of two apoptotic strategies
directed toward the host cell. These strategies differ among viruses and target cells,
and reflect the outcome of a conflict of interest between the host and the virus
in which each is evolving mechanisms related to cell death to maximize its own
fitness.

For most of the examples discussed, the crucial parameter values are unavail-
able, and we are therefore unable to decide which party benefits most from apop-
tosis. In some cases, it is not at all clear if either party benefits. As a general rule
of thumb, a virus evolves toward increasing cytopathicity through lysis when the
mean lifetime of a cell is high and the rate of extrusion and secretion is low; a virus
evolves toward reduced cytopathicity when the mean lifetime of the cell is low and
the rate of extrusion and secretion is high.

Coinfection is important in a virus’s apoptotic strategy. One simple way to
address this in terms of the model is that coinfection might have the effect of
raising the parameter p for a coinfecting virus, and thereby cause it to switch from
a latent, persistent strategy in which it inhibits apoptosis, to an acute one in which it
induces apoptosis. This need not imply that the virus has some means of gauging
cell-death rates, and does not require that the virus recognizes the presence of
another virus species that shares the same cell. It merely states that evolution upon
a background of coinfection (an elevated death rate) drives virus evolution toward
an earlier induction of cell death.

13.7 Testing the Model

There are two approaches available for evaluating the model. The first involves
estimating the parameters and then manipulating the rate of lysis, and recording
the effects on the virus population and host phenotype. The second strategy re-
quires manipulating the individual parameters and, by calculating A, predicting
the course of virus evolution. Levine et al. (1993) adopted the first approach, in
which bcl-2 was over-expressed in an alpha virus chimera, leading to a reduction
in viral titer and host mortality. Here apoptosis is clearly of value to the virus and
not to the host. Unfortunately, even in this case, data on the longevity of the in-
fected and uninfected cells, and on the burst size are unavailable. If they were, they
would provide a critical test of the model, which predicts that A < 0. In the sec-
ond approach, the model predicts that the use of agents that reduce the efficiency
of budding should favor the evolution of more cytopathic viruses, while agents that
reduce the efficiency of lysis should favor the evolution of less cytopathic viruses.
Thus, cell death is not manipulated directly as in the previous example, but through
the parameters identified as important by the model.

Not only the viruses, but many pathogens have discovered through evolution
that manipulating cell death is a fruitful mechanism. It has been noted that cell
death is a feature of several single-celled eukaryotes, including the kinetoplastid
parasite Trypanosoma cruzi (Ameisen et al. 1995). In this parasite, apoptosis could
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have evolved to allow selection of the fittest cell in a colony (Ameisen 1996), for
inclusion of the best cells into a primordial germ line, or as a means of controlling
their own parasite infestations. The bacterial pathogens, Shigella, Salmonella, and
Pseudomonas, are able to influence host cell apoptosis by producing a diversity
of proteins, including IpaB (in the case of Shigella), which binds to interleukin-
1B8-converting enzyme, initiating apoptosis (Finlay and Cossart 1997). In all of
these cases, the replicative gains accruing from subverting or initiating cell death
provide a significant selective advantage to the obligate parasite. It is worth stress-
ing that viruses might represent something of a special case, as their genomes
are particularly flexible and tend to acquire new host genes (or other virus genes)
through frequent recombination events. The objective of this chapter is to provide
an adaptive explanation for the many cases of virus-induced apoptosis, and, con-
sequently, a means of deciding which party has gained the (temporary) advantage
in the evolutionary arms race.

13.8 Medical Implications

How might knowledge of the coevolutionary dynamics of host and virus cell-death
signals be put to use? The first thing we must do is identify exactly which param-
eter regime prevails in our system. It is then a matter of deciding whether modifi-
cations to the host or to the virus are more amenable to intervention, and which is
more robust and less easily overcome during the rapid evolution of the virus.

One can envisage four categories of intervention, each with their respective
strengths and weaknesses:

Transgenic modification of the virus genome to carry virally antagonistic death
factors. This strategy has the obvious advantage that it only affects cells in-
fected by the virus. The problem is that it will not last long, as the modified
virus will ensure its own demise. It will, however, behave somewhat like a
vaccine, enabling the host to mount an immune response against a strain atten-
uated to cell death. A new and very promising use for engineered viruses is
as vectors to carry apoptotic genes into cancerous tissues, many of which have
lost cell-death genes during neoplastic progression (Tos et al. 1996). Thus, the
p53 tumor-suppressor gene has been delivered into lung cancer cells by an ade-
novirus/DNA complex (Nguyen et al. 1997). A consideration of cell death is
also important when using viral vectors for the delivery of wild-type genes into
mutated tissues. The introduction of beta-galactosidase into pancreatic, islet
cells to ameliorate diabetic symptoms must take into consideration the possible
risks of cell death if effective doses require high virus loads (Clouston and Kerr
1985).

Modification of the host cell lines using gene therapy to block the virus in-
duction and inhibition signals. This strategy would be effective against many
different virus infections, but might also abrogate the beneficial host response
to infection.
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Synthesis of antisense oligonucleotides or anti-cell-death antibodies to the
virus cell-death proteins. Antisense techniques have been shown to be effec-
tive against growing myeloid leukemia cells, in which a BCR-ABL antisense
oligodeoxynucleoside can induce apoptosis (Maekawa et al. 1995). Tumor
necrosis factor alpha (TNF alpha) is correlated with an increase in cell death,
and TNF-associated cell death has been blocked by constructing an anti-TNF
antibody (Ebert et al. 1997). These methods have the advantage of efficient
targeting, but interfere with host protein if the protein was produced by a xenol-
ogous gene acquired by the virus from the host at some time in their association.
Modification of the mitochondrial membrane potential using antioxidants. This
strategy has been applied to HIV-gp120 induced apoptosis, in which the antiox-
idants (ascorbic acid and glutathione) are able to inhibit cytopathic cell death
(Radrizzani et al. 1997). A related strategy under investigation is caloric re-
striction, in which an energy source is made scarce or, more directly, inhibitors
of mitochondrial electron transport or oxidative phosphorylation are adminis-
tered at very low doses, thereby lowering mitochondrial free-radical produc-
tion (Wachsman 1996). This approach might be therapeutic when dealing with
long-lived cells such as neurones, but can compromise homeostatic cell-death
processes in high turnover tissues.

13.9 Discussion

In conclusion, cell death is one of the proximate determinants of virulence and, in
certain cases only, associated with the evolutionary optimum for a pathogen. In
many cases, cytopathic effects such as cell death are induced by the host and are
associated with a reduced fitness in the virus. Paradoxically, these might even lead
to the death of the host. Evolutionary definitions of virulence can be positively
or negatively correlated with tissue damage. The sign of this correlation depends
on the life history of the virus and its cell tropism. When discussing virulence, we
must therefore take care to distinguish fitness effects from viability effects. A more
inclusive modeling of pathogen biology, treating both mechanisms and function,
will hopefully help us toward a better understanding of disease management.
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Appendix 13.A The Cell-death Model: Assessment of Extrema

How do the equilibrium values of the number of uninfected cells, infected cells, and virus
particles, that is, x*, y*, and v* as given in Equations (13.3), depend on the virus- induced
cell-death rate L? Consider the derivatives with respect to L of the three state variables at
equilibrium, which are given by
ox* SuA
AL~ Be+kL —p—L)2°

(13.8a)
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" _ 2dG— D) b (13.8b)
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where A = ¢/ — k. Note that
. ox* .
sign( oL ) = sign(A) (13.92a)
and
. ov* )
s1gn(ﬁ) = —sign(A) . (13.9b)

The behavior of y*(L) is less obvious. Extrema can exist if dy*/d L = 0 has solutions, that
is, if

bB(s + kL —u — L)? = 8d(k — 1)(u + L)* . (13.10)
After rearranging, this yields
2
wA &d
—+k—-1) =k —-1)—, 13.11
(Fze-) =e-ng (240
and therefore
L= A 1 (13.12)
=N AC s .
where

Ac=(k—1 o 1 13.13
c=( ) m— . (13.13)

Biologically we are only interested in those cases in which y* > 0. This requires

wA 8d
ko1 (13.14)

Substituting this result into Equation (13.11) gives

[ sd
o4 (13.15)
Bb(k — 1)

But we know that k£ > 1 (where k is the number of virions produced per lysis event) and
hence A < 0. Thus, the only way to obtain a solution of dy* /3L = 0 for positive values of
L is by fulfilling the condition A < A, < 0; this solution must be a maximum.



Biogeographical Perspectives on Arms Races
Michael E. Hochberg and Robert D. Holt

14.1 Introduction

Natural enemies include parasites, pathogens, parasitoids, and predators (in the
order of how we generally perceive their increasing impact on the survival of their
individual victims). It has been increasingly recognized since the 1970s that the
ecological dynamics of natural enemies and their victims can be diverse (Begon
et al. 1996), and that understanding such dynamics has important implications
for applied disciplines such as pest control (Chapter 32) and conservation biology
(Dobson and McCallum 1997; Clarke et al. 1998; Hochberg 2000).

It is undeniably the case that natural enemies can be geographically widespread,
yet most individuals spend their lives within the limited range of environments
suitable for their species. Environmental differences over the geographical range
of a natural enemy could, in turn, lead to spatial variation in population and adap-
tive dynamics. Large-scale environmental variation manifests itself in at least three
ways.

First, all species have geographical boundaries, either abiotic barriers such as
mountains or lakes, or biotic variables such as the abundance and quality of food,
and the presence of competitors or predators (Brown et al. 1996; Holt et al. 1997).
For many (but by no means all) species, geographical boundaries approximate
those experienced by their resources. However, a more functional view of ge-
ographical boundaries of a species would include all of those habitats in which
natural selection operates (Holt 1996). Such habitats could include vectors (for
some parasites and pathogens), breeding grounds (for migrating predators), and
nectar sources (for some species of parasitoid wasp).

Second, all species exhibit variations in community structure (Cornell and
Lawton 1992). This notion combines:

Spatial variation in the degree to which an enemy exploits each of its potential
victim species;

Spatial changes in community composition;

Spatial variation in the types and strengths of indirect interactions between the
natural enemy and other community members.

Such variation in community structure can lead to spatial variation in the popu-
lation dynamic role of a specialized natural enemy on itself and other interacting
species within the communities (Hochberg 1996).

197
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Third, natural enemies and the interacting members of their communities ex-
hibit spatial variation in the genetic structure of their populations. Such structure
integrates gene flow, mutation, recombination, selection, and drift. Adaptation of
natural enemies to their victims and vice versa may be rapid, especially if popu-
lation sizes are large and generation times short. Given pronounced geographical
differentiation in environmental factors, two-species interactions may vary consid-
erably (and, as argued below, predictably) over geographical ranges. Despite an in-
creasing appreciation of the spatial dynamics of natural enemies (e.g., Hassell et al.
1991; 1994), their importance in determining ecological and evolutionary patterns
over geographical spatial scales has, thus far, received little attention (Hochberg
and Van Baalen 1998).

In this chapter, we focus on a nearly neglected facet of natural enemy pop-
ulation biology: biogeography. As with single-species perspectives, examining
multiple-species interactions should lend itself to biogeographical interpretations.
MacArthur and Wilson’s (1967) theory of island biogeography dealt with geo-
graphical patterns in species diversity fueled by chance historical events (colo-
nization and extinction) and local adaptation. Much of their theory was inspired
by terrestrial animals, especially birds and insects. Their basic ideas surely apply
to the world of natural enemies, albeit with modifications because of the (often
astonishing) array of local habitats available for persistence and evolution. Just
how natural selection in local habitats interacts with migration over larger spatio-
environmental scales should be, in our view, a major focus of research in the future
(Thompson 1994).

Our aim is to elucidate how the impact of natural enemies on their victims could
vary over geographical ranges. Causes for such variation may include:

Ecology [i.e., no evolution occurs, but because of ecological factors (see Sec-
tion 14.2) the impact varies among localities];

Adaptive reasons independent of the species interaction (i.e., parameters that
affect impact may evolve as a correlated response to other selected factors);
Adaptive reasons arising from the interaction, but not reciprocally (i.e., selec-
tion is not tightly coupled between natural enemy and victim);

Reasons of reciprocal evolution or coevolution [i.e., the interaction is suffi-
ciently coupled such that selection and counter-responses to selection dominate
evolution in both species (Thompson 1994)].

This chapter is divided into three sections. First, we briefly discuss why a bio-
geographical perspective may be necessary to understand natural enemy impacts.
Second, a simple model of a predator—prey interaction is presented and its behavior
discussed. Finally, we speculate on how our model framework may be of use in un-
derstanding applied issues such as biological control and population conservation.

14.2 Importance of Species and Space in Population Dynamics

Little is known about the extent to which spatiotemporal dynamics are dominated
by the dynamic entities themselves and/or by underlying variation in the abiotic
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environmental template over which they play out their dynamics. Most mod-
els consider the dynamic entities in isolation, and are often referred to as “self-
structuring” models (e.g., de Roos et al. 1991; Hassell ef al. 1991, 1994; Rand
et al. 1995). The presence of spatial time lags in population densities (or allelic
frequencies) is a key aspect in the structure of these systems. In many respects,
these models dominate the way we view the role of space in ecological systems
(Tilman and Kareiva 1997).

Relatively few models include both species interactions and spatial variation
in the environment extraneous to the interaction. These are “landscape-dynamic”
models, and they have been increasingly applied in problems of population ecol-
ogy (e.g., Oksanen et al. 1981; Holt 1984, 1985; McLaughlin and Roughgarden
1992; Leibold 1996; Clarke et al. 1997) and adaptive evolution (e.g., Garcia-
Ramos and Kirkpatrick 1997; Hochberg and Van Baalen 1998). Given that the
self-structuring approach is a potential component of the landscape-dynamic ap-
proach, it will be an important challenge in the future to learn the conditions under
which environmental templates are necessary to explain spatial variation in nature,
or whether we can often rely on self-assembly rules. Our approach below includes
both species interactions and landscape effects.

14.3 (Co)Evolution of Impact by Natural Enemies

A simple way to interpret how species demography may drive geographical varia-
tion in natural enemy impact is to make ecological parameters functions of spatial
position x. Given that selection acts differently in different parts of a species’
range, individual movement among sites can influence the realized spatial pattern
of adaptation: even if dispersing individuals are maladapted to novel environments,
once present, they may reproduce (producing more or less adapted offspring) and
compete with residents (reducing the fitness of resident genotypes). Understand-
ing how gene flow and selection combine to influence geographical patterns of
variation is a major issue in the study of microevolution. Much of the relevant
literature has concentrated on genetic dynamics alone (e.g., for host—parasite sys-
tems, see May and Anderson 1983a; Seger 1992). However, it is increasingly ap-
parent that to analyze adaptive dynamics and population dynamics simultaneously
can be useful, because different population dynamic scenarios can entail different
conclusions about the importance of gene flow as a constraint on local adaptation
(Holt and Gomulkiewicz 1997).

Several indices are relevant to how a natural enemy affects its victim; these
include population density of the victim, both with and without the natural en-
emy (Beddington et al. 1975), selective impact of the enemy on the victim (e.g.,
Abrams and Matsuda 1997), and attack rate (e.g., Hochberg 1991). We focus on
what we call “impact,” which in the model given below is the per capita attack rate
of enemies on their victims. Since we consider only nonpolymorphic, coevolu-
tionarily stable strategies, impact translates readily into the notion of risk of attack
(i.e., fraction of victims killed over a particular span of time).
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Model assumptions and structure

The model is based on a recent study of predator—prey dynamics (for details, see
Hochberg and Van Baalen 1998). It can apply to predators as well as to pathogens
and parasitoids that kill their host rapidly after infection/attack.

A number of simplifying assumptions are made at the outset. With respect to
genetics, we assume clonal variation. With respect to basic ecology, we assume
that the victim exhibits continuous generations. Further, we assume random en-
counters between the two species. The two species interact over a network of
patches. Species flows among patches (and mutation) are assumed to be sufficient
to maintain all genetic variants in all patches, but insufficient to have density ef-
fects on dynamics (but see Discussion). Therefore, we do not consider in detail
colonization—extinction dynamics or “swamping” effects of migration.

Let N and P be the densities of prey and predators, respectively. Within any
given patch, the interaction is described by

dN;

7=(bN—de)Nj—KNjZNj—NjZﬂj,kPk. (14.1a)
J k
dPy
e & Py Z,Bj,kNj —dp Py, (14.1b)
J

where the indices j and k refer to genetically different clones. Any of the param-
eters by, dy, ¢, B, k, or dp could be patch-specific. The prey is limited by two
forms of density dependence: logistic-type limitation (the « N term), resulting in a
standing crop of (by — dy)/k prey; and predator-driven limitation at a per capita
rate of 8P, with the production of ¢ predator offspring per prey consumed. We
call B P the impact X of the predator. In studies on host—parasite associations this
is often called the “force of infection.”

We assume that the capacities of predator attack and prey defense each incur
costs according to a quantitative genetic model for the respective species [see
Hochberg and Van Baalen (1998) for details], such that the predation constant
between strains k of the parasite and j of the victim is

Bjk = Bo+ Bitk —j) . (14.2)
Impact A on victim strain j is therefore
A=1[Bo+ Btk — DIPr, (14.3)

where Bo and B; are constants. Thus, impact has components influenced by a
combination of environment (8y, f1), evolution (k, j), and ecology (P).

The costs of the interaction are deducted from the natural survival rates of each
species. Such costs could include reductions in life span because of increased
mortality by generalist natural enemies, or reductions in reproductive rate through
a shifting of resource allocation from reproduction to the interspecific interaction
modeled here.
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The natural mortality rate of a predator expressing level k attack is

dpj =dpo +dp1k°F (14.4a)
whereas the mortality rate of a prey expressing level j defense is

dyj =dno+dn1jv . (14.4b)

The quantities dpg, dp1, dno, and d 1 are constants; the mortality rate for the most
efficient predator strain is dpg + dp1, and for the most defensive prey strain it is
dno + dn1. The constants cp and cy reflect nonlinearities in trade-offs involving
impact (Frank 1994a). If ¢ > 1 (¢ < 1), then costs increase at a greater than (less
than) linear rate with marginal increases in character state j or k.

Geographically labile parameters

Numerous biological characters of a species are likely to vary over geographical
ranges for many reasons peripheral to the predator—prey interaction. Environmen-
tal suitability for the prey is the propensity of the prey population to grow, and
is measured by parameters such as by, dy, and «. Suitability may also influence
impact-related parameters (i.e., Sp and B1).

Below, we briefly discuss how, in predator—prey systems, local environments
influence the dynamic impact of enemies on their victims. Three classes of factors
are likely to vary over the prey’s geographical range: the prey’s net rate of repro-
duction r = by — dy, the intensity of density-dependence acting on the prey «,
and predator attack 8:

Spatial variation in the net rate of increase, r, is fundamental to defining range
limits (Holt and Kiett 2000) and spatial variation in abundance (Holt et al.
1997). Low values of by could result from unfavorable abiotic conditions or
low quantity and quality of the prey’s own resources (e.g., for a herbivore, its
preferred plants may be rarer or of low nutritional quality). Higher values of
dy may also reflect scarce, low-quality resources, or the greater impact of other
(e.g., generalist) natural enemies near the edges of the prey’s distribution.
Variation in the intensity of prey density-dependence « could result from vari-
ation in the impact of, for example, (1) other natural enemies, (2) intraspecific
interference, and/or (3) levels of resources in the system. Areas with low prey
densities could arise from higher impacts of natural enemies, competitors, or
lower resource levels. Were k to be decomposed into a different component for
each of these factors, then certain components might increase from the center
to the periphery of the prey’s distribution (e.g., effects of lack of resources),
whereas others decrease (e.g., effects of generalist natural enemies). We equate
high « with habitat marginality for the prey.

With regard to the negative effects that the predator has on its prey, B, it is
reasonable to expect that as the prey’s environment becomes less favorable,
successful attacks are more frequent (i.e., higher ), although it could equally
be argued that the conditions for predator attack decrease even more rapidly
than those for prey defense (meaning lower f).
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Population ecological results

In the case where neither species evolves (i.e., j = k fixed at 1) it can be shown
that the equilibrium impact

A =r—«dp/PB, (14.5)

which means that independent of evolution, impact varies over geographical
ranges purely through population—environment interactions. Since habitat suitabil-
ity is positively correlated with r and negatively correlated with « and S, impact
should decrease with decreases in habitat suitability, but only if components of
suitability extrinsic to the interaction (i.e., r and k) change more over the geo-
graphical range of the victim than does vulnerability to the natural enemy .

Coevolutionary results

Now we consider what happens when both species evolve. Hochberg and Van
Baalen (1998) presented a technique for finding the coevolutionarily stable strat-
egy (CoESS) solution to this system for cases in which the parameters that con-
trol nonlinearities in trade-offs [see Equations (14.4)] are both greater than one
(Box 14.1). Employing the CoESS approach, the system evolves toward a sin-
gle observed equilibrium point for ¢ > 1. When ¢ < 1, numerical techniques
are needed to find the polymorphic solutions. We present here only the CoESS
solutions (for additional results, see Hochberg and Van Baalen 1998).

Figure 14.1 shows how impact and its components are expected to vary with
four habitat suitability parameters. In all cases, declining habitat suitability is
associated with lower natural enemy impact. Higher natural enemy impact X is
always associated with less evolved victim defense, j* — k*; or, in other words,
the victim defends itself less in productive environments than in nonproductive
ones! Note from these figures that components of A may (Figures 14.1a, 14.1c, and
14.1d) or may not (Figure 14.1b) vary in the same fashion, meaning that focusing
on single correlates of impact may belie other components of the index A.

How does migration affect these results? By employing numerical simulations
of Equations (14.1a) and (14.1b), Hochberg and Van Baalen (1998) showed that
migration tended to expunge spatial patterns in local adaptation (e.g., patterns in
impact explored in this chapter); this was especially true when there was no spatial
pattern in habitat suitability (see their figures 3-5). Migration tends to differen-
tially favor the global representation of adaptations to productive environments,
leading to the expectation of overall heightened natural enemy impact in disper-
sive systems through a species’ range.

Thus, increasing habitat suitability for the victim should be associated with
higher impact by the natural enemy. However, this central result overlooks an
important consideration: interactions between habitat and gene, which are encap-
sulated in parameters 81, dy1, and dp;. Such interactions mean that marginal
changes in genotypes (i.e., the ability of the natural enemy to attack, or the ability
of the victim to defend itself) have different weightings in different habitat types.
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Box 14.1 Determining coevolutionarily stable strategies

The strategy set for a natural enemy and victim that resists invasion from all possible
mutants is called a coevolutionarily stable strategy (CoESS). The victim’s strategy
is denoted by x, and y is the enemy’s strategy. Assume there is one resident strain
of each species, xres for the victim and yreg for its enemy. If x* and y* are a CoESS,
then xmyt = x™* and ymye = y* should both be local fitness optima for mutants xmy¢
Or ymut in the environment created by the pair (xres, yres) = (x*, y*) (Vincent and
Brown 1989; Van Baalen and Sabelis 1993).
The fitness of a rare mutant victim strain with strategy xmut is

deut *
Nmuedt res ’

Svictim mut; Xres, Yres) =

where N is the population density of the victim (the density of the enemy will be
denoted by P), and |}, denotes “evaluated at the resident equilibrium (N, Ppeg).”
If fyictim (*mut; Xres, Yres) 1S positive, then the mutant strain with strategy xmyt in-
vades. To find the evolutionarily stable strategy (ESS) x*, for a given fixed value
of y, one must first find the optimum strategy xglut for rare mutants arising in a
population dominated by a resident population xres, the so-called best reply, and
then identify that resident strategy x* that is its own best reply. To find the CoESS
pair, this procedure has to be followed for the pair (x, y) simultaneously, that is, de-
termine the optimal (xgmt, ygmt) for each possible (xres, yres) and then determine
the (Xres, yres) = (x*, y*) such that (x*, y*) and the corresponding (xg]ut, yglut)
coincide.

Setting the partial derivatives  9fyictim (Xmut; Xress Yres)/0X¥mut  and
0fenemy (Ymut; Xres» Yres)/dYmut €qual to zero to obtain the mutant optimum
and at the same time setting mutant and resident equal to x* for the victim and y*

for the enemy, gives two equations in two unknowns

9 fvictim (Xmut; Xres, Yres) -0
- bl
3xmut Xmut=Xres =X*, Yres=Yy*
afenemy (Ymut; Xres Yres) -0
amet Xmut=X"*, ymut=Yyres=y*

from which CoESS can be determined.

For example, the marginal cost to the prey of evolving from a given strategy j
to j + 1 would be expected to be higher in marginal environments than in pro-

ductive ones (in which case dy| would decrease with productivity). Although

not

discussed in detail here, larger dy; and B (predicted to be associated with poorer
habitats for the prey) actually lead to higher impact. Therefore, strong habitat and
gene interactions can produce the opposite trends predicted for variation in habitat
alone, and their relative weighting as compared to habitat-based effects should be

more relevant to the overall effect on natural enemy impact on its victim.
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Figure 14.1 Numerical results of CoESSs as a function of habitat suitability for the vic-
tim: (a) victim death rate d, (b) enemy attack rate 8, (c) victim birth b, and (d) victim
density dependence k. Vertical axis shows response variables j* (investment by victim), k*
(investment by exploiter), k* — j* (difference in investments by exploiter and victim), P*
(equilibrium density of exploiter), and A* = 8 i k P* (impact). Note that by assuming an
effectively infinite number of strains in enemy and victim populations, the variables j and k
can be expressed as continuous variables. Other parameter values: cy =cp =2,dp| =5,
dy1 =0.7,dpg=1,dyg =0.1, Bp = 0.001, B =0.02, by =1,¢ =1, and « = 0.001.

14.4 Discussion

According to our analysis, increasing habitat suitability for a victim should be
associated with higher natural enemy impact as long as there are no interactions
between habitat and gene. Below, we discuss how other factors may impinge on
these findings, some empirical support of the model predictions, and ways in which
the results can be applied to real-world problems.

Main factors
We begin our discussion by identifying several major factors at work in determin-

ing patterns of natural enemy impact over geographical ranges:

Landscape. Aspects of species biologies that evolve independently of the inter-
action set the template for the evolution of impact. It remains to be seen in
real systems whether spatial pattern formation in impact reflects the underlying
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variation in habitat suitability for the victim, but preliminary empirical studies
indicate this (see subsection on empirical support below). We expect the most
detectable patterns to occur for a victim that experiences a wide range of habitat
suitabilities over its geographical range.

Reciprocal selection. Natural enemy monophagy (see Holt and Lawton 1993
for discussion) is not a prerequisite for selection to occur (Takasu 1998). Con-
versely, little or no evolution may occur in some tightly coupled systems
(Hochberg and Holt 1995; Holt et al. 1998). We suggest that systems in which
the natural enemy has the latitude to have a major impact on its victim are the
most likely to yield spatial patterns.

Genetic systems and genetic structure. The genetic mechanisms that control
reconnaissance (e.g., distinguishing self from nonself) and response (e.g., de-
fending self, or mounting an immune response) in natural enemy—victim inter-
actions (Frank 1993a; 1996c¢), and the genetic diversity of these interactions
(Frank 1993a; Hochberg 1997), can be pivotal determinants of evolutionary
trajectories. For instance, if indeed the selection pressure exerted by natural
enemies varies predictably across geographical gradients, then this leads to the
predictions that (1) the diversity and amplitude of defenses should increase from
habitats of low to high suitability (Hochberg 1997), and (2) defenses and coun-
termeasures to these defenses should be less specific in high-quality as opposed
to low-quality habitats (Hochberg and Van Baalen 1998). How genetic systems
of reconnaissance and response impinge on geographical patterns of impact and
its components requires further research, but preliminary analyses suggest that
the relative constraints (e.g., trade-offs, allelic diversity, single or multilocus
genetic systems, or metabolic costs) associated with each of these two broad
categories have a major impact on their relative contributions to geographical
patterning (Hochberg 1998; Hochberg and Strand, unpublished simulations).
Patch size. Patch size influences the local extinction of genotypes and even
entire populations. In an island biogeographical setting for our models, we
expect that local adaptation and the maintenance of genetic diversity on small
islands should be hampered compared with that on large islands because of de-
mographic stochasticity and other factors (Frankham 1997; Holt 1997). Thus,
the spatial patterns in impact we predict will be more obscure in systems of
small patches.

Interpatch flows. Dispersal may either promote or destroy local adaptation.
It promotes local adaptation by introducing novel genotypes to areas where
they may proliferate (e.g., Holt 1996); but if flows are too intense, it destroys
local adaptation and overall diversity by shunting maladapted genotypes that
compete with locally adapted genotypes (Garcia-Ramos and Kirkpatrick 1997;
Hochberg and Van Baalen 1998).

Landscape ruggedness. Which-patch-is-next-to-which can have very important
implications for geographical patterns in impact, whereby continuous varia-
tion in environments from patch to patch tends to conserve more genotypes of
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each species globally, and make geographical differentiation of impact more
identifiable than a more rugged variation (Hochberg and Van Baalen 1998). In
other words, when patch suitability varies irregularly through space, swamping
effects from productive to neighboring unproductive patches are much more
commonplace than in systems in which neighboring patches tend to have simi-
lar productivities.

Temporal dynamics. Holt et al. (1998) showed that unstable temporal popula-
tion dynamics can hamper the evolution of resistance of a victim species to its
exploiter. An important issue to examine in future studies is the influence of
geographical-scale variation in population instability on the spatial patterning
of impact.

Empirical support

Three studies go some way to explain how natural enemies and their victim may
evolve in areas of different habitat suitability for the victim.

Work by Lenski and colleagues vividly illustrates how habitat productivity for
a host influences the persistence of susceptible and resistant forms to a phage
pathogen. Their basic approach was to vary the level of glucose input into
chemostats and monitor the population dynamics of susceptible and resistant forms
of Escherichia coli and various bacteriophages. Bohannan and Lenski (1997)
demonstrated that both predation pressure increases and the rate of replacement of
phage-sensitive clones by resistant clones increases with nutrient enrichment. As
the phage did not evolve in this experimental set-up, invasion of the resistant bac-
teria resulted in the system being transformed from parasite-limitation to resource-
limitation.

Another system that yields results consistent with our predictions about trans-
missibility is wild oats (Avena) and their rust parasite Puccinia coronata in New
South Wales, Australia. Burdon et al. (1983) showed that northern populations of
oats in more favorable (mesic) conditions were more resistant to the rust than pop-
ulations in southern, arid environments. Oates et al. (1983) considered the flip-side
of the interaction and showed a trend for increasing parasite virulence from arid
to mesic sites. These studies suggest that both antagonists show spatially vary-
ing adaptations in their association, and that both are increasingly engaged in the
interaction as habitat quality increases.

A third example involves fruit fly hosts (Drosophila melanogaster) and their
insect parasitoids (Asobara tabida and Leptopilina boulardi). Mollema (1988) and
later Kraaijeveld and van Alphen (1994, 1995) showed that the highest levels of
virulence of A. tabida to a single reference strain of D. melanogaster tends to occur
in the southernmost latitudes of Western Europe, and that the highest encapsulation
abilities of the host to a single reference strain of A. fabida occur in the central
latitudes of Western Europe. Why D. melanogaster does not exhibit a geographical
pattern in encapsulation to another parasitoid (L. boulardi) is unknown.
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Managing natural enemies

Our approach and the results we present here have applications in the reintroduc-
tion of endangered or locally extinct species and in the introduction of exotic natu-
ral enemies to biologically control pest species. However, one should be cautious
in interpreting the discussion below, as it is designed to elucidate some potential
ways to apply a biogeographical approach. More studies are necessary to evalu-
ate our findings, and only specific models applied to particular systems of interest
should ever be employed in real policy making.

Reintroduction of endangered natural enemies. 'The conservation of natural en-
emies has received relatively little attention in the applied literature, and theoreti-
cal models (which could be useful to understanding the important factors of their
conservation) are rarely applied to this type of problem (Hochberg et al. 1998;
Hochberg 2000). Natural enemies are generally candidates for conservation as
long as they are perceived to have some kind of “value”; detailed discussion for
the case of insect parasitoids can be found in Hochberg (2000). What is relevant
to the present scenario is the conservation of a natural enemy that is part of a pro-
tected community. That is, it is important in conserving the natural enemy that
neither its victim nor other interacting species are endangered by the conservation
efforts directed at the enemy.

Assume that the novel victim (which receives the introduced enemy species) is
distributed over its geographical range as in the model presented above, and the
enemy we desire to introduce is found on a different (but related) exotic victim
species that has no overlap in its distribution with the focal victim. The question
is, where along an exotic victim’s distribution should one procure the enemy?

If, for example, the enemy is taken from peripheral, nonproductive sites, then
arisk is that it will not be preadapted to invade the introduction sites successfully,
especially if the productivity of the novel victim is very high through most of its
distribution. If, on the other hand, there are large expanses where the novel vic-
tim is unproductive, then it is possible for the natural enemy to invade and persist.
However, a potential problem may emerge if the introduced enemy has too high
an impact on the nonproductive victim, especially in the most marginal sites. In
a recent theoretical study on host—parasitoid interactions over geographical gra-
dients in host productivity, it was shown that enemies can readily fragment the
geographical distribution of their hosts if the host is relatively poor at defending
itself against the parasitoid and the parasitoid is highly vagile (Hochberg and Ives
1999).

Now assume that the enemy is procured from highly productive sites in the
exotic victim’s geographical range. The problem here is very similar to the latter
scenario described above: if the target sites are unproductive relative to the site of
origin, then the enemy can disrupt the victim population and species interactions
with the victim (e.g., Holt and Lawton 1993). Of course this problem becomes
more intense (according to our model) as the discrepancy in productivity grows.

Assuming that the productivities of exotic and introduced sites are compara-
ble and the enemy invades, then what are the evolutionary consequences? With
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sufficient (but not too pronounced) migration and mutation, we would expect the
natural enemy to gradually spread and adapt over the victim’s distribution, occu-
pying that subset of it for which site productivities are sufficient for the enemy to
persist. The race between local adaptation and population ecology is relevant here
(see Holt and Gomulkiewicz 1997), and unless the migrating enemy is sufficiently
preadapted and/or numerous, it will be unable to spread so as to fill its funda-
mental niche (i.e., that part to which it is potentially able to adapt and persist in
the absence of migration). Assuming that geographical adaptation is taking place
or has taken place, if the objective is to conserve maximal enemy diversity, then
postintroduction measures should aim to conserve the enemy in a range of habitat
types to which it is adapting or has adapted (Hochberg and Van Baalen 1998).

Introduction of natural enemies for control of pests.  Like the application of con-
servation measures to natural enemies, the problem of pest control over the pest’s
geographical ranges is little explored. The problem here is that an enemy is most
likely to be released in areas where the economic damage inflicted by the pest is
most intense. Since our model does not consider the trophic level below the victim,
it is difficult to generalize where the pest would be most damaging economically.

If we are searching for an exotic natural enemy to release against the victim
(i.e., classic biological control), then where should we take it from: the productive
or marginally productive sites of an exotic victim? Let us assume as a first scenario
that the pest is most damaging in the nonproductive sites of its range. According
to our model, if we take the enemy from productive source sites, then it will have
a major impact on the pest, but only temporarily (which may be sufficient to cause
local extinction of the pest). As the enemy is not adapted to the marginally pro-
ductive introduction sites, it must either adapt to a form with less impact A, or go
extinct itself. If, on the other hand, the enemy comes from a nonproductive site,
then it may be preadapted to the pest it is about to encounter, and some level of
lasting control may be achievable with lower risks of local extinctions following
population transients.

Now assume that the pest is of most concern in productive sites. Introduction
of a natural enemy from a nonproductive source is unlikely to achieve any control,
and unless the enemy can adapt very quickly, it may go extinct. In contrast, intro-
duction from a productive source is likely to give substantial control (i.e., impact
A is predicted to be high). It is interesting that according to the model presented
here (see also Hochberg and Ives 1999), although a successfully introduced natural
enemy will have the most impact in the most productive sites, pest densities are
likely to be lowest in areas where the enemy has least impact! This is simply be-
cause density-dependent limitations in this model are such that the enemy always
depresses victim density to the same or lower levels as productivity decreases.

Hokkanen and Pimentel (1984) hypothesized that the introduction of natural
enemies for pest control often worked so well because the natural enemy was intro-
duced against a pest with which it had never been in evolutionary contact (see also
Waage 1990). The idea is that if there had been an evolutionary or coevolution-
ary interaction, then the impact of the enemy on the pest would have diminished
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through time. Indeed, our model suggests that the introduction of an enemy from
a productive site to a nonproductive one may well result in an initially impressive
control, but then evolve to more moderate results. There appears to be no evidence
for evolution in biological control that involves insect parasitoids as natural en-
emies against arthropod pests. However, scattered evidence for the evolution of
resistance does exist for insect pathogens (Holt and Hochberg 1997).

Conclusion

We believe that the framework presented here for exploring enemy—victim inter-
actions over geographical and evolutionary scales is the first step in what will prove
to be an interesting and fruitful area of research. Even based upon a variety of
oversimplified assumptions, the theory predicts that one must be cautious in intro-
ducing natural enemies with the goal of their global conservation or the biological
control of other species.



Major Histocompatibility Complex: Polymorphism
from Coevolution
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15.1 Introduction

There are many examples of pathogens adapting toward evasion of immune re-
sponses. Viruses, such as influenza, rapidly alter their genetic make-up, and each
year there appear to be sufficient susceptible hosts that lack memory lymphocytes
from previous influenza infections to give rise to a new epidemic (Both ez al. 1983;
Smith ez al. 1999). During human immunodeficiency virus (HIV) infection, such
alterations occur at an even faster rate, enabling the virus to escape repeatedly
from the immune response within a single host (Nowak et al. 1991). Hosts, on the
other hand, are selected for counteracting immune evasive strategies by pathogens.
Since the generation time of hosts is typically much longer than that of pathogens,
these host adaptations are expected to evolve much more slowly.

A well-known example commonly thought to reflect adaptation of hosts to
pathogens is the polymorphism of major histocompatibility complex (MHC)
molecules, which play a key role in cellular immune responses. When a pathogen
infects a host cell, the proteins of the pathogen are degraded intracellularly, and a
subset of the resultant peptides is loaded onto MHC molecules, which are trans-
ported to the cell surface. Once the peptides of a pathogen are presented on the
surface of a cell in the groove of an MHC molecule, T lymphocytes can recognize
them and mount an immune response.

The population diversity of MHC molecules is extremely large: for some MHC
loci, over 100 different alleles have been identified (Parham and Ohta 1996; Vogel
et al. 1999). Nevertheless, the mutation rate of MHC genes does not differ from
that of most other genes (Parham etr al. 1989a; Satta er al. 1993). Studies of
nucleotide substitutions at MHC class I and II loci revealed Darwinian selection
for diversity at the peptide-binding regions of MHC molecules. Within the MHC
peptide-binding regions, the rate of nonsynonymous substitutions is significantly
higher than the rate of synonymous substitutions; in other regions of the MHC,
the reverse is true (Hughes and Nei 1988, 1989; Parham et al. 1989a, 1989b).
Compared to the enormous population diversity of MHC molecules, their diversity
within any one individual is quite limited. Humans express maximally six different
MHC class I genes (HLA A, B, and C), which are codominantly expressed on all
nucleated body cells. Additionally, there are maximally 12 different MHC class II
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molecules (HLA DP, DQ, and DR), which are expressed on specialized antigen-
presenting cells (Paul 1999). The complete sequence of a human MHC has been
unraveled recently (MHC Sequencing Consortium 1999). Despite the high popu-
lation diversity of MHC molecules, MHC genes appear to be extremely conserved
evolutionarily. Allelic MHC lineages have persisted over long evolutionary time
spans, often predating the divergence of present-day species (Klein 1980; Lawlor
et al. 1988; Mayer et al. 1988; Klein and Klein 1991). As a consequence, indi-
vidual MHC alleles from a species tend to be more closely related to particular
MHC alleles from other species than to the majority of alleles that occur within
the species (Parham et al. 1989b).

As a result of the high population diversity of MHC molecules, different indi-
viduals typically mount an immune response against different subsets of the pep-
tides of any particular pathogen. Pathogens that escape from presentation by the
MHC molecules of a particular host may thus not be able to escape from presen-
tation in another host with different MHC molecules. MHC polymorphism may
therefore seem a good strategy by which host populations counteract escape mech-
anisms of pathogens. This group selection argument, however, fails to explain how
such a polymorphism could have evolved (Bodmer 1972).

The mechanisms behind the selection for MHC polymorphism have been de-
bated for over three decades. A commonly held view is that MHC polymorphism
arises from selection that favors heterozygosity. Since different MHC molecules
bind different peptides, MHC heterozygous hosts can present a greater variety
of peptides, and hence defend themselves against a larger variety of pathogens
compared to MHC homozygous individuals. This hypothesis is known as the the-
ory of overdominance or heterozygote advantage (Doherty and Zinkernagel 1975;
Hughes and Nei 1988, 1989; Takahata and Nei 1990; Hughes and Nei 1992). A
recent study of patients infected with HI'V-1 supports this theory. It was shown that
the degree of heterozygosity of MHC class I loci correlated with a delayed onset of
acquired immunodeficiency syndrome (AIDS). Individuals who are homozygous
at one or more loci typically progressed more rapidly to AIDS (Carrington et al.
1999).

It has been argued that selection for heterozygosity alone cannot explain the
large MHC diversity observed in nature (Parham et al. 1989b; Wills 1991). Al-
though there is general agreement upon the significance of overdominant selec-
tion, it has been proposed that additional selection pressures must be involved in
the maintenance of the MHC polymorphism (Parham et al. 1989b; Wills 1991).
A frequently studied additional mechanism is frequency-dependent selection. The
corresponding theory states that evolution favors pathogens that avoid presentation
by the most common MHC molecules in the host population. Thus, there is a per-
manent selection force favoring hosts that carry rare (e.g., new) MHC molecules.
Since hosts with rare MHC alleles have a higher fitness, the frequency of rare
MHC alleles will increase, and common MHC alleles will become less frequent.
The result is a dynamic equilibrium, maintaining a polymorphic population (Snell
1968; Bodmer 1972; Slade and McCallum 1992; Beck 1984).
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Both selection for heterozygosity and frequency-dependent selection have been
modeled extensively. Most models address either of the two hypotheses, and
are so-called “top-down” models. Assuming that heterozygous individuals have
a higher fitness than homozygous individuals (see, for example, Takahata and Nei
1990), or assuming that individuals carrying rare alleles have a higher fitness than
individuals carrying common alleles (see, for example, Takahata and Nei 1990;
Wills 1991; Wills and Green 1995), it has been shown that an existing MHC poly-
morphism can be maintained.

Here we take a more mechanistic approach by making no assumptions about
selective advantages or disadvantages. We develop a computer simulation to study
the coevolution of diploid hosts with haploid pathogens. By comparing simula-
tions in which pathogens do coevolve with simulations in which they do not, our
model allows us to study the effect of selection for heterozygosity and frequency-
dependent selection on the polymorphism of MHC molecules. Starting from a
population diversity of only one MHC molecule, we show that a diverse set of
functionally different MHC molecules is obtained. Our analysis demonstrates that
selection involving rapid evolution of pathogens can account for a much larger
MHC diversity than can selection for heterozygosity alone.

15.2 Simulating the Coevolution of Hosts and Pathogens

We have developed a genetic algorithm (Holland 1975) to investigate the coevolu-
tion of pathogens and MHC molecules. Genetic algorithms are frequently applied
as problem-solving tools, using the principles of evolution to find solutions in, for
example, optimization problems. We instead use them here as a simulation of evo-
lution (see also Forrest 1993; Pagie and Hogeweg 1997), and thereby take them
“right back to where they started from” (Huynen and Hogeweg 1989).

In our simulations, we consider a population of Ny diploid hosts, each repre-
sented by a series of bit strings coding for two alleles at N, MHC loci. Pathogens
are haploid and occur in Ny independent species of maximally Ng different geno-
types. For simplicity, we omit the complex process of protein degradation into
peptides, and model each pathogen by Np bit strings that represent the set of pep-
tides that can possibly be recognized by a host. Peptide presentation by an MHC
molecule can occur at different positions on the MHC molecule, and is modeled
by complementary matching. Peptides are L p bits long, and MHC molecules are
Ly bits long. For each peptide of a pathogen and for each MHC molecule of a
host, we seek the position at which the peptide finds the maximal complementary
match. If the number of complementary bits at this position is at least a predefined
threshold L7, the peptide is considered to be presented by that particular MHC
molecule. In the simulations presented here, pathogens consist of Np = 20 dif-
ferent peptides, which are L p = 12 bits long. MHC molecules are Lj; = 35 bits
long, and present a peptide if, of the 12 peptide bits, at least 11 (= L) match with
the MHC. Thus, the chance that a random MHC molecule presents a randomly
chosen peptide is 7.3%. [The chance that a random peptide binds at a random,

predefined position of an MHC molecule is p, = Z]L: Ly (Lj” )(O.S)L”. Thus,
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the chance that a random MHC molecule presents a randomly chosen peptide is
1 — (1 — pp)tm=Lr+l = 739%] Also, the chance that a pathogen of Np = 20
peptides escapes presentation by a randomly chosen MHC molecule is p, = 22%.
Hosts that carry different MHC molecules hence typically present different pep-
tides of the pathogens.

The quality of different MHC molecules varies. Some MHC molecules may
be more stably expressed on the surfaces of host cells than others, or fold into a
better peptide-binding groove. To model such MHC differences, a random qual-
ity parameter 0 < Q < 1 (drawn from a uniform distribution) is attributed to
every MHC molecule in the population. These quality differences between MHC
molecules prevent extensive drift in simulations with random pathogens. The fit-
ness contribution of a host—pathogen interaction is determined by the quality of
the best MHC molecule that is able to present a peptide of the pathogen. We omit
the role of lymphocytes by assuming that every presented peptide is recognized by
at least one functional clonotype. The role of lymphocytes, in particular the (func-
tional) deletion of lymphocytes during self-tolerance induction, is to be reported
in a follow-up paper (Borghans et al., unpublished; see also Borghans et al. 1999).

At each generation, every host interacts with every genotypically different
pathogen. To account for the shorter generation time of pathogens, we can al-
low for several pathogen generations per host generation. The fitness fj of a host
is proportional to the fraction of pathogens it is able to present,

Npalh
fo="Y_ Qj/Npun . (15.1)
j=1
where Npam denotes the total number of different genotypes in the pathogen pop-
ulations. Q; denotes the quality of the best MHC molecule that presents at least
one peptide of pathogen j; we set Q; to zero if none of the MHC molecules of a
host present pathogen j. Similarly, the fitness f, of a pathogen is proportional to
the fraction of hosts that the pathogen can infect without being presented on the
host’s MHC molecules,

Nhost
fo=1=73_ Qt/Noos: . (15.2)
k=1
where Qy is the quality of the best MHC molecule of host & that presents at least
one peptide of the pathogen. Again, Qy is set to zero if none of the MHC molecules
of host k present the pathogen.

At the end of each generation, all individuals are replaced by fitness-
proportional reproduction. The sizes of the host population and all pathogen
species remain constant. All fitnesses are rescaled such that the highest fitness
in each host population and in each pathogen species becomes one and the lowest
becomes zero. The different individuals in the host population, and the different
genotypes in each pathogen species, reproduce according to a fitness-dependent
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reproduction function,

eli

Pr(j) = (15.3)

Y elx
where Pr(j) is the reproduction probability of host j or pathogen genotype j, 7]-
denotes its rescaled fitness, and N is the total number of different individuals in the
host population or genotypes in the particular pathogen species. Pathogen geno-
types reproduce asexually; new-born pathogens come from parents of the same
pathogen species. New-born hosts have two parents, each of which donates a
randomly selected MHC allele. During reproduction, point mutations can occur.
Both peptides and MHC molecules have a mutation chance of ppy = 0.1% per
bit per generation. The chance for a new-born host to receive a nonmutated MHC
molecule is thus (1 — ppu) ™ = 96.6%, and the chance for a new-born pathogen
to receive a nonmutated peptide is (1 — pu)“? = 98.8%. One cycle of fitness de-
termination, reproduction, and mutation defines a generation. We study evolution
over many generations.

15.3 Dynamically Maintained Polymorphism

The simulation model allows us to study the mutual influence of host and pathogen
coevolution on the composition of MHC molecules in the host population, and of
peptides in the pathogen species. In particular, we:

Study whether a polymorphic set of MHC molecules can develop from an ini-
tially nondiverse host population;

Investigate the relative roles of frequency-dependent selection and selection for
heterozygosity in maintaining the polymorphism of MHC molecules.

All simulations are initialized with random pathogen genotypes, and all hosts
initially carry identical MHC molecules — that is, there is neither variation be-
tween MHC molecules within the hosts, nor between the hosts. Two examples
of such simulations are shown in Figure 15.1, in which the average fitnesses of the
pathogens and the hosts are shown as a function of the host generation number .
To study the effect of the typically short generation time of pathogens, we con-
sider two different cases. In one of them (Figures 15.1a and 15.1b), the pathogens
evolve as fast as the hosts (i.e., one parasite generation per host generation), while
in the other case (Figures 15.1c and 15.1d), the pathogens evolve 100 times faster
than the hosts. Since there is no initial MHC diversity, in both simulations the
pathogens immediately attain a relatively high fitness and the hosts a correspond-
ingly low fitness. Any pathogen that is able to infect one host is able to infect all
hosts, and hence it rapidly takes over the pathogen population. Under this selective
pressure caused by the pathogens, the hosts develop an MHC polymorphism (as
is shown in Section 15.4) and, in so doing, regain a high fitness. After about 300
host generations, a quasi-equilibrium is approached that is followed until genera-
tion t = 1000. A similar equilibrium is attained if the host population is initialized
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Figure 15.1 Fitness of hosts and pathogens. The average fitnesses of pathogens (a, c) and
hosts (b, d) in a simulation in which the generation time of the pathogens is equal to that
of the hosts (a, b), and in a simulation in which the generation time of the pathogens is
0.01 times that of the hosts (c, d) are plotted against the host generation . Note that, by
Equations (15.1) and (15.2), the average host and pathogen fitnesses in a single simulation
always totals one. The simulations are initialized with MHC-identical hosts and random
pathogens. Coevolution is stopped at host generation ¢+ = 1000. We either stop the evolu-
tion of the hosts and let only the pathogens carry on evolving (a, c), or we stop the evolution
of the pathogens and let only the hosts carry on evolving (b, d). The gray curves denote
the average fitness of randomly created pathogens evaluated against the fixed host popula-
tions of generation r = 1000 (a, c), and the average fitness of random, heterozygous hosts
evaluated against the fixed pathogen populations of generation ¢+ = 1000 (b, d). Other pa-
rameters: Npost = 200, Np, =1, Ng =50, Ng =10, Np =20, Lp =12, Ly; = 35, and
Lt =11.

with random MHC molecules (not shown here). The average fitnesses during the
quasi-equilibrium depend on the relative generation time of the pathogens. The
faster the pathogens evolve, the higher their average fitness, and the lower the av-
erage fitness of the hosts (Figure 15.2). Once the pathogens evolve 100 times faster
than the hosts, the average pathogen fitness saturates.

The quasi-equilibrium that is approached is a dynamic one. As in a Red Queen
situation, hosts and pathogens continually counteract each other by adaptation.
This follows from additional simulations in which, from ¢ = 1000 onward, fur-
ther evolution of either the hosts or the pathogens is prevented. If the pathogens
and the hosts evolve equally fast, and the evolution of the hosts is subsequently
halted, the pathogens markedly increase their fitness (Figure 15.1a). Such an in-
crease of the average pathogen fitness is not observed, however, if the pathogens
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Figure 15.2 The average fitnesses of pathogens (a) and hosts (b) over the final 100 gener-
ations of the coevolution (i.e., between ¢t = 900 and ¢ = 1 000). Results are shown for four
different simulation types: F = fixed (nonevolving) pathogens, 1 = pathogens evolving as
fast as the hosts, 10 = pathogens evolving 10 times faster than the hosts, 100 = pathogens
evolving 100 times faster than the hosts. In the coevolutionary simulations, there are typi-
cally two different genotypes per pathogen species (not shown). We therefore initialized the
F simulation with two randomly chosen pathogen genotypes per species. The error bars de-
note the standard deviations of the average host and pathogen fitnesses in time. Parameters
are set as in Figure 15.1.

were evolving 100 times faster than the hosts before the evolution of the hosts
was stopped (Figure 15.1c). Their short generation time apparently enables the
pathogens to adapt “completely” during each host generation even before the host
population is frozen. Stopping the evolution of the hosts then hardly makes a dif-
ference. Remarkably, once the evolution of the hosts is stopped, the pathogens
that used to evolve as fast as the hosts attain a significantly higher average fitness
(Figure 15.1a) than the pathogens that used to evolve faster than the hosts (Fig-
ure 15.1c). The reason for this difference is addressed in Section 15.4. Likewise,
if the evolution of the pathogens is stopped and only the hosts carry on evolving,
they evolve such that they can resist almost all pathogens — that is, they approach
a fitness of one (Figures 15.1b and 15.1d). Pathogens that evolve in a nonevolving
host population attain a larger average fitness than random pathogens (see the gray
curves in Figures 15.1a and 15.1c). Similarly, evolving hosts in the presence of
a nonevolving pathogen population attain a higher fitness than random, heterozy-
gous hosts (see the gray curves in Figures 15.1b and 15.1d). Thus, evolving hosts
and pathogens have the capacity to adapt to nonevolving populations of pathogens
or hosts, respectively.

15.4 Host and Pathogen Evolution

As soon as a coevolutionary simulation is started, the number of different
MHC molecules in the host population rapidly increases to reach a high
quasi-equilibrium diversity (Figure 15.3). This diversification also occurs if the
pathogens do not evolve at all. In that case, the high population diversity of MHC
molecules results from selection that favors heterozygous hosts. The faster the
pathogens evolve, however, the larger the MHC population diversity becomes (Fig-
ure 15.4a).
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Figure 15.3 Evolution of MHC polymorphism. The number of different MHC molecules
in the host population is shown from the start of the coevolution (+ = 0) until host generation
t = 300. The generation time of the pathogens is 100 times shorter than that of the hosts.
Parameters are set as in Figure 15.1.
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Figure 15.4 MHC molecules become functionally polymorphic. (a) The average number of
different MHC molecules in the host population. (b) The average of the Hamming distances
between all possible pairs of different MHC molecules in the host population. Parameters
are set as in Figure 15.1. Horizontal axis labels are as explained in Figure 15.2.

To check if the MHC molecules that arise in a host population are really dif-
ferent from each other, and do not differ at a few mutations only, we have calcu-
lated the average genetic distance (Hamming distance) between all different MHC
molecules in the host population (Figure 15.4b). Evolution of the pathogens ap-
pears to increase MHC diversity; the shorter the generation time of the pathogens,
the larger the genetic distance between the MHC molecules of the hosts. Thus,
rapidly coevolving pathogens trigger selection for a functionally diverse set of
MHC molecules.

To measure the extent to which the pathogens evade presentation on the MHC
molecules of the hosts, we calculated the average fraction of peptides from the
pathogen genotypes presented by the MHC molecules in the host population. The
faster the pathogens evolve, the better their evasion of presentation by the hosts’
MHC molecules (see the gray bars in Figure 15.5). If the pathogens evolve, the av-
erage fraction of peptides presented by the MHC molecules of the hosts is smaller
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Figure 15.5 Pathogens evolve toward evasion of presentation by the particular MHC
molecules present in the host population. The average presentation efficiency of the MHC
molecules (i.e., the average fraction of peptides from the pathogen genotypes presented
by the MHC molecules) is plotted for different pathogen generation times. The gray bars
show the average presentation efficiency of the MHC molecules of coevolving hosts — that
is, between host generation ¢ = 900 and ¢ = 1000 in Figure 15.1. The white bars denote
the average presentation efficiency of the MHC molecules that have been frozen at host
generation t = 1000 in Figure 15.1, after the pathogens have been allowed to evolve for
1000 generations — that is, between host generation # = 1900 and ¢+ = 2 000 in Figure 15.1.
Parameters are set as in Figure 15.1. Horizontal axis labels are as explained in Figure 15.2.

than the expected 7.3% calculated above for MHC molecules binding random pep-
tides. Thus, the pathogens in our simulations indeed evolve toward evasion of
presentation by the particular MHC molecules present in the host population.

We applied a similar analysis to the simulations in which either the hosts or
the pathogens are prevented from evolving. This analysis partially explains our
earlier observation that pathogens evolving in a frozen host population stringently
selected by rapidly coevolving pathogens (Figure 15.1c) attain a lower fitness than
pathogens evolving in a host population selected only moderately (Figure 15.1a).
If the pathogens do not evolve faster than the hosts, the fraction of pathogen pep-
tides recognized by the hosts’ MHC molecules decreases dramatically when the
evolution of the hosts is stopped (see the white bars denoted by F and 1 in Fig-
ure 15.5). Apparently, during the coevolution the hosts specialize on the particular
pathogens present in the population. This specialization enables the pathogens to
escape immune recognition once the evolution of the hosts is stopped. In con-
trast, if the pathogens evolve faster than the hosts during the coevolution, the hosts
cannot specialize on the particular pathogens present in the population. As a con-
sequence, the pathogens fail to escape immune recognition once the evolution of
the hosts is stopped (see the white bars denoted by 10 and 100 in Figure 15.5).
Another reason why the evolutionary history of a frozen host population influ-
ences the escape possibilities of a pathogen lies in the polymorphism of the hosts’
MHC molecules. As discussed above, the faster the evolution of the pathogens is,
the more polymorphic the MHC molecules of the hosts become. Thus, pathogens
evolving in a frozen host population that used to be stringently selected by rapidly
coevolving pathogens have more difficulty in escaping presentation by the highly
polymorphic MHC molecules of the hosts.
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Figure 15.6 Hosts become functionally heterozygous. (a) The average fraction of het-
erozygous hosts. (b) The average fraction of peptides from the pathogens presented by the
hosts. (c) The average fraction of peptides from the pathogens presented by the individual
MHC molecules of the hosts. R denotes the simulation in which pathogens are introduced
randomly at every host generation. Like the fixed pathogen population denoted by F, ran-
domly introduced pathogen species consist of two randomly created pathogen genotypes
per species. Parameters are set as in Figure 15.1. Horizontal axis labels are as explained in
Figure 15.2.

15.5 Heterozygosity versus Frequency-dependent Selection

Since the evolution of pathogens can be switched off in our model, we can sep-
arately study the effect of selection for heterozygosity. In coevolutionary simu-
lations, there is selection for heterozygosity as well as frequency-dependent se-
lection. To exclude evolution of the pathogens, one possibility is to let the hosts
evolve in response to a fixed pathogen population. As we have seen, in that case
hosts adapt to the specific pathogens that are present (Figure 15.5). To exclude this
specialization, we have also performed simulations in which at every host genera-
tion all pathogens are replaced by random ones (R in Figure 15.6).

The role of selection for heterozygosity appears to be strong under all condi-
tions. During the quasi-equilibrium, the fraction of heterozygous hosts is always
close to one (Figure 15.6a). To check if this heterozygosity is also functional (i.e.,
if the two MHC molecules of a host generally present different peptides), we com-
pare the average fraction of peptides from the pathogens that are presented by the
hosts (Figure 15.6b) with the average fraction of peptides from the pathogens pre-
sented by their individual MHC molecules (Figure 15.6c). It appears that in all
simulations, the hosts (with their two MHC molecules) present nearly twice as



220 D - Pathogen—Host Coevolution

100 0.5

50 0.25 — ﬂ ﬂ
0 0.0
R F

R F 100

Number of MHCs
in population
Hamming distance

100

Figure 15.7 Selection for heterozygosity versus frequency-dependent selection. (a) The
average number of different MHC molecules in the host population, and (b) the average
Hamming distance between the different MHC molecules. We show a coevolutionary sim-
ulation in which the pathogens evolve 100 times faster than the hosts (100), and two sim-
ulations in which the pathogens do not evolve (R and F). The coevolutionary simulation
represents the MHC diversity that evolves in the presence of both frequency-dependent se-
lection and selection for heterozygosity, while the two latter simulations (R and F) represent
the MHC diversity that evolves under selection for heterozygosity only.

many peptides as their individual MHC molecules. Thus, the hosts in our simula-
tions indeed typically carry functionally different MHC molecules.

To study the relative roles of selection for heterozygosity and frequency-
dependent selection, we compare the MHC polymorphism arising in the absence
and presence of frequency-dependent selection. Figure 15.7a shows that het-
erozygosity plus frequency-dependent selection (i.e., a simulation with evolving
pathogens, denoted by 100) results in a much higher degree of polymorphism than
selection for heterozygosity alone (i.e., simulations with nonevolving pathogens,
R and F). The average genetic differences between the MHC molecules that arise
support this notion (see Figure 15.7b). Summarizing, our simulations show that a
polymorphic set of MHC molecules rapidly develops in an initially nondiverse host
population, and that selection by coevolving pathogens can account for a much
larger population diversity of MHC molecules than mere selection for heterozy-
gosity can.

15.6 Discussion

We have shown that both the origin and the maintenance of MHC polymorphism
can be understood in a model that does not assume any a priori selective advan-
tage of heterozygous hosts or hosts with rare MHC molecules. By starting our
simulations with MHC-identical hosts, we have studied a “worst-case” scenario.
Polymorphisms of MHC-like molecules seem to have been present since colonial
or multicellular life (Buss and Green 1985). Thus, the origin of MHC polymor-
phism may not lie in immune function. For example, de Boer (1995) showed that
in primitive colonial organisms the preservation of “genetic identity” is sufficient
to account for highly polymorphic histocompatibility molecules.

Our simulation model demonstrates that coevolution of hosts and pathogens
yields a larger MHC polymorphism than merely selection for heterozygosity. Our
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analysis thus supports the view that additional selection pressures on top of over-
dominant selection do play a role in the evolution of the MHC polymorphism
(Parham et al. 1989b; Wills 1991). It has been shown experimentally that many
MHC alleles have persisted for significant evolutionary periods of time (Klein
1980; Lawlor er al. 1988; Mayer et al. 1988; Klein and Klein 1991). This has
been used as an argument against frequency-dependent selection (Hughes and Nei
1988), but was later demonstrated to be compatible with selection for rare MHC
molecules (Takahata and Nei 1990). Analysis of the persistence of particular MHC
alleles in our simulations would allow us to study this in more detail.

To increase the speed of our simulations, we used a rather high mutation fre-
quency for the hosts’ MHC molecules: ppy = 0.001 per bit per generation.
Indeed, decreasing this mutation frequency resulted in a lower MHC population
diversity. Increasing the host population size in our simulations, on the other
hand, increased the MHC polymorphism. Using a mutation frequency for MHC
molecules of ppy = 10~° and a host population size of Nyt = 1000 hosts, we
still found a population diversity of approximately 30 different MHC molecules.
Independently of the choices of ppyy and Ny, the MHC polymorphism attained
in coevolutionary simulations was always considerably (e.g., fivefold) higher than
the polymorphism arising under overdominant selection only (results not shown).

Regarding the enormous population diversity of MHC molecules observed in
nature (Parham and Ohta 1996; Vogel et al. 1999), it is surprising that the num-
ber of different MHC molecules expressed per individual is quite limited (Paul
1999). In our simulations, hosts carry only one MHC gene. What would change if
this number of MHC genes per individual increased? Individuals expressing more
MHC genes are expected to have a selective advantage, in that more pathogens
would be presented. This selective advantage vanishes, however, once the chance
to present (at least one peptide from) any pathogen approaches 100%. For the
parameter setting used here, the chance that a random pathogen consisting of 20
peptides evades presentation by a single MHC molecule is p, = 22%. In the
absence of pathogen evolution, expression of about 10 different MHC molecules
would thus be sufficient to ensure the presentation of virtually any pathogen. In co-
evolutionary situations, however, the selection for expression of MHC molecules
that are different from the other MHC molecules in the population would remain.
This selection only disappears when the number of different MHC molecules per
individual becomes so large that every host is expected to present all pathogen pep-
tides. If individuals no longer draw different “samples” from the pool of peptides
from each pathogen, pathogens may be expected to exploit this “predictability”
of the hosts’ immune responses (Wills and Green 1995). We have demonstrated,
for instance, that increasing the number of MHC loci increases the likelihood of
autoimmunity (Borghans and de Boer 2001). Extension of the current model with
host self-molecules and a variable number of MHC genes sheds light on the role of
such mechanisms in the maintenance of the MHC polymorphism (Borghans et al.,
unpublished).



Virulence Management and Disease Resistance
in Diploid Hosts
Viggo Andreasen

16.1 Introduction

Genetic variation in the host’s response to infections is likely to be present in
any host—parasite system. Thus, in most cases, virulence management and the
associated changes in disease characteristics affect the genetic composition of the
hosts over a time scale comparable to the host’s life span. If virulence management
is concerned with such time scales and, in particular, if the disease in question has
a significant impact on host survival or fertility, host evolution cannot be ignored.
In this chapter a modeling framework is developed to allow virulence managers to
assess disease-induced host—evolution in a sexually reproducing diploid host, that
is, to express fitness in terms of variation in epidemic quantities such as morbidity
and infectivity. Thus, we take the consequences of virulence management one step
further, and examine the effect of virulence management on the host population.
Thereafter, we look further ahead at the consequences of changes in host genetics
on pathogen strains.

As a first approximation, variation in disease-induced mortality among hosts
causes variation in host survival and hence in fitness. In turn, differential fitness
changes the composition of host susceptibilities and thus the prevalence of the
disease. This interaction between host composition and disease prevalence is the
focus of this chapter; we assume that the immediate consequences of virulence
management on prevalence are known and expressed as changes in epidemic pa-
rameters.

Since the work of Haldane (1949) it has been recognized that infectious diseases
may exert a major impact on host evolution. The arguments in support are quite
clear: infectious diseases often cause significant mortality and simple molecular
changes in the host can affect morbidity. Thus sufficient variation in the host pop-
ulation is likely to be present and fitness variation may be significant. In insects
(see Chapter 6), mammals (Fenner and Ratcliffe 1965), and humans (Sgrensen
et al. 1988) heritable variation in disease-induced mortality has been observed. In
plants, breeding for genetically based disease resistance is common (the methods
of this chapter apply only to obligate outbreeding natural species, however).

A large body of literature deals with host—pathogen coevolution in which the
host, as well as pathogen, is a haploid or an asexually reproducing species (for a
review see Frank 1996c). For a sexually reproducing diploid, these haploid models
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reflect the genetics of the population only if the two alleles contribute additively
to growth rate. In particular, polymorphism in haploids can arise only through
frequency-dependent selection, and in the absence of segregation—recombination,
the structure of the polymorphic equilibrium resembles that of the coexistence of
competing species.

As shown later, the segregation—recombination process complicates matters
considerably. Important epidemic phenomena in host selection, however, depend
on both the diploid nature of host genetics and polymorphism. For example, the
major histocompatibility complex (MHC) and the associated leukocyte antigens
(HLAs), which play key roles in the immune system, are determined by highly
polymorphic genes. This suggests that genetic recombination is essential for dis-
ease resistance, though maybe not for resistance to recently emerged pathogens
(May and Anderson 1983a; Hamilton and Howard 1994; Singh et al. 1997).
Bremermann (1980) and Hamilton (1980) stressed the point by suggesting that
maintenance of sufficient variation in the immune response through recombina-
tion is a major force in the evolution of sexual reproduction.

Especially in cases of heterozygous advantage or overdominance, segregation
is essential for the evolution of hosts in response to disease-induced selection. Per-
haps the most well-documented example of the importance of overdominance is
malaria resistance caused by a mutation in the gene coding for hemoglobin. Het-
erozygotes for the gene, who carry one copy of the mutant gene, the so-called S
gene, suffer from a mild anemia (sickle-cell anemia) because of a slight change in
the erythrocytes. The change in the red blood cells confers some protection against
malaria (in particular against the malignant infections by Plasmodium falciparum).
In areas with a high incidence of malaria, this malaria resistance increases het-
erozygote fitness by as much as 15% relative to that of homozygotes who carry
two regular A genes. Although SS homozygotes suffer from a severe anemia that
significantly reduces their fitness, the selective advantage of the heterozygote is
so pronounced that up to 30% of the individuals in malaria-infested areas of cen-
tral and western Africa carry the S gene. This corresponds to a gene frequency
of 15%. In southeast Asia and other areas of endemic malaria, various mutations
in hemoglobin with similar properties occur in appreciable frequencies (Cavalli-
Sforza and Bodmer 1971; Jones 1997). Recently, it was suggested that the gene
coding for cystic fibrosis confers a similar partial protection against typhoid fever
(Pier et al. 1998). From the viewpoint of virulence management, the key problem
is how modifications in malarial transmission dynamics affect the system. For ex-
ample, how do changes in disease transmission affect the gene frequency of the S
allele and the morbidity of the disease?

While a growing body of literature discusses genetic aspects of host—pathogen
interactions (e.g., Levin and Udovic 1977; Fischer et al. 1998), only few workers
address the interaction between host gene composition and the strength of the epi-
demics. The first models to include explicitly epidemic assumptions in Mendelian
genetic models appear to be Gillespie (1975), Lewis (1981), Longini (1983), and
Beck er al. (1984). These early works fall into two categories, each building on
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rather different population genetic approaches. In Sections 16.2 and 16.3 we dis-
cuss the modeling framework of Gillespie, Lewis, and Longini, in which epidemic
information is incorporated in the fitness expressions for the discrete time model
of nonoverlapping generations. Section 16.4 describes the approach of Beck et al.
(1984), who determine how fitness depends on variation in epidemic parameters
for a continuous time model with overlapping generations. Finally, in Section 16.5
we discuss ways to include selection in the pathogen and allow a description of
host—pathogen coevolution. A general discussion of the relationship between dis-
crete and continuous time genetic models can be found in most population genetic
text books (e.g., Hartl and Clark 1997, Chapter 6).

16.2 Discrete-time Genetics and Epidemic Diseases

The approach of Gillespie (1975) and others determines the effect of disease on
host fitness in each host generation. For simplicity, we assume that host response
to a disease is determined by a single autosomal locus with two alleles, A and
B. In the discrete-time model, hosts are born in distinct generations, and mating is
random so that the genotypes AA, AB, and BB at the beginning of each generation
occur in Hardy—Weinberg proportions p2, 2pq, g%, where p and ¢ = 1 — p denote
the allele frequency of A and B. Genetic variation is represented by differential
(“Darwinian”) fitness, that is, contribution to the next generation, waa, wap, and
wpp. The total frequency p’ of A in the next generation is then given by
, _ waap® +waspq _ plwas + (waa — wap)lp

(16.1)

— — ’

w w

where W = waa p2 + waB2pqg + wBBq2 denotes the average fitness.

To introduce epidemic information into the fitness, Gillespie (1975) assumes
that the epidemic runs through each generation, for example resembling a popula-
tion of annual insects that experiences an epidemic in each season. We assume that
the disease follows an SIR-type epidemic (see Chapter 6) so that if the host popu-
lation is homogeneous, the densities of susceptible S, infectious 7, and recovered
R hosts change according to the epidemic model

ds
= = BSL, (16.2a)
dI
o= BSI — ul , (16.2b)
R I (16.2¢)
— = ul, .2C
dt

where 8 and p give the transmission coefficient and the exit rate out of the infected
class. The “recovered” class R includes the hosts that recover from infection as
well as the hosts that die from infection. Provided that the transmission coefficient
B is independent of population density, the model does not distinguish between
death and recovery, as both types of hosts are lost to disease transmission; the
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effect of infection on viability and fitness is accounted for elsewhere in the model.
In fact, R is redundant as the total density of hosts (dead or alive) is constant during
the epidemic. The exit rate © thus combines recovery and mortality caused by the
infection, while we assume that death unrelated to the disease takes place after the
epidemic.

Genetic variation is specified through the values of uxx and Bxx for each geno-
type XX. For example, the densities of susceptible and infected hosts of genotype
AA, Saa and Iaa, change according to the model

ds
A — BaaSaal , (16.3a)
dt
dl
d?A = BaaSaal — paalaa , (16.3b)

with similar expressions for AB and BB. Here I = Iaa + IaB + Ipp denotes
the total disease prevalence while the initial conditions are that all individuals are
initially susceptible and distributed among genotypes in Hardy—Weinberg propor-
tions. The epidemic is set off by a few infectious individuals, 0 < 1(0) < N
where N denotes the total population density.

To find the effect of the epidemic within a generation, one assumes that the
epidemic runs through the population until it dies out. Mathematically, this cor-
responds to solving six coupled equations to find Saa (00), etc. The reduction in
gene frequency of genotype XX caused by the epidemic can be determined from
the proportion of individuals that escape the infection, that is, Sxx(c0)/Sxx(0),
and the fitness-reduction for hosts that are infected, 1 — u.

Model (16.3) cannot be solved analytically without simplifying assumptions.
To obtain a model with some analogy to the sickle-cell malaria situation, assume
that allele B codes for complete immunity to the infection and that B is dominant,
so that Sap = B = 0. Following Kermack and McKendrick (1927), we find that
in a population composed solely of susceptible hosts, an epidemic occurs only if
the basic reproductive ratio Ry = BN /u exceeds one. For Ry > 1, the intensity of
the epidemic z — the fraction of the population that is affected by the epidemic — is
given implicitly by

z=1-—eH0 (16.4)

With our assumptions, only AA homozygotes are susceptible and hence only the
fraction p? of the contacts made by an infected host are with susceptible hosts, so
that the effective reproduction ratio is p>R. The intensity of the epidemic now
becomes

if p?Ro < 1

] (16.5)
otherwise

Rop?

0
z(p) = .. . .
positive solutionof z=1—e"%
If p>Ry < 1, the disease dies out without causing an epidemic and it must be
reintroduced in the next generation. For simplicity, we assume that A is sufficiently
frequent to ensure that p>Rg > 1 in all generations. Thus, the fraction of AA



226 D - Pathogen—Host Coevolution

homozygotes that avoids the epidemic is 1 — z(p). If infected individuals suffer a
fitness reduction of 1 — u, the fitness of AA in the presence of the disease becomes
waa =1 —z(p) + (1 —w)z(p) = 1 — uz(p).

For the sickle-cell malaria system, carriers of the malaria resistance B gene
suffer a reduced fitness in the absence of malaria. Let us assume by analogy that
heterozygote fitness is reduced to wap = 1 — o, while BB homozygote fitness is
wpg = 1 — p, with 0 < 0 < p and 0 < u. The last inequality indicates that
the fitness of infected AA homozygotes is less than the fitness of heterozygotes,
ensuring B dominance at high disease prevalence. We are now able to determine
the frequency of A at the birth of the next generation

o= {pll1 —z(p)ul+q(1 — o)}
w 9

(16.6)

where w = p2[1 —z(pul+2pg(1—o0) +q2(1 — p). In principle we can determine
the equilibrium values of p and z by simultaneously solving Equations (16.5) and
(16.6) for p = p’. For the sickle-cell malaria system, this determines how disease
incidence and frequency of the resistance gene, ¢ = 1 — p, covary. The relation-
ship between p and z in the full model is rather complicated and we restrict our
discussion to two special cases.

First assume that BB homozygotes have the same fitness as the heterozygotes
(i.e., p = o). In this case Equation (16.6) simplifies and we find that the equilib-
rium intensity z and the frequency p of A are given by

z(p)=o/u  and p=‘/%_/uo/“). (16.7)

Thus, in a situation in which the resistance gene B is dominant, the intensity of
the disease is determined as the ratio between the cost of resistance and the cost
of infection. For virulence management the implications are now straightforward:
if disease virulence is changed in a way that reduces the cost of infection, the host
population responds by increasing the frequency of the susceptible A allele, and
the intensity of the infection also increases. The effect of reducing the transmis-
sibility of the disease is more surprising: decreasing Ry does not affect disease
intensity z, but increases the frequency of the susceptible allele until A is fixed.

Next, assume that BB homozygotes are not viable, so that p = 1, and that
the disease is universally fatal, u = 1. This corresponds to an extreme case of
heterozygous advantage. The sickle-cell malaria system may be thought of as an
intermediate case between these two examples. In this case, the intensity of the
disease depends on the frequency of the resistance gene,

z=20—-1+0-0)/p, (16.8)
while the frequency of A is determined implicitly by Equation (16.9),

2o — 14 l-o — | — ¢~ Rolp*Qo—D+p(1-0)] (16.9)
p
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This model has not been analyzed in depth, but apparently the polymorphic equi-
librium vanishes for small Ry, leading to fixation of A.

In our example we focused on selection in the case of a dominant resistance B
gene, but a similar analysis for recessive resistance is given in Gillespie (1975) and
for more general situations in May and Anderson (1983a). The basic assumption
is that there is a cost to carrying the resistance B gene compared to uninfected
susceptible hosts, but that this cost is less than the cost of being infected. These
assumptions give rise to frequency-dependent selection, because disease preva-
lence increases with the frequency of A, so that A is selected for when it is rare
and against when it is common. Therefore, a polymorphic equilibrium caused by
frequency-dependent selection is expected. The primary effect of virulence man-
agement is to change this genetic equilibrium. In some cases this effect may be
so pronounced that management may not alter disease prevalence. The benefit of
virulence mangement may show up as a reduction in the resistance gene and the
associated genetic diseases.

16.3 Discrete-time Genetics and Endemic Diseases

Gillespie’s original model focused on epidemic diseases in which incidence varies
considerably over time. Longini (1983) suggests that endemic diseases with con-
stant incidence that follow, for example, an SIS-type dynamics can be handled in
a similar framework. To be specific, we once more focus on a dominant resistance
gene so that Bap = g = 0 and Baa = B. In addition, we assume that hosts
are susceptible immediately after recovery so that the density of susceptible and
recovered individuals can be determined by

ds
== —BSI + ul , (16.10a)
dl
- =BSI—nl. (16.10b)

Since the disease is endemic, its impact is determined by the disease incidence at
equilibrium. The fractions of AA individuals that are susceptible and infected are
s w1

P*N  Bp*N  p’Ro’

(16.11a)

I ! 1

p*N P*Ro’
where N is the total population density and Ry is the basic reproduction ratio if
all hosts are susceptible. Equations (16.11) hold only when p?>Ry > 1; if the
frequency of the susceptibility gene is too low, the disease dies out and its possible
reintroduction depends on stochastic effects. Disease-induced fitness reduction
reflects how much time AA homozygotes spend in the infected class, and we obtain
waa = 1 —u/p?Ro where 1 — u gives the fitness of homozygotes while infected.

(16.11b)
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We can now introduce the fitness expression into the genetic model, Equa-
tion (16.1). As in the case of epidemic diseases, the conclusions depend on the ge-
netic assumptions, and frequency-dependent selection may lead to polymorphism
(see Longini 1983).

The discrete-generation approach rests on a couple of major assumptions. First,
the combination of epidemic and genetic time scales is hard to follow in detail. For
a population of annual insects that each year experiences an epidemic, the Gillespie
model reflects the time scales well, but for epidemics in hosts with overlapping
generations, such as the human population interacting with measles or malaria,
epidemics are so frequent that in reality only a fraction of the hosts are available at
each epidemic. The endemic approach of Longini suffers from exactly the opposite
problem: disease incidence in newborns differs from that of older hosts, so that in
reality the susceptible pool is larger than the Longini model suggests.

Perhaps the most critical problem with the discrete-generation approach is the
lack of an explicit account of the host density effects. By keeping track only of
gene frequency, the models implicitly assume that the population is subject to reg-
ulation that compensates for disease-induced deaths in such a way that the pop-
ulation density remains constant. This assumption is critical since transmission
dynamics, in particular disease transmissibility S, are often density dependent.
While variation in host density may not play a major role in most applications to
human populations, the models may not describe well the genetic response to ma-
jor epidemics in natural populations in which diseases can change the host density
dramatically, such as myxomatosis in the Australian rabbits or the phocine dis-
temper virus epidemic in the seals of the North Sea (Fenner and Ratcliffe 1965;
Heide-Jorgensen and Harkonen 1992).

16.4 Continuous Genetic Models

As an alternative to the discrete-generation approach, Beck et al. (1984) consider
the three genotypes as separate entities and write explicit expressions for their dy-
namics. Still assuming that all relevant information is carried at one autosomal
locus with alleles A and B, and that the population is subject to an SI-type dis-
ease, it is straightforward to write the combined dynamics of changes in genetic
composition and epidemics,

dSaa

T Baa — BaaSAAl — daaSaa , (16.12a)
dIaa

pT BaaSaal — (@aa +daa)Ian , (16.12b)

with similar expressions for AB and BB. Here I = Iaa + IaB + Ipp denotes
the total disease prevalence, while Baa is the birth rate of AA individuals. We
assume random mating, such that Baa is given by Hardy—Weinberg proportions
as Baa = bNp?, where N gives the total population density and b the per capita
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birth rate, while
P = [Saa + Iaa + %(SAB + IaB)]/N (16.13)

is the frequency of the A allele. Notice that this formalism allows us to specify
freely density-dependent effects in disease transmission and host mortality.

Model (16.12) suffers from two major shortcomings. Obviously, the complex-
ity of the model prohibits any general analysis, but in addition the lack of age
structure implies that new-born hosts reproduce immediately after birth. Partic-
ularly if the genetic composition changes fast over age classes, corresponding to
a large variation in survival, this may give spurious effects. Continuous genetic
models therefore should be used only when the genetic variation is small, so that
gene frequencies change slowly compared to population processes.

To specify that genetic variation is small, we introduce a small parameter ¢ < 1
and replace the genotypic parameters by ones with small genotypic variation

dan = d + edan (16.14)

with similar expressions for the remaining parameters.

With the assumption ¢ < 1, a lengthy mathematical analysis based on singular
perturbation theory shows that the epidemic “quickly” settles to the endemic equi-
librium values, while the genetic composition “quickly” reaches Hardy—Weinberg
proportions and a uniform gene frequency in all epidemic compartments (see Beck
et al. 1984; Andreasen and Christiansen 1993). Once the epidemic variables settle
to equilibrium and a uniform gene frequency is reached in all epidemic classes, the
frequency p of the A allele changes “slowly” according to

dp
a7 = epafp). (16.15a)
with
Fipy = L BS NI (D) Brxlp) + DI (P)/S™ (D) oexlp) _ 5
BS*(p) +bI*(p)/S*(p)
(16.15b)

where (ﬁxx|p) = pdaa+ (g — p)daB —qdpp and (ﬁxx|p) is defined analogously.
Equations (16.15) should be compared to the classic model of slow selection in a
random mating population (Norton 1928). In the slow selection model the change
in p is determined as

dp _

Tl ep(praa +qrag — 1),

= epqlpraa + (g — p)ras — qresl ,

= epq(rxx|p), (16.16)

where raa denotes the Malthusian growth rate for individuals of genotype AA
and 7 = p?raa + 2pgras + q’rpp is the average rate of growth. In this context
raa is also referred to as the (Malthusian) fitness of AA, and in this sense Equa-
tion (16.15) allows us to relate genetic variation in epidemic parameters directly
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to host fitness. Notice that the weights with which various types of genetic varia-
tion contribute to the fitness depend on the disease incidence at equilibrium. The
weights derive from the mathematical analysis, and they seem to have no simple
biological interpretation. When transmission dynamics lead to sustained oscilla-
tions in disease incidence, the weights can be determined by suitable time averages
(see Andreasen and Christiansen 1993).

For virulence management the models suggest how changes in disease control
practices affect the long-term genetic composition of the host population, provided
that the practices do not lead to new viral types. One simply determines the new
endemic equilibrium and, using Equations (16.15), one may predict the direction
of change in host composition. For example if disease transmission f is reduced,
Equations (16.15) suggest that the importance of genetic variation in the disease-
induced mortality axx increases relative to that of variation in transmission rate
Bxx. In the sickle-cell malaria situation, the model could suggest how changes
in the transmission coefficient caused by draining or insect spraying affect the
polymorphic equilibrium in the A/S susceptibility and resistance system.

To study the evolution of resistance, Gupta and Hill (1995) applied a model
similar to Beck’s to the malaria system. The approach is not well-suited to the
sickle-cell problem, because genetic variation among the genotypes is large, which
generates large deviations from Hardy—Weinberg proportions and thus violates the
assumptions of the model. In a rather complicated model of scrapie transmission
dynamics in sheep, Stinger et al. (1998) applied an age-structured version of model
Equations (16.12). By assuming age-dependent fertility, the spurious effects of
allowing new-born individuals to give birth prior to any selection are avoided, but
as a result rather arbitrary assumptions about the age-dependent mating structure
of the population have to be made.

Several problems with the continuous approach have already been discussed.
In addition, the time scale separation suggests that the model cannot capture the
interaction between disease prevalence and genetic composition, because this sep-
aration implies that the epidemic equilibrium and host abundance do not change
significantly in response to changes in host genetics. In this sense the model pro-
vides a static picture of the host’s epidemic characteristics. The strength of the
approach is that it provides a direct link between genetically based variation in
epidemic parameters and fitness.

16.5 Coevolution

We conclude this survey by discussing the inclusion of pathogen evolution into the
description. Focusing on asexual pathogens and excluding the possibility of super-
infection and cross-immunity, Levin and Pimentel (1981) and Saunders (1981)
suggested that the natural unit of selection in the pathogen is the infected host.
Selection between two pathogens can now be described by an extension of the
SI model in which the number of infected hosts of each type is accounted for
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separately. Denoting the two types by subscripts 1 and 2, the model becomes

ds
= = —PIhS = pabS, (16.172)
dl; .

Since we assume nonsexual reproduction in the pathogen, pathogen polymorphism
is not possible, except for special types of density dependence in host—dynamics
(Andreasen and Pugliese 1995).

The Gillespie and Longini models have not been extended to include coevolu-
tion, but Beck (1984) and Andreasen and Christiansen (1995) included a slowly
evolving pathogen in the slow evolution model, Equations (16.15). Slow in this
context means that the variation in disease parameters among strains is on the or-
der of . After a lengthy mathematical analysis they concluded that the system
can be reduced to two variables describing the frequency of the A-host allele, p,
and the frequency of the pathogen-1-strain, m = I;/(I1 + I»). Evolution is now
determined by

d
L —epqlrfi(p) + 1 =1 L)) (16.182)
dm 5 5

i en(l —m)(p°caa +2pgcaB + g cBB) » (16.18b)

where f;(p) is the fitness of A as introduced in Equation (16.15b) if the host is
exposed solely to strain j, while cxx is the (positive or negative) difference in
reproduction ratio between strain 1 and 2 relative to the average reproduction ratio
if all the hosts were of genotype XX.

Andreasen and Christiansen (1995) discuss in some detail the rich behavior of
this coevolution model, which includes multiple stable steady states; in particular,
they demonstrate that in specific situations the system may give rise to unstable
oscillations with growing amplitude resembling gene-for-gene dynamics. The os-
cillations in Equations (16.18), however, are structurally unstable in the sense that
infinitely small perturbations may alter the oscillations. This observation suggests
that oscillations of the gene-for-gene type, known from many crop—pathogen sys-
tems, may be unlikely in natural systems and that oscillations in coevolution mod-
els may result from built-in assumptions about frequency or density dependence
in the system.

16.6 Discussion

The two modeling approaches differ so much that a direct comparison of their dy-
namics makes little sense. Both models allow us to express host fitness in terms of
disease characteristics that are affected directly by virulence management. Hence,
both modeling approaches allow us to assess the consequences of management on
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host genetics, in particular changes in polymorphic equilibria such as the malaria-
induced sickle-cell polymorphism.

In the discrete-time, nonoverlapping generations approach, the disease-
dependent fitness expressions are derived by assuming that in each generation ei-
ther the disease is at its endemic equilibrium or the disease sweeps through the
population in one epidemic. In both cases, analytic solutions can be obtained only
with additional assumptions about the genetics of resistance.

For the continuous time model with overlapping generations, the effects of dis-
ease on Malthusian fitness can be determined explicitly. Thus, it is straightforward
to determine the rate of change of an allele with known epidemic effects. The main
limitation of the continuous model is that it can be applied only to situations with
small genetic effects.
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Coevolution in Gene-for-gene Systems
Akira Sasaki

17.1 Introduction

Gene-for-gene (GFG) systems are genotype-specific, antagonistic interactions be-
tween hosts and parasites, widely observed in plants and their microbial parasites
(Burdon 1987). Detailed studies on crop plant and fungus pathogen systems have
revealed that when breeders introduce resistant hosts, a rapid evolution of parasite
virulence occurs that overcomes the resistance. This process suggests a contin-
uous coevolutionary change in both host and parasite. The spread of a resistant
genotype capable of escaping a currently prevalent parasite will be challenged by
a new parasite strain that harbors a virulent gene, capable of overcoming that resis-
tance. Similarly, a host with a new resistant gene, possibly at another locus, would
be able to restore resistance against the same parasite. Besides its importance
in agriculture and biological control, GFG interactions play a key role in models
of host—parasite coevolution. These models reveal a robust tendency toward pro-
tected polymorphisms and sustained cycles of host and parasite genotypes, which,
in turn, favor higher rates of mutation, recombination, and sexual reproduction
(e.g., Hamilton 1980; Hamilton et al. 1990; Frank 1993b; Haraguchi and Sasaki
1997).

From the perspective of virulence management, one consequence of the mod-
eling approach described in this chapter is of potential practical importance: the
results presented here reveal a wide parameter range in which polymorphism of
host resistance can prevent the spread of any virulent strain of parasite and main-
tain a disease-free host population. This requires that the cost of virulence exceed
a certain threshold, but the threshold can be lowered by increasing the number of
resistant genotypes maintained in the population. Hence, for any given cost of
virulence, it is theoretically possible to protect the host population from disease
by keeping a sufficient number of resistant varieties. This strategy requires that
none of the genotype frequencies exceeds the threshold, failing which the corre-
sponding virulent parasites can spread. In addition, if the same variety tends to be
spatially clustered, local spreading of the virulent strain might occur. Despite these
potential difficulties, the principle is far more promising than the introduction of
multiply resistant hosts, which has invariably failed.

The emergence of multiple drug resistance (MDR) in infectious bacteria is still
a serious problem in our species (see also Chapter 23). To prevent epidemics, it is
preferable to use a variety of separate antibiotics in the population as a whole rather
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than to use multiple drugs in the same patient. A similar principle also applies to
the emergence of resistant biotypes in pest control.

Previous GFG models assumed symmetric and specific interactions between
host and parasite genotypes. This assumption is challenged by empirical studies,
which reveal a great asymmetry in GFG systems (Parker 1994). Some parasite
genotypes have a broader host range than others. Therefore, it is often the case
that a generalist parasite will locally predominate and exploit all the existing host
genotypes (e.g., Espiau et al. 1998). Under this common type of GFG interaction,
Parker (1994) argues that cycles in genotype frequencies are less likely, and that
evolution of sex is unlikely to result from host—parasite interaction. In this chap-
ter, I explore the consequence of the coevolution of host resistance and parasite
virulence, taking into account the asymmetrical nature and multilocus inheritance
of GFG systems. Two contrasting forms of host—parasite interactions — the match-
ing genotype and the GFG models — are discussed in detail. It is shown that co-
evolution in multilocus GFG models is characterized by two processes: first, the
evolutionary arms race of quantitative traits (Rosenzweig et al. 1987; Saloniemi
1993; Frank 1994a; Matsuda and Abrams 1994; Dieckmann et al. 1995; Doebeli
1996, 1997; Abrams and Matsuda 1997; Sasaki and Godfray 1999) — represent-
ing the degree of resistance and virulence — and second, the antagonistic genotype
dynamics between host and parasite (Hamilton 1980; Hamilton et al. 1990; Frank
1993b; Haraguchi and Sasaki 1996). I also refer to Chapter 31 Section 31.2, where
Jarosz introduces the well-chosen terms “matching virulence” and “aggressive vir-
ulence.”

17.2 Gene-for-gene Interaction

In this section, I review some basic concepts and characteristics of GFG inter-
actions. Neither the molecular and physiological basis of GFG interactions nor
the molecular evolutionary analyses of the genes responsible for resistance and
virulence (Song et al. 1997; Leister et al. 1998) are discussed in this chapter.

I first summarize the evolutionary changes that occur in pathogens associated
with the introduction of resistant varieties of crop plants, and discuss a possible
scenario for a resistance—virulence arms race that has come to light through field
observations. I then discuss the two contrasting views of GFG systems (matching
genotype versus GFG interaction), especially in relation to the Red Queen hypoth-
esis for the evolution of sex (see Box 18.1).

Evolution in plant-pathogen systems

The introduction of resistant races of crop plants often results, over an ecological
time scale, in evolutionary changes in the degree of virulence (Burdon 1987). The
best known example is found in Australian wheat varieties. In the 1950s, breeders
adopted those resistant varieties of wheat that contain the single-resistance gene
active against the fungus pathogen Puccinia graminis tritici. However, as the viru-
lence genes of the pathogen overcame resistance and spread in the pathogen popu-
lation, the original wheat varieties were replaced by those with multiple resistance
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Parasite: v,v,v;  V v,v3 Vv, Vg

Host: rror; Ry Ry, Ry

Figure 17.1 GFG relationship between host resistance and parasite virulence. V and R
denote virulence and resistance genes, and v and r avirulence and susceptible genes. Lines
indicate which parasite genotype can infect which host genotype.

genes. As a result, the mean number of virulence genes in individual pathogens
increased — from a mean of 1.46 in the mid-1950s to 3.18 in the mid-1960s (see
Burdon 1987 and references therein).

Figure 17.1 illustrates a simple coevolutionary arms race model indicating the
host resistance and parasite virulence suggested by these studies of crop plant—
pathogen interactions (including GFG systems). The bottom row represents the
three-locus haploid resistance genotype of the host; the upper row represents the
corresponding (three-locus) virulence genotypes of the pathogen. Lines indicate
where infection is possible. In each haploid genotype, R; denotes a resistance gene
of the host at the jth locus. V; denotes a virulence gene of the parasite at the jth
locus, which blocks the function of the corresponding resistance gene R;. Small
letters r; and v; denote susceptible and avirulence genes in the jth locus of the
host and parasite. (It is conventional practice to denote virulence genes by using
lower case letters and avirulence genes by using capital letters. This method serves
to reflect the typical dominance relationship: indeed, avirulence is often dominant
to virulence. The usage however is reversed in this chapter, which only deals with
haploid inheritance and escalated phenotypes: resistance in host and virulence in
parasites are denoted by capital letters, or in later sections, by the number 1.)

Let us begin with a wild-type host containing no resistance gene, and a wild-
type parasite with no virulence gene (left column in Figure 17.1). If a resistance
gene Rj at locus 1 is introduced either by mutation or by breeders, it is possible
that this resistant host can escape the wild-type parasite. Sooner or later, however,
a new virulence gene emerges in the form of V. This new gene neutralizes the
effect of the resistant gene Ry, and the resultant parasite can infect both the resis-
tant and the wild-type hosts (middle column in Figure 17.1). A chain of events
based on this principle is set in motion. For example, when a new resistance gene
Rj is introduced to generate a host genotype with two resistance genes, it only
has a transient effect until a new parasite with two corresponding virulence genes
emerges (right column in Figure 17.1). This suggests an evolutionary trend that
involves increases of the numbers of resistance genes in the host and virulence
genes in the parasite. One of the main objectives of this chapter is to clarify the
consequence of this evolutionary arms race.
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Table 17.1 Matching genotype and GFG interaction between two host genotypes and two
parasite genotypes.

Py Py
(a) Matching genotype
H; + -
H2 - +
(b) Gene-for-gene
H; + +
H, - +

Note: Plus and minus signs indicate whether infection occurs (+) or not (-) in each combination
of host and pathogen genotypes.

Matching genotype versus gene-for-gene models

Although the evolutionary arms race between host and parasite discussed in the
previous section is interesting, it captures only a part of the coevolutionary process
of GFG interactions. The defect is obvious — evolutionary dynamics cannot simply
be reduced to the number of virulence and resistance genes. In general, there are
many genotypes that contain the same number of resistance and virulence genes,
but at different loci. The antagonistic interactions and frequency-dependent selec-
tion associated with these genotypes are very important aspects of host—parasite
coevolution — particularly in conjunction with the Red Queen hypothesis and the
evolution of sex (see Box 18.1).

How then can we define the relationship between host and parasite genotypes
in GFG systems? In the GFG system, one host-resistance gene corresponds to one
of the parasite’s virulence genes, assuming that a host with a resistance gene can
evade infection by those parasites that do not possess the corresponding virulence
gene (Flor 1956; Burdon 1987). There does, however, seem to be some conceptual
confusion in previous models of GFG interactions. Parker (1994) pointed out that
GFG models often assume matching genotype interactions, in which there is a one-
to-one correspondence between genotypes of host and parasite. For example, a
parasite genotype can infect only a perfectly matched host genotype (Table 17.1a).
Alternatively, a host genotype is only resistant against a perfectly matched parasite
genotype.

In typical GFG interactions studied in plant—pathogen systems, the relationship
between host and pathogen genotypes is highly asymmetric (Table 17.1b). This
is because the pathogen genotype capable of overcoming host resistance does not
necessarily lose the ability to infect susceptible genotypes; indeed, it is capable of
infecting both. Within the multilocus GFG interactions, some parasite genotypes
have broader host ranges than others, while some host genotypes have the ability
to resist a wider range of parasites. The ranges of parasite virulence and host resis-
tance depend on the numbers of virulence and resistance alleles in their genomes
(Table 17.2).
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Table 17.2 Two-locus GFG system.

Vi V2 Vivy vy V2 Vi Va
I n + + + +
Rin - + - +
rn Ry - - + +
Ri1 Ry - - - +

Note: Plus and minus signs indicate whether infection occurs (+) or not (=) in each combination
of host and pathogen genotypes.

Table 17.3 Host and parasite fitness in the single-locus GFG model.

Avirulent parasite Virulent parasite
Susceptible host e M e e es—ev
Resistant host e Mo —CR efo e TR ef—ev

Note: The fitness of the host (left) and of the parasite (right) for each pair of host and parasite
genotype while exposed in monocultures. Single-locus haploid inheritance is assumed.

17.3 Coevolutionary Dynamics in Gene-for-gene Systems

Two selective forces drive the coevolutionary process of host resistance and para-
site virulence in the GFG system. The first is a selection that favors greater degrees
of resistance and virulence as quantitative traits, and this results in an escalation
in the number of both the resistance genes in the host and virulence genes in the
parasite. The second selective force is a process of frequency-dependent selection,
which favors new combinations of genes. This section starts with a brief review of
the simplest GFG model with haploid single-locus inheritance in the host and in
the parasite. By extending the model to multilocus inheritance, I explore the main
topic of the chapter — namely, the consequences of coevolutionary dynamics in
multilocus GFG interactions. Two aspects are embedded naturally into the model:
the coevolutionary escalation of resistance and virulence as quantitative traits, and
the antagonistic multilocus genotypic dynamics of host-resistance genes, together
with their corresponding parasite-virulence genes.

A single-locus gene-for-gene model

The simplest model for GFG interactions assumes haploid single-locus inheritance
in host resistance and parasite virulence (e.g., Jayaker 1970; Leonard 1977; see
Seger and Hamilton 1988 for the matching genotype versions). I denote the resis-
tance and susceptibility alleles of the host as 1 and 0, respectively, and the viru-
lence and avirulence alleles of the parasite as 1 and 0. The resistance only takes
effect when the resistant host is attacked by an avirulent parasite. Table 17.3 indi-
cates the fitness of the host and parasite for each combination of their genotypes
when exposed to each other in monocultures.

Assuming that the individuals in each generation take part in very many inde-
pendent interaction events, that host and parasite mingle randomly, and that the
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effects of these events are multiplicative, the fitness of the host and parasite geno-
types are given by

Wsuse =€, (17.1a)
Wresistant = e~ Mo (=p)Fpl=cr s (17.1b)
Wavirulent = e{[(l—q)+aq] , (17.1¢)

Wyirulent = el > (17.1d)

where o is the probability that a resistant host is infected by an avirulent parasite
(o =0 if the resistance to an avirulent parasite is complete); n measures the fitness
loss incurred by the host, and ¢ the fitness gain obtained by a parasite through
successful infection. cr and cy are the cost of resistance and virulence, respec-
tively; p is the frequency of the resistance gene and ¢ that of the virulence gene.
Each generation before the start of the interaction, the sum of the frequencies of
the host is set back to 1, and the same applies for the parasite. The frequencies of
the resistance gene and the virulence gene at the internal equilibrium are

g =cv/t(1—0), (17.2a)

P =1—cr/n(l —0). (17.2b)

It can be shown that this internal equilibrium is always unstable; any trajectory
converges to the heteroclinic cycle that connects four monomorphic corners in
gene frequency space (Hofbauer and Sigmund 1988). A small amount of mutation
or migration, however, suffices to keep the trajectory away from the boundary and
to yield a stable limit cycle (Seger and Hamilton 1988).

Multilocus gene-for-gene dynamics

The multilocus system can be extended by considering how each locus contributes
in the overall resistance reaction. Resistance occurs if there is at least one pair of
resistant and avirulent alleles at corresponding loci of the host and parasite geno-
types. I assume that the resistance effects at the different loci are multiplicative
— that is, the overall resistance reaction is doubled if there are two loci with a
resistance—avirulent combination of alleles at the host and parasite. On the other
hand, any other combinations of alleles at a locus — that is, susceptible—avirulent,
susceptible—virulent, and resistant—virulent — do not contribute to the resistance
reaction.

Let us consider the n resistance loci of the host, with two alleles [1 (resistant)
and O (susceptible)] at each locus, and the corresponding n virulence loci of the
parasite, with two alleles [1 (virulent) and O (avirulent)] at each locus. Host mul-
tilocus genotypes for resistance, and parasite multilocus genotypes for virulence,
can then be denoted by binary numbers x and y with n digits, with each digit
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Host: X 001101

Parasite: y = 001000

Figure 17.2 Host and parasite genotypes in a five-locus GFG system. Each digit in a geno-
type represents the allelic state at that locus, with 1 and 0 denoting, respectively, resistant
and susceptible alleles in hosts, and virulent and avirulent alleles in parasites. The shaded
columns indicate pairs of host and parasite loci at which resistant reactions occur (i.e., pairs
of loci with resistant alleles in the host and avirulent alleles in the parasite). In this en-
counter of host and parasite, there are two pairs of effective resistance, m(x, y) = 2, and,
hence, the probability of infection of the host by the parasite is reduced to o2,

describing the allelic state of resistance and virulence at the corresponding locus.
Therefore, if there are three resistance and virulence loci, the host genotype x =
101 implies resistance alleles at the first and the third locus and a susceptible allele
at the second. A parasite virulence genotype y = 001 represents the genotype with
a virulent allele at the third locus and avirulent alleles at the first and the second.
Host resistance based on the gene in the jth locus is effective only for parasites
that have an avirulent allele at the corresponding locus (i.e., when x; = 1 and y;
=0, where x; and y; are the allelic states at the jth locus of host genotype x and
parasite genotype y).

Let us suppose that each effective resistance gene reduces the probability of
successful infection to o (0 < o < 1). By denoting the number of effective resis-
tance genes of the host genotype x that are not masked by the parasite genotype y
by

o ) ) n
)= B T |23 0.
| (17.3a)
the probability of infection per contact is
Pinfection (x, y) = o107y [ grnd=w) — Gm@x.y) (17.3b)

For example, if having one effective resistance locus reduces the probability of in-
fection by 90% (o = 0.1), then if the host genotype 001101 encounters the parasite
genotype 001000, the probability of infection is o2 = 0.01, that is, 99% of hosts are
protected from infection (Figure 17.2). If a host randomly encounters a parasite,
the probability that the host genotype x experiences infection (the mean parasite
load) is calculated as the average infection probability over all parasite genotypes,

Zpinfection(x, »py) = Zam(x,y)p(y) s (17.4a)
y y

where p(y) is the frequency of parasite genotype y. The fitness of host genotype
x is assumed to decrease with the mean parasite load sum and with the number of
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resistance genes |x| = ) x> due to the cost of resistance,
wi(x) = exp[ =1 Y Pifection(x, P () — ewl¥l] (17.4b)
Y

where 7 is the selection intensity for a unit increase of mean parasite load, and
cRr is the cost incurred per resistance gene. Likewise, the fitness wp of a parasite
genotype y is assumed to increase with the mean host availability,

D Pinfection(x, Mg (x) = Y 0" Vg(x) (17.52)
X X

where g (x) is the frequency of host genotype x, and to decrease with the number
of virulence genes |y|,

we(y) = exp[¢ Y Pintcton(x, )q(x) = evlyl ] (17.5b)

where ¢ is the selection intensity for a unit increase of the mean host availability,
and cp is the cost incurred per virulence gene in the parasite.

If the costs cr and cy for resistance and virulence are not introduced into the
model, then the coevolutionary dynamics converge to the trivial equilibrium, with
fixation, at all loci, of resistance alleles in the host and of virulence alleles in the
parasite. Small costs suffice to prevent the convergence to this static equilibrium.
As is observed below, the most interesting behavior in coevolutionary dynamics
occurs in those cases that involve small costs for resistance and virulence. Recur-
rent mutations between alleles at each locus are also assumed in both species, and
occur at rates of 107> per generation per locus in both host and parasite. Both pop-
ulations are assumed to be infinitely large. I first examine changes in the degrees
of resistance and virulence in terms of the distributions of the number of resistance
alleles and virulence alleles within the population. Then I concentrate on changes
in the frequencies of genotypes that have the same number of resistance and vir-
ulence alleles, but at different loci. From the perspective of the evolution of sex,
this aspect is most important.

Arms races between virulence and resistance

For the case of five resistance loci in the host and five corresponding virulence loci
in the parasite, a typical coevolutionary trajectory for the number of host-resistance
genes and the number of parasite virulence genes is shown in Figure 17.3. The fig-
ure clearly demonstrates that the mean numbers of resistance genes and virulence
genes cycle endlessly. This pattern is observed in extensive simulations for a wide
range of parameters, as long as the costs of resistance and virulence are not very
high (see below). In the specific case illustrated in Figure 17.3, the number of
resistance genes in the host population mostly alternates between zero and one,
whereas the number of virulence genes in the parasite population alternates be-
tween five and four, with excursions to three.
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Figure 17.3 Evolutionary trajectories for the number of resistant genes in hosts and the
number of virulence genes in parasites. The upper panel shows the dynamics of the fre-
quency distribution of the number of virulence alleles in parasites. Each vertical slice in
the panel represents the frequency distribution of the number of virulence genes in parasites
in the generation of interest, with darker shades indicating higher frequencies. The lower
panel shows the frequency distribution of the number of resistance genes in hosts. There
are five resistance and virulence loci (n = 5) and, hence, there are six classes (from O to
5) for the number of virulence and resistance genes. Parameters: o = 0.2, { = n = 0.3,
cr = cy = 0.03. Population sizes are assumed to be infinite. The recurrent mutation rate
in each locus is 102 per generation in both host and parasite.

To describe the evolutionary cycles shown, let us start from a point at which
the majority of parasites have one avirulent and four virulent alleles, and the ma-
jority of hosts have one resistance allele and four susceptible alleles. This quasi-
equilibrium is broken by the spread of a super-strain of parasite, whose genotype
has virulence alleles at all the loci. The predominance of the parasite super-strain
then precludes the spread of a new resistance gene. The host genotype without any
resistance subsequently spreads because of the cost of resistance. Once the ma-
jority of hosts become universally susceptible, a gradual decline in the number of
virulence genes occurs in the parasite population because no costly virulent genes
are needed to exploit the susceptible host. This lays the basis for the next phase,
during which there is a spread of resistant genotypes in the host. These can avoid
some of the parasite genotypes, and the coevolutionary trajectory returns to the
starting point of the cycle. The sequence of events in the coevolutionary cycles is
therefore characterized as follows: increased virulence in the parasite (escalation
against resistance) — decreased resistance in the host (no resistance is effective
against the super-strain) — decreased virulence in the parasite (virulence does not
improve infectivity) — increased resistance in host (some resistance helps against
avirulent parasites).
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What prevents the spread of virulence genes?

Although the degrees of resistance and virulence rarely balance at an intermediate
level (no actual cases were observed despite extensive simulations), a static equi-
librium occurs either with no host resistance or no virulence in the parasite if the
costs of resistance and virulence are sufficiently large. Indeed, it can be shown
that:

1. No resistance and avirulence is evolutionarily stable if the ratio cR = cr/n
between the cost of resistance cr and the selection intensity n for parasite load
is larger than the efficiency of resistance,

cR>1—0. (17.6)

This simply means that the fitness gained by reducing the parasite load of a host
mutant with a single-resistance gene, n(1 — o), must be smaller than the cost
of resistance; otherwise, the mutant can invade the susceptible population. The
evolutionary stability of avirulent parasites automatically follows suit, as there
is no advantage for virulence genes against universally susceptible hosts.

2. One-locus resistance and avirulence is evolutionarily stable if the relative cost
of resistance is relatively large,

c(l—o)<cr<1-—c, (17.7a)
and if the frequencies of single-resistance genotypes all lie below a threshold,
q(10...0),¢(010...0),...,4(0...01) <¢cv/(1 —0o), (17.7b)

with ¢y = cv/¢. Condition (17.7a) describes the situation in which a singly
resistant host population can resist the invasion by a doubly resistant host (the
first inequality) and by a universally susceptible host (the second inequality).
Condition (17.7b) is necessary to protect an avirulent population of parasites
from invasion by a singly virulent parasite. Indeed, if the frequency of any
of the singly resistant genotypes in the host population exceeds the threshold,
this may allow an invasion by the corresponding parasite genotype, which can
exploit the overabundant host. This situation implies that any combination of
frequencies of singly resistant genotypes is neutrally stable, as long as none
exceeds the threshold. If the relative cost of virulence satisfies

- 1—0o
cy > , (17.7¢)
n

then a combination of single-resistance genotype frequencies exists that makes
the equilibrium stable. At the stability boundary, all single-resistance genotypes
must be segregating with the same frequency, 1/n.

Asymptotic states of the coevolutionary trajectories for various relative costs of
resistance R and of virulence ¢y are summarized in Table 17.4. This summary as-
sumes five resistance and virulence loci, and that the probability of infection given
one effective resistance locus is o = 0.2. The boundaries for different asymptotic
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Table 17.4 Phase diagram for the coevolutionary dynamics.

Relative cost for resistance, cr /71

0.05 0.1 0.3 0.5 0.7 0.9
Relative 0.05 Cycle Cycle Cycle Cycle Cycle S/A
cost 0.1 Cycle Cycle Cycle Cycle Cycle S/IA
for 0.3 DR/A DR/A SR/A SR/A SR/A S/A
viru- 0.5 DR/A DR/A SR/A SR/A SR/A S/A
lence, 0.7 DR/A DR/A SR/A SR/A SR/A S/A
cv/¢ 0.9 DR/A DR/A SR/A SR/A SR/A S/A

Cycle: Sustained cycles for the degrees of resistance and virulence.

DR/A: Double-resistance/avirulence equilibrium. SR/A: Single-resistance/avirulence equilib-
rium. S/A: No resistance/no virulence equilibrium.

Note: The number of resistance and virulence loci is n = 5; the efficiency of an effec-
tive resistance is 0.8 (o = 0.2). The predicted conditions for the stability of S/A equilibrium
are cr/n > 0.8, Condition (17.6). The condition for the stability of SR/A equilibrium is
0.8 > cr/n > 0.16, Condition (17.7a), and c¢v/¢ > 0.8/5 = 0.16, Condition (17.7¢) with
n = 5. All these predictions agree with the actual simulation results shown in the table.

states observed in the simulations agree with the predictions provided by Condi-
tions (17.6) and (17.7).

The main conclusion from Table 17.4 is that evolutionary cycles occur for rel-
atively small costs of resistance and virulence. Another important conclusion can
be drawn from Condition (17.7¢c). A static polymorphism of resistance is more
likely to occur as the number of loci increases. The existence of the avirulence
equilibrium raises the hope that we may be able to minimize parasitic damage by
carefully mixing a large number of different single-resistance genotypes, rather
than by constructing a multiple-resistance genotype. Possible limitations concern-
ing this idea are discussed in Section 17.4.

Why does a super-strain of parasites dominate?

Within the evolutionary cycles of host resistance and parasite virulence, the mean
number of the population’s virulence genes is kept large, compared to the mean
number of resistance genes. For example, the mean number of resistance genes in
the host population is at most one in the trajectory illustrated in Figure 17.3, while
the mean number of virulence genes in the parasite population varies between four
and five. At first glance, the parasite virulence seems unnecessarily high, because
one extra virulence gene would be sufficient to infect a host with a single-resistance
gene. This apparant paradox can be explained through the polymorphism and
asynchronous cycles in the frequencies of host-resistance genotypes, as explained
below.

Assuming that the host population is polymorphic in the combination of resis-
tant genes at different loci, a parasite should possess all sets of virulence genes
to exploit a randomly encountered host successfully. One may expect the poly-
morphism of parasite genotypes to occur with a few virulence genes, each special-
ized to exploit one of the host’s resistance genotypes. This is not the case in this
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model, though, and the super-strain of parasites often predominates because of its
advantage (described below) — it can hedge bets in an unpredictable and chang-
ing environment (e.g., Seger and Brockmann 1987). The selection then favors a
costly generalist parasite rather than the coexistence of several strains of specialist
parasites.

The frequencies of host genotypes possessing the same number of resistance
genes (but at different loci) fluctuate with approximately the same period. They do,
however, fluctuate with different phases (Figure 17.4). This creates a fluctuating
selection coefficient for each virulence gene. If the magnitude of the fluctuation
is sufficiently large, the generalist parasite strategy (i.e., a super-strain) enjoys an
advantage over the specialist strategies, although it has to pay for the extra cost of
having many virulence genes.

Phenotypic and genotypic cycles

It is important to distinguish between the cycles shown in Figures 17.3 and 17.4.
Figure 17.4 illustrates how the genotypic frequencies fluctuate wildly, while the
mean numbers of resistance and virulence genes keep nearly constant (as shown
in Figure 17.3).

The universally susceptible genotype is, on average, the most abundant in the
host population, but its frequency does fluctuate (Figure 17.4a). The class of singly
resistant genotypes constitutes the rest of the population. However, all possible
single-resistance genotypes coexist (for n = 5, there are five such genotypes), and
these show alternating periodical fluctuations with roughly equal phases of sep-
aration (Figure 17.4b). Regarding the parasite, the super-strain genotype is the
most abundant, but its frequency is intermittently reduced, corresponding to the
temporal predominance of universally susceptible hosts (Figure 17.4c). The sec-
ond prevalent class of parasite genotypes is that composed of four virulence genes
(i.e., comprising genotypes with one avirulence gene). As with single-resistance
hosts, all parasite genotypes within this class coexist and fluctuate asynchronously,
each being coupled to the corresponding resistance genotypes (Figure 17.4d).

17.4 Discussion

The most important contribution of the model to the theory of host—parasite co-
evolution and the Red Queen hypothesis for the evolution of sex (Jayaker 1970;
Jaenike 1978; Bremermann 1980; Hamilton 1980, 1993; Seger and Hamilton
1988; Hamilton et al. 1990; Frank 1993b; see also Box 18.1) is that both genetic
diversity in host and parasite genotypes and the complex cycles of their frequen-
cies are promoted under the asymmetric GFG interactions often found in nature
(Parker 1994; but see also Frank 1996a, 1996b; Parker 1996). Although I as-
sume in this chapter that the GFG interaction is extremely asymmetric, it can still
promote cycles in genotype frequencies and genetic polymorphism. The process
considered here is doubly cyclic — it is the combination of evolutionary cycles in
the degree of host resistance and parasite virulence, and asynchronous cycles in
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Figure 17.4 Genotype frequencies within the same class of resistance and virulence. The
changes in genotype frequencies are shown for the same run as in Figure 17.3. (a) The
frequency of the host genotype without any resistance gene; (b) the frequencies of host
genotypes with one resistance gene; (c) the frequency of the parasite genotype with all
five virulence genes (the super-strain); (d) the frequencies of parasite genotypes with four
virulence genes. Parameters are the same as in Figure 17.3.

genotype frequencies under potential combinatorial diversity in multilocus inher-
itance. Whether the sustained asynchronous cycles and the protected multilocus
polymorphism yield a sufficient short-term advantage for sex and recombination
is an important question still to be explored.

Costs of resistance and virulence are necessary to ensure that the GFG inter-
action allows protected polymorphism of both resistance and virulence genotypes.
Otherwise the best genotypes (those with all the resistance genes and those with
all the virulence genes) will establish themselves in the host and the parasite popu-
lations. That the virulence of a pathogen declines after the reduction of resistance
in a host (which is historically called “stabilizing selection) can be attributed to a
selection process that opposes unnecessary virulence genes (i.e., to the cost of vir-
ulence). It is, however, difficult to measure the cost of virulence directly (Burdon
1987). The cost of resistance in the GFG system is even more difficult to detect,
but, except in a few cases, it is considered to be small (Bergelson and Purrington
1996). At the same time, the cost of resistance may be condition-dependent, as is
the case for the significant cost of encapsulation against parasitoids in Drosophila
under starved conditions (Kraaijeveld and Godfray 1997).
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The GFG and matching genotype interactions often produce cycles in host and
parasite genotypic frequencies, but the population tends to converge to a hetero-
clinic cycle, and so is often to be found in a monomorphic corner within frequency
space. A new transient occurs when a new favorable genotype emerges, which then
leads the population into another corner (Seger and Hamilton 1988). Indeed, pop-
ulation genetic models for GFG (matching genotype) interaction do not indicate
a promotion of genetic diversity (Takahata and Nei 1990; Frank 1993b). (This,
incidentally, leads to a rejection of the hypothesis of parasite adaptation as the fac-
tor responsible for MHC polymorphism; see Takahata and Nei 1990.) However,
a relatively small rate of migration or mutation has been found to restore diver-
sity and to enhance the persistence of multiple alleles in the matching genotype
model (Seger and Hamilton 1988). A relaxed genotypic specificity in resistance
and virulence, and the evolution of more virulent strains within an infected host,
also promote polymorphism (Clarke 1976; Maynard Smith 1989). I have shown
that multilocus GFG dynamics can maintain a large number of genotypes. How
well the dynamics of host—parasite coevolution account for the observed degrees
of genetic diversity in both resistance and virulence is still an open question.

It is tempting to compare GFG coevolution at the population level with the in-
trahost dynamics of parasite quasi-species and the variety of immune system cells
(Agur et al. 1989; Sasaki 1994; Nowak and May 1991; Haraguchi and Sasaki
1997; Sasaki and Haraguchi 2000). We are now in a position to record the evolu-
tion of viruses in a single patient. These dynamics share many characteristics of
host—parasite coevolution based on genetically specific interactions, like the GFG
system [e.g., the fluctuation of “genotypic” frequencies and the nonuniform speed
of evolution found in the intrahost evolution of HIV (Yamaguchi and Gojobori
1997)]. There are, of course, many essential differences between the two levels
of evolution. The host defense system, for example, now has a generation time
and mutability comparable to that of the parasite. The question of how acquired
immunity has evolved is still too difficult to answer, but the question of how the
evolution of parasites is affected by the addition of acquired immunity to geneti-
cally specific defense mechanisms constitutes a tractable and important problem.

The model currently used for multilocus host—parasite GFG interactions has
revealed that a condition arises in which the host resistance polymorphism can
successfully prevent the spread of any virulent race in the parasite species. The
condition for this success depends on the cost of virulence and on the number of
resistant loci in the host species (see Table 17.4). Theoretical results show that for
any cost of virulence, the evolutionary escalation of parasite virulence can be pre-
cluded by increasing the number of resistant varieties in the population [see Equa-
tion (17.7¢c)]. This can be compared to the use of multiple resistance against par-
asites, which has often failed in practice and invariably fails in the present model,
which assumes additivity in the costs for multiple virulence and resistance. In
short, the present model suggests an advantage of multiline resistance over mul-
tiple resistance from the perspective of preventing the evolutionary escalation of
parasite virulence. However, it is possible that a strong synergetic effect between
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the costs of multiple virulence and resistance would change the results. In addition,
in practice the spatial distribution of the resistant varieties would be an important
factor in determining the success or failure of parasite control with multiline re-
sistance. Clearly, further theoretical studies are needed to incorporate the spatial
structure (e.g., the limited dispersal of fungus spores and the spatial cropping pat-
tern of different resistant varieties) and demographic dynamics (in addition to the
genetic dynamics) of the parasite.

As noted earlier, there is a clear parallelism between the problem discussed in
this chapter and the emergence of multiple drug resistance in infectious diseases
of humans (Anderson and May 1991). The emergence of multiple drug resistance
corresponds to the emergence of a parasite super-strain in GFG coevolutionary
dynamics. We have shown that the predominance of a super-strain is a robust
outcome of the GFG arms race, but such a predominance can be prevented by
increasing the number of resistant varieties. This suggests that a variety of antibi-
otics used separately in different patients, rather than multiple drugs used for each
patient, is preferable to prevent epidemics. A similar principle would also apply to
the emergence of resistant biotypes in pest control.
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Implications of Sexual Selection for Virulence
Management

Claus Wedekind

18.1 Introduction: Sex and Coevolution

In contrast to asexual reproduction, sex involves a number of quite obvious dis-
advantages (e.g., Williams 1975; Maynard Smith 1978; Stearns 1987; Michod
and Levin 1987). The major disadvantage has been termed the “cost of meio-
sis” (Williams 1975): a female that reproduces sexually is only 50% related to
her offspring, while an asexual female transmits 100% of her genes to each of
her daughters. Hence, gene transmission is about twice as efficient in asexuals as
in sexuals. The other disadvantages of sex are, for example, cellular mechanical
costs, genetic damage through recombination, exposure to risks, mate choice, mate
competition, etc. (see review in Lloyd 1980; Lewis 1987). Therefore, if asexuals
had a survival probability comparable to sexuals, a mutation causing a female to
produce only asexual daughters would, when introduced into a sexually reproduc-
ing population, rapidly increase in frequency and outcompete sexuals in numbers
within a few generations (Williams 1975; Maynard Smith 1978). Why does this
not happen? What are the advantages of sex, or what are the disadvantages of
asexual reproduction?

One serious disadvantage of asexual clones is that they are likely to die out
after some hundred or thousand generations because of a fatal mechanism called
“Muller’s ratchet” (Muller 1932). Roughly summarized, Muller’s ratchet predicts
that slightly deleterious mutations are accumulated in asexuals from generation
to generation until the genome does not code for a viable organism any longer,
and the population becomes extinct (e.g., Andersson and Hughes 1996). At first
glance, one might therefore think that sex must be so successful because recom-
bination and selection can result in the efficient removal of damaged genes from
generation to generation. However, a danger of this benefit of sex is it may have
a significant effect only when it is too late — that is, after an asexual mutation in
a population has outcompeted all its sexual conspecifics (e.g., Michod and Levin
1987; Stearns 1987; Kondrashov 1993; Howard and Lively 1994; Hurst and Peck
1996). A second set of hypotheses, therefore, suggests that sex enables the spread,
or even the creation, of advantageous traits. This second category of hypotheses re-
quires that the direction of selection continuously change — that is, the main source
of mortality is short-term environmental changes. This condition is especially ful-
filled in coevolving systems such as parasite—host communities. The idea is that

248
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Box 18.1 Sex as an evolutionary response to parasites

The many different ideas to explain why sexual reproduction is so common as com-
pared to asexual reproduction can be grouped into two broad categories:

Sex enables the efficient removal of deleterious genes;

Sex enables the spread or even the creation of advantageous traits (e.g., Michod
and Levin 1987; Stearns 1987; Kondrashov 1993; Howard and Lively 1994;
Hurst and Peck 1996).

The second category of hypotheses typically requires that the direction of selec-
tion be continuously changing — that is, the main source of mortality arises from
short-term environmental changes. This condition is fulfilled especially in coevolv-
ing systems such as parasite—host communities (i.e., the “Red Queen hypothesis,”
e.g., Jaenike 1978; Hamilton 1980; Hamilton ef al. 1990). The changes could be
irreversible or fluctuating. Genetic heterogeneity within a sexually produced clutch
may increase the chances of that clutch containing an optimal genotype (i.e., the
“lottery model,” Williams 1975; Young 1981; Kondrashov 1993), and it may de-
crease the risk of competition between relatives (i.e., the “elbow-room model,”
Maynard Smith 1976; Young 1981; Kondrashov 1993). The possibility that sex
reduces the risk of transmission of pathogens between relatives (because of their
genetic dissimilarity; Rice 1983; Shykoff and Schmid-Hempel 1991) can be seen
as a variant of Williams’ lottery model.

The effect of parasite—host coevolution on sexuality has been studied almost ex-
clusively from the host’s point of view (e.g., reviews in Ladle 1992; Sorci et al.
1997). However, the argument can be turned around to explain that sexual repro-
duction in parasite populations is maintained as a diversity-generating mechanism
to counteract the rapidly changing selection imposed by the hosts” immune system
(Read and Viney 1996; Gemmiill et al. 1997; Taylor et al. 1997b; Wedekind 1998).

host resistance genes that are advantageous today might become disadvantageous
in the near future because parasites evolve to overcome them. Therefore, hosts
must continuously change gene combinations, and sex is an efficient means to do
so (“Red Queen hypothesis,” e.g., Jaenike 1978; Hamilton 1980; Hamilton et al.
1990; Ladle 1992; Clarke et al. 1994). Additionally, the argument can be turned
around to predict that sexual reproduction in parasite populations is maintained
as a diversity-generating mechanism to counteract the rapidly changing selection
imposed by the hosts” immune system. This may be so especially for multicellular
parasites (e.g., Read and Viney 1996; Gemmill et al. 1997; Taylor et al. 1997b;
Wedekind and Ruetschi 2000).

If this explanation is true, then the evolutionary conflict between parasites and
hosts selects for diversity-generating mechanisms such as the different forms of
sexual reproduction, which, in turn, prevent both parties from dying out as a direct
or indirect consequence of Muller’s ratchet (see also Box 18.1). It may sound
absurd, but this is probably one of the reasons why our world does not look as
bleak as a lunar landscape.
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This idea of sex as a response to parasites is one of the reasons why increasing
attention has been given in recent years to the role of genetic variation in host—
parasite coevolution. However, when investigating genetic variation in the field
or in the laboratory, one often faces the problem of potential biases caused by
confounding variables. In parent—offspring comparisons, for example, it is often
difficult to control for parental (mostly maternal) carryover effects, even when us-
ing cross-fostering experiments in which eggs or young are exchanged between
clutches (see the discussion in Sorci et al. 1997). This problem may partly explain
the discrepancy between the burst of theoretical work on the one hand, and the rel-
atively small number of empirical studies on genetic heterogeneity in host—parasite
systems on the other hand (e.g., review in Ladle 1992; Frank 1996c¢; Sorci et al.
1997).

The most important aspect of the interaction between a pathogen and its host is
the virulence an infection is associated with — defined here as the loss of fitness the
parasite causes the host. Although this definition sounds as if virulence is a specific
trait of a parasite, it is not. Rather, it is the result of the interaction between the
pathogen and its host (e.g., Bull 1994; Ewald 1994a; Lenski and May 1994; Read
1994; Ebert and Herre 1996; Frank 1996¢). Sexual reproduction and the different
forms of parasite-driven sexual selection have the potential to increase or decrease
virulence. First, the ability of the host to reproduce sexually plays a significant, if
not the most important, role (Ebert and Hamilton 1996). Sexual reproduction (out-
crossing) results in a rearrangement of host genes. Pathogen populations that have
adapted to one host line have to readapt to the next one, and so on. Hence, host
reproduction by sex results in an existing parasite population that is suboptimally
adapted to their current host population. This suggests that the pathogens are less
virulent than would be expected if they were optimally adapted to their host (Ebert
1994).

This chapter stresses a number of further factors that could be important in
determining the virulence in locally adapted host—pathogen systems.

18.2 Sexual Selection

Sexual reproduction is, of course, not just a harmonious venture that results in
the mixing of a male’s and a female’s genetic material; rather, individuals must
compete for, and must be chosen as, mating partners. This is so, in most cases, be-
cause males and females differ greatly in their parental investment (Trivers 1972).
As a consequence, males usually have a much higher potential rate of reproduc-
tion than females (Clutton-Brock and Vincent 1991), which is the major cause
of conflict both between and within the sexes (Clutton-Brock and Parker 1992).
These conflicts gives rise to a new kind of selection important in the evolution
of a species: if individuals are to have a chance of propagating their genes, they
must survive not only all the lethal threats imposed by harsh climates, predators,
pathogens, and competitors (natural selection), but they must also be able to find



18 - Implications of Sexual Selection for Virulence Management 251

a mate and withstand competition from rivals of the same sex for access to mates
(“sexual selection”; for a review, see Andersson 1994).

Mate choice and competition for mates are two forms of sexual selection (inter-
sexual selection and intrasexual selection), and they both cause a number of imme-
diately negative aspects — for example, the waste of resources associated with at-
tractiveness (e.g., the peacock’s tail) or the risk of injury or distraction from preda-
tor surveillance during intrasexual struggles or courtship behavior. Furthermore,
transmission, maintenance, and growth of many pathogens are increased during
the host’s courtship phase — either directly by sexual behavior itself (transmittance
of ectoparasites or sexually transmitted microparasites) or indirectly by a reduction
of immunocompetence of the host (e.g., Grossman 1985; Folstad and Karter 1992).
The reduced immunocompetence may be a consequence of an adaptive resource
reallocation during the courtship phase (Wedekind and Folstad 1994; Sheldon and
Verhulst 1996), mating, or reproduction (Gustafson et al. 1995; Richner et al.
1995; Oppliger et al. 1996). These disadvantages associated with sexual selection
add to the costs of sex mentioned above. Rather than review them in more detail
here, I instead concentrate on the possible impact sex and sexual selection may
have on the evolutionary conflict between pathogens and their hosts. When dis-
cussing sexual selection, I therefore focus on intersexual selection — that is, mate
choice and cryptic female choice mechanisms after mating.

To relate mate choice to the evolution of virulence, it is necessary to know the
different criteria that determine mate choice, to understand why they are used, and
to identify their relative importance. The literature usually groups the possible
criteria used into three classes (e.g., Andersson 1994):

Criteria that offer direct benefits (e.g., good parental care, nuptial gifts, etc.);
The so-called “Fisher-traits” [i.e., criteria that are attractive to members of the
other sex and do not reveal anything apart from that (Fisher 1930; Lande 1981;
Kirkpatrick 1982; Pomiankowski et al. 1991)];

Criteria that reveal “good genes” (Zahavi 1975; Hamilton and Zuk 1982; Grafen
1990; Iwasa et al. 1991; Wedekind 1994a, 1994b; Johnstone 1995).

The third class of criteria is of special interest to the discussion here: by “good
genes” I mean those that are advantageous in the coevolution between pathogens
and their hosts (Hamilton and Zuk 1982). Mate choice for good genes may there-
fore be an important factor in determining the level of virulence in a natural
pathogen—host system.

This suggests that not only sex itself, but also some forms of sexual selection
could be strongly influenced by the coevolutionary dynamics of parasite—host sys-
tems, and, in turn, could influence this coevolutionary relationship.

Mate choice for criteria that reveal good genes is only one possible level of
parasite-driven sexual selection. Further possible levels are, for example, selection
on sperm by the female reproductive tract, selective fertilization, or selective sup-
port of the embryo or the born offspring (Figure 18.1 indicates eight possible lev-
els). All these levels could potentially be connected to parasite-host coevolution.
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Figure 18.1 The possible selection levels at which females or their ova could select for
heterozygosity, or even specific allele combinations in the offspring, on loci that are impor-
tant in the parasite—host coevolution: (1) mate choice, (2) selection on sperm by the female
within her reproductive tract, (3) egg choice for the fertilizing sperm, (4) second meiotic
division of the egg influenced by the fertilizing sperm, (5) selection on the early embryo by
the oviduct, (6) implantation, (7) nutrition supply to the embryo and spontaneous abortion,
(8) selective feeding or selective killing of newborns. Source: Wedekind (1994b).

18.3 Hypotheses for Parasite-driven Sexual Selection

In this section three different hypotheses that offer possible explanations for
parasite-driven sexual selection are discussed.

Uniform preference for health and vigor

In their original hypothesis, Hamilton and Zuk (1982) suggested that individuals
in good health and vigor are preferred in mate choice because they are likely to
possess heritable resistance to the predominant pathogens. By preferring healthy
individuals, one may thereby produce resistant progeny. This could result in sub-
sequent generations of hosts that are better adapted to the local pathogens — that is,
they are less susceptible (Grahn et al. 1998).

The mechanisms Hamilton and Zuk (1982) suggested will lead to populations
in which all individuals of one sex have the same mate preference (i.e., members
of the opposite sex could be ranked in a universally valid order of attractiveness,
and less attractive individuals would only be taken as mates if the more attractive
ones are not available for some reason). However, in some species, this predic-
tion does not appear to be fulfilled (see references below). Furthermore, an off-
spring’s level of resistance depends on both its mother’s and father’s genetic con-
tribution. At loci important for the parasite—host interaction (e.g., immunogenes)
certain combinations of alleles may be more beneficial than others. If individuals
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choose their mates to produce such beneficial allele combinations, their prefer-
ences would depend on their own genotypes as well as their partners’ genotypes.
As a consequence, individuals with different resistance genes would show different
preferences, and there would be no universally valid order of sexual attractiveness
with respect to signals that reveal heritable disease resistance (or immunogenes).

Genetically variable preferences for complementary genes

Preferences for mates or for sperm of genetically dissimilar types have been ob-
served in several species. Olsson et al. (1996) found that in a population of sand
lizards (Lacerta agilis) in which most females mate with more than one male, the
male’s genetic similarity to the female correlates with the proportion of her off-
spring that he sires: more dissimilar males sire more offspring, both in the field
and in the laboratory. They concluded that the female reproductive tissue actively
selects from genetically dissimilar sperm. Another example of this can be found
in the ascidian Diplosoma listerianum — a colonial, sessile, marine filter-feeder
that disperses sperm into surrounding water. Sperm are taken up and pass via the
oviduct to reach oocytes within the ovary. Autoradiography of labeled sperm re-
vealed that sperm from the same clone were normally stopped in the oviduct, while
sperm from other clones progressed to the ovary (Bishop 1996). Furthermore, a
weak negative correlation was found between the mating success of pairs and their
overall genetic similarity (Bishop et al. 1996). Gametic self-incompatibility has
also been intensely studied in the hermaphroditic tunicate Ciona intestinalis (e.g.,
Rosati and DeSantis 1978; DeSantis and Pinto 1991). Self-discrimination occurs
in the vitelline coat, is established there in late oogenesis, and is controlled by
products of overlying follicle cells. Self-sterility in this species is not absolute,
but appears to depend on still unidentified factors (Rosati and DeSantis 1978; De-
Santis and Pinto 1991). Further examples that suggest nonrandom fertilization are
reviewed in Eberhard (1996) and Zeh and Zeh (1997), but Simmons et al. (1996)
and Stockley (1997) could not find it in yellow dung flies or common shrews, re-
spectively. While the loci involved in reproductive compatibility or incompatibility
are not yet known in the above examples, they are known in at least several plants
and in a tunicate. Growth of the pollen tube is often affected by the stigma and
depends on the combination of male and female alleles on the self-incompatibility
locus (e.g., Franklin-Tong and Franklin 1993). In the tunicate Botryllus spp., eggs
appeared to resist fertilization by sperm with the same allele on the fusibility locus
for a longer time than sperm with a different allele on it (Scofield ez al. 1982).
The best-studied example of mate preferences that depend on the chooser’s own
genotype occurs in the mouse. Probably the most important genes in this respect
are the genes of the major histocompatibility complex (MHC). Mice base their
mate choice to a large extent on odors. These odors reveal some of the allelic
specificity of MHC (Yamazaki er al. 1979, 1983a, 1983b, 1994), and this infor-
mation is used in mate choice by males and females (Yamazaki et al. 1976, 1988;
Egid and Brown 1989; Potts ef al. 1991). They choose according to their own
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MHC types, apparently to reach certain allele combinations or to avoid certain al-
lele combinations in the progeny. In humans, too, MHC correlates with odor pro-
duction and with male and female preferences for human body odors (Wedekind
et al. 1995; Wedekind and Fiiri 1997). Human noses are even able to discriminate
odors of two mouse strains that are congenic with respect to their MHC — prob-
ably because there are still some similarities between murine and human MHC
antigens (Gilbert et al. 1986). Preferences for human body odors correlated with
actual mate choice in two independent test series: odors of MHC-dissimilar per-
sons reminded the test subjects more often than expected by chance of their own
current mate or former mate (Wedekind et al. 1995; Wedekind and Fiiri 1997). Re-
cently, Ober et al. (1997) partly confirmed these findings in a study on American
Hutterites: the MHC types of 411 couples were more often different from each
other than would be expected if matings were random (in their calculation of the
null expectancies, they controlled for nonrandom mating with respect to colony
lineage and with respect to kinship).

MHC-correlated sexual selection need not be restricted to mate choice (Fig-
ure 18.1). Numerous studies in humans from many different regions of the world
indicate a connection between the risk of experiencing a spontaneous abortion and
the degree of MHC similarities between the pregnant woman and the father of her
embryo (Gill 1994 cited 26 such studies in his review). The higher the degree of
MHC similarity, the higher the risk that an apparently healthy embryo will abort.
There is even evidence that the degree of MHC similarity between couples has an
effect on earlier stages of pregnancy — that is, before an abortion would be recog-
nized. Weckstein et al. (1991) found that the success rate of in vitro fertilization
and tubal embryo transfer correlates with MHC similarity, and Ober et al. (1988)
found in the American Hutterites who proscribe contraception that longer intervals
between successive births are again associated with increased MHC similarity of
the couple. All this evidence is of course correlational — that is, causes and effects
are unclear since experiments on this topic are not possible in humans for obvi-
ous reasons. However, experiments on mice show that the observed associations
between MHC and abortion are causal for mice (Yamazaki et al. 1983a, 1983b).

It is not yet clear whether MHC-correlated mate preferences optimize the off-
spring’s immunogenetics or whether MHC merely serves as a marker of kinship to
avoid inbreeding (e.g., Potts and Wakeland 1993; Apanius et al. 1997). If the first
variant holds, this would further improve host defense against pathogen popula-
tions — that is, it would further reduce the observable level of virulence. However,
even if the first variant holds, it remains unclear what kind of MHC complemen-
tarity is preferred — that is, whether individuals simply prefer other types to ensure
a higher proportion of MHC-heterozygous offspring (e.g., Brown 1997) because
heterozygosity of MHC appears to be beneficial on average (Doherty and Zinker-
nagel 1975; Hedrick and Thomson 1983), or whether mate choice aims to reach
specific allele combinations that are more beneficial under given environmental
conditions than others (Wedekind 1994a, 1994b; Wedekind and Furi 1997). At
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the moment, there are only a few indications that such beneficial allele combina-
tions exist. Hirayama et al. (1987) found epistatic effects of at least two human
MHC antigens to a pathogen antigen (of a schistosome). Moreover, the strong
linkage disequilibrium observed between some MHC alleles could be explained
by long-term epistatic fitness effects (Klein 1986; Maynard Smith 1989). There
is still much need for research on the beneficial or deleterious aspects of various
homo- or heterozygous combinations of MHC haplotypes under given pathogen
pressures.

In general, mice and humans appear to prefer dissimilar types. If the MHC is
not just used as a marker for kinship (Brown and Eklund 1994; Potts et al. 1994),
most evidence on MHC-correlated sexual selection is most easily explained by a
general preference to produce heterozygous offspring. However, this putative pref-
erence for dissimilar types could be a statistical artifact if most beneficial allele
combinations under different environmental conditions are heterozygous combi-
nations. In a recent study in which male and female students scored the odors of
T-shirts worn by other students, Wedekind and Fiiri (1997) tested whether MHC-
correlated odor preferences favored specific allele combinations in the offspring
rather than simply favoring heterozygous combinations. They found evidence for
the latter possibility but not for the former, confirming an earlier study on this
subject (Wedekind ez al. 1995). However, the fact that they did not find any pref-
erence for specific allele combinations does not exclude the possibility that one
could find such preferences under other circumstances (e.g., in populations that
are under stronger pathogen pressure than this particular group of Swiss students).

Conditional preference for complementary genes

Choice for complementary alleles would be most efficient — that is, it would result
in the highest fitness return — if individuals were able to choose their mate condi-
tionally. A well-tuned, condition-dependent mate selection could have evolved in
some species because of a nontrivial fitness advantage. Conditional choice takes
into account the present pathogen pressure and promotes allele combinations in
the host that ensure the optimal defense against these pathogens. However, this
requires physiological achievements that have not been demonstrated so far.

Two other studies on mice suggest that sexual selection takes into account not
only the male and female MHC genotypes, but is also conditional since it takes
into account at least one external factor that can vary over time. In an in vitro ex-
periment with two congenic mouse strains, Wedekind et al. (1996) tested whether
eggs select for sperm according to their MHC, and whether the second meiotic
division of the egg is influenced by the MHC type of the fertilizing sperm (see
Figure 18.2). They found that neither egg—sperm fusion nor the second meiotic
division is random, but that both processes actually depend on the MHC of both
the egg and the sperm. However, to the great surprise of the authors of this study,
these selection levels did not simply select for heterozygous MHC combinations.
Sometimes the eggs appeared to prefer homozygous combinations, and sometimes
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Figure 18.2 Schematic illustration of oogenesis, after cross-over has taken place and before
the first meiotic division. The genetic material of the female’s father and mother are illus-
trated as black and white chromosomes, while sperms and the male pronucleus are black
ovals. In mammals and many other vertebrate species, the eggs are in a stage of meiotic
arrest at the time of fertilization. The second meiotic division is completed only when the
sperm has penetrated the vitelline membrane of the ovum (e.g., Bazer et al. 1987; Wolge-
muth 1983). Therefore, the egg is often still heterozygous at some loci when the sperm
enters it. This opens the possibility that the second meiotic division of the egg could be in-
fluenced by the genotype of the fertilizing sperm (selection level number 4 in Figure 18.1).

they appeared to prefer heterozygous combinations. This effect of time was statis-
tically significant. An external factor that varied over time appeared to have had
an influence on the experiment. The authors speculated that this external factor
was an uncontrolled epidemic by mouse hepatitis virus (MHV) that occurred dur-
ing the course of the experiment. The presence of MHV appeared to stimulate a
preference for heterozygous combinations, while when absent, the mice seemed
to prefer homozygous variants. To test this hypothesis, Riilicke et al. (1998) re-
peated the experiment in vivo with two mouse groups: some were slightly infected
by MHV while the others were sham infected. When they typed the blastocysts
of these mice for MHC, they found again that infected mice made more MHC-
heterozygous combinations than uninfected mice. This time, however, the finding
was the outcome of an experiment designed to test this a priori hypothesis.
Several authors have previously searched for deviations from the expected ra-
tios of MHC heterozygosity in the progeny of controlled matings (Gorer and
Mikulska 1959; Palm 1969, 1970; Hings and Billingham 1981, 1983, 1985; Potts
etal. 1991). They reported a significant variability of MHC-heterozygote frequen-
cies which, however, remained poorly understood because there appeared to be
a general inability to replicate previous findings (see the discussion in Hings and
Billingham 1985). The results of Riilicke et al. (1998) could lead to an expla-
nation for the apparently controversial findings published before, since they were
able to perform the experiments under defined hygienic conditions with a selective
and monitored viral infection (i.e., they could control for infection, a factor that



18 - Implications of Sexual Selection for Virulence Management 257

was not controlled for in the previous studies and that could have influenced their
outcomes).

It is still not clear whether MHC-heterozygous offspring of the mice strains
used in the above experiments have a greater resistance to MHV infection than
the homozygous variants, and it is still not known whether homozygous offspring
have higher survival rates in the absence of MHV. However, if so, nonrandom
fusion of egg and sperm with regard to their respective MHCs and to the presence
or absence of MHV could improve the health of the progeny — that is, it would
further decrease the observed level of virulence in a locally adapted host—pathogen
system.

18.4 The Pathogen’s View

Parasites may have sex as an adaptation to combat antiparasite defense mecha-
nisms in the host (Read and Viney 1996; Gemmiill et al. 1997; Wedekind 1998).
While hosts have to escape from parasite adaptations to given host genotypes, par-
asites have to counter the somatic evolution of the host’s immune response (i.e.,
the acquired immunity that is most effective against the parasite genotype that
originally initiated it). This may be especially so in microparasites. In helminth
infections, there is less evidence for genotype-specific immunity, probably because
this has been less intensely studied (review in Read and Viney 1996). However,
Gemmill et al. (1997) found an interesting connection between the degree of sexu-
ality of a parasitic nematode and its hosts’ immune system: the nematode Strongy-
loides ratti, a parasite of rats, can have a direct lifecycle with clonal reproduction
or an indirect lifecycle with free living sexual adults. In a series of experiments,
Gemmiill et al. (1997) manipulated the rats’ immune status using hypothymis mu-
tants, corticosteroids, whole-body y-irradiation, and previous exposure to S. ratti.
They found that parasite larvae from hosts that acquired immune protection are
more likely to develop into sexual adults than larvae from hosts that have an ex-
perimentally compromised immune status. This suggests that the hosts’ immune
response selects for sex in this nematode.

Wedekind and Riietschi (2000) used the cestode Schistocephalus solidus and its
first intermediate host, the copepod Macrocyclops albidus, to test whether parasite
heterogeneity affects infection success and the occurrence of within-host competi-
tion. Genetic heterogeneity in parasite larvae would be the result of sexual repro-
duction, especially so if the worms were allowed to outbreed. However, outbred
offspring further differ in properties from inbred (or asexually) produced ones,
as demonstrated by Wedekind et al. (1998) and Scharer and Wedekind (1999).
Worms that were allowed to reproduce in pairs produced on average larger eggs
that contained larger embryos (even larger if measured as percentage of egg vol-
ume) than worms that were forced to reproduce alone. This suggests a strategic
egg production in this parasite that is dependent on the social situation a worm
finds itself in when mating. Therefore, the lower hatching rates of inbred eggs
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observed under laboratory conditions (Wedekind et al. 1998) could result from in-
breeding depression or lower maternal investment into individual eggs when the
mother could not outbreed, or both.

To decouple such potentially confounding effects from the degree of hetero-
geneity, Wedekind and Riietschi (2000) used 10 parasite sibships to infect cope-
pods each with six larvae that stem either from a single clutch (pure exposure, i.e.,
low heterogeneity) or a mix of two clutches (mixed exposure, i.e., high hetero-
geneity). They found that infection was more likely in mixed exposure (increase
of prevalence: >50%), but infections are more often multiple — that is, individu-
als had more often to compete within a single host, in the case of pure exposure.
Parasite transmission rates were therefore only slightly increased in mixed expo-
sure (22%). However, since parasite growth was reduced in multiple infections,
parasites from mixed exposure were on average more than 50% larger than those
from pure exposure at a time when they were infectious for the next intermediate
host. This demonstrates two important benefits from sexual reproduction in this
parasite:

The offspring can infect a broader range of hosts and even achieve slightly
higher transmission rates than with asexual reproduction (supporting the “lot-
tery model,” Williams 1975; Young 1981);

Infections result in better growth because multiple infections and, hence,
within-host competition were less likely (supporting the “elbow-room model,”
Maynard Smith 1976; Young 1981).

The observed effects may be in a range that could compensate for the costs of sex
in this parasite.

Sex in the pathogen population, followed by selection, may increase its viru-
lence while sex in the host may decrease it. Furthermore, any nonrandom mating
that improves the virulence genetics of the next generation of a pathogen may be
more beneficial to the parasite than random mating or a simple preference for out-
crossing. However, in many parasite species, mate choice may be so costly that
its benefits cannot outweigh its costs in evolutionary terms. In species for which
this does not hold, it may, in principle, be possible that mate choice has evolved
to its most sophisticated form (i.e., to the conditional choice for complementary
virulence genes), which is analogous to the conditional choice for complemen-
tary resistance genes possible in some host species. Whether this is true, or even
whether there is any kind of mate preference in a parasite species that improves
the virulence of the next generations, remains to be shown. At the moment, few
studies address the interesting problem of mate choice in parasite species (see, e.g.,
Lawlor et al. 1990; Tchuem Tchuenté et al. 1995, 1996).

Box 18.2 summarizes the different forms of reproduction and their expected
implication for virulence from the host’s point of view and from the parasite’s
point of view.
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Box 18.2 The dependence of virulence on the mode of reproduction and sexual
selection

Increasingly sophisticated forms of reproduction of hosts and parasites and their
expected implications for virulence from the host’s view and from the parasites’
view:

Different forms of Expected implication for virulence:
reproduction/sexual selection host’s view parasite’s view

Parthenogenesis High Low

Selfing/inbreeding

9oUd|NMIA

Random mating
Inbreeding avoidance
Preference for health and vigor

Preference for complementary resistance
genes/virulence genes

ence

Conditional preference for complementary
resistance genes/virulence genes Low

Viryl

. High

18.5 Implications for Virulence Management

There are many examples of human interference with animal and plant repro-
duction. Natural mate choice is usually circumvented in many farm animals and
plants, and it is often rather restricted in zoo animals. Even in our own species,
there are cases in which free mate choice is prevented for cultural reasons. From
a genetic point of view, this can also occur as a result of infertility treatment with
some forms of assisted reproductive technology (ART) — especially so in donor
insemination and in egg or embryo donation (donors are usually anonymous), but
possibly also in intracytoplasmic sperm injection, in which potential egg choice is
not allowed for.

It may be too early to speculate about the evolutionary consequences of such
interference in our own species. As this chapter may reveal, the implication of
sexual selection on parasite—host coevolution is not well understood in natural
systems, and it is even less understood in a culturally shaped species like our own
one. Moreover, while the evidence for cryptic female choice (points 2—-8 in Fig-
ure 18.1) is increasingly convincing in some plants and animals, the evidence for it
in humans is only correlational (i.e., causes and effects are unclear). The existing
data can therefore be interpreted in a number of ways (Hedrick 1988; Verrell and
McCabe 1990; Wedekind 1994b).

ART is now responsible for tens of thousands of new births annually. Gosgen
et al. (1998) discussed the possibility of genetic costs of ART in humans. The
authors concluded that such costs are not obvious in the context discussed here.
(Moreover, the incidence of birth defects in children is not higher than in those
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conceived naturally.) However, the success of ART may depend on the respective
MHC types of the genetic parents of an embryo. Gosgen et al. (1998) finished
their article with a call for more research on the impact of new reproductive tech-
nologies on individuals and the population, and whether or not donor insemination
programs should reflect female choice.

The implication of sexual selection on virulence evolution should also be stud-
ied in the context of wildlife conservation. While the most important strategy for
the conservation of endangered species is certainly the protection of natural popu-
lations (Gibbons et al. 1995), for some species, captive proliferation followed by
reintroduction into the natural environment may be the only way to prevent ex-
tinction (e.g., in the river dolphins, see Ridgway 1995). A number of endangered
species are now bred in captivity according to techniques published in textbooks,
and often through the use of ART. Moreover, several authors predict that biotech-
nological procedures like embryo splitting or recombinant DNA technology is al-
ready finding applications in the promotion of endangered species (e.g., Gee 1995;
Durrant 1995; Kholkute and Dukelow 1995). These authors and most other con-
servation biologists seem to agree that attempts should be made to maintain as
much genetic diversity as possible.

Many studies on sexual selection suggest that genetically dissimilar mates are
sexually preferred (in a number of vertebrates such as mice, lizards, and humans,
as well as in several invertebrates and plant species; see references cited in Sec-
tion 18.3), probably because high genetic diversity in the next generation is benefi-
cial. However, a preference for genetic dissimilarity has not always been observed
(e.g., Yamazaki ef al. 1976; Wedekind et al. 1996; Riilicke er al. 1998). It is not
yet clear whether these exceptions would have lead to higher viability in the off-
spring under given environmental conditions. Nevertheless, the possibility exists
that in some cases of captive proliferation, one should not simply try to reach as
much genetic diversity as possible, but should follow the natural mate preferences
of individuals.

This implies that conservation biologists give the animals the chance of choos-
ing their mate from a larger sample. Although it is often not possible to transport
animals from one zoo to another, odor samples could in many cases suffice for a
preference test. A higher success rate for the more recently developed ART meth-
ods could be a by-product of such efforts.

18.6 Discussion

Sex is important in the coevolution of parasites and hosts for several reasons. First,
it creates genetic diversity. This hinders parasites from evolving toward higher lev-
els of virulence, because parasite adaptation to one host genotype is often of not
much help against another one. Analogously, parasite diversity hinders the host
from evolving toward very low levels of virulence. Both parties can therefore ben-
efit from outbreeding as compared to random mating. A preference for outbreed-
ing is already a very simple form of sexual selection. Several more sophisticated
kinds of sexual selection that can be relevant for parasite—host coevolution have
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been proposed, some of them even after mate choice has occurred (i.e., before,
during, and after fertilization). These possibilities have been investigated in some
model species, especially with respect to MHC (i.e., a set of loci that is crucial
in the parasite-host interaction). However, sexual selection not only concentrates
on genetic aspects, but is also often connected to life history decisions about the
use of resources, as, for example, in peahens that lay more eggs if mated to a
more attractive peacock (Petrie and Williams 1993). Such plasticity in life history
decisions is also expected to interact with the progress of a parasite—host interac-
tion. Moreover, sexual selection can interact with sexually transmitted diseases.
All this is expected to have implications for management decisions in the breeding
programs for animals and plants.

It may be too early to reach strong conclusions that could directly be adapted
to management decisions. However, the available evidence suggests that free nat-
ural mate choice could be important for the health of host populations. It may
enable host populations to react to coevolving pathogens in evolutionary time. A
consequence of free mate choice in a host may be that the next generations suffer
less from the virulence caused by pathogens. I therefore suggest that this should
be taken into consideration in the breeding programs of endangered species (e.g.,
Gibbons et al. 1995) and of farm animals. It could even be important in wild ani-
mals whose reproduction is artificially “supported,” as, for example, in many fish
species where ripe females are stripped and the eggs fertilized by sperm of any
available male (and not necessarily one of the males the female would have cho-
sen). On the other hand, the possibility of mate choice in some parasite species
may deserve more attention since one of the criteria of such a mate choice may
be the individuals’ virulence genetics (analogous to the resistance genetics of the
hosts). If so, the opportunity of free mate choice in a parasite population may
increase its average degree of virulence.



Molecular Phylogenies and Virulence Evolution

Bruce Rannala

19.1 Introduction

The effective management and prevention of outbreaks of virulent strains of mi-
crobes depends on information about when, where, and how such strains arise.
In the case of newly emerging human pathogens, this might involve tracing the
source of a zoonotic infection to an animal population — such was the case with a
hantavirus outbreak in the US state of New Mexico (Nichol et al. 1993). In other
cases, an existing, possibly benign, microbe infecting humans or livestock may
suddenly give rise to a highly pathogenic (virulent) strain — such was the case with
the 1918 “Spanish” flu pandemic. In this second case, information about the mech-
anism by which virulence arose can provide practical guidance to epidemiologists
developing strategies to prevent, or forestall, future epidemics. As well, informa-
tion about the time and location of origination of virulent strains can inform us
about how quarantine measures ought to be applied in the future, or how effective
such measures have been in particular instances in the past.

In recent years, molecular phylogenies have come to play an increasingly im-
portant role in epidemiological studies of microbial pathogens, as they provide
information about the location, timing, and mechanisms by which virulent strains
arise. In particular, sequences from disease-causing viruses and bacteria that infect
humans and livestock have been studied extensively, with hundreds of phylogenies
published in medical and veterinary journals in 2000 alone. (A search of PubMed
for articles published in 2000 that contained both the words “virus” and “phy-
logeny” produced 699 articles.) There are at least two major reasons for this rapid
growth in the use of phylogenies by epidemiologists. The first is that many viruses
[especially ribonucleic acid (RNA) viruses] and bacteria experience mutations at
a much higher rate than eukaryotes. This difference is compounded by generation
times that are typically orders of magnitude shorter. The expected substitution rate
per-site per-year, which for neutral genes is roughly the per-site mutation rate di-
vided by the generation time (in years), is therefore much higher for viruses and
bacteria than for eukaryotes, even if, as is the case for certain bacteria, their mu-
tation rates are roughly equal. Synonymous substitution rates per-site per-year for
nuclear genes in mammals, for example, are about 10~°, whereas rates for RNA
viruses such as influenza A and human immunodeficiency virus (HIV) are about
1072 (Li 1997). The high rates of substitution found in viruses and bacteria allow
phylogenies to be reconstructed for sequences that have diverged only recently.
Phylogeny has therefore become relevant to the questions typically addressed by

262
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epidemiologists such as the source of origin, and the rate of spread, of pathogenic
strains of microbes. A second reason for the recent growth in the application of
phylogenetics to microbial epidemiology is the development of new methods for
isolating, amplifying, and sequencing nanogram quantities of deoxyribonucleic
acid (DNA; and also RNA) obtained from blood or tissue samples, and, in par-
ticular, the polymerase chain reaction (PCR) method of amplifying DNA (Mullis
1986).

Advances in molecular genetic studies of viruses and bacteria have been par-
alleled by advances in the computational methods used to analyze nucleotide se-
quences and reconstruct phylogenetic trees of divergent strains or species. Explicit
probabilistic models of nucleotide substitution have been developed (Jukes and
Cantor 1969; Kimura 1980; Swofford et al. 1996) and used to derive quantitative
statistical methods that allow phylogenies to be inferred for sequences under well-
established criteria using likelihood (Felsenstein 1981) or Bayesian approaches
(Rannala and Yang 1996). With these advances have come new opportunities to
apply existing principles from the fields of evolutionary biology and population
genetics to the effective management of virulent strains of microbes. This chap-
ter focuses on two aspects of virulence management that have benefited from a
phylogenetic perspective:

Tracing when and where virulent strains arose;
Identifying the genetic mechanisms by which they arose.

This information may often suggest practical forms of intervention to reduce the
likelihood that virulent strains will emerge in the future. Examples are given that
analyze sequences of virulent strains of influenza A from chickens and humans.

19.2 Phylogenetic Tools

To apply parametric statistical methods to estimate phylogeny using sequence data,
a mathematical model is needed. The basic components of the model employed in
a typical analysis are as follows:

A set of potential phylogenetic trees, with branch lengths measured in units of
the expected number of substitutions;

A model of the process of nucleotide substitution that assigns a probability to
any observed set of sequences given a phylogenetic tree (see Box 19.1).

In this chapter, the substitution model proposed by Hasegawa et al. (1985) is used,
which allows for biases in transitional substitutions (e.g., A to T) versus transver-
sional substitutions (e.g., A to C). The method of Yang (1994) is implemented with
this model to allow for gamma distributed rate variation among sites (HKY+I").
Likelihood ratio tests (LRT'Ss; see below) can be used to choose a substitution model
that best fits the observed sequences without introducing superfluous parameters
(Goldman 1993), thus reducing the arbitrary aspects of model choice in a phylo-
genetic analysis. In this chapter, maximum likelihood (ML) is used to estimate the
phylogenetic tree and branch lengths. The researcher chooses as the best estimates
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Box 19.1 Likelihood methods for phylogenetic inference

The starting point for estimating a phylogenetic tree from DNA sequence data by
ML is a sample of a aligned sequences, each n nucleotides in length. The sequence
data may be summarized as an @ x n matrix X = {x;x}, where x; is the nucleotide
at the kth site of the jth sequence. A data matrix of only three sequences might
have the form
G T T ... C

X=|C T T ... C ,
C T T A
where x11 = G, xp1 = C, xpo = T, etc. One of the three possible distinct rooted
phylogenetic trees, to be denoted by 7;, j = 1,...,3, for three sequences with
branch lengths V = {vy, vp, v3, v4} is

x11=G xy1=C x31=C

V1
V2

Ya1

Y51

where the nucleotide observed at the first position of each sequence is shown at each
tip of the tree (x11, x21, and x3) as well as the ancestral nucleotides (y4 and y51).
The states of the ancestral nucleotides y4; and ys; are unobserved, and so the prob-
ability of the nucleotides at tips x1, x31, and x31 is calculated by summing over
the probability obtained for each possible assignment of the ancestral nucleotides.
The probability that the nucleotide observed at the root ys; is denoted by 7y, , and
is assumed to be that of the equilibrium distribution for the substitution model (this
probability is usually estimated using the empirical frequencies of the nucleotides
averaged over all sites in all sequences). The overall probability of the nucleotides
observed at the first site in the example tree, which we denote as 71, is

Pr(X1|r1, v, @) =

Z Tysy Pysiya (V31©) Py, (v4]©) py, 6 (V1 1O) py, c(121©)

Y51.Y41
where X = {G, C, C}, pac(vj|®) is the probability that nucleotide C is substi-
tuted for A over a branch of length v;, and ® is a vector of the parameters of the
substitution model.

An example of a simple substitution model with a single parameter ® = p is
that of Jukes and Cantor (1969), which assumes that all possible nucleotide sub-
stitutions occur with an equal rate. A substitution model that often provides a

continued




19 - Molecular Phylogenies and Virulence Evolution 265

Box 19.1 continued

good fit to real sequences, proposed by Hasegawa et al. (1985), has two parameters
® = (u, k), an overall substitution rate u (proportional to the branch lengths), and
a parameter k, the bias in rates of transition versus transversion. Most methods
of likelihood analysis assume that substitutions at different sites in a sequence are
independent and identically distributed. The probability of observing the complete
sample of sequences, X for a tree T with branch length vector V, is then a product
over the probabilities of the nucleotides observed at each successive site

n
Pr(X|z,V,0®) = 1_[ Pr(X;|z, V,0).
j=l1
The likelihood is defined as the probability of the observed sequences treated as a
function of the model parameters t, V, and ©,

L(z,V,0|X) = Pr(X|z,V, ©) .

The likelihood function is maximized as a function of the parameters to obtain max-
imum likelihood estimates (MLEs) of the substitution model parameters, the branch
lengths, and the phylogeny. The likelihood method proposed by Felsenstein (1981)
estimates the branch lengths and parameters of the substitution model separately
for each phylogenetic tree, and the MLE of phylogeny is chosen to be the tree with
the highest relative likelihood. The logarithm of the likelihood is often used when
probabilities are small.

of the phylogeny, branch lengths, and parameters of the substitution model those
values that maximize the probability of the observed data (see Box 19.1).

Hypothesis tests using sequences

In a likelihood framework, one can also examine the support of the sequence data
for different evolutionary hypotheses that may depend on the phylogeny, or the
substitution model, by use of an LRT (reviewed by Huelsenbeck and Rannala
1997). The basic procedure is to calculate the relative probability of the observed
sequence data under the null hypothesis versus the alternative hypothesis. Often
the hypotheses in question are “nested,” so that the null hypothesis is a special
case of the alternative hypothesis. By considering the probability distribution of
the LRT statistic under the null hypothesis, the significance of the value obtained
for the sampled sequences can be determined. For nested hypotheses, the null dis-
tribution of the test statistic —2In A, where A is the ratio of the likelihood under
the null hypothesis to that under the alternative hypothesis, is approximately x 2
with k degrees of freedom, where k is the difference in the number of free param-
eters under the null and alternative hypotheses. For non-nested hypotheses, the
parametric bootstrap can be used to generate the null distribution of the likelihood
ratio (see Goldman 1993).
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In this chapter, LRTs are applied in some familiar ways, such as to test the fit of
a molecular clock to sequence data, or of different models of substitution that in-
corporate effects such as transitional bias, or rate variation among sites (Goldman
1993; Huelsenbeck and Rannala 1997). The LRTs are also applied in some less
familiar ways, such as to test whether virulent strains of a virus from a particular
epidemic had a single recent (and perhaps local) origin, or instead were introduced
multiple times, and to examine the agreement between phylogenies of viral se-
quences obtained using different genes to test whether recombination (exchanges
of segments in individuals infected with multiple strains) is an important source of
new virulent strains.

Molecular clock for virus sequences

The molecular clock hypothesis assumes that rates of substitution do not vary
among phylogenetic lineages. If a molecular clock is imposed in a likelihood
analysis, the branch lengths are constrained and the root of the tree chosen so that
the sum of the branch lengths along any ancestor—descendent path from the root of
the tree to any tip is the same. Many samples of viruses are temporally stratified —
that is, they are made up of sequences isolated at different times (typically strains
of viruses isolated in different years). As substitution rates for viruses and bacteria
are so high, differences in sampling times can have an important effect on branch
lengths. The likelihood-based molecular clock proposed by Felsenstein (1981),
which assumes that the sequences are sampled simultaneously, is not expected to
fit such data, even if substitution rates are constant among lineages.

Rate variation among lineages can be accommodated by performing an “un-
constrained” likelihood analysis, in which the length of each branch in a tree
(the product of the branch duration and the substitution rate) is treated as a sepa-
rate parameter to be estimated jointly from the sequence data (Felsenstein 1981).
Rambaut (1996) refers to this as the different rate (DR) model. Alternatively, if
the times are specified at which the sequences are sampled, the ages of the tips of
the tree can be set equal to the sampling times; this allows a joint estimation of
the branch lengths under the constraint that the length of any path from the root of
the phylogeny to any tip is proportional to the time at which the sequence at that
tip was sampled minus the time at which the root ancestor existed. This can po-
tentially distinguish a deviation from the molecular clock caused by differences in
age among sequences from one caused by rate variation among lineages, and can
allow the ages of common ancestors in the phylogeny, and of the root, to be esti-
mated (Rambaut 1996). This model is referred to as the single rate, fossil sequence
(SRFS) model (Rambaut 1996).

Sources of phylogenetic uncertainty

The most important factors that affect the accuracy of hypothesis tests involving
phylogeny can be grouped into four broad categories:

Errors through the finite length of sequence sampled;
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Errors resulting from an inaccurate model of either the substitution process or
the evolutionary process;

Errors in sequence alignment;

Errors from population sampling.

Sampling errors of the first type are adequately accounted for when using likeli-
hood methods. It is more difficult to guard against errors of the second and third
types. Improved models of nucleotide substitution can be used to account more
adequately for many of the nonuniform substitution patterns commonly observed
among sampled sequences, including transition versus transversion biases among
nucleotides and rate variation among sites or genomic regions; LRTs can be used
to decide when a more complicated substitution model provides a significant im-
provement in the fit of the sequence data. However, certain complications of the
substitution process, such as intragenic recombination and nonindependence of
substitutions among sites, cannot be easily accommodated using presently avail-
able methods; if such factors are important, overly simple models could potentially
lead to incorrect conclusions (see the review by Huelsenbeck and Rannala 1997).
Alignment errors are neglected in most studies, although, in some cases, they may
be an important source of phylogenetic uncertainty (Goldman 1998).

The fourth source of uncertainty arises because phylogenies are typically con-
structed for a very small sample of sequences that represents only a fraction of
the total population. This is particularly important for viruses and bacteria, which
may have very large (and subdivided) populations even over a limited geographi-
cal scale. Each population sample has a phylogeny and branch lengths associated
with it the form of which may vary substantially among samples. As a result, the
outcomes of hypothesis tests involving phylogeny also typically vary from sample
to sample, which introduces additional uncertainty into the analysis. In the strictest
sense, the statistical tests discussed in this chapter, only apply to the samples of
sequences and the models being considered and should not be too readily extended
to the population of sequences in a geographical region or an epidemic as a whole.

19.3 Case Studies

Below we consider three case studies that show how the framework outlined above
can shed light on the evolution of three related viral diseases.

Influenza A

The influenza A virus is of great medical and economic importance. In the 20th
century alone, four successive pandemics of human influenza resulted in the deaths
of between 20 million and 40 million persons. In addition, virulent strains of avian
influenza A frequently arise that, in extreme cases, may kill millions of birds;
the global costs of losses for poultry producers related to influenza A can reach
millions of dollars annually. Influenza A is a negative-strand RNA virus with eight
segments carrying a total of 10 protein-coding genes that make up the influenza A
genome (see Voyles 1993). Two of these genes code for proteins that are expressed
in the viral envelope, which is derived primarily from the host cell membrane.
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These two proteins, hemagglutinin (HA) and neuraminidase (NA), are of critical
importance as antigenic determinants of the host immune response. HA is a trimer
that appears to be involved in host cell recognition, and NA is a tetramer that is
possibly involved in mediating the release of newly formed viruses.

Influenza A was first isolated from humans in the 1930s, and it was recognized
early on that different genetic variants, or epitopes, of the virus at the HA and NA
loci elicited different immune responses. The variants were originally classified
according to whether exposure to one produced antibodies that were cross-reactive
to the other. Numerous epitopes were identified that were not cross-reactive, and
such serologically novel strains were sequentially numbered according to their
HA and NA types. Examples are HIN1 (1918 “Spanish” flu) and H2N2 (1957
“Asian” flu; see Levine 1992). It was soon recognized that antigenic shifts could
occur through mutational changes to new subtypes (N1 to N2, H1 to H2, etc.),
a process known as antigenic drift (see e.g., Both ez al. 1983), as well as by the
exchange of viral segments between strains in individuals infected with multiple
strains (HIN1/H2N2 giving rise to HIN2, H2N1, etc.; see e.g., Li et al. 1992).
Additionally, virulent strains of avian influenza are known to arise by mutations
in the HA gene that increase its cleavability. This appears to be a critical step in
facilitating the spread of the viral infection from the respiratory tract in progression
to a more severe systemic infection (Bosch et al. 1981; Kawaoka et al. 1987).

Phylogenies have been used to study the evolution of virulent strains of in-
fluenza A in several different ways. The most common applications are in studies
of the geographical or zoonotic origins of certain virulent strains (see e.g., Rohm
et al. 1995), and to the study of the mechanisms by which virulent forms have
arisen in particular cases — whether by reassortment of segments among strains in
swine that were multiply infected with viruses from ducks and humans (see e.g.,
Yasuda et al. 1991), for example, or instead by point mutation (see e.g., Horimoto
et al. 1995). Phylogenies have also been used in attempts to study the propensity
of different lineages to give rise to new genetic forms that are novel antigens and
potentially capable of producing a pandemic (Fitch et al. 1997). In this chapter, I
consider some simple ways that phylogenetic trees can be used to study the ques-
tion of where and when virulent strains arose, as well as the question of how (i.e.,
whether by recombination or point mutation).

Mexican chicken flu

The most recent major North American epidemic of highly virulent HSN2 avian
influenza occurred in 1983-1984 among turkeys and chickens in Pennsylvania
(Bean et al. 1985). The indirect costs of this epidemic to the poultry industry
have been estimated at over a quarter of a billion dollars (Horimoto et al. 1995). In
1993, an outbreak of type HSN2 avian influenza occurred among Mexican chick-
ens. Most isolates of the virus produced only mild respiratory symptoms and, for
economic reasons, infected chickens were not eliminated, nor were infected poul-
try farms quarantined. As a result, the virus was able to spread unchecked and
several highly pathogenic isolates ultimately appeared (Horimoto et al. 1995). At
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least two pathogenic strains of HSN2 from Mexican chickens isolated in 1994 and
1995 (labeled CP607 and CQ19, respectively, see below) appear to have arisen
by an insertion in the HA connecting peptide, which rendered it highly cleavable
(Horimoto et al. 1995).

Horimoto ez al. (1995) examined HA gene segments for three HSN2 isolates
from Mexican chickens. One of the isolates, CQ19, was highly pathogenic and
contained an insertion coding for two additional amino acids at the HA cleavage
site. A second, CP607, was mildly pathogenic and also contained the insertion. A
third, CM 1374, was nonpathogenic and did not contain the insertion. Horimoto
et al. (1995) compared sequences encoding the HA1 subunit for these three Mex-
ican strains as well as 10 additional strains from other regions of North America
(the USA and Canada), Europe, and Africa, using a maximum parsimony method
of phylogenetic analysis. An important epidemiological question these authors at-
tempted to address is whether the virulent Mexican flu strains arose locally; in that
case, they would share a most recent common ancestor (MRCA) unless some of
their ancestral strains were reintroduced into Canada or the USA. If the strains
arose in the USA or Canada, with a subsequent introduction into Mexico, they
would not share an MRCA unless none of the intervening ancestral strains from
the USA and Canada were sampled. In this section, I reanalyze a subset of the
sequences originally examined by Horimoto et al. (1995) using an LRT to exam-
ine support for the hypothesis that the strains of HSN2 isolated during the recent
Mexican chicken flu epidemic did not arise from strains in the USA and Canada.
Additionally, I estimate the times at which the virulent strains arose.

Sequences for 11 of the isolates of influenza A examined by Horimoto et al.
(1995) were obtained from Genbank and aligned using ClustalW (Higgins et al.
1991). The isolates are as follows: chicken/Mexico/26654-1374/94 (CM1374),
chicken/Puebla/8623-607/94 (CP607); chicken/Queretaro/14588-19/95 (CQ19);
A/chicken/Pennsylvania/13609/93 (CP13609); chicken/Florida/25717/93 (CFLA
93); A/ruddy turnstone/Delaware/244/91 (RD244); chicken/Pennsylvania/1/83
(CP1); chicken/Pennsylvania/1370/83 (CP1370); turkey/Ontario/7732/66 (TO66);
tern/South Africa/61 (TS61); chicken/Scotland/59 (CS59).

An ML tree was constructed using the program PAUP* (Swofford 1998) and
applying the HKY+I" substitution model with no constraints on the branch lengths
(molecular clock not enforced). The likelihoods obtained for these sequences us-
ing several different substitution models are shown in Table 19.1. The HKY+I"
model provided a significantly better fit to the sequences than the other models
considered. Parameters of the model were estimated from the data. The shape
parameter of the gamma distribution describing the among-site rate variation was
o = 0.501, indicating considerable rate variation. This may arise because, for
influenza A viruses, antigenic sites may experience positive selection (and conse-
quently increased substitution rates) by comparison with nonantigenic sites (Ina
and Gojobori 1994). The transition—transversion bias was k = 8.085. The ML
tree has a log-likelihood of —5739.47, and places the Mexican isolates as forming
a monophyletic group and sharing a MRCA with a subclade of isolates from birds
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Table 19.1 Likelihood ratio tests of the fit of several models of substitution and the molec-
ular clock to HA sequences of avian influenza A strain HSN2. The log-likelihoods under the
null and alternative models are denoted by In L and In L, respectively, and A is the ratio
of the likelihoods under the null versus the alternative model. HKY denotes the Hasegawa
et al. (1985) model of nucleotide substitution with k = 1 (model 0: no bias in rates of
transition versus transversion) and & = 3.45 (model 1: the value of « estimated by ML).
HKY+I" denotes the HKY model with among-site rate variation following a gamma distri-
bution with shape parameter o (Yang 1994). Note that « — oo (model 0) implies no rate
variation among sites and & is the MLE of the rate variation (shape) parameter (model 1).
SRFS denotes the model of Rambaut (1996) (model 0), and DR is the Felsenstein model
(1981), which allows different rates among lineages (model 1). ** denotes significance at
the 0.001 level.

Model of DNA substitution InLy InLq —2In A

Test of equal transition—transversion rate
HKY(x = 1) vs HKY (k = 3.45) —6079.78 -5801.36 556.84%*

Test of equal rates among sites
HKY+I (@ = 00) vs HKY+I'(& = 0.576) -5801.36 -5739.63 123.46%*

Test of molecular clock
SRFS vs DR —4290.37 —4278.45 23.84%%*

in the eastern USA. Three other strains CP1, CP1370, and TO66, from chick-
ens and turkeys in the USA and Canada, form a separate (monophyletic) group.
The tree was rooted using two sequences from South Africa (TS61) and Scot-
land (CS59). The topology of the ML tree for the nine North American strains is
identical to that of the tree shown in Figure 19.1, although that tree is a partially
constrained (SRFS) tree with branch lengths shown proportional to time.

To test the hypothesis that the Mexican strains did not arise from a recent source
in the USA or Canada, an LRT was performed. Under the null (constrained) hy-
pothesis, the Mexican isolates do not share an MRCA (other than the root ances-
tor) with any subset of the strains from the USA and Canada, while under the
alternative hypothesis, they may have any ancestry. The best tree under the con-
strained (null) hypothesis has a log-likelihood of —5746.06. The test statistic is
T = —2In A, where A is the ratio of the likelihood under the null (numerator)
versus alternative (denominator) hypotheses. For the HA1 sequences examined,
T = 13.18. As the hypotheses are not nested, a parametric bootstrap method was
used to evaluate the significance of 7'. A total of 100 simulated data sets were gen-
erated using the PAML program (Yang 1997), with the same substitution model as
was used to analyze the original data (where MLEs of the parameters of the sub-
stitution model were substituted for the true parameter values). The model tree for
the simulations was the phylogeny obtained under the constrained (null) hypothe-
sis. The original aligned sequences were of variable length with several insertions
and deletions inferred from a ClustalW alignment, and a program was written to
remove missing data and insertions and deletions from the simulated sequences to
make them identical to the original sequences. T was calculated for each simulated
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Figure 19.1 Maximum likelihood estimate of phylogeny of nine North American strains of
HS5N2 avian influenza. The strain abbreviations are given in the text. An asterisk indicates
that a strain is pathogenic. The geographical sources for the strains are indicated by the
abbreviations: MX = Mexico, USA = United States of America, CA = Canada. The diver-
gence years were estimated using a partially constrained molecular clock (i.e., the SRFS
model) and the branch lengths are calibrated in units of years.

dataset, and the proportion of times that the value of 7' obtained for the original
dataset was exceeded by a value of T obtained for a simulated dataset was taken to
be the significance of the test (i.e., a value of T at least as large as that observed for
the original data would be observed under the null hypothesis with probability p,
the significance). Since none of the simulated values of T exceeded the observed
value, the null hypothesis can be rejected with p < 0.01. The Mexican strains
do not appear to form a separate monophyletic group from the remaining North
American strains. This agrees with the suggestion of Horimoto ef al. (1995) that
HS5N?2 influenza might have been introduced into Mexican chickens by their con-
tact with migratory waterfowl from the USA; the RD244 strain shares an ancestor
with the Mexican strains and is from a US shorebird.

One can also attempt to estimate the most recent time at which the Mexican
strains of HSN2 might have been introduced from US birds. The program SPAT-
ULA (Rambaut and Grassly 1996) was used to calculate the likelihood of the tree
in Figure 19.1, using only the nine North American strains and constraining the
tips of the tree to be equal to the times at which the viral strains were sampled.
This allowed the ages of the ancestors in the phylogenetic tree to be estimated.
The likelihood under a clock hypothesis using the HKY+I" substitution model,
and allowing for the fact that the sequences have been sampled at different times
using the SRFS model of Rambaut (1996), is Ly = —4290.37. Relaxing the
clock assumption by allowing each branch in the phylogeny to have a different
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substitution rate (Felsenstein 1981, the DR model), again using the HKY+I" sub-
stitution model, gives L1 = —4278.45. There are nine degrees of freedom (df)
under the (null) SRFS model (s — 1 internal node times, where s is the number
of sequences, and one overall rate parameter must be estimated; Rambaut 1996)
and 15 df under the (alternative) DR model (2s — 3 branch-specific rates must be
estimated; Felsenstein 1981). The LRT statistic for a test of the molecular clock is
T = 23.84. Because we assume the phylogeny is the same under both hypotheses,
the models are nested and the distribution of the test statistic is approximately x>
with 6 df (the difference in df between the null and alternative hypotheses). The
SRFS molecular clock can be rejected in this case with p < 0.01. The SRFS
tree with branch lengths scaled in units of years is shown in Figure 19.1. The
estimated substitution rate per year is 5.18 x 10™*. Ignoring possible rate varia-
tion among lineages indicated by a LRT, a rough estimate of the time at which the
HS5N?2 flu strain might have been introduced into Mexico is about 1972. The results
of this analysis suggest that, although nonvirulent HSN2 influenza was probably
introduced to Mexico from the US, the virulent strains of HSN2 that subsequently
appeared during the Mexican chicken flu epidemic likely arose locally. The prac-
tical implication of this result is that, to reduce the threat of a major outbreak of
highly virulent HSN2 influenza, poultry producers should attempt to contain local
outbreaks of even mildly pathogenic strains.

1918 Spanish flu and 1997 Hong Kong flu

The so-called “Spanish” influenza pandemic of 1918 resulted in the deaths of over
20 million people, with mortality rates over 25 times higher (about 2.5%) than
for a typical influenza strain (about 0.1%). The reason for this virulence is not
well understood. One suggestion is that the strain was not an unusual one, but
global malnourishment and urban overcrowding following World War I created
an immunologically suppressed population and conditions suitable for influenza
transmission. The population of the USA was largely unaffected by the war in
Europe, however, and yet still suffered high mortality during the 1918 influenza
pandemic. Another suggestion is that the 1918 Spanish influenza pandemic was
caused by a new highly virulent strain that arose by recombination between human
(or swine) and avian strains. The earliest samples of human influenza date from the
1930s, and so genetic analysis has not, until recently, been available to study the
origin of the 1918 influenza. Early analyses of antibody titers from survivors of the
1918 influenza did suggest, however, that the strain was probably an HIN1 subtype
(see Taubenberger er al. 1997). Recently, Taubenberger et al. (1997) isolated viral
RNA from paraffin-embedded tissue samples from a patient who died of 1918
influenza. They successfully amplified and sequenced fragments of several genes
including HA and NA. The strain was designated A/South Carolina/1/18 (SP18).
In 1997, a highly pathogenic strain of chicken influenza, H5N1, emerged as
a source of virulent influenza infections in humans exposed to infected chickens.
At least 12 confirmed cases of human infection with the strain have since been
documented, six of which were fatal. Subbarao et al. (1998) first isolated this virus
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from a 3-year-old boy, who subsequently died. The isolate, designated A/Hong
Kong/156/97 (HK97), was sequenced for segments of several genes, including
HA and NA, to investigate the genetic properties of the strain and, in particular,
whether it arose by recombination between human (or swine) and avian strains.
We analyze the HA and NA sequences for this strain, for the SP18 strain, and for
several additional reference strains from humans, swine, and birds, to examine the
evidence that either strain HK97 or SP18 arose by recombination between animal
or human and avian strains. We also examine whether the SP18 strain shares a
recent ancestry with the classic HIN1 strains isolated in the 1930s, as has been
suggested.

Reference isolates that had been sequenced for both the HA and NA genes
were chosen for the analysis. In the absence of recombination, the phylogeny of
the isolates obtained by an analysis of each gene should agree; recombination can
generate disagreements between the two gene trees. An LRT was used to quan-
titatively assess the evidence for recombination (different underlying gene trees)
taking into account phylogenetic uncertainty (Huelsenbeck and Bull 1996). Eight
strains were analyzed in total, including the HK97 and SP18 strains. The addi-
tional six strains are A/swine/Ehime/1/80 (SWEhm8&0), a swine influenza isolated
in 1980 (HIN1); A/duck/Alberta/60/76 (DkAlb76), a North American duck in-
fluenza isolated in 1976; A/WSN/33 (WSN33), a mouse-adapted human influenza
isolated in 1933 (H1N1); A/Puerto Rico/8/34 (PR34), a human influenza isolated
in 1934 (HIN1); A/Yamagata/32/89 (FLA89), a Japanese swine influenza isolated
in 1989 (HIN1); and A/W1/4754/94 (AWI194), a swine influenza with documented
transmission to humans isolated in 1994 (HINT1).

Sequences were aligned using ClustalW (Higgins ef al. 1991). The HA gene for
SP18 was partially sequenced as three nonoverlapping fragments of variable length
(Taubenberger et al. 1997), and these were combined to construct a composite HA
sequence, with the unsequenced regions between fragments represented as missing
data. An ML phylogenetic analysis was performed using PAUP* (Swofford 1998)
for each gene separately and for a combined dataset of both genes. The ML tree
for HA is shown in Figure 19.2.

The log-likelihood obtained in an unconstrained analysis (no molecular clock
imposed; DR model) was —8315.52, with the transition—transversion bias esti-
mated to be & = 4.501 and the shape parameter of the gamma distribution es-
timated to be & = 0.573.

The ML gene tree for NA is shown in Figure 19.3. The log-likelihood obtained
for an unconstrained analysis was —6293.18, with the transition—transversion bias
estimated to be £ = 6.208, and the shape parameter of the gamma distribution
estimated to be @ = 0.384.

Both gene trees group together the human influenza sequences PR34, WSN33,
and SP18. However, the HA gene groups the Japanese swine sequence FLLA89
with the human sequences, whereas the NA gene does not. This suggests that
the HA gene sequenced for FLA98 might have been introduced into this strain by
recombination with a human strain. The HK97 strain diverges before the human
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Figure 19.2 Maximum likelihood estimate of phylogeny of eight strains of influenza A
isolated from humans, swine, and birds based on an analysis of the HA gene. The strain
abbreviations are given in the text. The divergence years prior to 1870, estimated using
a partially constrained molecular clock, are shown at the left of the branch. The branch
lengths (after 1870) are calibrated in units of years (scale at bottom).
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Figure 19.3 Maximum likelihood estimate of phylogeny of eight strains of influenza A
isolated from humans, swine, and birds based on an analysis of the NA gene. The strain
abbreviations are given in the text. The divergence years prior to 1840, estimated using
a partially constrained molecular clock, are shown at the left of the branch. The branch
lengths (after 1840) are calibrated in units of years (scale at bottom).
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strains in both gene trees and before the swine strains as well, except in the NA
gene tree, which places the SWEhm80 strain with the DkAIb76 strain; this could
be either evidence for recombination of SWEhm80 with a duck strain or could
be an error in the phylogeny, perhaps because of long branch attraction, as these
sequences are very divergent. The HA gene tree of Figure 19.2 suggests that the
human influenza strains PR34 and WSN33 share a recent ancestry with SP18,
which could have arisen by recombination with an avian strain. The NA gene tree
of Figure 19.3, on the other hand, suggests that the SP18 NA ancestor arose from
an ancestral strain that is descended from the ancestor of PR34, and therefore is
not of direct avian origin.

An LRT was used to test the hypothesis that recombination (exchange of seg-
ments) among strains, involving either the HA or the NA genes, has occurred at
some point in their shared ancestry (Huelsenbeck and Bull 1996). Under the null
hypothesis, the two gene trees are identical and the log-likelihood is —15281.29.
Under the alternative hypothesis, each gene may have a different tree and the log-
likelihood is the sum of the log-likelihoods obtained in the unconstrained analyses
of the two genes, which is —14608.70. The LRT test statistic is then T = 1345.18,
which is significant at the p < 0.01 level (based on 100 simulated datasets). The
LRT, which takes into account phylogenetic uncertainty, therefore provides strong
evidence for past recombination between strains.

The program SPATULA (Rambaut and Grassly 1996) was used to estimate the
times at which different strains diverged under the SRFS model. For the HA gene,
the log-likelihood under this model was —8330.06, with the rate of substitution
estimated to be 1.48 x 1073, An LRT of the DR model versus the SRFS model
gives T = 56.64, which is significant at the p < 0.01 level. The ML HA gene
tree of Figure 19.2 has branch lengths scaled in units of years, and the estimated
years at which different lineages diverged are indicated. This tree suggests that if
SP18 arose by recombination with an avian lineage, this occurred quite recently
(about 1890). The HK97 strain, on the other hand, appears to have diverged from
the human and swine influenza strains roughly 200 years earlier. The ML NA
gene tree of Figure 19.3 has a log-likelihood under the SRFS model of —-6305.32,
with the rate of substitution estimated to be 1.08 x 1073. An LRT of the DR
versus SRFS model for this gene gives 7 = 24.28, which is significant at the
p < 0.01 level. The human influenza strains appear to have diverged from the
swine strains (apart from SWEhm80) in about 1910, and the HK97 strain appears
to have diverged roughly 100 years earlier.

19.4 Discussion

In this chapter, several examples are given to illustrate how phylogenetic methods
may be used to study the evolution of virulence. In the first example, a chicken
influenza outbreak in Mexico, it is shown that a phylogenetic analysis strongly
suggests that the virulent strains appearing during that epidemic originated locally;
this is probably because a mildly pathogenic strain of HSN2 avian influenza was
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allowed to spread unchecked through the chicken population. This result sug-
gests that measures should be taken to contain even mildly pathogenic outbreaks
of chicken influenza when they arise to prevent the eventual evolution of more
virulent forms.

In the example of two highly virulent influenza strains affecting humans, the
1918 Spanish influenza SP18 and the recent Hong Kong chicken influenza HK97,
capable of infecting humans who came into direct contact with infected chickens,
it is shown that, although recombination appears to be involved in creating new
pandemics, it is not necessarily the cause of virulence, or infectivity, in these two
strains. The SP18 strain appears closely related to other less-virulent human in-
fluenza strains at both the HA and NA loci, and a novel recombination event with
an avian strain does not appear to be an explanation for its virulence (Taubenberger
etal. 1997). It appears possible that the HA gene in all the human influenza strains
arose by recombination with an avian strain, but this does not explain why SP18
is so much more virulent than the others. The HK97 strain, on the other hand,
appears to be a typical avian influenza with genes at both HA and NA very dis-
tantly related to those of both human and swine strains. This suggests that HK97
is unlikely to become a pandemic strain in humans without first undergoing further
genetic changes. There is still a significant risk that a recombination event between
HK97 and a human influenza strain in an individual who is multiply infected could
produce a highly virulent pandemic strain, however, and that risk alone makes a
rapid response aimed at eliminating the HK97 strain from both chickens and hu-
mans of critical importance (Subbarao et al. 1998).
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Introduction to Part E

The implications of multilevel selection for virulence evolution deserve closer at-
tention, especially where selection leads to conflicts of interest between organisms
at different organizational levels. In pathogen—host interactions this conflict is self-
evident, but in numerous cases parasites have evolved to act as commensalists or
even as mutualists. The latter case, however, does not imply that interests exactly
match.

In Chapter 20, Hoekstra and Debets consider mutants of mitochondria that slow
down the growth of their host, a bread mold fungus. In spite of this apparent disad-
vantage, these mutants outcompete normal mitochondria in crosses between fungi
that contain wild-type and mutant mitochondria. If such crosses occur frequently
enough in nature, the resultant intragenomic conflict may lead to the interesting
phenomenon that, through the lower-level selection process, fungal hosts with rel-
atively slow growth can increase in frequency in the population. Similar processes
can occur via mitochondrial plasmids that cause senescence, a phenomenon nor-
mally absent in fungi. The persistence of these obviously harmful plasmids is
striking in some genera of fungi; the key to understanding this observation is prob-
ably the existence of horizontal transmission by anastomosis between different
fungal units. Hoekstra and Debets suggest that, once horizontal transfer is open
to manipulation, the performance of fungal diseases could be changed through
intragenomic conflict.

Chapter 21 describes the evolutionary dynamics of the tritrophic interaction be-
tween chestnut trees, a blight fungus, and a double-stranded RNA virus. Whereas
the fungus infects the chestnut trees and greatly reduces their growth, the virus
infects the fungi and greatly reduces their virulence. The virus is transmitted ver-
tically, but also horizontally by anastomosis between fungi infesting the same tree.
So, even though the virus more or less debilitates its host, the infected fungi do not
necessarily lose the competition with other fungi within a tree through horizontal
transmission. The virus therefore appears to be a potential candidate for the nat-
ural biological control of chestnut blight. However, Taylor shows in this chapter
that only a careful analysis of the various trade-offs, of the rates of horizontal and
vertical transmission, and of feedbacks involved in this system can explain why,
despite the presence of the virus, chestnut blight continues to be such a devastating
disease in the USA, whereas it is controlled by the virus in Southern Europe.

Multilevel selection not only has the potential to generate conflict of interest,
but also forms of “conspiracy” may arise. This can happen when organisms are
hierarchically organized in more than two trophic levels in a linear food chain:
species at different trophic levels can then join forces against those sandwiched
between them.
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In Chapter 22, Sabelis, Van Baalen, Pels, Egas, and Janssen analyze how plants
and predators evolved to conspire against herbivores. Plants invest in attracting, re-
taining, feeding, and protecting the herbivore’s enemies; as this occurs in so many
plant species it may help explain why herbivores are predator-controlled, and why,
therefore, “the world is green.” The authors ask why plant—predator mutualisms
are ubiquitous and model the tritrophic interaction as a series of games: defensive
allocations among neighboring plants, avoidance of plant defense and predation
risk among herbivores, and resource exploitation among herbivores and among
predators. They predict low-cost plant defenses when herbivores and predators are
sufficiently mobile, and prudent (imprudent) exploitation strategies when single
(multiple) strains exploit the same resource: what matters is the degree to which
a strain monopolizes exploitation of a resource. The model needs extension to
include population dynamics, and the outcome of such a model is not at all self-
evident — plant—predator mutualisms therefore do not simply evolve because “it is
both in the interest of plants to be rid of the herbivores and in the interest of the
predators to find herbivores as prey.”

Multilevel selection inevitably plays an important role in molding organismal
traits in a way that we would not be able to understand by considering one-level
selection only. In this sense multilevel selection poses a challenge to the exper-
imental biologist to identify those biological levels at which relevant selection
pressures may operate. Indeed, most organisms may harbor influential “passen-
gers,” and one may wonder which organisms are actually passenger-free. More-
over, organisms are part of a food web, so selection within the population of one
organism influences that of others in the food web and vice versa. Theoreticians
can help to predict phenomena from first principles (i.e., natural selection); when
these predictions are not compatible with biological observations, possible causes
and alternative mechanisms have to be identified. Multilevel selection is a likely
candidate to help achieve this.



Weakened from Within: Intragenomic Conflict
and Virulence
Rolf F Hoekstra and Alfons J.M. Debets

20.1 Introduction

Pathogen virulence is a product of selection that operates not only at the level of
the pathogen, but also at those of the host and other interacting populations. For
example, if a pathogen population within a host contains genetic variation for vir-
ulence, selection may favor the most virulent type. However, selection among
infected hosts favors host individuals that resist pathogens virulent against other
hosts. Once these resistant hosts have become more numerous, they effectively
decrease the pathogen’s virulence. The combined outcome in such a two-level
selection system is likely to be some intermediate level of virulence (see Chap-
ter 17). A more complex situation of multilevel selection involving three levels is
discussed in Chapter 22.

In this chapter we focus on a special type of multilevel selection, in which
natural selection operates simultaneously on several levels within an organism.
Organisms can be viewed as nested hierarchies of replication levels. A multicellu-
lar organism contains cells; cells contain nuclei and mitochondria; nuclei contain
chromosomes; chromosomes contain genes and noncoding sequences. Mitochon-
dria also contain chromosomes, which contain genes. The important point is that
replication takes place at all these levels. Moreover, all these structures possess
heredity and may vary within the higher-level unit that contains them: an organ-
ism contains different cell types, and a cell may contain genetically different mi-
tochondria. Thus natural selection may operate at many of these levels. A familiar
example of multilevel selection within an organism is cancer. When a genetic vari-
ant arises by somatic mutation in the population of, say, intestinal epithelial cells
and shows aberrant continued cell division, it may outcompete the normal epithe-
lial cells and form a tumor. In this case natural selection at the level of the epithe-
lial cells favors the cancerous type, while selection at the individual level works
against this cancer cell type. Thus there is conflict between selection at the cellular
level and selection at the individual level. In this example the outcome is clear: al-
though the cancer cell type may enjoy a temporary advantage (at the cell level), it
ultimately loses the competition with normal cells, because individuals who con-
tain tumors have a lower fitness than those without tumors. In Section 20.2 we
discuss more fully an example of two-level selection that generates intragenomic
conflict within individuals and we point out some essential aspects that may be
relevant for virulence management.
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20.2 “Poky” Mutations in Neurospora crassa

In 1952 Mitchell and Mitchell discovered a slow-growing mutant strain of the
bread mold Neurospora crassa and called it poky. The slow growth appeared to
be associated with impaired mitochondrial function. Crosses between wild-type
and poky strains suggest that the trait is maternally inherited: if the female par-
ent is poky and the male parent is wild-type, all progeny colonies are poky. The
reciprocal cross produces normal wild-type colonies. Heterokaryons that result
from somatic hyphal fusions between a poky and a wild-type strain initially ap-
pear to grow normally, but as growth proceeds the heterokaryon and its asexual
descendants become progressively more abnormal until they finally exhibit the
poky phenotype. Somehow the defective poky mitochondria seem to outcompete
or suppress the normal mitochondria in the heterokaryon. This situation can be
viewed as a clear example of intragenomic conflict. At the level of mitochondria,
poky is selectively favored over the wild type, but at the level of the individual fun-
gal colonies, poky is selected against because of its adverse effect on the growth
rate and reproduction.

N. crassa is not a pathogen, but if it were, poky variants would likely represent
strains of reduced virulence because of their poor growth. Moreover — and this is a
very important aspect — if interindividual hyphal fusions (a process called anasto-
mosis) leading to the formation of heterokaryons occurred at a sufficient rate, poky
could reach non-negligible frequencies in the fungal population because of its sup-
pressiveness with respect to wild-type mitochondria. One of the most interesting
aspects of within-individual genomic conflict is that phenotypes with relatively
low fitness at the individual level may nevertheless increase in frequency, driven
by the lower-level selection process.

20.3 Senescence Plasmids in Fungi

Many plant pathogens (and few animal pathogens) are fungi. Fungi normally do
not senesce and are capable of unlimited somatic propagation. However, in a few
genera (Neurospora, Podospora, and Aspergillus) senescence has been observed
(for a review see Griffiths 1992). These genera are among the best-studied fungi
in the laboratory, so the actual occurrence of senescent fungal strains may well
be more widespread. In P. anserina all natural strains appear to senesce. The
senescent phenotype shows up after sporulation by a slowing down of mycelial
growth, pigmentation changes, and finally death of the mycelium. In N. interme-
dia and in N. crassa polymorphism for senescence occurs: some strains senesce
while others do not. Although the molecular details are different, in all fungal
species investigated senescence is associated with the presence of mitochondrial
plasmids. It has been shown that senescence is caused by progressive degenera-
tion of mitochondrial function as a consequence of mutations in the mitochondrial
DNA induced by these plasmids (Griffiths 1992). The concentration of plasmids
increases during mycelial growth. The precise mechanisms involved in this within-
mycelial spread of the senescence-causing plasmids are not yet fully understood.
Thus, although the details differ, fungal senescence is superficially analogous to
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the above-described poky phenotype in N. crassa: progressive impairment of mi-
tochondrial function caused by the within-organism spread of genetic elements
that have a harmful effect on the individual organism. Mitochondrial inheritance
is uniparental (through the maternal parent), which implies that sexual reproduc-
tion cannot contribute to the spread of senescence plasmids in fungal populations.
In crosses between a senescent and a nonsenescent strain the offspring inherits the
senescence plasmids on average half of the time, which implies that the transmis-
sion from parents to offspring has no systematic upward or downward effect on the
frequency of senescent strains in a population. The average lifetime of a senescent
colony is shorter than that of a nonsenescent fungus. No other aspects of the life
history of the fungus seem to be affected by the senescence plasmids. A senescent
individual, therefore, has a lower reproductive output than a nonsenescent indi-
vidual, so some force(s) must be operating to counter the selective elimination of
these plasmids. A likely candidate is horizontal transmission of genetic material
between fungal individuals, which is possible if they are vegetatively compatible.
Then the hyphae of both colonies can readily fuse, creating cytoplasmic continu-
ity between the colonies. Vegetative compatibility between different individuals
is rare, but a low rate of horizontal transmission of senescence plasmids has been
demonstrated also in vegetatively incompatible combinations (Debets et al. 1994).

20.4 Population Genetics of Senescence Plasmids: A Model

For a better insight into the dynamics of senescence plasmids in a fungal popula-
tion, we analyze a simple population genetic model. In this model we can incorpo-
rate the fitness effects resulting from senescence, and study the effect of the rates
of novel plasmid infection and of production of plasmid-free spores by infected
strains.

We assume a population consists of two types of colonies, either infected with
senescence plasmids (relative frequency i) or nonsenescent (relative frequency
1 —i). Furthermore we suppose that all fungal colonies are subject to the following
life cycle (Figure 20.1): upon germination they may encounter a conspecific dur-
ing their vegetative growth; following this they sporulate, giving rise to the next
generation. Pairwise contacts occur randomly.

Therefore two senescent strains meet with a probability proportional to i2, two
nonsenescent ones with a probability proportional to (1 — i)?, and a senescent
strain grows together with a nonsenescent one with a probability proportional to
2i(1—i). We assume that in the third category close contact may result in infection
of the nonsenescent colony with probability g, either as a consequence of anasto-
mosis (in the case of vegetative compatibility), or otherwise. Then all colonies
sporulate; a senescent colony produces 1 — sg times the number of spores from
an uninfected colony. Finally, we assume that a fraction 6 of the spores produced
by a senescent colony fail to include senescence plasmids (such spontaneous loss
has been observed to occur at a low rate in Neurospora).
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Figure 20.1 Schematic model of the dynamics of senescence plasmids in a fungal pop-
ulation. Gray circle = senescent mycelium, white circle = nonsenescent mycelium, i; =
fraction of senescent strains at generation ¢, 8 = rate of horizontal transmission of senes-
cence plasmids to nonsenescent strains, sg] = selective disadvantage caused by senescence,

0 = spontaneous loss of senescence plasmids.

From these assumptions we deduce the following equation for the change of the
relative frequency of senescent strains over one generation,
1-0)(1 - i [1 1—i
ey = ( ) — sse)is[1 + /?( l.t)] ' 20.1)
I —see1(1+ )1 — 0)ir (1 —iy)
Solving Equation (20.1) analytically is possible but yields no intuitive insight.
Instead we summarize the following conclusions based on linearization at suffi-
ciently small values of i; and standard stability analysis.

1. If & = 0 (no spontaneous loss and plasmids are included in all spores produced
by a senescent colony), then a stable coexistence of senescent and nonsenescent
strains is not possible. Eventually there will only be nonsenescent strains [if
B < Sse1/(1 — sge1)] or only infected strains [if 8 > Sge1/(1 — Sge1)]-

2. If 6 > 0 (at least some plasmid-free progeny from senescent colonies), then
two outcomes are possible:

2a. If (1 — 0)(1 — s¢e))(1 4+ B) > 1 (i.e, if the rate of horizontal transfer 8 is
sufficiently high to compensate the virus loss caused by spontaneous loss
and by an impaired fitness of senescent colonies), then a stable coexistence
of senescent and nonsenescent strains is possible.

2b. If (1 — 0)(1 — sse1)(1 + B) < 1 (i.e., if the rate of horizontal transfer § is
too low), then the plasmids are expected to disappear from the population.

20.5 Intragenomic Conflict and Virulence Management

This chapter considers the potential exploitation of intragenomic conflicts for the
management of pathogen virulence. It is necessarily rather speculative because no
cases are known in which intragenomic conflict affects pathogen virulence. How-
ever, we believe that the key idea is well supported by empirical evidence. This
shows that some forms of intragenomic conflict can have two consequences that
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form an interesting combination in terms of virulence management: a reduction of
individual fitness and (despite this reduction) a possible spread of this trait in the
population. The reduction in individual fitness in a pathogen probably implies a
reduction in virulence, while the spread of reduced virulence is exactly the goal of
virulence management. The snag, of course, is that well-studied cases of genomic
conflict, such as those discussed in this chapter, are all in nonpathogenic organ-
isms. However, this is probably largely because the model laboratory organisms
used in fungal genetics (yeast, Neurospora, Aspergillus) are nonpathogenic. Sim-
ilar phenomena may also occur in pathogenic fungi. Moreover, it may be worth-
while to try to transfer genetic elements that are effective in creating intragenomic
conflict into pathogens. In this respect it is interesting that the mitochondrial plas-
mid that causes senescence in N. intermedia has been transferred into the related
species N. crassa (Griffiths et al. 1990). This proves that interspecies transfer of
such elements is possible, at least between related species, and that these elements
are stably maintained in the new host, producing the same phenotype as in the orig-
inal host. Interspecies transfer of senescence plasmids is currently being studied
in our laboratory.

20.6 Discussion: Host Senescence and Pathogen Virulence

It is not accidental that our discussion so far has centered on fungi. We believe
fungi are preadapted for intragenomic conflict, because of their inherent capac-
ity for somatic fusion (anastomosis). Anastomosis allows horizontal transfer of
genetic elements, which can provide an essential aspect in the genomic conflict
because it may be the route for interindividual spread of the “selfish” lower level
“player” in the conflict. It is true that anastomosis is frequently prevented by vege-
tative (somatic) incompatibility between strains, but this seems to fully block only
the transfer of nuclei. Where two vegetatively incompatible strains meet, the cells
are locally killed, but in most cases this is a postfusion response, leaving a short
time window for effective cytoplasmic contact. Some “leakage” of cytoplasmic el-
ements, like viruses and mitochondrial plasmids, has been demonstrated (Griffiths
et al. 1990; Debets et al. 1994).

Can the connection between senescence and virulence, as hypothesized here
for fungal systems, be generalized to other organisms? Senescence in animals is
widespread and — in contrast to the situation in fungi — not caused by a genetic el-
ement that is potentially infectious. Instead, an unknown but probably large num-
ber of genes is involved in producing the senescent phenotype in animals. Gen-
eral evolutionary considerations (see, e.g., Williams 1957; Kirkwood and Holliday
1979) predict a trade-off between the level of somatic maintenance and reproduc-
tive output: high early fecundity is associated with a relatively short life span and
decreased early fecundity implies an increased life span. These theoretical ideas
have been supported by empirical evidence (e.g., Zwaan et al. 1995). Thus it is
likely that genotypes characterized by a fast rate of senescence are relatively fertile
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early in life, while long-lived genotypes are less fertile. In either case, the senes-
cent state is characterized by the effects of (probably many) mutations, with dele-
terious effects at late age. It is thus likely that older hosts have an increased sus-
ceptibility to pathogens. From these general considerations we can infer potential
evolutionary connections between senescence and virulence at two levels. First,
selection pressures on pathogen virulence may change depending on the host’s
age. The relative frequency of senescent individuals in a host population may thus
influence the evolution of pathogen virulence. Quantitative models that address
this problem specifically are required to explore in which direction pathogen viru-
lence might change because of variation in relative abundance of senescent hosts.
Second, parasite species that show senescence themselves may be subject to the
above-mentioned trade-off between fecundity and longevity. In many instances
high parasite fertility implies high virulence, which suggests that highly virulent
strains have a shorter life span. If this is true, virulence management should try
to implement measures that select for a longer parasite life span, which is cer-
tainly not easy to do. It requires creating conditions in which long-lived pathogen
variants outcompete short-lived variants.

To summarize, although as yet there are no recorded examples of reduced vir-
ulence that spreads through a pathogen population by intragenomic conflict, the
potential is there. It follows that a profitable strategy may be to search for intrage-
nomic conflict that occurs in pathogens or to induce such conflict by introducing
genetic elements that may be suitable to generate genomic conflict, like the fungal
senescence plasmids discussed above. Another approach is to study ways to en-
hance horizontal transfer rates, as this would greatly increase the scope for intrage-
nomic conflicts of the type discussed here. However, such manipulation is still a
remote possibility since it requires a much deeper understanding of the mecha-
nisms that normally prevent such somatic genetic transfer, or of the controlled use
of (viral) vectors that could mediate horizontal transfer, than is currently available.



Ecology and Evolution of Chestnut Blight Fungus
Douglas R. Taylor

21.1 Introduction

There is a vast body of literature on the ecology and evolution of infectious dis-
eases. Most of this literature, however, focuses on single species of hosts and
pathogens, and, more specifically, on the dynamics of pathogen transmission
among hosts, within-host dynamics, the evolution of host resistance, and the evo-
lution of pathogen virulence (Levin and Bull 1996). It is often overlooked that in
many natural populations, diseases exist within a complicated ecological commu-
nity involving various forms of competing pathogens, pathogens of pathogens, etc.
Hyperparasitism, for example, is an interaction that involves a pathogen that is in
turn infected with a parasite of its own — that is, a hyperparasite. Hyperparasites
may have deleterious effects on pathogens and, thereby, affect other species down
the trophic chain in a manner similar to the top-down effects that predators can
have on communities (Hairston et al. 1960; Fretwell 1977; Oksanen et al. 1981;
Powers 1992; see Holt and Hochberg 1998).

Hyperparasitism is widespread in natural populations, and it is important in
management situations. Hyperparasitoids, for example, frequently occur in arthro-
pod food chains, often undermining efforts to employ parasitoids as biological
control agents (Beddington and Hammond 1977; May and Hassell 1981). Many
of the numerous examples that involve hyperparasitism of fungal pathogens of
plants (Hollings 1982; Buck 1986) have attracted attention as potential agents of
biological control (Nuss 1992). Many bacterial species are also infected by vari-
ous plasmids and viruses (Levin and Lenski 1983), some of which might be useful
for controlling infections (Levin and Bull 1996). The entire discipline of biolog-
ical control involves the application of predation (e.g., ladybird beetles to control
aphids) and hyperparasitism (e.g., Bacillus to control the gypsy moth) to the man-
agement of diseases and pests. In fact, given that the distinction between hyper-
parasitism and predation is often rather arbitrary, especially in the mathematical
sense (Holt and Hochberg 1998), it is surprising that interactions among trophic
levels have not received greater attention in studies of host—pathogen systems.

The theoretical work carried out on hyperparasitism emphasizes the conditions
under which hyperparasites can invade, limit the density of their pathogen hosts,
and influence the dynamical stability of the system (Beddington and Hammond
1977; May and Hassell 1981; Hochberg and Holt 1990; Holt and Hochberg 1998),
rather than the effect that hyperparasites may have on pathogen virulence (Taylor
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et al. 1998a). In this chapter, I examine the implications of trophic interactions for
the evolution and management of disease virulence. Additionally, I discuss how a
general model can be applied to a specific experimental system — in this case, the
chestnut blight host—pathogen system — and the implications this has for virulence
management.

21.2 Ecology and Evolution of Virulence with Hyperparasites

For convenience, I distinguish between the ecological versus the evolutionary ef-
fects hyperparasitism can have on pathogen virulence. The ecological effects refer
to the debilitating effect hyperparasites have on their pathogen hosts, which can
reduce the severity of infection by the pathogen. In a formal sense, this is no dif-
ferent from models that consider the numerical dynamics of hyperparasites. This
is relevant to virulence evolution, however, because:

A reduced pathogen load resulting from hyperparasitism can be mistaken for
an evolutionary reduction in pathogen virulence (especially when the hyperpar-
asite is intracellular and, hence, difficult to detect);

The fate of a hyperparasite that reduces pathogen transmission and virulence
will be influenced by how those features affect the fitness of its pathogen host
(Box 21.1).

One of the most interesting aspects of the ecology of hyperparasites is that the
conditions that favor hyperparasitism, and therefore reduced pathogen virulence,
are those that favor higher virulence in conventional evolutionary models (Taylor
et al. 1998a). Models for the evolution of virulence generally conclude that higher
virulence is favored when the host population density is high and when multiple
infections per host are common. Higher host density increases the opportunity
for horizontal transmission, which shifts the selective balance to favor rapid in-
fection of new hosts rather than the continued survival of infected hosts (Lenski
1988; Lenski and May 1994). Multiple infections within a host promote com-
petition between pathogen genotypes, which tends to favor faster growing, more
virulent pathogens (Bremermann and Pickering 1983; Nowak and May 1994; see
also Frank 1992a, 1996c; Herre 1993; Van Baalen and Sabelis 1995a). However,
high host density and multiple infections within a host also promote the transmis-
sion of a hyperparasite, which reduces pathogen virulence. From the standpoint of
a hyperparasite, a high density of virulent pathogens is a resource to be exploited,
and any factor that increases the density of this resource will increase hyperpara-
site transmission. Multiple infections within a single host, on the other hand, place
the virulent and hypovirulent (hyperparasitized) pathogens in close contact within
a single host and, therefore, provide a greater opportunity for hyperparasites to
spread via horizontal transmission (Taylor et al. 1998a).

The evolution of virulence is more complicated when hyperparasitism occurs,
because the pathogen and the hyperparasite may each have some optimum balance
of transmission and virulence that maximizes their own fitness. Additionally, the
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Box 21.1 Modeling hyperparasitism and disease virulence

To illustrate models of hyperparasitism, we consider the canonical model by
Anderson and May (1981) of hosts and pathogens, with the addition of a parasite of
the pathogen — that is, a hyperparasite. The interactions between parasite and hy-
perparasite can be described by modifying a simple model of competing pathogens
(Levin and Pimentel 1981; see also Box 9.2, and for applications see Hochberg and
Holt 1990; Taylor et al. 1998a).

Suppose there are three classes within the host population: uninfected hosts S,
hosts infected by a virulent pathogen I, and hosts infected with a pathogen that is
itself infected by a hyperparasite H. The rates of change in the densities of these
three classes can be described by the following set of equations,

ds
< = bN — By SI — By SH — d5. (a)
dl
dH
- =PBuSH +olH —dH —apH. ©

Hosts are born uninfected at rate bN, where N is the total density of hosts, N =
S + I + H. The rate of infectious transmission of a pathogen that is hyperparasite
free is denoted by By and the rate of infectious transmission of a hyperparasitized
pathogen by B . All hosts die at rate d through causes other than infection, while
infected hosts are subject to an extra mortality at rate oy for pathogen type I and
a g for pathogen type H.

The model is most appropriate when the hyperparasite is an internal micropar-
asite, and it incorporates the possibility that the parasite is both horizontally and
vertically transmitted. Vertical transmission occurs at rate Sy when a pathogen
that carries a hyperparasite H establishes a new infection. Horizontal transmission
occurs at rate o when a hyperparasite establishes itself within an existing infec-
tion. This general formulation has been used to study the conditions under which
hyperparasites invade and persist, the dynamical stability of the system, and the ef-
fects of hyperparasitism on pathogen virulence (Hochberg and Holt 1990; Holt and
Hochberg 1998; Taylor et al. 1998a).

To examine the effects of hyperparasitism of pathogen virulence, I introduce the
assumption, conventionally made in models of virulence evolution, that there is a
relationship between pathogen transmission 8; and virulence o, with j = V, H.
Specifically, I assume that the extra death rate «; caused by infection is a quadratic
function of the pathogen’s rate §; of transmission (Lenski and May 1994),

o :CO+Cl/3j+CZ,3j2- (d

Notice that the parameters cg, c1, and ¢ above are constants, reflecting the idea that
there is a single functional relationship between transmission and virulence for all
pathogen types. The hyperparasite, therefore, debilitates the pathogen and reduces

continued
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Box 21.1 continued

pathogen transmission and virulence, thereby converting virulent infections / to
hypovirulent infections H.

Given these assumptions and conditions, it follows that a rare hypovirulent
(hyperparasitized) pathogen can invade an equilibrium population of virulent
pathogens, %d—lj > 0at] =I*if

By —Bu)d+co—c2ByBy)
o > .

e

By 1* ©

Similarly, a rare virulent pathogen can invade an equilibrium population of hypovir-
ulent pathogens, %Z,—i >0at H=H*,if
By — Bu)(d +co — c2BfuBy)

o< . ®

Bu H*
Coexistence of the two pathogen types occurs when either pathogen invades when
rare, that is, when the two inequalities above are both satisfied. Notice that the
coefficient ¢ does not enter the invasion conditions; the corresponding linear terms
of the two pathogens cancel in the course of the calculation.

These two invasion conditions illustrate several of the general features that in-
fluence systems involving hyperparasites. First, hyperparasites are obviously more
likely to spread when both transmission rates are high (high S, high o), whereas
coexistence is most likely when the hyperparasites specialize to rely on horizontal
transmission (low Bp, high o). Second, hyperparasites are more likely to spread
when the density of the resident pathogen is high (virulent pathogens are essentially
resources that hyperparasites exploit via horizontal transmission), but a virulent
pathogen is more likely to spread when the density of hyperparasites is low. Finally,
the spread of the hyperparasite is influenced by the impact the reduction in pathogen
virulence has on pathogen fitness (Anderson and May 1981). When selection on the
pathogen favors maximal transmission (cp = 0), a hyperparasite invariably lowers
pathogen fitness, and the hyperparasite requires horizontal transmission to persist.
However, when selection favors intermediate pathogen transmission (c¢p > 0), the
hyperparasite may push the pathogen closer to its evolutionarily stable strategy. In
that case, the hyperparasite is essentially a mutualist of the pathogen and does not
require horizontal transmission to spread.

fitness of each of the two organisms may be influenced by the transmission prop-
erties of the other. There may also be resistance of the host (to pathogens) or the
pathogen (to hyperparasites), as well as host or pathogen recovery.

To simplify the situation somewhat, consider the scenario in which there is
a trade-off between pathogen transmission and virulence that defines an evolu-
tionarily stable strategy from the perspective of the pathogen (Anderson and May
1981). We can then ask under what circumstances the evolutionary interests of the
hyperparasite are the same as or are in conflict with those of the pathogen. Con-
sider an equilibrium population with uninfected hosts S and hosts infected with
pathogens that carry hyperparasite j, H;. f; is the rate of infectious transmission
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of a pathogen that carries hyperparasite j. All hosts die at the rate d through
causes unrelated to infection. Infected hosts are subject to extra deaths, which are
a quadratic function of pathogen transmission (i.e., co + c1 8; +c28;; see Box 21.1
for further details). The per capita rate of change of a rare hyperparasite, k, is

1 dH; N )

Fd— = pkS* —d — (co+ 1Bk + c2B;) +ojr Hy — oy Hj (21.1)
where oy, is the rate that hyperparasite k displaces hyperparasite j via horizontal
transmission, and vice versa for oy;. Obtaining the equilibrium density of unin-
fected hosts, S* = (d 4+ co + c18; + cz,B )/B;, by setting Equations (a) to (c) in
Box 21.1 equal to zero, and rearranging Equatlon (21.1), we obtain

1 dHr _ (B — Bj)(d +co— BjBrca)
H, dt - ﬂj

+ Hj(ojx — okj) - (21.2)

Whether or not a new hyperparasite can invade — that is, whether the right-hand
side of Equation (21.2) is positive — depends on some combination of vertical
transmission (and how it affects pathogen fitness) and horizontal transmission. To
illustrate this, consider two contrasting situations. In the first, assume that the two
hyperparasites are equal in their ability to displace each other via horizontal trans-
mission [0j; = oy, and the second term in Equation (21.2) is zero]. If selection
favors higher transmission in the pathogen (c; = 0), then a new hyperparasite
can only invade if it allows the pathogen to have a higher rate of transmission
(Bx > Bj). If selection favors some intermediate transmission in the pathogen
(c2 > 0), then a hyperparasite that further reduces pathogen transmission can in-
vade, but only if the transmission rate conferred by the new hyperparasite is closer
to the pathogen’s evolutionarily stable strategy (ESS; which is /(d + cp)/c2, see
Taylor et al. 1998a). Thus, if the hyperparasites do not compete with each other
via horizontal transmission, selection favors hyperparasites that are less detrimen-
tal to their pathogen hosts. In the second case, assume that the two hyperparasites
have the same rate of vertical transmission [8; = f;, and the first term in Equa-
tion (21.2) is zero]. In this case, selection favors a mutant hyperparasite if it has
a higher rate of horizontal transmission (i.e., gjy > oy;). In the absence of any
constraints, therefore, hyperparasite evolution should tend to maximize both hor-
izontal and vertical transmission — the latter by minimizing its deleterious effects
on pathogen fitness. It is straightforward to imagine that if hyperparasites have
any element of vertical transmission at all, debilitating the pathogen is not evolu-
tionarily stable unless there is some negative trade-off between the two modes of
transmission.

From the perspective of virulence management, biological control efforts seek
hyperparasites that can persist in populations while maximizing deleterious effects
on pathogen fitness. Therefore, one favorable situation for evolutionarily stable
biological control is when the reduction in pathogen fitness is an unavoidable con-
sequence of horizontal transmission by the hyperparasite. Although horizontal
transmission of the hyperparasite then reduces its own fitness via vertical trans-
mission, one can imagine that a hyperparasite could still persist if the fitness gain
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via horizontal transmission more than offsets its loss in fitness from reduced ver-
tical transmission. It logically follows that, from a practical standpoint, the least
favorable situation occurs when both horizontal and vertical transmissions rely on
pathogen fitness, because natural selection inevitably favors hyperparasites that
minimize the deleterious effects on the pathogen.

In the sections that follow, I discuss how this general theoretical framework
can be used to evaluate previous virulence management efforts. I then evaluate
the likelihood of long-term success with biological control in a model system that
involves hyperparasitism: the chestnut blight host—pathogen system.

21.3 Chestnut Blight as a Pandemic in the USA

The American chestnut (Castanea dentata) was once the dominant canopy hard-
wood in the deciduous forests of the eastern USA, but it was heavily decimated
during the first half of the 20th century by the chestnut blight fungus, Cryphonec-
tria parasitica.

The chestnut blight fungus was first reported on C. dentata near New York City
in 1904. It was imported on nursery stock from Asia, where it infects the Asian
chestnut (C. mollissima), but is only occasionally destructive. Within 5 years,
the fungus spread to six nearby states, with long-distance dispersal apparently fa-
cilitated by the movement of nursery stock. During the peak of the epidemic,
the fungus population increased at a rate of approximately 600% per annum. By
the 1950s, the chestnut blight fungus occurred throughout the entire natural range
of the American chestnut, and had destroyed approximately 3.5 billion trees (see
Anagnostakis 1982; Roane et al. 1986).

Cr. parasitica is an ascomycete fungus. Infection occurs when haploid spores
(sexual ascospores or asexual conidia) germinate and the fungal hyphae gain entry
by growing through a fissure in the bark. The fungus reproduces by producing
either sexual or asexual spores within fruiting bodies that erupt from the bark,
producing characteristic orange-mottled cankers. The infections (cankers) are lo-
calized, but when the fungus enters the vascular cambium and encircles the tree,
the tissue above the site of the infection is girdled and dies. Cankers often occur
at the base of the trunk, and the entire above-ground tissue is destroyed. Nev-
ertheless, the rootstock generally survives and sprouts new shoots. As a result,
C. dentata is now an abundant understory shrub in the eastern forests, with the
remaining rootstocks of the original chestnuts still producing new shoots that are
continuously pruned by the fungus. The trees are rarely large enough to set seed,
however, so the number of surviving rootstocks is steadily declining (Parker et al.
1993).

21.4 Hyperparasitism in the Chestnut Blight System

Beginning in the 1930s, the chestnut blight epidemic spread through European
chestnut (C. sativa) populations, albeit more slowly than in the USA (Roane
et al. 1986). The European chestnut, though heavily infected with Cr. parasitica
throughout Europe, has recovered in many regions.
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The recovery of the European chestnut resulted from the naturally occurring
hypovirulent strains of the fungus (Bissegger et al. 1996). Hypovirulent strains of
Cr. parasitica are infected with a naked double-stranded ribonucleic acid (AsSRNA)
molecule, or hypovirus (so-called because it causes hypovirulence). The hypovirus
acts as a hyperparasite. It resides in the cytoplasm of the fungus and can reduce
vegetative growth and spore production. Most importantly, cankers of fungi that
carry the hypovirus are often less likely to penetrate the vascular cambium and kill
the host.

The hypovirus of Cr. parasitica has no independent existence outside its host,
but it has two modes of transmission. First, it is vertically transmitted within the
asexual propagules (conidia) of the fungus, so that new infections from hypo-
virulent strains often carry the hyperparasite. Second, the hypovirus has an ele-
ment of infectious transmission between fungal infections via hyphal anastomo-
sis (Anagnostakis and Day 1979). When hyphae from two infections come into
physical contact, they can fuse and exchange cytoplasmic material, including the
hypovirus, which spreads from one infection to the other.

Hyphal fusion between fungi, and hence horizontal transmission of the hy-
povirus, is influenced by a self-recognition system in the fungus — so-called veg-
etative compatibility (see Anagnostakis and Day 1979; Milgroom 1994). Seven
known loci cause vegetative incompatibility between fungal strains (with two al-
leles per locus) in Cr. parasitica. Fungal genotypes that are identical at all seven
loci grow together upon physical contact, and their hyphae fuse. For fungal geno-
types that differ at some combination of these loci, hyphae might not fuse, and a
necrotic zone may form where the two infections meet. The system is leaky and
complex, with circuitous networks of vegetative compatibility among fungal geno-
types. Cr. parasitica strains, therefore, belong to vegetative compatibility groups;
two fungi are in the same vegetative compatibility group if their hyphae fuse and
if they have the same spectrum of incompatibility reactions with an assortment of
other fungal genotypes. The importance of vegetative incompatibility in the cur-
rent context is that the rate of horizontal transmission of the hypovirus is lowest
between fungal strains that differ the most at vegetative compatibility loci (Liu
and Milgroom 1996). Infectious (i.e., horizontal) transmission of the hyperpara-
site may, therefore, be a function of the diversity of fungal vegetative compatibility
groups in natural populations (Milgroom 1994).

21.5 Previous Efforts at Virulence Management

Artificial strategies to reduce the negative impact of the chestnut blight epidemic
have met with little or no success. During the peak of the epidemic, infected trees
were rapidly harvested and stripped of their bark to slow progress of the infec-
tion (Gravatt 1914), but these efforts failed. Topical and systemic fungicides have
not proved useful for the long-term treatment of the disease (Anagnostakis 1982).
Chestnut breeding programs began in the 1930s, and there were numerous public
and private efforts to introduce alleles that confer blight resistance to the Asian
chestnut into the American chestnut. Although some progress has been made, it is
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obvious that successful control using this approach will require a sustained long-
term effort. The use of the dSRNA hypovirus to control the chestnut blight was
heralded as a success story for biological control (Tartaglia et al. 1986), but in
reality the spread of the hypovirus was primarily a natural occurrence (Bissegger
et al. 1996).

The hypovirus is now attracting much attention as a potentially powerful agent
of biological control in those areas where it has not spread naturally. Recent work
on the Cryphonectria hypovirus include studies of the effect of the hypovirus on
its fungal host (Elliston 1985; Chen et al. 1996), studies of hypovirus transmis-
sion and epidemiological studies (Bissegger et al. 1996; Liu and Milgroom 1996),
molecular analyses of hypovirus diversity (Tartaglia et al. 1986; Paul and Fulbright
1988; Chung et al. 1994; Chen et al. 1996), and explicit attempts to genetically
engineer biological control agents (Choi and Nuss 1992; Chen et al. 1994a).

One of the most important questions that pervades this literature is why the
hypovirus has effected so much recovery in European populations, but has failed
to do the same in North America. The conventional answer is that the higher
diversity of vegetative compatibility groups in US populations of the fungus re-
duces horizontal transmission of the hypovirus, thereby preventing it from invad-
ing (Anagnostakis et al. 1986; Milgroom 1994). There is generally a higher di-
versity of vegetative compatibility groups within US populations of the fungus
(Roane et al. 1986), and it is known that transmission of the hypovirus between
fungal genotypes is reduced in proportion to the difference between the fungi at the
compatibility loci (Liu and Milgroom 1996). Moreover, a few Cryphonectria pop-
ulations in the US state of Michigan have been invaded by debilitating hypoviruses
(Fulbright et al. 1983; Elliston 1985), and, perhaps not coincidentally, these have
a low diversity vegetative compatibility groups (Milgroom 1994).

There is, however, some uncertainty about whether the diversity of vegetative
compatibility groups is responsible for the failure of the hypovirus to invade in
the USA. First, vegetative compatibility groups are an imperfect barrier to hypo-
virus transmission; they are leaky with hypovirus transmission between fungi of
different vegetative compatibility groups, and they form complex intransitive net-
works of compatibility that allow hypovirus transmission throughout the fungal
population (Anagnostakis and Day 1979). Second, hypoviruses suppress sexual
reproduction in the fungus, so low fungal diversity may be a consequence of,
rather than the cause of, invasion by the hypovirus (Anagnostakis and Kranz 1987;
Milgroom 1994). Finally, hypoviruses are already common in US populations, but
they appear to have a less debilitating effect on their fungal hosts (Enebak ef al.
1994a; Chung et al. 1994). Thus the reasons why the hypovirus has not effected
a recovery of chestnut populations in the USA may not only involve an ecological
explanation — that is, different epidemiological parameters (such as lower horizon-
tal transmission) that oppose the spread of any hypovirus — they may also involve
an evolutionary explanation of why certain hypoviruses predominate over others
in natural populations.
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21.6 Virulence Management: Suggestions from Theory

Several lessons may be applied from the general theoretical studies of hyperpar-
asitism (see Box 21.1) to the chestnut blight host—pathogen system. The general
message is that biological control efforts would benefit from consideration of the
conflicting or overlapping “interests” of all the parties involved. In the chestnut
blight system, this involves understanding the trade-off between transmission and
virulence in the fungus, and how these affect fungal fitness. The relationship be-
tween fungal transmission and virulence is an important determinant of fitness for
the hypovirus (the organism that humans would like to employ to reduce fungal
virulence, but which depends on fungal transmission for its existence). We also
need to understand the degree to which the hypovirus depends on vertical versus
horizontal transmissions (both of which rely on fungal transmission in this sys-
tem), and what factors influence these parameters. Clearly, the management of
virulence in the chestnut blight system would benefit from a theoretical under-
standing of how different transmission modes affect fitness in the hypovirus and
its fungal host. Some progress can be made in this regard simply by recasting a
general model of hyperparasitism (Box 21.1) with specific assumptions and termi-
nology to fit the chestnut blight system.

Consider the ecological conditions that favor the spread of hypoviruses in Cry-
phonectria populations. Some conditions that favor the transmission of the hy-
povirus are more prevalent in the European populations of the chestnut blight
fungus than in the US populations. First, it is well known that Cryphonectria
populations in Europe have a lower diversity of vegetative compatibility groups
(Milgroom 1994), which would enhance horizontal transmission o [Equation (e)
in Box 21.1]. Second, chestnut populations in Italy (and orchards in France) are
often nearly monocultures (Anagnostakis 1982); such localized high host densi-
ties favor invasion of the hypovirus [Equation (e) in Box 21.1]. Finally, despite
the higher densities, the original chestnut blight epidemic was much slower in
Europe (Roane et al. 1986), which implicates a lower rate of transmission of the
virulent fungus By, which favors the spread of the hypovirus [Equation (e) in
Box 21.1]. These conditions may have permitted hypoviruses to spread in Europe
even though the hypoviruses there have a rather debilitating effect on their fungal
host (i.e., low By). By contrast, Cryphonectria populations in the USA are less
favorable to the spread of a debilitating hypovirus. This may be one reason why
hypoviruses that have become established in the USA are generally only those with
less severe effects on the fungus, and so have not caused recovery of the chestnut
populations (Enebak et al. 1994a). Many of the patterns of infection and recovery,
therefore, are consistent with the general expectations from theory. The modeling
effort would make an even more substantial contribution if it could direct empiri-
cal studies toward examining the specific conditions that promote horizontal versus
vertical transmissions of the different strains of the hypovirus.

For virulence management, it is not enough for a hypovirus to invade; it must
also debilitate the fungus and allow the host tree to recover. This presents a prac-
tical problem in the chestnut blight system because the mechanism of hypovirus
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transmission dictates that debilitating the fungus generally reduces hypoviral fit-
ness. Recall that both horizontal and vertical transmissions of the hypovirus in-
volve the successful transmission of fungal spores. Vertical transmission of the
hypovirus occurs when a fungal infection that harbors a hypovirus produces off-
spring that carry the hypovirus with them when they establish a new infection.
Horizontal transmission of the hypovirus occurs by the same physical mechanism,
except the fungal offspring carry the hypovirus to the site of an existing infection,
and the virus is then transferred to the existing infection via fungal anastomosis.
That both elements of hypovirus transmission are so closely connected to fungal
reproduction means the hypovirus should evolve to minimize any deleterious ef-
fects on the fungus.

The general theoretical model and what is known about the transmission prop-
erties of the hypovirus suggest that hypoviruses useful for biological control may
be evolutionarily unstable. One implication of this result is that the failure of the
chestnut to recover in the USA may not be because hypoviruses have failed to in-
vade. Rather, hypoviruses in the USA, which debilitate their host less, might be
closer to the hypoviral ESS, and generally outcompete more debilitating varieties.
Support for this is that it has been possible to artificially establish debilitating hy-
poviruses very locally in the USA (Anagnostakis 1982), and some hypoviruses
have been found in natural populations (Chung et al. 1994; Enebak et al. 1994a);
but they have not spread or caused long-term recovery. This all leads to the testable
prediction that debilitating hypoviruses (such as those in Europe) are susceptible
to invasion by less debilitating ones.

Although the prediction that hypoviruses should evolve away from debilitating
the chestnut blight is discouraging, in reality, the hypoviruses have been a major
factor in the recovery of the European chestnut. There are several ways to rec-
oncile these two observations. First, the model may be correct, but the system
may not be at equilibrium. If this is the case, the model predicts that the recovery
of the European chestnut is only a transient phenomenon that could be reversed
by evolution of the hypovirus. Certainly, extreme caution should be taken to avoid
the introduction of less debilitating North American hypoviruses to European Cry-
phonectria populations. Secondly, the model predicts that the evolution of the hy-
povirus will minimize its deleterious effects on the fitness of the fungus, and this
could involve a reduction in fungal transmission and virulence in circumstances in
which selection favors an intermediate optimum transmission and virulence for the
pathogen (Taylor et al. 1998a). The problem with this scenario is that the optimum
pathogen transmission and virulence is that which harms the host population most
(Lenski and May 1994; Box 21.1). So for advocates of biological control, little
solace is found in the fact that hypovirus evolution can drive the system toward
that optimum.

There is also the possibility that the model is incorrect in one or more important
assumptions. The assumption that has the most serious ramifications for biolog-
ical control of the chestnut blight is that horizontal and vertical transmissions of
the hypovirus are influenced by the same processes during fungal reproduction,
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and, therefore, are positively correlated. Based on the biology of the system, this
assumption is likely to be true when only a single hypovirus is present, but factors
that influence the dynamics of competing hypoviruses have never been explicitly
investigated. Single fungal infections can harbor more than one hypovirus (Enebak
et al. 1994b; Smart and Fulbright 1995), but it is not clear whether the displace-
ment of one strain by another within an infection is related to other aspects of
transmission. The best hope is that there is a negative relationship between hori-
zontal and vertical transmissions of the hypovirus, so that strains that debilitate the
fungus can persist in populations and predominate against less-debilitating strains
via horizontal transmission.

21.7 Discussion

It seems clear that hyperparasitism can be either a useful tool or a complicating
factor in virulence management efforts. For those of us who study host—pathogen
systems, how often can we be certain that the pathogen is completely parasite free?
Or, if such complexities do exist, how can we be certain that they do not alter the
dynamics of the system in some fundamental way? When dealing with a specific
host—pathogen system, an important consideration is that the spread of hyperpar-
asites can often mimic an evolutionary reduction in virulence; this is most likely
to occur in situations for which evolutionary models predict that selection would
favor higher virulence (Taylor et al. 1998a). For example, efforts to establish con-
ditions that minimize selection for higher virulence could establish conditions that
retard the spread of beneficial hyperparasites. As a corollary, establishing condi-
tions of high density and frequent superinfection that promote the spread of hyper-
parasites may create selection for more virulent pathogens.

Hyperparasites have been viewed as either a nuisance, because they parasitize
biological control agents (Beddington and Hammond 1977), or as potentially pow-
erful agents of biological control themselves (Nuss 1992). For those investigators
who view hyperparasites as potentially powerful agents of biological control, the
most important consideration is how the fitness of the hyperparasite is influenced
by the debilitating effect it has on the pathogen host. It is difficult to imagine
how an obligately internal hyperparasite can persist when it seriously debilitates
the pathogen in which it resides. Efforts to utilize such organisms as biological
control agents seem to force biological systems to run in opposition to the evolu-
tionary process. Nevertheless, the recovery of the European chestnut stands out as
one of the most successful, albeit naturally occurring, examples of biological con-
trol. The theory described here suggests the recovery of the chestnut is unlikely
to be evolutionarily stable unless there is some trade-off between the horizontal
and vertical transmissions of the hyperparasite. With such a trade-off, it may still
be possible for hyperparasites that debilitate their pathogen hosts the most (re-
ducing their own vertical transmission) to spread via higher rates of horizontal
transmission. More theoretical and experimental studies on the epidemiology of
this system are required to understand how this recovery occurred in Europe, why
it failed elsewhere, and whether or not it can be expected to last.
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22.1 Introduction

Why do plants cover the earth and give the world a green appearance? This ques-
tion is not as trivial as it might seem at first sight. Hairston et al. (1960) hypothe-
sized that herbivores cannot ransack the earth of its green blanket because they are
kept low in number by predators. They tacitly ignored the possibility that plants
defend themselves directly against a suite of herbivores and together exhibit such
great diversity in defense mechanisms that “super” herbivores able to master all
plant defenses did not evolve and those that overcome the defenses of some plants
are limited by the availability of these plants. Strong et al. (1984) recognized both
possibilities in their review on the impact of herbivorous arthropods on plants, but
they also favored the view that predators suppress the densities of herbivores, and
thereby reduce the threat of plants being eaten.

The two explanatory mechanisms (plant defense versus predator impact), how-
ever, may well act in concert. Ever since the seminal review paper by Price
et al. (1980) ecologists have become increasingly aware that plant defenses in-
clude more than just trickery to reduce the herbivore’s capacity for (population)
growth. For example, the plant may provide facilities to promote the foraging suc-
cess of the herbivore’s enemies. This form of defense is termed indirect as opposed
to direct defense against herbivores. Examples of direct defenses are:

Plant structures that hinder (feeding by) the herbivore (e.g., cuticle thickness,
“smooth” cuticle surfaces that do not provide a holdfast, impenetrable masses
of leaf trichomes, glandular trichomes acting as sticky traps);

Secondary plant compounds that modify the quality of ingested plant food (di-
gestion inhibitors), intoxicate the herbivore, or signal the plant’s well-defended
state to “discourage” the herbivore (feeding deterrents).

Indirect plant defenses bypass the direct defense route against the second trophic
level by promoting the effectiveness of the third. For example, plants may retain
the herbivore’s enemies by providing protection and/or food and they may attract
these enemies by betraying the presence of prey via herbivory-induced chemical
plant signals. When Price et al. (1980) published their review paper, certain ant—
plant interactions provided the best-known examples of indirect defenses [Janzen
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1966; Bentley 1977; see also reviews by Beattie (1985) and Jolivet (1996)]. Now,
more than 20 years later, it has become increasingly clear that the conspiracy be-
tween plants and predators against herbivores is a widespread phenomenon; a wide
range of plants from many different families invest in promoting the effectiveness
of a suite of predatory arthropods (Beattie 1985; Buckley 1986, 1987; Dicke and
Sabelis 1988, 1989, 1992; Dicke et al. 1990; Koptur 1992; Drukker et al. 1995;
Takabayashi and Dicke 1996; Turlings et al. 1995; Jolivet 1996; Walter 1996;
Scutareanu et al. 1997, Sabelis et al. 1999a, 1999b, 1999¢c, 19994d).

In this chapter, we outline how analysis of the way plants defend themselves
against herbivores can shed light on certain issues in host—parasite interactions.
Many analogies exist between plant—herbivore interactions and host—parasite in-
teractions. In fact, arthropod herbivores can easily be considered as “parasites”
of the plants: compared to their host they are small, and the detrimental effects
incurred result not so much from the effect of a single herbivore, but rather from
the combined effects of the population that develops. Thus, it is in the interest of
the plant to slow local herbivore dynamics as much as it is in the interest of an
animal host to block within-host parasite dynamics. As argued above, plants may
do so by direct means of defense, but they may also solicit the help of the predators
of the herbivores. Thus, predators may function effectively as a kind of “immune
system” for the plants. Insights into plant-herbivore—predator interactions may
therefore provide clues to understand evolutionary aspects of host—parasite inter-
actions. Our approach, as it is explicitly based on models for local population
interactions between herbivore and predator, can be used to assess how, by chang-
ing certain parameters, the plant can manipulate the interaction to its own benefit.
We use this approach not only to expose the game-theoretic aspects of the inter-
action between trophic levels, but also the interactions within these levels. Local
competition among predators or herbivores has a clear link with the evolution of
virulence, as this can also be strongly affected by within-host competition (Nowak
and May 1994; Van Baalen and Sabelis 1995a).

We treat the system as a simple linear food chain of plants, herbivores, and
predators, and hence ignore the many and varied ways of “cheating and misusing”
that exist in complex food webs of arthropods on plants. We prefer to concen-
trate here on the evolution of food exploitation strategies of the herbivores and
predators in response to investments in direct and/or indirect defenses on the part
of the plant. Typically, herbivorous arthropods may (evolve to) be mild or malig-
nant parasites of the plant and predatory arthropods may (evolve to) be prudent or
wasteful exploiters of the population of herbivorous arthropods on a plant. Clearly,
for a plant to invest in direct and/or indirect defense, it matters how virulent the
herbivorous arthropods are to the plant and how virulent the predatory arthropods
are to the population of herbivores on a plant. We argue that, to understand the
evolution of mutualistic interactions between plants and the natural enemies of
herbivorous arthropods, we should identify the advantages to the individual plant
and the individual predator, predict the consequences for the population dynam-
ics of herbivorous and predatory arthropods, and elucidate how dynamics in turn
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affects the evolution of plant—predator mutualism and the herbivore’s response to
this conspiracy. Whereas a definitive solution is not within reach, we hope to con-
vince the reader that there are many possible outcomes for the evolution of defense
and virulence in this tritrophic system, and we discuss the consequences of these
insights for the “world is green” hypothesis and the common notion that plant—
predator mutualisms readily evolve because “it is both in the interest of plants to
get rid of the herbivores and in the interest of the predators to find herbivores as
prey” (Price et al. 1980).

First, we briefly discuss that the players in the tritrophic game operate on very
different spatial and temporal scales. Second, we introduce a simple model of
local predator—prey dynamics on an individual plant based on specific scale as-
sumptions and use this model to identify the main categories of defensive strate-
gies of a plant, as well as the main strategies of food exploitation by the herbivores
and the predators. Third, we identify evolutionarily stable strategies (ESSs) of ex-
ploitation (predator—herbivore, herbivore—plant), migration (predator, herbivore),
and defense (plant, herbivore) in tritrophic systems. Finally, we speculate on the
consequences for virulence management.

22,2 Spatial and Temporal Scales of Interaction

Plants, herbivorous, and predatory arthropods are engaged in interactions with
widely different temporal scales. Plants usually have much longer generation times
than arthropods. Hence, plant population change tends to be slow relative to that
of the arthropods. Hence models of arthropod predator—prey dynamics are usually
decoupled from plant population dynamics by assuming a pseudo-steady state.
The generation times of herbivorous and predatory arthropods may also differ, but
are usually close enough to justify modeling as a ditrophic system (Hassell 1978;
Sabelis 1992).

The spatial scale of predator—prey interaction is set by the distribution of her-
bivorous arthropods. Many herbivorous arthropods have strongly clumped distri-
butions over their host plants. This may be the result of:

Aggregation toward weakened host plants or hosts whose defenses are over-
whelmed by pioneer attacks, as in bark beetles (Berryman et al. 1985; de Jong
and Sabelis 1988, 1989);

Large egg clutches deposited by a female, as in various species of moths (larch
bud moths, gypsy moths, ermine moths, tent caterpillars, and brown tail moths);
Multigeneration congregations that result from one or a few founders with a
high intrinsic capacity of population increase (relative to the rate of emigra-
tion) and low per capita food demands, as in many small herbivorous arthro-
pods with short generation times (scale insects, mealybugs, aphids, leathoppers,
whiteflies, thrips, spider mites, and rust mites).

These groups of herbivorous arthropods may occupy a leaf area less than that of a
plant, or cover several neighboring plants. Moreover, group size and the leaf area
occupied increase with the number of generations spent in the group and with the
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extent to which the herbivores move to neighboring host plants instead of dispers-
ing far away. These traits are of crucial importance to understand plant defenses,
because individual plants (or kin groups of plants) are the units of selection and the
selective advantage of defense depends on the extent to which a plant can influence
the local dynamics of herbivores and predators by direct and/or indirect defenses.
Indeed, this influence is limited because predators and herbivores are independent
players in the game: they may decide to stay, to move to neighboring plants, or to
disperse far away. Hence the question is: does the defense of an individual plant
initially affect the herbivore population it harbors (and much later the herbivore
population as a whole) or does its impact on the herbivores permeate population-
wide and without delay (as a consequence of high herbivore mobility)? Much the
same questions can be formulated with respect to the degree in which individual
plants can monopolize the advantages from attracting natural enemies of the her-
bivores. To analyze the complexities that arise from spatial and temporal scales
we start by assuming that plants investing in direct and indirect defense acquire all
the benefits, and later we consider the case in which neighboring plants may profit
too.

22.3 Predator-Herbivore Dynamics on Individual Plants

To understand the range of possible plant defense strategies it is instructive to
model the dynamics of small arthropod herbivores at the scale of an individual
plant (or a coherent group of clonal plants). For reasons of simplicity we assume
that the spatial scale covered by a local predator and prey population is smaller than
that of an individual plant (or group of ramets) and that the individual plant does
not impose a carrying capacity on the arthropod population that inhabits the plant.
Moreover, we limit our discussion to the case of local populations with multiple
and overlapping generations, as is realistic for small arthropods. Our aim is to
find the simplest possible model for the dynamics of herbivorous and predatory
arthropods and then ask the question how an individual plant can reduce damage
by influencing the herbivores and their predators.

We assume that prey form patchy aggregations, which consist of clusters of
herbivore-colonized leaves, and that predators entering such patches can freely
move around, and spend little time in moving between herbivore-colonized leaves
relative to the time spent within the herbivore colonies. Moreover, predators tend
to avoid each other (Janssen et al. 1997a) and thereby interference (Nagelkerke and
Sabelis 1998). Thus, the cluster of herbivore-colonized leaves can be considered as
a coherent and homogeneous arena for strongly coupled predator—prey interactions
(Figure 22.1). The population of herbivores in such a cluster presents to a predator
in the same way as a host does to a pathogen. In fact, local predator—prey dynamics
are much more transparent, and have been much more thoroughly studied, than
within-host parasite dynamics. Usually, the latter are treated as a black box [but
see Box 12.1 and, in addition, Nowak et al. (1991), Sasaki and Iwasa (1991),
Antia and Koella (1994), for models that take within-host dynamics explicitly into
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Figure 22.1 A patchy infestation of small herbivorous arthropods in a row of plants (side-
view). It is inspired by observations on spider mites, but in essence applies to many other
herbivorous arthropods. The infested leaf parts are excised (middle) and then put together
as a jigsaw puzzle (bottom). The latter forms the patch or arena within which the interaction
between predator and prey takes place (assuming negligible time spent in moving between
infested leaves).

account], whereas various simple models capture the essence of local predator—
prey dynamics.

To derive one example of such a model, we assume that the predators search for
the highest prey densities and minimize interference with (intraspecific) competi-
tors. In addition, we assume that within newly (and expanding) infested leaf areas
herbivore density is typically constant, a characteristic determined by the herbi-
vore or the combination of herbivore and plant (Sabelis 1990; Sabelis and Janssen
1994). Thus, per unit of plant area, herbivores raise a fixed amount of offspring
and predators reaching a freshly colonized leaf site continue to eat prey until they
do better by moving to a site nearby on the same plant. These assumptions lead
to a constant rate of predation, which is much like “eating a pancake”: a constant
amount of food at each bite until there is nothing left.

As long as the pancake is not completely eaten, predators maximize the per
capita rate of predation, development, and reproduction. Hence, under conditions
of a stable age distribution they achieve their intrinsic rate of population increase.
Similar assumptions are made with respect to herbivore growth capacity in the
absence of the predators. For the case in which predators stay until all the prey
are eaten, the dynamics of predator and herbivore numbers can be described by
the two linear differential Equations (22.1a) and (22.1b). These differ from the
classic Lotka—Volterra models in that the predation term now only depends on the
number of predators (Metz and Diekmann 1986, example II1.1.10; Janssen and
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Figure 22.2 Three types of local predator—prey dynamics (continuous curve for predators
and dashed curve for prey) according to the pancake predation model [with parameters
ry =03, k=1,rp =025 mp = 0, and N(0) = 25]. (a) Prey increase, P(0) = 1, (b)
delayed prey decline, P(0) = 3, and (c) immediate prey decline, P(0) = 8. The general
conditions for each of these types of dynamics are discussed in the text.

Sabelis 1992; Sabelis 1992),

an N — kP (22.1a)
— =r - s .la
dt N

ap P (22.1b)
— =T . .

dt P

This is the so-called “pancake predation” model with ¢# = the time since start of
the predator—prey interaction, N (¢) = number of prey at time ¢, P(f) = number of
predators at time ¢, ry = rate of prey population growth, kK = maximum predation
rate, and rp = rate of predator population growth. Analytical solutions for the
number of predators and prey since the start of the interaction are readily obtained,

N(t) = N(0)e'™" — P(O)ﬁ(e’” — ey, (22.2a)

P(t) = P(0)'P" . (22.2b)
Three types of dynamical behavior of the prey population may occur:

Continuous increase (but at a pace slower than the intrinsic rate of prey popula-
tion growth; Figure 22.2a);

Initial increase, followed by decrease until extinction (Figure 22.2b);
Continuous decay until extinction (Figure 22.2c).

In the first case only, predatory arthropods cannot suppress local prey population
outbreaks, but in the two other cases they eliminate the prey population and grow
exponentially until a time t when all the prey are eaten and all the predators em-
igrate. This time t from predator invasion to prey extinction can be expressed as
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a function of ry, k and rp and the initial numbers of predator and prey, N (0) and

P(0),
rp —ry N(0)

Immediate decline of the herbivores occurs when the net growth rate of the herbi-
vore population is negative, ry N (0) < kP (0), or

PO) rn

— > —.

N(0) k
Thus, for the herbivore population to decline immediately, the ratio of predators to
herbivores should exceed the ratio of the per capita population growth rate of the
herbivore and the maximum per capita predation rate.

The conditions for continued herbivore increase are found by calculating the
condition for which the time to prey extinction has a finite value. Provided that the
plant is not overexploited during predator—prey interaction, this condition is

P(O) < YN —Tp

N@O) — k
This condition cannot hold when the growth rate of the prey does not exceed that
of the predator, ry < rp. Whenever the condition is met, however, herbivores
continue to increase and predators “surf” on the “population growth wave” of the
herbivore. Inevitably, this increase stops when the plant becomes overexploited.

The total damage incurred by the plant over the whole interaction period can be
expressed in the number of herbivore-days D, that is, the area under the curve that
expresses the temporal changes in the size of the herbivore population,

T =
rp —rn

(22.42)

(22.4b)

D(z,ry,k,rp, N(O), P(0)) = % I:P(O)g(e”’f -1) - N(O)i| . (22.5)

Note that this measure of the damage strongly depends on the exponential term and
thus on the time to prey extinction t and the per capita growth rate of the predator
population rp.

Thus, given the initial population sizes N(0) and P(0) and estimates of the
parameters ry, k, rp, it is possible to assess the overall damage by the herbivore
and the predator’s potential to suppress the prey population immediately, with a
delay, or not at all. Now, we may ask how a plant can influence the local dynamics
so as to minimize herbivore damage. Under the assumption that the parameters
can be modified independently, the answer is straightforward. It should:

Make the predator-to-herbivore ratio as high as possible;
Increase the predation rate or the predator growth rate;
Decrease the growth rate of the herbivore.

To illustrate this, the plant may attract and retain the predators by providing SOS
signals upon herbivore attack, it may provide food and shelter for the predators,
and produce toxins or digestion inhibitors.
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Figure 22.3 Dynamics of predatory mites (Phytoseiulus persimilis Athias-Henriot; contin-
uous curves) and herbivorous mites (Tetranychus urticae Koch; dashed curves) at various
spatial scales. (a) Circular system of eight interconnected islands (trays), each with 10
Lima-bean plants maintained in the two-leaf stage (by frequent removal of the apex and
replacement of plants exhausted as a food source). Source: Janssen et al. (1997b). (b)
Extinction-prone predator—prey dynamics on one super-island (the size of eight trays to-
gether). (c) Two replicate experiments showing persistent predator—prey metapopulation
dynamics on the eight-island system in (a). (d) Extinction-prone predator—prey dynamics
on one of the trays shown in (a). Source: Janssen et al. (1997b); see also Van de Klashorst
et al. (1992). (e, left) Extinction-prone predator—prey dynamics on a single leaf in a wind
tunnel, using a field-collected predator line selected for nondispersal before prey extermina-
tion. Source: Pels and Sabelis (1999); see also Sabelis and Van der Meer (1986). (e, right)
As (e, left), but now using a field-collected predator line selected for dispersal before prey
extermination. Source: Pels and Sabelis (1999).

Trade-off relations between parameters may complicate matters. For exam-
ple, decreasing the growth rate of the herbivore ry by toxins may also intoxicate
the predator, thereby decreasing the predation rate k and/or its growth rate rp.
In the extreme, the herbivore may even use the plant-provided toxins to defend
itself against predators. Thus, the plant does not always profit from decreasing
the growth rate of the herbivore. It only profits if it decreases the herbivore’s
growth rate proportionally stronger than the predation rate and the growth rate of
the predator.

Another message gleaned from the equations is that plants may benefit from
promoting the presence of predators with high predation rates and high growth
rates. Often, these demands are in conflict with each other, because the predation
rate tends to increase with body size, whereas the intrinsic rate of population in-
crease tends to decrease with body size (Sabelis 1992). Such relationships with
body size are clear from analyzing published data on predators of phytophagous
thrips, such as mirids, anthocorids, predatory thrips, and predatory mites (Sabelis
and Van Rijn 1997). At lower taxonomic levels (within family, within genus)
the picture may be different. For example, within the Phytoseiidae — a family of
plant-inhabiting predatory mites — positive high correlations between k and rp ex-
ist (Janssen and Sabelis 1992; Sabelis and Janssen 1994). It may be possible that
the plant could selectively attract one species of predator over the other and thereby
profit from selecting the more effective predators. However, how a plant could do
s0, given that predators will seek the most profitable prey, remains to be shown.

Predators are independent players in the tritrophic game and they decide
whether it is profitable to stay on a plant or not. The pancake predation model is
based on the assumption that predators are strongly retained and stay until all the
prey are eaten. This scenario is not implausible, because it may be risky to disperse
and search for new herbivore patches. Indeed, it is frequently observed, as in in-
teractions among predatory mites and spider mites (Figure 22.3a; Sabelis and Van
der Meer 1986). One may, of course, expect predators to leave somewhat earlier
than the exact moment of prey extinction. This would relieve the herbivores from
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Figure 22.4 Influence of emigration on local predator—prey dynamics according to the
pancake model. (a) Predator emigration rate m p equals zero for predator and prey curves
indicated by filled arrowheads, whereas it is 0.04 for the predator and prey curves indicated
by open arrowheads. Parameters: mp = 0or 0.04, ry = 0.3,k =3,rp = 0.25, N(0) =
30, P(0) = 1. (b) Prey emigration rate m y equals zero for dashed predator and prey curves
(open arrowheads) and 0.1 for the continuous predator and prey curves (filled arrowheads).
Parameters: my =0or0.1,ry =1,k=1,rp =15, N0O) =50, P(0) = 1.

predation pressure and predator-to-prey ratios may become so low that the herbi-
vore population increases again, thereby giving rise to cyclic dynamics. The plant
would then accumulate damage over the predator—prey cycles whereas it would be
better off when predators exterminate the herbivores or maintain them at a very
low level. Examples of local predator—prey dynamics are shown in Figure 22.3
for interactions between phytoseiid predators and spider mites. Similar examples
are known from interactions between phytoseiid mites and thrips, and anthocorid
predators and thrips (Sabelis and Van Rijn 1997). All these examples convincingly
show that local herbivore populations are strongly suppressed by predators. Thus,
the dynamics of the “pancake predator” model seems to be a good caricature of
the initial predator—prey population cycle. Thus, for all cases in which one cycle
of predator and prey colonization occurs before extermination, this model is useful
to understand the role of indirect and direct defenses of a plant.

Predator retention during the interaction with the herbivores is decisive in the
success of indirect defense strategies of the plant. For example, if we extend the
pancake predator model with a constant predator emigration rate (i.e., indepen-
dent of prey availability), then emigration acts to decrease the effective population
growth rate of the predators. As shown in Figure 22.4a small decreases of the pop-
ulation growth rate have dramatic consequences for the duration of the interaction
and even more for the number of herbivores attacking the plant. The overall dam-
age to the plant increases nonlinearly with a reduction of the predator’s population
growth rate. Hence, it is important to observe that several species of predators
are strongly retained in herbivore-colonized patches and tend not to leave until the
prey population is near extinction (Sabelis and Van der Meer 1986; Sabelis and
Van Rijn 1997; Pels and Sabelis 1999; Figure 22.3e).
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The herbivore can always make the last move in the tritrophic game. Not only
may they develop resistance against the predators and overcome barriers raised
by the plant, but ultimately, they may also decide to leave the plant. If the plant
drives herbivores away by attracting predators, and also by stimulating herbivore
emigration, then it benefits disproportionately, as illustrated in Figure 22.4b.

In conclusion, there are various ways in which a plant can benefit by influencing
behavior and dynamics of predators and herbivores. Direct plant defenses do not
merely slow down the herbivore’s growth rate, they may also affect predator im-
pact, either positively (higher predator-to-herbivore ratio) or negatively (plant tox-
ins protecting herbivores against predators). Indirect defenses do not merely affect
predator performance, they may also affect selection on herbivores, be it positive
(enemy avoidance) or negative (resistance to predators) for the plant. Hence, to un-
derstand the plant’s allocation to direct and indirect defenses we should not only
assess the costs, but also elucidate how these two types of defenses interact in their
impact on overall herbivore damage.

22.4 Tritrophic Game Theory and Metapopulation Dynamics

The evolution of direct and indirect plant defenses against arthropod herbivores
is by no means a simple process. For one thing, we have to take the defense
and exploitation strategies of all three trophic levels into account. For another,
time scale and spatial scale arguments force us to consider metapopulation models
with the full tritrophic structure, and — as we emphasize later — to incorporate plant
dynamics adds new dynamical behavior to the repertoire of the otherwise ditrophic
models.

Indeed, evolution in structured populations can only be properly understood
by taking metapopulation structure into account. The strategies play against each
other at the patch level and their relative success determines metapopulation dy-
namics. In turn, metapopulation processes determine which strategies will meet
and compete again at the patch level. This chain of processes is referred to herein
as the ecological feedback.

To gain insight into this complex problem, carefully planned simplifications
are required. Our strategy is first to consider the evolution of relevant traits at
one trophic level in pairwise interactions with one other level (predator—herbivore;
herbivore—predator; plant—herbivore; herbivore—plant; plant—predator; predator—
plant), thereby assuming a steady state at the metapopulation level. We conclude
with a tentative, verbal discussion of what may happen evolutionarily in the full
tritrophic system.

The predator’s dilemma: to milk or to kill?

It is one thing for a plant to attract and retain predators, but it is another to lure
predators that also effectively suppress the herbivore population on the plant.
Clearly, it is the predator who reacts to the lure, and decides how fast it will
consume herbivores, how fast it will multiply, and how long it will stay. In
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other words, the effectiveness of indirect plant defenses depends on the herbivore-
exploitation strategies present in the predator population. In principle, these ex-
ploitation strategies can be many and varied. To illustrate this point it is instructive
to use the “pancake” model to examine local predator—herbivore dynamics. The
strategy set is determined by combinations of the per capita growth rate of the
predator rp and the per capita predation rate k. However, a spatially structured
environment has one more parameter: the per capita emigration rate of the preda-
tor. Of course, all predators disperse away when herbivores are exterminated and
there is no other food, but they can also decide to move away during the inter-
action. Such increased emigration of the predator relieves the prey of predation
pressure and thereby the prey population represents a larger future food source for
the predator (Van Baalen and Sabelis 1995c). This effect can also be achieved
by decreased predation (Gilpin 1975). However, increased emigration during the
interaction seems a more sensible strategy, because it does not affect the intrinsic
population growth rate, whereas decreased predation implies lower food intake and
thereby a lower population growth rate. Moreover, the extra dispersing propagules
generated under the former strategy will promote the founding of new populations.
In what follows we therefore focus on the predator’s migration trait alone.

Let us assume for simplicity that the per capita emigration rate is a constant
m p. The effective per capita population growth rate of the predators is reduced by
m p so that the effective predator growth rate now equals

dp

dt
As decreased values of rp have been shown to drastically alter local predator—prey
dynamics, so do increased values of m p. As illustrated in Figure 22.4a, a small
increase of m p from 0 to 0.04 day~! greatly alters the area under the prey curve
and thereby also the damage to the plant. Hence, a plant benefits from stimulating
predators to stay until all the prey are eliminated, but whether it succeeds depends
on what is best for the predators (as well as on the ecological feedback). The lo-
cal success of a predator’s exploitation strategy may be expressed as the number
of dispersers produced during the interaction with prey, plus those that disperse
after prey extermination. As shown in Figure 22.5, the production of dispersers in-
creases disproportionally with m p and reaches an asymptote when the per capita
emigration rate is so high that the predators cannot suppress the growth of the prey
population any more, that is, when mp = rp —ry +k P (0)/N(0). Thus, predators
that suppress emigration during the interaction reach their full capacity to sup-
press the local prey population, but they produce the lowest number of dispersers
per prey patch. In terms of production of dispersers this so-called killer strategy
does less well than the strategy of a milker, which typically has a nonvanishing
emigration rate during the predator—prey interaction period. However, if killers
enter a prey patch with milkers, then they would steal much of the prey the milkers
had set aside for future use. Therefore, if there is a risk of invasions by killers, it
pays to anticipate such events and selection will favor exploitation strategies that
are less milker-type and more killer-type.

= (rp —mp)P . (22.6)
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Figure 22.5 The relation between the overall production of predator dispersers and the
per capita rate of emigration m p during the predator—prey interaction period (from predator
invasion to prey elimination. Source: Van Baalen and Sabelis (1995c).

The outcome of the milker—killer dilemma is determined by a complex interplay
of local competition between the exploitation strategies and global (= metapopula-
tion) dynamics. It depends on the probability of multiple predator invasions in the
same prey patches (or, alternatively, on the probability of exploiting a prey patch
alone), on the resultant production of dispersers per prey patch, and on metapop-
ulation dynamics, as this in turn determines the probability of multiple invasions.
The complexity of this ecological feedback is staggering; to keep track of the
numbers of each strategy type when competing in local populations, dispersing
into the global population, and invading into local populations requires a massive
bookkeeping procedure. Hence, we are bound to simplify to obtain some insight.
For example, Van Baalen and Sabelis (1995¢) assumed that all patches start with
exactly the same number of predators and prey (which assumes metapopulation-
wide equilibrium and ignores stochastic variation in the number of colonizers) and
that the predators have enough time to reach their full production potential per
prey patch (the assumption of sequential interaction rounds). In this setting they
considered the reproduction success of one mutant predator clone with a per capita
emigration rate, m p_myt, relative to the mean success of predators in the population
of the resident clone, which possesses another per capita rate of emigration, 7 p_res.
The question is whether there exists an ESS value of m p s for which it does not
pay any mutant to deviate (Maynard Smith 1982). In particular, Van Baalen and
Sabelis (1995¢) calculated the combinations of parameters P (0), N(0), ry, k, and
rp for which it does not pay to increase m p away from zero, that is, the conditions
that favor selection for killers. As illustrated in Figure 22.6, the general outcome
is that killers are usually favored by selection, except when the number of predator
foundresses is low and the number of prey foundresses is high. In other words,
the milkers are favored as long as they have a sufficiently large share in the local
populations to maintain control over the time to prey elimination 7.

This analysis whets the appetite for more elaborate considerations that account
for:
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Figure 22.6 When does it pay to increase the per capita emigration rate of the predator m p
away from zero? This diagram shows that milker strategies are only advantageous when
P(0) is low and N (0) sufficiently high. Source: Van Baalen and Sabelis (1995c).

Asynchrony in local dynamics;

Stochastic variation in predator and prey colonization rates (since these are
probably low);

An upper boundary to prey population size set by the local amount of food;
Metapopulation dynamics.

Such extensions are likely to show that milkers which achieve a longer interaction
period are also exposed for a longer period to subsequent predator invasions (and
thus face competition with killers sooner or later), that stochastic rather than uni-
form invasions help to isolate milkers, which thereby gain full advantage of their
exploitation strategy, and that limits to the amount of food available for the prey
decrease opportunities for a milker, as it loses full control over the interaction pe-
riod t. As these factors have opposite effects it is not immediately clear whether
killers or milkers will win the battle or whether they may even coexist. Computer
simulations of the metapopulation dynamics of milkers and killers using a model
parameterized for phytoseiid mites (predators) and spider mites (prey; Pels ef al.,
in press) showed that the full ecological feedback gives rise to prey and predator
densities in which multiple predator invasions are sufficiently rare to make “milk-
ers” the more successful strategy. The results of a large number of computer ex-
periments to determine the average number of dispersers born from mutants with
different emigration strategies released randomly in the metapopulation of the res-
idents (but after 2 000 days to avoid the initial phase of transient metapopulation
dynamics) is summarized in the pairwise invasibility plot shown in Figure 22.7.
This shows that metapopulation dynamics can force the predator—prey system into
a state [i.e., number of predator and prey colonizing a patch, N(0) and P(0), in
Figure 22.6] in which “milkers” are the winners of the competition.

Apart from the need for more theoretical work, experimental analysis of varia-
tion in the exploitation strategies of predators seems a promising avenue for future
research. Such an analysis, carried out for the predatory mite Phytoseiulus persim-
ilis Athias-Henriot, revealed that laboratory cultures harbor exclusively predators
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Figure 22.7 A pairwise invasibility plot for mutants that differ from the resident preda-
tors with respect to the emigration rate m p. The resident’s emigration rate is given on the
horizontal axis and the mutant’s emigration rate on the vertical axis. Gray areas indicate
combinations in which the mutant invades the resident population (the shape of the gray ar-
eas is based on the simulation results indicated by crosses). The results shown are obtained
for a value of the predator’s survival rate that allows the predator—prey system to persist.

of the killer type (Sabelis and Van der Meer 1986), whereas field-collected popu-
lations in the Mediterranean (Sicily) exhibit some variation in the onset of emigra-
tion before or after prey elimination (Pels and Sabelis 1999). Interestingly, most
populations collected along the coast, where predators are more abundant, initi-
ated emigration only after elimination of the prey, whereas those collected inland,
where local predator populations are scarce and hence more isolated, showed some
emigration before prey elimination! These results are in qualitative agreement with
the analytic ESS analysis of Van Baalen and Sabelis (1995c; Figure 22.6), but they
seem to contradict the results of the more “realistic” computer simulations that are
not only parameterized for this particular mite system but also take into account
stochastic colonization and the full ecological feedback (Pels et al., in press; Fig-
ure 22.7). This discrepancy probably results from a variety of factors that cause
the predators to loose control over the exploitation of the local prey population.
Examples are environmental disasters (heavy rain, wind, or fire), overexploitation
of plants by large herbivores, and also exploitation competition with other preda-
tor species or herbivore diseases. The discrepancy between the simulations (Pels
et al., in press; Figure 22.7) and the analytic treatment (Van Baalen and Sabelis
1995c; Figure 22.6) may emerge because:

The simulations were obviously only carried out for persisting resident popula-
tions, whereas the analytic treatment implicitly assumed equilibrium (and thus
persistence);

The simulated predator—prey feedback causes patches to be invaded by very
low numbers of predators, whereas the analytic treatment presupposed a certain
invasion scenario (equal for all patches);

The stochastic colonization process of the predators allows some patches to be
invaded singly and gives the single invader full control over the exploitation
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of the local prey population, whereas the analytic treatment ignored stochastic
variation in the number of colonizers.

Obviously, the prevalence of killers is of great importance for the evolution of indi-
rect plant defenses. By providing protection and food to predatory arthropods and
by signaling herbivore attack to predators, plants increase the predator invasion
rate into young colonies of the herbivorous arthropods. This promotes the prob-
ability of coinvasions of milkers and killers, which — other things being equal —
ultimately favors the latter. Yet, there may be a pitfall in that, so far, neither theo-
retical nor experimental analyses addressed the possibility of more flexible strate-
gies, such as: “milk when exploiting the prey patch alone, and kill when other
(e.g., nonkin) predators have entered the same patch.”

In summary, how “virulent” predators should be (as “parasites” of local herbi-
vore populations) depends on whether they are able to monopolize this resource.
Sharing of the resource with other clones (“multiple infection”) favors increased
virulence. How often such sharing occurs depends on the ecological feedback
loop. To a certain extent, this conclusion is more robust than those based on other
models published in the epidemiological framework (e.g., Nowak and May 1994;
Van Baalen and Sabelis 1995a), because it is based on an explicit consideration of
how the predator’s exploitation strategies affect the interaction time in the patch
(and not on some a priori assumption about the relation between parasite trans-
mission and host mortality).

The herbivore’s dilemma: to stay or to leave?

Just like the predators, the herbivores are independent players in the tritrophic
game. When their local populations are discovered and invaded by predators of
the milker type, possibilities to achieve reproduction success remain, especially if
the milker has such a high emigration rate that it cannot suppress the herbivore
population. However, when Kkillers enter the herbivore population, it may pay the
herbivores to invest in defense against the killer-like predators or to leave the prey
patch in search for enemy-free space. For simplicity, we consider the last type
of response only. Consider the pancake predation model again, but now extended
with a per capita emigration rate m y of the herbivore:

dN

o= (ry —my)N — kP, (22.7a)
i p (22.7b)
- —rpP. .

dt

As shown in Figure 22.4b, an increase in m y causes the time to prey elimination
to decrease, as will the overall, local herbivore population (i.e., the area under
the herbivore population curve) and the number of predators that will disperse.
We may now ask whether there is an evolutionarily stable (ES) emigration rate.
To obtain an answer we should first define reproduction success as the per capita
emigration rate my multiplied by the area A under the herbivore curve (which
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itself depends on my), divided by the initial number of herbivores N (0). This
fitness measure always shows a maximum for intermediate values of m y, because
A decreases rapidly with m . Suppose, for simplicity, that all patches start syn-
chronously with the same initial number of predators and herbivores and that each
patch is colonized by N (0) herbivore clones with m y o5 and just one herbivore
mutant clone with m y mye. Further, assume that the two types of herbivore clones
are attacked in proportion to their relative abundance, but that the mutant is so
rare that Nyes + Nmut & Npes. This makes herbivore dynamics in the patch and
time to prey elimination t entirely dependent on the resident population. The mu-
tant’s presence does not influence the growth of the resident herbivore population
and neither does it affect the growth of the predators. Herbivore dynamics in the
patch and time to prey elimination 7 are thus entirely dependent on the traits of
the resident prey population. Now, we ask whether there is a resident herbivore
population with m y res that cannot be invaded by a mutant with another value of
my.mut- The results presented in Figure 22.8 (Egas et al., unpublished; for model
details see Appendix 22.A) show that the ES emigration rate m7}, increases with:

Decreasing per capita population growth rate of the herbivores 7y;

Increasing per capita predation rate k;

Increasing per capita population growth rate of the predators rp, and, thus, with
a decrease in time to prey elimination 7.

Moreover, the larger the initial number of herbivores, the longer the time to prey
elimination and the smaller the ES emigration rate m},.

These results provide some important clues as to how the ES emigration rate
m’y, will change with the exploitation strategy of the predators. This is because
predator emigration affects the effective predator growth rate as experienced by
the prey. Milkers are predators with an effectively lower per capita rate of popu-
lation growth, rp — m p, because of nonvanishing emigration, and the lower the
predator’s population growth rate, the lower the ES emigration rate m}, of the her-
bivore will be. Thus, a prevalence of milkers in the predator population causes
selection for lower emigration rates of the herbivores (i.e., an increased tendency
to stay in the herbivore aggregation), whereas a prevalence of killers causes selec-
tion for higher herbivore emigration rates. The ES emigration rate m, appears to
be always intermediate between O and ry. Thus, herbivores may still aggregate in
the face of killer-like predators.

Much remains to be learned as to how the evolution of plant defense strate-
gies interferes with that of herbivore emigration. Increased efforts in direct plant
defense probably decrease the per capita rate of herbivore population growth 7y,
and as a by-product this triggers selection for a higher ES emigration rate of the
herbivores m7;. Thus, ultimately the effective per capita rate of herbivore popula-
tion growth, ry — m7},, decreases even more. This paves the way for the evolution
of feeding deterrents. The same applies to increased investments in indirect plant
defenses. When plants promote the per capita predation rate k or the per capita
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Figure 22.8 ES patch-emigration rates of prey in a predator—prey metapopulation. (a) The
ES prey emigration rate m’l‘\, as a function of predator growth rate » p. (b) Relation between
ES emigration rate m*N and the prey growth rate r. (c) Relation between ES emigration
rate m*N and the prey consumption rate k. Default parameter values: Npes(0) = 49 (a)
or 99 (b, ¢), Nmut(0) = 1, P(0) = 1,ry = L,rp = 1.5,k = 1. Source: Egas et al.
(unpublished).

rate of predator population growth rp, the by-product is that selection favors in-
creased ES emigration rates of the herbivores, thereby lowering the effective rate
of herbivore population growth, ry — m}. Thus, plants may also invest in re-
leasing herbivore deterrents, signaling a high risk of being eaten by predators, and
the herbivores are selected for vigilance in detecting the actual presence of preda-
tors. There are several examples of herbivorous arthropods that prefer plants with
a lower risk of falling victim to natural enemies, despite their lower food quality
(Fox and Eisenbach 1992; Ohsaki and Sato 1994). However, it is still unclear why
the low quality plants are visited less frequently by the natural enemies of the her-
bivores. Another speculative, but potentially nice, illustration of plants signaling
their predator-defended state to herbivores is found in the work of Bernasconi et al.
(1998). When corn leaf aphids feed upon them, maize plants respond by releas-
ing a blend of volatile compounds that repels other corn leaf aphids in search for
hosts and also attracts parasitoids and lacewings. Interestingly, the blend of plant
volatiles contains a monoterpene, (E)-B-farnesene, that corresponds to the alarm
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signal released by the corn leaf aphid upon predator attack. Another potential ex-
ample of plants signaling predation risk is given by Pallini et al. (1997), who found
that spider mites prefer odor from spider-mite infested cucumber plants over odor
from thrip-infested cucumber plants, whereas the thrips show no preference. Both
spider mites and thrips are herbivores, but the thrips can also act as a predator of
spider-mite eggs. Thus, the olfactory avoidance-response of the spider mites may
be to avoid competition as well as predation risk. Recently, Pallini er al. (1999)
found more evidence for the avoidance of predation risk in spider mites. They
demonstrated that spider mites prefer odor from plants with spider mites alone
over odor from plants with spider mites and the predatory mite P. persimilis. Pos-
sibly, the odor signal comes from conspecific spider mites that had direct contact
with the predators, but this remains to be shown.

The plant’s dilemma: direct, indirect, or no defense?

By investing in direct and indirect defenses, a plant gains protection against her-
bivory, but in doing so it also benefits its neighbors. If these are close kin, an
individual plant also increases its inclusive fitness by investment in defense; but if
not, it may well promote the fitness of its competitors for the same space and nutri-
ent sources. Thus, the neighbor gains associational protection (Atsatt and O’Dowd
1976; Hay 1986; Pfister and Hay 1988; Fritz and Nobel 1990; Fritz 1995; Hjaltén
and Price 1997). This leads to the plant’s dilemma: should it defend itself, thereby
benefiting its neighbors as well, or decrease its defensive efforts? The solution is
simple: the defenses should protect the plant without benefiting palatable neigh-
bors too much. When its neighbors are well defended, a plant can afford to invest
less itself.

When plants are (constrained to be) either undefended or well defended and
herbivores do not discriminate between them, three outcomes are possible:

All plants are palatable;
All plants are well defended;
There is a stable mixture of palatable and well-defended plants.

Coexistence of the two types is possible when either of them increases when rare;
in a population of well-defended plants a rare palatable plant can easily gain cheap
protection by associating closely with a well-defended plant, whereas in a popula-
tion of palatable plants a rare, well-defended plant does better as it benefits only
few of the palatable individuals and, hence, increases the average fitness of the
palatable plants only very little. When either of the two types gradually increases
its share in the total population, the benefits wane and ultimately balance the costs,
thereby giving rise to a polymorphic plant population (Sabelis and de Jong 1988;
Augner et al. 1991; Tuomi and Augner 1993; Augner 1994).

The conditions for polymorphism are quite broad, but some of the critical as-
sumptions are not generally valid. For example, herbivores are likely to distinguish
between palatable and well-defended plants. In that case, an individual plant is
likely to benefit from direct defenses and may even drive the selective herbivores
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Figure 22.9 The effect of herbivore mobility (horizontal axis) on the parameter areas in
which the ESS is to kill the herbivore (dark gray region), to kill part of the herbivores
(intermediate, white region), and not to invest in killing herbivores at all (light gray region).
The extent of these areas depends on the ratio of marginal costs of plant defense and the
initial risk of herbivory. The cost of herbivory equals one if the herbivore survives, and 0.5
if it dies. Source: Tuomi et al. (1994).

toward the palatable plants. It should be noted that this mechanism does not apply
to indirect defenses. Predatory arthropods are usually more mobile than the prey
(stages) they attack and they readily move from the plant that employs them as
bodyguards to a neighbor plant when the latter is under herbivore attack. Thus,
even when the herbivore is a selective feeder, palatable plants profit more easily by
settling close to a plant defended by predatory arthropods as bodyguards. Clearly,
this mechanism promotes polymorphism (Sabelis and de Jong 1988). However,
when defensive plant strategies are not discrete, but continuous (i.e., they cover
the full range of possible investment levels), then there may be no polymorphism
because ultimately all the plants will exhibit the best average defensive response.
The latter case was analyzed by Tuomi et al. (1994). They assumed that the
cost of defense increases linearly with the probability of killing the herbivore, the
slope being referred to as the marginal cost of defense (i.e., how fast costs increase
with the impact of defense on the herbivore). The ES lethality level depends on
the risk of herbivory, the marginal cost of defense, and the mobility of the her-
bivores between neighbor plants, as shown in Figure 22.9. When herbivory risks
are low and marginal costs of defense high, then it does not pay to kill the herbi-
vore. However, when the risk of herbivore damage is high and marginal defense
costs are sufficiently low, then it pays to kill the herbivore. For intermediate ra-
tios of marginal defense costs and risk of herbivory, ES lethality depends on the
mobility of the herbivore between neighboring plants (Tuomi et al. 1994). Obvi-
ously, high mobility causes neighboring plants to share the same herbivores and
selects for lower lethality levels, whereas low mobility selects for increased lethal-
ity. It is becoming increasingly clear that neighboring plants may communicate via
damage-related signals (Farmer and Ryan 1990; Bruin ef al. 1992, 1995; Shonle
and Bergelson 1995; Adviushko et al. 1997; Shulaev et al. 1997), so it may well
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be that plant defenses include strategies conditional upon the neighbor’s state, as
defined by:

Whether it is actually under attack;
Its defensive response.

This is a largely open problem in need of further theoretical and experimental
work.

Whether the effects of defensive efforts occur in discrete jumps or are more
gradual is an important determinant of the existence of polymorphism, but the
most relevant message is that in both cases associational protection may lead to a
lower average investment in defenses. This applies to direct defenses (Tuomi et al.
1994), as well as to indirect defenses (Sabelis and de Jong 1988).

But coevolution may act as a boomerang . ..

The most elusive unknown of all is the interplay between metapopulation dynam-
ics and evolution at all three trophic levels. To assume a steady state metapopula-
tion is clearly an oversimplification in view of the complex dynamics (e.g., bista-
bility, chaos) that may arise by adding an extra trophic level to ditrophic models
(Sabelis et al. 1991; Jansen and Sabelis 1992, 1995; Klebanoff and Hastings 1994;
Jansen 1995; Kuznetsov and Rinaldi 1996) or the complexities that may arise from
the interactions within food webs of arthropods on plants (intraguild predation;
“prey-eats-predator”; apparent competition; Holt 1977; Polis et al. 1989; Polis
and Holt 1992; Holt and Polis 1997). Thus, where the tritrophic system will settle
evolutionarily is very hard to predict.

To illustrate this, it is worthwhile to carry out an — admittedly speculative —
thought experiment. Consider what will happen when plants evolve to invest more
in direct and indirect defenses, and predators are initially of the killer type. First
and foremost, increased defensive efforts by the plant decrease the size of the her-
bivore’s metapopulation. Subsequently, the size of the predator’s metapopulation
decreases which in turn causes a drop in the rate of predator invasion into herbivore
patches. As a consequence, the probability of coinvasion of predators with differ-
ent prey-exploitation strategies into the same herbivore patch decreases, thereby
providing a selective advantage to predators that are more milker-like. In addition,
increased plant defense promotes herbivore emigration and decreases the size of
local herbivore populations. This also decreases the probability of predator coin-
vasion and thus selects for milkers. Thus, the plant’s investment in defense may
ultimately result in ineffective predators; this we call boomerang coevolution. It is
typically the consequence of adding one more trophic level to an exploiter—victim
system and allowing strategies of exploitation and defense to vary at each trophic
level.

A similar thought experiment can be carried out for the case that not only does
the plant benefit from its own investment in direct and indirect defenses, but so do
its neighbors, who may well be competitors (Sabelis and de Jong 1988; Augner
et al. 1991; Tuomi et al. 1994). Again, increased investment in plant defense
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causes a boomerang effect because neighboring plants profit and allocate the en-
ergy saved directly to increase their seed output or indirectly by increasing their
competitive ability.

Boomerang coevolution arises through the impact of plant defenses on alter-
native allocation strategies of neighboring plants and via the positive effect on
the milker-like prey-exploitation strategies. This may well be the evolutionary
reason why many plant species channel so little of their energy resources into
defense against herbivores (e.g., “cheap” carbon-demanding defenses rather than
“expensive” nitrogen-demanding defenses), whether this be direct defense (Simms
and Rausher 1987, 1989; Herms and Mattson 1992; Simms 1992) or indirect de-
fense (Beattie 1985, p. 52; Dicke and Sabelis 1989). Hence, we hypothesize that
boomerang coevolution constrains the plant’s investment in direct and indirect de-
fenses. Low investment, however, does not necessarily imply that plant defenses
have a low impact. This entirely depends on the quantitative details of how the
offensive and defensive traits of the interacting organisms at all three trophic lev-
els settle evolutionarily. In other words, the impact of the plant’s defenses in-
creases if herbivores become more milker-like and predators more killer-like, and
the impact decreases when herbivores become more killer-like and predators more
milker-like.

22.5 Discussion

In this chapter we give a game theoretical view of the evolution of exploitation and
defense strategies in tritrophic systems. Do we now understand why plants invest
in promoting the effectiveness of the herbivore’s enemies and can we learn from
these insights to manipulate the virulence of the herbivore to the plant and that of
the predator to the herbivore?

Are tritrophic systems prone to evolve conspiracy?

It is commonly believed that plant—predator mutualisms readily evolve because it is
in the interests of both the plant and the predator to act against the herbivores (Price
et al. 1980). Indeed, much evidence shows that plants can provide alternative food,
shelter, and SOS signals utilized by the natural enemies of the herbivores, but what
is still lacking is a critical assessment of the overall benefits to the plant. Much
work is required to detect the role of cheating. Clearly, the plant cannot control
who is benefiting from the facilities offered by the plant. Alternative food, shelter,
and SOS signals are all open to “misuse” by the plant’s enemies or inefficient nat-
ural enemies of the herbivores (Sabelis ez al. 1999a, 1999b). In addition, there is
a need to analyze how investments in plant defense influence competition among
neighboring plants, since one plant may profit from the bodyguards retained and
attracted by the other. Again, the investor cannot monopolize the benefits that ac-
crue from bodyguards, since they move to wherever their victims are. Finally, the
benefits to the plant depend on the number of predators in the surrounding envi-
ronment and these numbers fluctuate. Costs and benefits of indirect plant defense
are therefore expected to vary greatly in time and space (Bronstein 1994a, 1994b).
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Thus, even though plenty of evidence shows that plants invest in attracting, retain-
ing, feeding, and protecting bodyguards and that the bodyguards can make good
use of the facilities offered by the plant, it is not an easy task to demonstrate in the
field that predators assume the role of the plant’s immune system.

Whereas a net benefit of indirect plant defenses is still to be shown experimen-
tally, the rationale that underlies the evolution of indirect defenses is not fully
established either. In this chapter we analyze the interaction between a plant,
its neighbors, its herbivores, and the herbivore’s enemies as a game of defense
(among neighboring plants), escape (among herbivores), and resource exploitation
(among herbivores and among predators). We explain that the mobilities of the
herbivore and its predator play a crucial role in determining the extent to which a
plant can reap the benefits from investing in direct or indirect defense (Tuomi et al.
1994). In addition, we discuss how prevailing resource exploitation strategies may
change through metapopulation structure dynamics and migration via their impact
on the probability of coinvasion of exploiters with different strategies of exploit-
ing the resource. We argue that there is an interplay between plant defense, plant
competition, exploitation of host plant, and prey in tritrophic systems. We also
speculate that there is room for unstable evolutionary dynamics (e.g., boomerang
coevolution), which may give way to selection for low investment in plant defense
and milker-like predators. Indeed, empirical observations indicate that indirect
defenses are not very costly, but killer-like, not milker-like predators seem to pre-
vail in the field. This contrast between prediction and observation may indicate
that predators have no control over the exploitation of their resources. This may
arise from external causes, such as mortality through abiotic factors (wind, rain,
fire) and competition with other natural enemies (pathogens, parasites, predators).
To specify the conditions under which low-cost indirect defenses and killer-like
predators evolve, our game-theoretical analysis needs extension to include evo-
lution in the full tritrophic system and its interaction with ecological dynamics.
This approach may lead to a more sound rationale for the “world is green” hy-
pothesis. The commonly accepted hypothesis that mutualism readily evolves in
plant-herbivore—predator systems because “it is both in the interest of plants to get
rid of the herbivores and in the interest of the predators to find herbivores as prey”
is as yet unfounded.

Perspectives for virulence management

Given that the theory on evolution and defense in tritrophic systems is rather imma-
ture, it is too early to consider direct applications, but there are several potentially
important implications for virulence management. First, we may ask how two
strategies, biological control and breeding for plant resistance, to combat plant
pests influence ultimate success in crop protection. One-sided measures to in-
crease direct plant defense may ultimately select for mild predators and, therefore,
increased herbivory may be the end result. It seems wise to also breed for increased
indirect defenses, because this promotes multiple colonization by predators, which
will in turn select for increased predator virulence. Second, an old debate among
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biocontrol workers is whether to release single or multiple species of predators.
The latter seems best on the condition that it promotes local competition between
predators, because this will increase their virulence. Third, we may wonder how
mass rearing influences the virulence of predators before their release in the field.
We suspect that mass rearings are like an undepletable prey patch and that leav-
ing that patch is unlikely to promote within-rearing success. Hence, there will be
selection for predators that suppress their tendency to disperse as long as there is
food. This inadvertent selection for killer-like predators is good news for biolog-
ical control workers aiming at fast suppression of the plant pest near the site of
predator release, but are the aims of biological control over large areas served in
this way, because at that spatial scale dispersal may become a vital trait of a suc-
cessful biocontrol agent. Moreover, predators less efficient in clearing pest arthro-
pods from a plant (milkers) may produce more dispersers and therefore promote
their chances to reach distant sites. Clearly, there is every reason to reconsider
carefully the criteria for a good biocontrol agent when the aim is to achieve con-
trol over a large spatial scale. Fourth, there is the long-standing question of where
best to collect candidates for biological control. We expect to find milker-type
predators near the borders of the geographical range (where predator densities are
low) and killer-type predators in the center (where predator densities are high; see
Pels and Sabelis 1999), but much more (theoretical and empirical) work is needed
to substantiate this claim. A more elaborate discussion of these four implications
is given in Chapter 32, albeit based on predictions of how selection molds predator
virulence only and not on how it acts on virulence and defense in systems with
three trophic levels.

Appendix 22.A Evolutionarily Stable Herbivore Emigration Rate

Assume a metapopulation of patches with local interactions and global migration. As in Van
Baalen and Sabelis (1995c¢), all the patches start with exactly the same number of predators
and prey (metapopulation-wide equilibrium and no stochastic variation in the number of
colonizers), that is, No = N(0) and Py = P(0), and the redistribution of predators and
prey occurs after completion of the local interaction (sequential interaction rounds). To
assess the evolutionarily stable emigration rate (given ry, k, and rp), a measure of prey
fitness is defined as the total number of herbivore emigrants per herbivore foundress, w =
mpy (Ntot/ Ng), where Niot is the total number of prey produced in a patch. Defined in this
way, the fitness measure reaches an optimum between no migration (my = 0; extinction
of all patches) and an emigration rate equal to the per capita growth rate (my = rpy; no
offspring produced in the patch).

Further, assume that the two types of herbivore clones are attacked in proportion to their
relative abundance, but that the mutant is so rare that Nyes + Nmut ~ Nres. Then the
herbivore dynamics in the patch are entirely dependent on the resident population and the
rare mutant’s presence does not influence the growth of the resident herbivore population.
As a result of this last assumption the model yields an analytical solution for the fitness of
the rare mutant. The dynamics of the rare mutant are given by
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dN, N,
= (rN - mN,mut) Nmut — kP =

. 22.7
dt Nres ( ©)

Solving Equations (22.7a), (22.7b), and (22.7¢c) gives an explicit description of how the
number of mutant herbivores changes with time,

N k
Nmut(t) ZM {Noe(rN_mN,mu[)t _ PO
No rp— (rN - mN,res)
R— -

with No mut = Nmut (0).
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The evolutionarily stable emigration rate m?, can be found as the emigration rate of the
resident population for which no mutant with a different emigration rate has higher fitness,

d
adl =0, (22.9)
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Equations (22.8b) and (22.9) yield an implicit function, from which a solution for m*N can

be obtained,
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where A =ry — mTV and 7 is the total time of the predator—prey interaction,
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r=— m(1427270) (22.10b)
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Introduction to Part F

Evolutionary virulence management necessarily takes a long-term perspective and
concentrates on population-level characteristics. Yet, in practice we also have to
interfere with diseases on a short-term basis and, especially in the case of humans,
the welfare of individual patients is an additional concern. This establishes the
need to evaluate the longer-term effects of short-term protection measures. Only
on this basis can we understand which compromises can be made or, even better,
whether it is possible to devise practices that allow both satisfactory short-term
and long-term disease control.

The main individual-level protection measures are drug treatment and vaccina-
tion. Both have consequences for public health by affecting the population dy-
namics of the disease, though in different manners: the former by shortening the
infectious period, the latter by changing the inflow of fresh susceptible hosts. And
both tend to have evolutionary consequences in terms of resistance evolution and
vaccine escape.

After drug resistance develops, we are basically back at square one in terms of
the control effort, since resistant types have at best a very slightly reduced fitness.
If the drug-based selective regime is maintained long enough, resistant and nonre-
sistant types even tend to become equally fit in a drug-free environment because
of the incorporation of genetic modifiers.

In the case of drug resistance we appear to be rapidly running out of alternative
options, whereas the prospects are considerably better for vaccination as, in prin-
ciple, we can keep adapting the vaccine type. In addition, vaccine-escape mutants
tend to have a lower basic reproduction ratio as they do not gain a foothold before
implementation of the vaccination scheme.

Chapter 23 discusses the problems that arise from the rapid evolution of an-
tibiotic resistance. Bonhoeffer addresses this issue by means of a mathematical
model for the dynamics of infection that tackles the question of how to use exist-
ing antibiotics with maximal effect for the treatment of bacterial infections, while
simultaneously delaying, and possibly even reversing, the emergence of resistance.
Within this framework he assesses the effects of different strategies, like cycling
antibiotic therapy, combination therapy, and others. The chapter also comments
on how to define optimal treatment policies, and, in this context, how to weigh
long-term against short-term benefits.

In Chapter 24 McLean develops a simple model framework to evaluate the ef-
fect of vaccination schedules on the emergence of vaccine-escape mutants. The
depression of a competitively superior strain by a vaccine that confers little cross-
immunity may change the competitive balance, setting off an outbreak of an ear-
lier, competitively inferior strain. An unexpected finding is that such effects take
much longer to occur than might be guessed naively. The message to virulence
managers is that we should not allow ourselves to be lulled into a false feeling of
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security. The good news is that the escaping strain should have a smaller basic
reproduction ratio than the one that dominated earlier on.

Chapter 25 considers pathogen populations that exhibit a vast diversity in anti-
gen types from the start. These are maintained by immune selection as a stable,
discrete set of independently transmitted types without overlap in antigenic reper-
toires. Gupta argues that when antigenic types can provide cross-protection, the
dynamics of each antigenic type may change dramatically, and so will the dynam-
ics of pathogen virulence. Therefore, to understand changes in pathogen virulence
in the absence or presence of interventions such as vaccination, one should con-
sider the underlying composition of the pathogen population.

Chapter 26 takes the argument in Chapter 25 a step further. One move in the
combat against the diversity of circulating antigenic types has been the develop-
ment of conjugate vaccines that simultaneously offer protection against several
serotypes of the pathogen. With the increased use of such vaccines the concern
now is that these vaccinations vacate niches for other serotypes. Lipsitch critically
reviews the empirical data sets that have been used to identify serotype replace-
ment, outlines better ways of tracing such processes, and argues that serotype re-
placement can be, but is not necessarily always, bad. This is because serotype
replacement may augment the effectiveness of a vaccination program in a commu-
nity when nonvaccine serotypes outcompete vaccine serotypes.

Taken together, the chapters in Part F give an overview of the current scientific
insight into the potential evolutionary implications of the major measures of short-
term disease control.



Managing Antibiotic Resistance:
What Models Tell Us?

Sebastian Bonhoeffer

23.1 Introduction

The rapid ascent of antibiotic resistance is cause for great concern in public health.
Resistant bacteria not only compromise the success of treatment, but can also be
transmitted and cause an epidemic of resistant organisms. In hospitals, antibiotic
resistance is commonly observed in organisms such as Streptococcus pneumoniae
(Doern et al. 1996), Neisseria gonorrhoeae (Cohen 1994), and Mycobacterium
tuberculosis (Bloom and Murray 1992), as well as in nosocomial pathogens in-
cluding Staphylococcus aureus (Swartz 1994), Enterococcus spp. (Swartz 1994;
Arthur and Courvalin 1993), and Klebsiella spp. (Jacoby 1996). At the same time,
the development of new antibiotic agents is becoming increasingly difficult and
costly.

Antibiotics, therefore, must be seen as a limited resource in our efforts to con-
trol and cure bacterial infections. This raises the question of how to use existing
antibiotics with maximal effect to treat bacterial infections while simultaneously
reversing or delaying the emergence of resistance. A number of measures have
been proposed to counteract the evolution of resistance, including the improve-
ment of hospital hygiene (Murray 1994), the possible use of vaccines (Jernigan
et al. 1996), tighter controls on antibiotic use in clinical practice as well as agri-
culture (Anonymous 1995), and alternative patterns of antibiotic use such as se-
quential cycling of antibiotics or combination therapy (Swartz 1994; McGowan
1986).

These measures are not mutually exclusive, and an effective plan for the future
use of antibiotics must consider how they should be combined. In this chapter,
however, I focus only on how different patterns of antibiotic use may affect the
evolution of resistance. I present and analyze a series of mathematical models
to investigate the strengths and weaknesses of different treatment strategies. The
purpose of such models is to move the discussion from a verbal to a more formal
basis of reasoning. Clearly, mathematical models are no substitute for clinical
trials, but they may help to provide theoretical guidelines for the design of efficient
treatment strategies.
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23.2 Evaluation of Drug Treatment Strategies

Before addressing the question of how to make optimal use of an antibiotic, we
must first define a precise criterion according to which different treatment strate-
gies can be ranked. The simplest criterion is to rank treatment strategies according
to the time taken until a given percentage of patients are infected with resistant
bacteria. Clearly, the timeframe in which resistance emerges is an important factor
in the evaluation of a treatment strategy. However, it is also clear that it cannot be
used as the sole ranking criterion, as its maximum value occurs when the antibiotic
is never used.

Therefore, we need a criterion that balances the value of preserving a drug’s
effectiveness with the value of curing infections. Such a criterion should rank
treatment policies according to the extent to which they reduce the number of
infected individuals and increase the number of uninfected individuals over time
before the antibiotic fails because of resistance (Bonhoeffer et al. 1997).

Mathematically, this amounts to maximizing the number of uninfected hosts or
minimizing the number of infected hosts over a period of time long enough for the
antibiotic to lose its effectiveness in the patient population through resistance. (It
turns out that both criteria are mathematically equivalent.) In this chapter, I refer
to this criterion as the “maximum benefit criterion.”

23.3 Dynamics of Infection: A Simple Model

To illustrate some points that are central to this chapter, I first present a simple
model of the dynamics of resistance in the presence of treatment, and extend this
later on. Consider three populations: S, the density of uninfected individuals; I,,,,
the density of individuals infected with nonresistant wild-type bacteria; and I, the
density of individuals infected with resistant bacteria. Uninfected individuals enter
the population at a rate B, and die at a rate d (accounting for the natural death
rate through causes unrelated to infection). Uninfected individuals are infected
(either by wild-type or resistant bacteria) at a rate proportional to the product of
their density, S, the density of infected hosts, I, + I, and a transmission rate
parameter, §. Infected individuals die at a rate wu, which includes natural and
disease-associated mortality. Infected individuals may recover spontaneously from
infection at a rate 0;. Patients infected with nonresistant bacteria may also recover
from infection through antibiotic therapy. This occurs at a rate, g0;, where ¢ is
the fraction of patients who receive therapy, and 6, is the rate at which patients
recover when treated. Once an infection is cleared, the patient returns to the pool of
uninfected hosts. Altogether, we obtain the following for the dynamics of infected
and uninfected individuals,

ds
o =B —dS—BSUy+ 1)+ 0Ly + 1) +qb 1y , (23.1a)
dl,
—— = BSly — puly — 051y — qO; 1y , (23.1b)

dt
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dl,
L = BSh =l =6l (23.1¢)

This model makes several assumptions:

There is no fitness cost associated with resistance. Sensitive and resistant bacte-
ria are identical with respect to all bacteria-specific parameters (8, 05, ) for the
spread in the patient population in the absence of antibiotics. (This assumption
is later relaxed.)

Individuals who are treated and cured (or recover) become immediately sus-
ceptible again. Hence, the possibility of temporary or life-long immunity is
ignored. It can be shown, however, that including temporary or permanent im-
munity does not affect the conclusion drawn here concerning optimal treatment
policies based on the criterion of maximum benefit.

The possibility of superinfection of wild-type-infected individuals by resistant
bacteria (or vice versa) is not considered. This can be safely ignored if there is
cross-immunity during infection or if the incidence of both types of infection is
low in the population.

This model describes directly transmitted bacterial infections, because trans-
mission is contact dependent.

23.4 The Steady State

In the absence of therapy (¢ = 0), this system converges to two different steady
states depending on the basic reproduction ratio. The basic reproduction ra-
tio, commonly denoted by Ry, is defined as the number of secondary infections
caused by a single infected individual placed into an entirely susceptible popula-
tion (Anderson and May 1991). Clearly, if Ry > 1, then the infection is capable of
spreading in the population. If Ry < 1, then the infection cannot spread and will
disappear from the population. For this model the basic reproduction ratio is given
by Ry = BB/[d(n + 65)]. If Ry > 1, then the system converges to the endemic
steady state given by S* = (u+6;)/Band I = I,,+1, = B/u—d(u+65)/(Bp).
If Ry < 1, then the system converges to the uninfected steady state given by
S = B/d and I = 0. An understanding for Ry can be obtained by noting that B /d
is the density of uninfected individuals in the absence of the infection, 1/(u+6;) is
the average duration of infection, and B is the rate at which susceptible individuals
are infected.

Provided Ry > 1, then in the presence of treatment (¢ > 0), the system con-
verges to the resistant steady state given by S* = (u + 65)/8, 1, = 0,1, =
B/u—d(u+065)/(Bu). Hence, in the presence of treatment, the resistant bacteria
eventually replace the nonresistant ones.

23.5 Gauging Antibiotic Therapy

Suppose the system is in the infected steady state. Suppose also that when therapy
is initiated, the majority of patients are infected by nonresistant bacteria and only
a small fraction of patients, po, harbor resistant bacteria. Let us calculate the total
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Figure 23.1 A numerical simulation of the Equations (23.1a) to (23.1c). The total gain of
uninfected hosts is given by the light shaded area. The total reduction of infected hosts is
given by the dark shaded area. Both the total gain and the total reduction are equivalent as
criteria for the evaluation of antibiotic treatment policies.

increase in uninfected patients gained by antibiotic therapy before the antibiotic
fails through resistance. Mathematically, this amounts to calculating the integral
of § — §* over the time during which the antibiotic is used, where $* = (u +
65)/B is the density of individuals in the infected steady state. This integral is
illustrated graphically by the light shaded area in Figure 23.1. (Strictly speaking,
this integration gives the total gain in uninfected patients multiplied by time. So
the success of a treatment policy would be measured in a unit such as “uninfected
patient years.”)

To calculate this, I divide Equation (23.1c) by I, and integrate over the duration
of treatment, 7. Thus, we have

T 1drI r w+ Oy
——dt = / ( )dt
A Irdt '3 0 :8

T 1 T
In[/,(T)/1-(0)] = f I—dI, dt =8 (S — 8% dr. (23.2a)
0 r 0
Hence, we obtain for the gain in “uninfected patient years” after a time 7',
" 1 1.(T)
G(T) = (S $*)dt = —In (23.2b)
B 1)

If treatment is contmued for a sufficiently long time, the system approaches the
resistant steady state. In that case, I,.(T) = I,(0) + I,,(0). Then, for the total
gain which can be achieved with an antibiotic until it loses its effect on the patient
population, we obtain

In(po)
5
where pg = 1,(0)/1,(T).
Interestingly, the total gain of uninfected hosts is independent of the rate g6;
at which patients are treated and cured — that is, it is independent of the treatment
strategy. (Note that we are considering treatment strategies at the population level

G =G(oo) = —

(23.2¢)
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Figure 23.2 The total gain G of uninfected hosts is independent of the treatment strategy.
However, the time until half of the patients are infected with resistant bacteria and the
cumulative gain of uninfected hosts during that time depend on the treatment strategy.

and not at the level of the individual infected patient.) Whether a large or small
fraction of the population receives treatment, or whether treatment is continuous
or intermittent, the eventual gain of uninfected hosts is always the same regardless
of the chosen treatment strategy (see Figure 23.2).

The conditions under which the results for G and G(T') were derived are im-
portant. In particular, I assumed that at the time when the antibiotic is applied to
the population some patients are already infected with resistant bacteria. Although
this may often be a reasonable assumption, it will not generally be true. Secondly,
as pointed out before, I assumed that there is no fitness cost associated with re-
sistance. In as far as these fitness costs have been measured, they are often small
(Bouma and Lenski 1988; Schrag and Perrot 1996); but this may not generally be
the case. I relax these assumptions further below.

It is interesting that the derivation of the total gain of uninfected hosts depends
only on Equation (23.1c). The result is therefore independent of the particular
form of the dynamics of the wild-type-infected and uninfected hosts [i.e., Equa-
tions (23.1b) and (23.1c)]. Hence, the result is only dependent on the assumptions
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affecting Equation (23.1c), which strengthens the generality of the result. Using
Equations (23.1a) and (23.1b), one can show that the total reduction of infected
hosts is also independent of the fraction of patients who receive therapy, g. There-
fore, the total reduction of infected hosts and the total gain of uninfected hosts are
equivalent criteria for the benefit of an antibiotic treatment policy.

Furthermore, one can show that including a class of temporarily or permanently
immune individuals does not affect the conclusion that the gain of uninfected hosts
is independent of the treatment strategy. However, importantly, if a class of im-
mune individuals is included, the criterion then is to maximize the number of in-
dividuals who have never been infected rather than the number of individuals who
are not infected at a given time.

More interesting properties of this simple model are worth pointing out. For
example, we can calculate the time taken for resistant bacteria to grow from a
fraction, pg, to a fraction, p, in the presence of treatment. To do this, I transform
Equations (23.1a) to (23.1c) and express the dynamics of resistance in terms of the
total number of infected patients, I = I, + I, and the fraction of patients infected
with resistant bacteria, p = I,-/I. We then obtain

ds

I =B—-dS—BSI+651+qb6,1(1—p), (23.3a)
dl

m =BSI —ul —6,1 —qb6,1(1 — p), (23.3b)
d

P — 46,p(1 - p). (23.30)
dt

The solution for the fraction of resistant infected hosts is

p(t) = po (23 4a)

(I = po)e=4% + po
Hence, we obtain for the time to increase from pg to p;

T, = L (ﬂ L) . (23.4b)
96 po 1—=pi

Interestingly, the time for the rise of resistance therefore depends inversely on g6,
the rate at which patients are treated and cured, but only depends logarithmically
on the initial frequency of resistant infections, py. Hence, large changes in py,
even of orders of magnitudes, have only a small effect on the time for resistance to
rise to high frequencies. However, even small changes of g6, have a strong effect
on the rise of resistance.

23.6 Treatment with Two Antibiotics: An Extended Model

To extend this simple model, I first introduce the possibility that resistant bacteria
have a selective disadvantage compared to the nonresistant bacteria in the absence
of antibiotic therapy. Such a fitness cost to resistance could be manifest in any
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of the parameters S, i, or 6, that describe rate of infection, mortality, and spon-
taneous recovery, respectively. For simplicity, I assume, however, that the fitness
cost is manifest by a faster rate of recovery from resistant infection. Hence, pa-
tients who harbor resistant bacteria are on average infected for a shorter period of
time than patients infected with wild-type bacteria, resulting in a decreased overall
transmission of resistant bacteria.

Secondly, I distinguish two different pathways by which patients may become
resistant to treatment. First, patients may be infected by a resistant carrier. This
pathway is already included in the simple model and is called “primary resistance.”
Alternatively, a small subpopulation of resistant bacteria may be present in a pa-
tient predominantly infected by nonresistant wild-type bacteria and may outgrow
the nonresistant bacteria when the patient receives antibiotics. This is called “ac-
quired” or “de novo” resistance. Hence I include a new parameter that describes
the fraction of patients who are initially predominantly infected by wild-type, but
who develop resistance when receiving antibiotics.

Thirdly, I extend the model to describe treatment with several antibiotics. For
simplicity, I present the model for two antibiotics A and B, but the model and the
results can easily be generalized for more than two antibiotics.

The extended model is
ds
’n =B —dS—By+ Ian+ I+ IsB)S
+ Oswlw + O5ala + 651 + Os5aBIAB + 6: (1 — $2)gaB Ly

+0;,(1 —p1)l(ga +gB) I +galp +qBia

+gas(a + Ip)], (23.5a)

dl

d—;” =[BS — i — b5 — 0:(ga + qB + qaB) 1w , (23.5b)
dl

d—; =[BS — 1t — Osa — 0:(qB + qaB)A + O1¢1qa 1w . (23.5¢)
dl

—= = 1BS — 1w = 6m — 01(ga +qaB)11s + O b1l . (23.5d)
dl
el (BS — i —65aB)IAB + 6:¢1lgaB(UA + IB) + galB + gBIA]

+ ¢26igaB 1w - (23.5¢)

The extended model takes the following form. There are five variables: S, the
susceptible hosts; [, the individuals infected with nonresistant wild-type bacte-
ria; I, individuals infected with bacteria resistant to antibiotic A; I, individuals
infected with bacteria resistant to antibiotic B; and /5p, individuals infected with
bacteria resistant to both antibiotics. The parameters 6y, 054, 658, and Osap are
the recovery rates of wild-type, A-resistant, B-resistant, and AB-resistant infected
hosts, respectively. The parameters ga, gg, and gap are the fraction of patients
treated with A, B, or AB. Since these parameters reflect fractions, their sum is
< 1. (If the sum is smaller than 1, then a fraction of patients does not receive
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any treatment.) Finally, the parameters ¢; and ¢, describe the fraction of patients
that develops de novo resistance when treated with a single antibiotic or with both
simultaneously. (Both ¢; and ¢, are smaller than 1, since they are fractions.)

Before we consider treatment strategies using both antibiotics, we first return
to single antibiotic therapy to see how the introduction of a fitness cost for resis-
tance and the possibility of de novo resistance change the finding that the gain of
uninfected hosts is independent of the treatment strategy. We assume that only
antibiotic A is used, and that when therapy is first applied to the population, all
patients are infected by nonresistant bacteria. A calculation similar to that for the
simple model in the previous section yields for the fraction of A-resistant hosts as
a function of time,

P2 (e — 1)

1) = s 23.6
PO = T 1 (23.62)
and for the gain of uninfected hosts,
1 Ay
G(T)=—=|—In¢ +A0;T+Inz+1In|1—¢] — , (23.6b)
B N

where T is the time past the start of therapy, Af; = 654 — 65y is the cost of
resistance to antibiotic A, and z is the ratio between total density of infected hosts
at time 7 and at equilibrium before the start of therapy.

If there is no cost to resistance (Af; = 0), then the equilibrium densities before
treatment and during treatment are the same (i.e. z = 1), and the gain of uninfected
hosts is given by

G=1lni 2

B ¢1

Hence, in this case, the gain of uninfected hosts is again independent of ga6;, the
rate at which patients are treated and cured with antibiotic A. Therefore, including
the possibility of de novo resistance does not affect the finding that the gain of
uninfected hosts is independent of the treatment strategy, provided that there is
no cost to resistance. However, if there is a cost to resistance, then the gain of
uninfected hosts G(7T) increases with increasing ga6;. However, the numerical
effect is small, because G only depends logarithmically on ga6;.

The main numerical effect of a cost of resistance to the total gain is represented
by the term A0, T, which reflects that the equilibrium of infected hosts is lower
during therapy than before therapy, because the resistant bacteria have a larger rate
of recovery and, therefore, a smaller net transmission rate than the nonresistant
bacteria in the absence of antibiotic therapy.

(23.6¢)

23.7 Multiple Antibiotic Therapy

Let us now consider treatment strategies using both antibiotics and represented
by two scenarios: TR, the majority of resistant infections are caused by transmis-
sion of resistance, and DN, the majority of resistant infections initially result from
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de novo resistance, and only in later stages of the epidemic does transmission of
resistance become numerically important.

For scenario TR, let us assume that the problem of AB-resistance has pro-
gressed to a point such that the large majority of AB-resistant patients have ac-
quired the resistant bacteria by infection from a resistant carrier. By comparison,
the number of cases with de novo acquisition of AB-resistance is numerically neg-
ligible. Mathematically, this amounts to ¢, ¢1 =~ 0 and Ia, I, Iap > O at the
start of antibiotic therapy in Equations (23.5a) to (23.5e). Solving for the gain of
uninfected hosts we get

1
G(T) = B[ln(z/ﬁo) + A6, T1T, (23.7)

where pg is the frequency of AB-resistant bacteria at the start of therapy, A9, =
OsAB — b5y is the cost of AB-resistance, and z is, as above, the ratio of the steady
states of I = I, + I + Ig + IaB before and after therapy. Hence, provided the ini-
tial incidence of primary resistance is considerably greater than the incidence of de
novo resistance, the long-run benefit of treatment (as measured by the criterion of
maximum benefit) is independent of the treatment protocol. All multiple antibiotic
therapies result in the same gain of uninfected hosts. This finding is not surpris-
ing given our discussion of the simple model above, in which we also assumed a
small subpopulation of patients is infected with resistant bacteria before therapy
is applied to the patient population. We conclude that if the resistance problem
progresses to a point at which most cases of resistance result from the epidemic
spread of resistance, then there is little that can be achieved by changing patterns
of antibiotic use.

For scenario DN, we assume that, at least initially, the majority of resistant
cases result from de novo resistance. Later on, however, once resistant infections
have become frequent, primary resistance may outweigh de novo resistance.

With two antibiotics, we have new options for treatment. The two antibiotics
can be cycled periodically, which I call cycling antibiotic therapy (CAT). Alter-
natively, the patient population can be fractionated into two groups each receiving
one antibiotic; this I call simultaneous single antibiotic therapy (SSAT). Finally,
all patients who receive treatment may be given both antibiotics together, which I
call combination therapy (COT).

If there is no cost to resistance (6;,, = 654 = 6053 = 0;AB), then it can be shown
analytically that CAT and SSAT result in the same total gain of uninfected hosts
given by G =~ —1/8 In ¢12 for ¢; « 1. The gain of uninfected hosts for COT
(ga = qB = 0,gaB > 0)is G =~ —1/B In¢, for ¢» <« 1. Hence, COT is better
than CAT or SSAT according to the criterion of maximum benefit, if ¢f > ¢.
That is, if the square of the probabilities of inducing single resistance by single
antibiotic therapy is larger than the probability of inducing AB-resistance by AB-
therapy. Otherwise, if ¢o > ¢>f, then any antibiotic therapy in which a patient
receives only one antibiotic at a time would outperform combination therapy.
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There is a plausible argument for ¢, < ¢, at least for mutation-borne re-
sistance. Assume that there are n bacteria in an infected individual. If we assume
that a fraction Q of these carry a mutation that confers resistance to A, and another
fraction Q carry a mutation that confers B-resistance, then a fraction 02 should
carry mutations conferring resistance against both antibiotics. The expected prob-
ability that single antibiotic therapy will result in the emergence of resistance is
approximately given by min{1, nQ}. Similarly, the probability that AB-treatment
will result in AB-resistance is approximately min{1, n(Q?}. To a first approxima-
tion, Q is given by the mutation rate of the bacteria for which biologically realistic
values lie between 10710 and 10~7. Therefore, ¢» = nQ?* <« ¢1 = nQ and,
hence, COT is likely to result in a considerably greater gain of uninfected hosts
than both SSAT and CAT.

It is important to keep in mind that this line of reasoning applies to mutation-
borne resistance. However, in many cases, resistance is conferred by the horizontal
transfer of accessory elements such as plasmids or prophages. Under these condi-
tions, simultaneous acquisition of multiple resistance is common (Falkow 1975).
This would increase ¢, considerably, and, therefore, it is more problematic to
predict the relative merits of COT, SSAT, and CAT for horizontally transferred re-
sistance. However, there is also no clear argument against COT, and it is equally
unclear whether there is any benefit to single antibiotic therapies.

If there is a cost of resistance, then analytical results are more difficult to obtain.
Numerical simulations, however, show that CAT is generally worse than SSAT.
The intuitive reason for this is that the optimal policy at any given point of time is to
treat with that antibiotic for which there is least resistance in the patient population.
Imagine we start with antibiotic A. Treating with A increases the frequency of
resistance to A in the patient population. Eventually the resistance to A exceeds
that to B, and from this time on it is better to use B. In doing so, resistance to B
increases and therefore requires a switch back to A. Hence, the best policy is to
switch back and forth between A and B, which is essentially equivalent to SSAT.

Provided ¢, < (;52, COT is also better than SSAT or CAT when there is a cost
of resistance. Hence, altogether, COT is the therapy of choice according to the
maximum benefit criterion for directly transmitted bacteria in which resistance is
mutation borne. For an illustration of these treatment strategies for scenarios TR
and DN, see Box 23.1.

23.8 Discussion
We can draw the following conclusions from the mathematical models:

The evaluation of alternative treatment protocols requires a precise definition
of what constitutes an optimal treatment policy. Ranking treatment policies
according to the time taken until a certain fraction of patients is infected with
resistant bacteria is inappropriate because the best result occurs when antibi-
otics are not used at all. A better criterion to quantify the success of a treatment
policy is to measure the total gain of uninfected hosts until the antibiotic therapy
fails through resistance.
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Box 23.1 Comparing treatment policies using two antibiotics

Consider three treatment strategies for the use of two antibiotics in a patient popu-

lation (see figure):

The antibiotics are cycled periodically in the patient population, but at at any
point in time only a single antibiotic is used in the patient community, i.e., cy-
cling antibiotic therapy (CAT);

Of all the patients who receive therapy, a fraction receives the first antibiotic,
whereas the rest receives the other, but at any point in time each patient receives
only a single drug, i.e., simultaneous single antibiotic therapy (SSAT);

All patients who receive therapy receive both antibiotics in combination, i.e.,
combination therapy (COT).

Two scenarios are distinguished:

The majority of resistant cases result from the transmission of resistant bacteria
(scenario TR);

The majority of resistant cases result from de novo resistance (i.e., the selective
outgrowth of a resistant subpopulation in a patient predominantly infected with
nonresistant bacteria) and only later during the epidemic does transmission of
resistance become numerically important (scenario DN).
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The majority of resistant cases result from de novo resistance
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For scenario TR, all three strategies result in the same total gain of uninfected hosts,
G = 789.3, as measured by the shaded area under the curve. More generally, one
can show analytically that all possible strategies eventually result in the same gain.
However, the strategies differ with respect to the gain (G/2) or the time (772)
taken until half of the cases are resistant to treatment. For scenario DN, SSAT

continued
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Box 23.1 continued

outperforms CAT. It can be shown analytically that SSAT always results in a larger
gain of uninfected hosts than CAT if there is a fitness cost to resistance. If there is no
such cost, then both strategies result in the same gain. Whether COT outperforms
both single drug treatment strategies depends on the parameters ¢1 and ¢,, which
describe the probability for the selective outgrowth of a resistant subpopulation
in a predominantly sensitive infected patient in response to single or combination
therapy, respectively. If ¢>f > ¢,, then COT is generally better, and if ¢% < ¢, then
COT is generally worse than the other two strategies. For an argument as to why,
in many cases, d)% > ¢, holds, see the main text. The numerical difference in the
gain of uninfected hosts between these strategies is rather small, because the choice
of strategy only matters up to the point at which resistance is so frequent that most
resistant cases result from transmission. The numerical difference between COT
and the other two strategies increases the larger ¢f is in relation to ¢».

For directly transmitted bacterial infections, the long-term benefit of using a
single antibiotic from its introduction to the time when resistance precludes its
use is largely independent of the pattern of use. Hence, all treatment strategies
result in a similar total gain of uninfected hosts.

When two or more agents are used, SSAT is generally superior to CAT, unless
there is no cost to resistance, in which case both strategies are equivalent.

For mutation-borne resistance, we expect COT to outperform SSAT and CAT
significantly. However, if resistance is conferred by plasmids or prophages, the
situation is less clear.

In the light of the predictions of these models, two of the diseases for which the
model is most appropriate provide an interesting contrast. For tuberculosis, combi-
nation therapy is widely applied (CDC 1989; Blower et al. 1996), while gonorrhea
is usually treated with a single antibiotic (Kam ez al. 1995; Moran and Levine
1995). Although problems of nonadherence and the rise of tuberculosis among
immunocompromised persons complicate the picture, the consistent use of multi-
drug therapy and its general success (until recently) in stemming the spread of
tuberculosis in developed countries is in accordance with the predictions of the
model. With gonorrhea, there has been considerable spread of resistance to a
number of antibiotic classes, which might have been preventable with the more
widespread use of combination therapy.

In a strict sense, the model considered here applies directly only to those bac-
terial infections, such as tuberculosis, gonorrhea, and some diarrheal diseases, in
which the recovery from the infection coincides with the termination of carriage
and transmission of the infectious organisms. Many of the organisms that cause
nosocomial infections are not obligate pathogens of this kind, but are organisms
that colonize the nose, nasopharynx, or gut of healthy patients and cause disease
when they enter and proliferate in normally sterile sites (Fekety 1964). As a result,
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infection, colonization, and shedding (transmission) are distinct states, and treat-
ment of an infection may or may not terminate colonization or transmission. For
such organisms, a different model may be more appropriate (Levin et al. 1997).
It is not straightforward whether the conclusions of this model about the general
inferiority of cycling will extend to these pathogens (or to the commensal bacterial
flora or sexually recombining pathogens). However, in the absence of a specific
reason, cycling of antibiotics should be undertaken with caution.

Finally, this chapter exclusively considers the effects of antibiotic-use policies
at the population level, not the consequences for each individual patient. It is
well known that in various public health contexts, particularly vaccination and
chemotherapy, the interests of individuals and the community do not coincide.
Ethical considerations dictate that physicians treat their patients in ways that max-
imize the patients’ own health. Nonetheless, within the limits dictated by duties to
individual patients, antibiotic treatment policies can be modified in the interests of
public health (McGowan 1986; Anonymous 1995). Models of the kind presented
here can be used to predict and evaluate the efficacy of such modifications.

The goal of the mathematical models presented here is to describe the effect of
different treatment strategies in a very general fashion. Future models will have
to address the specific properties of particular pathogens. There are many ways
in which these models can be extended. In particular, it would be interesting to
investigate the spread of resistance in pathogens that are not directly transmitted
and to study the effect of horizontal transfer of resistance by plasmids.

Acknowledgments 1am very grateful to Bruce Levin and Marc Lipsitch, with whom I have
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Evolution of Vaccine-resistant Strains of Infectious
Agents

Angela R. McLean

24.1 Introduction

Vaccination is one of the most notable successes of modern medicine. Small-
pox has been eradicated, and many serious infectious diseases of childhood have
been brought under control, with a vast reduction in the associated morbidity and
mortality. To achieve this required placing a huge selection pressure upon the as-
sociated pathogens. Despite this pressure, there has been little evolution of the
pathogen strains that escape from vaccine-induced immunity.

In this chapter, I first present a modeling approach that allows consideration of
competition between strains of pathogens and their responses to changes in the bal-
ance of competition that are imposed by a vaccination campaign. This framework
allows the calculation of conditions that would allow the emergence of a vaccine-
resistant strain. The numerical simulation of the evolution of vaccine resistance
gives interesting insights into the time scale over which it might occur. Finally, I
discuss four case studies from infectious diseases of humans.

24.2 Theoretical Framework

This section describes the basic theoretical framework on which the discussion in
this chapter is built.

Basic reproduction ratio

The community-level impact of vaccines is best considered within the context of
the basic reproduction ratio Ry, which is defined as the number of secondary cases
caused by one infectious individual introduced into a community in which every-
one is susceptible. R can be generalized to R, the number of secondary cases
caused by one infectious individual introduced into a community where a fraction
p have been vaccinated and everyone else is susceptible. An infectious agent be-
comes eradicated when a vaccination campaign renders R, less than 1. The larger
the value of R, the more difficult it is to eradicate an infectious disease (Ander-
son and May 1991; Macdonald 1952). R( can be calculated from age-stratified
incidence or serological data, and, thus, p. (the critical vaccination proportion for
eradication) can be inferred (see Box 24.1). For a perfect vaccine (one that com-
pletely protects all recipients forever), R, = pRo, where p is the proportion of the
community that is vaccinated. For a vaccine that is anything less than perfect, the
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Box 24.1 Determining basic reproduction ratios from serological data

To a good approximation,
Ro =AL

where the force of infection A is the annual rate of infection per susceptible host
and L is the life expectancy of the population. Ry is calculated from serological
data by first calculating A and then inferring Ry).

An age-structured serological profile yields the proportion susceptible at each
age, a. This can be expressed as psusc(a) = exp(—Xa). Thus, A can be esti-
mated from the slope in a plot of the natural logarithm of the proportion susceptible,
In[ psusc (a)], against age a.

Table 24.1 Basic reproduction ratios and critical vaccination proportions for different
childhood infectious diseases in different countries.

Infection Location Date Ry pe (%)
Measles UK 1950s 15 93
Measles Senegal 1964 18 94
Smallpox India 1960s 4 75
Polio USA 1955 6 83

fraction vaccinated must be discounted by the vaccine efficiency . p. is calcu-
lated by finding the value of p such that R, = 1. When comparing values of Rq
and p,. for different infectious diseases in different settings (Table 24.1), it is easy
to see why smallpox has gone, polio is going, and measles is still with us.

The honeymoon period

Since host—parasite interactions are nonlinear, an apparently straightforward inter-
vention can engender an unexpected response. One example is the “honeymoon
period”: the period of very low incidence immediately following the introduction
of a mass vaccination program. The honeymoon period occurs because suscepti-
ble hosts accumulate much more slowly in a vaccinated community, so it takes a
long time to reach the threshold number required for an epidemic (McLean and
Anderson 1988; Clements et al. 1992). Such patterns were predicted using math-
ematical models in the 1980s and have since been observed in communities in
Asia, Africa, and South America (Chen et al. 1994b; Cutts and Markowitz 1994;
McLean 1995a).

Competition: An inevitable consequence of cross-reactivity

Directly transmitted infectious diseases are obligate parasites of their hosts; for
them, hosts are a substrate over which they must compete — either for internal
resources or to avoid immune recognition. Any two pathogens that share cross-
reacting epitopes are inevitably in competition to be the first to infect susceptible
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Figure 24.1 A simple model for the evolution of vaccine resistance. Four groups of hosts
are represented: susceptible, S; vaccinated, V; infected with wild type, /;; infected with
vaccine-resistant type, /.

hosts. When the pathogen has strongly immunogenic conserved epitopes, compe-
tition leads to the simple dominance of a single strain. The dominant strain is the
one with the largest basic reproduction ratio Ry. However, when conserved epi-
topes are only weakly immunogenic, competition can result in a shifting balance
of strains with a complex antigenic structure (Gupta et al. 1994a, 1996).

Modeling the emergence of vaccine-resistant strains

What might happen when vaccination is imposed upon such competitive interac-
tions? Consider a simple case in which a single strain of pathogen circulates before
vaccination. Suppose that strain constantly generates less fit (i.e., lower Ry) mu-
tants, some of which are vaccine-escape mutants. In the absence of vaccination, a
vaccine-resistant strain is outcompeted if it has a lower Ry than the wild type. Vac-
cination acts to shift the competitive balance between the wild-type and resistant
strains.

A simple model for such an infection is presented in Figure 24.1 (McLean
1995b). In brief, four types of people are represented in the model: susceptible,
vaccinated, infected with strain 1, or infected with strain 2. Any one individual
can only be infected with one of the two strains, and recovery from one confers
total immunity against the other. In this situation, only one of the two strains can
persist in the population, a