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Vol. 42. Bernd J. Krämer, Wolfgang A. Halang (Eds.)
Contributions to Ubiquitous Computing, 2007
ISBN 978-3-540-44909-6

Vol. 43. Fabrice Guillet, Howard J. Hamilton (Eds.)
Quality Measures in Data Mining, 2007
ISBN 978-3-540-44911-9

Vol. 44. Nadia Nedjah, Luiza de Macedo
Mourelle, Mario Neto Borges, Nival Nunes
de Almeida (Eds.)
Intelligent Educational Machines, 2007
ISBN 978-3-540-44920-1

Vol. 45. Vladimir G. Ivancevic, Tijana T. Ivancevic
Neuro-Fuzzy Associative Machinery
for Comprehensive Brain
and Cognition Modelling, 2007
ISBN 978-3-540-47463-0

Vol. 46. Valentina Zharkova, Lakhmi C. Jain (Eds.)
Artificial Intelligence in Recognition
and Classification of Astrophysical
and Medical Images, 2007
ISBN 978-3-540-47511-8

Vol. 47. S. Sumathi, S. Esakkirajan
Fundamentals of Relational Database Management
Systems, 2007
ISBN 978-3-540-48397-7

Vol. 48. Hiro Yoshida, Ashlesha Jain,
Ajita Ichalkaranje, Lakhmi C. Jain,
Nikhil Ichalkaranje (Eds.)
Advanced Computational Intelligence Paradigms
in Healthcare – 1, 2007
ISBN 978-3-540-47523-1



Hiro Yoshida
Ashlesha Jain
Ajita Ichalkaranje
Lakhmi C. Jain
Nikhil Ichalkaranje (Eds.)

Advanced Computational
Intelligence Paradigms
in Healthcare – 1

With 148 Figures and 15 Tables



Prof. Hiro Yoshida
Massachusetts General Hospital

Department of Radiology

Harvard University

Blossom Court 75

02114 Boston

USA

Dr. Ashlesha Jain
The Queen Elizabeth Hospital

Woodville Road

5011 Woodville

Australia

Ajita Ichalkaranje
Independant Living Centre

Blacks Road 11

5095 Adelaide

Australia

Prof. Lakhmi C. Jain
Knowledge-Based Intelligent

Engineering Systems Centre

School of Electrical

and Information Engineering

University of South Australia

Mawson Lakes Campus

South Australia, SA 5095

Australia

E-mail: Lakhmi.jain@unisa.edu.au

Dr. Nikhil Ichalkaranje
Senior Technology Advisor

Department of Communications,

IT and the Arts

Canberra, ACT 2601

Australia

Library of Congress Control Number: 2006934860

ISSN print edition: 1860-949X
ISSN electronic edition: 1860-9503
ISBN-10 3-540-47523-0 Springer Berlin Heidelberg New York
ISBN-13 978-3-540-47523-1 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material
is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broad-
casting, reproduction on microfilm or in any other way, and storage in data banks. Duplication of
this publication or parts thereof is permitted only under the provisions of the German Copyright Law
of September 9, 1965, in its current version, and permission for use must always be obtained from
Springer-Verlag. Violations are liable to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media
springer.com
c© Springer-Verlag Berlin Heidelberg 2007

The use of general descriptive names, registered names, trademarks, etc. in this publication does not
imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

Cover design: deblik, Berlin
Typesetting by the editors and SPi using a Springer LATEX macro package
Printed on acid-free paper SPIN: 11551447 89/SPi 5 4 3 2 1 0



Preface

There is an ever increasing thrust to automate a range of activities in every
discipline including healthcare, engineering, science, business and manage-
ment. Computational intelligence paradigms have offered some advantages in
automating and creating the human-like capability in healthcare sector. The
primary goal of this book is to present some of the most recent research re-
sults of the applications of computational intelligence in healthcare. This book
consists of ten chapters.

Chapter 1 by Sordo et al. present an Order Set Schema developed by the
Clinical Knowledge Management and Decision Support Group at Partners
HealthCare and the Decision Systems Group at Harvard Medical School. It
provides a brief introduction to key issues involved in its implementation.
The Order Set Schema is the result of a broader enterprise-wide knowledge
management effort to identify and leverage current clinical knowledge across
Partners institutions. The chapter includes a brief introduction to knowledge
representation and management including ontologies. It includes description
of the clinical content identified and presents a summary of accomplishments.

Chapter 2 by Sordo et al. is on a state-based model for management of
type II diabetes. This model encompasses strategies for prevention, early di-
agnosis, and treatment of type II diabetes and associated complications. This
effort is part of an on-going, enterprise-wide strategy to improve the quality,
safety and efficiency of provided care, by maximizing the use of new clinical
information technology in key issues such as complex clinical workflows, us-
ability, controlled terminology, knowledge management and clinical decision
support carried out by Partners HealthCare System. The proposed model is
a disease state management system for the continuum of diabetes care that
synergistically integrates patient care and education protocols at all levels of
disease management, and supports the integration of evidence-based person-
alized care. This approach could be easily adapted to managing other chronic
conditions e.g. hypertension, asthma, and coronary artery disease.

Chapter 3 by Schmidt is on case-based reasoning in medicine especially
an obituary on Lothar Gierl. The research work undertaken by Gierl on
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Base-Based Reasoning in Medicine (CBR-M) is discussed. A good review of
the research work undertaken in the area of CBR-M is also presented. A num-
ber of case studies are included in the chapter.

Chapter 4 by Montani et al. is on assessing the quality of care in artifi-
cial intelligence environment for end stage renal failure patients. End Stage
Renal Disease (ESRD) is a severe chronic condition that corresponds to the
final stage of kidney failure. Hemodialysis (HD) is the widely used treatment
for ESRD. This paper reports the progress made in the development of an
auditing system for assessing the performance of HD centres. The authors
have demonstrated that their approach is suitable for knowledge discovery
and critical patterns similarity assessment on real patients’ data.

Chapter 5 by Cerrito is on mining the electronic medical record to ex-
amine physician decisions. When there is a lack of accountability, there is
variability in practice. Physicians typically are not held accountable for their
costs in a hospital environment, nor are their patient outcomes compared to
those of other physicians, with the exception of mortality rates. Therefore,
there is little information available on how to examine variability in practice.
With the availability of the electronic medical record, it is now possible to
investigate how the variability in physician decision making impacts patient
outcomes and hospital costs. This chapter examines the medical record in
a hospital emergency department. Medications, charges, length of stay, and
patient disposition will be analyzed using data mining techniques, including
text analysis. Data were collected on approximately 14,000 patients over a six
month period from a hospital emergency department. The electronic medical
record (EMR) was used for all orders and charges while the patient was in
the emergency department. However, medications were recorded on a separate
pharmacy database that was merged into the EMR. The objective was to find
ways to decrease costs while improving the quality of patient care. Payment
to the hospital from Medicare, Medicaid, and private insurers is based upon
an assignment of Level 1 to Level 6 care, with Level 6 generating the high-
est payment. Level is assignment based upon a series of points. Each item
of care generates a specific number of points. However, the point-system is
self-generated by the hospital, and the points assigned a particular item can
vary from one hospital to another. Emergency Department care is expensive,
and the longer a patient remains in the ED, the higher the cost of that care.
Therefore, variability in the length of stay and reasons for that variability are
also of concern.

Three fields in the data are of concern as well: charges, medications, and
diagnosis. Each of the three fields has thousands of potential levels. In addi-
tion, physicians are free to insert their own information in non-standardized
language. While it is possible to analyze each different diagnosis separately,
the number of different diagnoses is so large that there are very few patients
to be considered. Text analysis was used to reduce the number of levels, using
the fact that similar words and phrases indicate similar medical issues. Then
association rules were used to examine differences in physician orders for
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similar medical diagnoses. Once the categorical levels are reduced to man-
ageable levels, kernel density estimation is used to investigate the relationship
of levels to outcomes, in addition to predictive modelling. Once completed,
the analysis showed that some physicians routinely treat patients with sim-
ilar diagnoses at a higher cost compared to other physicians. Some nursing
costs are routinely added as patient charges by some RNs compared to others
within the same hospital setting.

This chapter demonstrates each of the techniques in the context of ana-
lyzing the EMR from the hospital emergency department. It will show that it
is possible to make physicians and hospitals more accountable for their actual
treatment of patients, and for the costs incurred.

Chapter 6 by Hill is on capturing and specifying multi-agent systems for
the management of community healthcare. The deployment of multi-agent
systems remains immature and many agent healthcare applications are devel-
oped ad hoc, with little reference to design methodologies or compliance with
rigorous design requirements. It is therefore necessary to be able to model
and specify, at an acceptable level of abstraction, the required characteristics
of an agent-based solution to the management of community healthcare. The
required characteristics should reflect the real-world view, and it follows that
such specifications should also mirror the requirements of the target domain
environment.

As each element of community healthcare is often delivered by indepen-
dent agencies, the number of autonomous command and control systems is
often considerably large, leaving the overall managers of the care (the UK
Local Authority) to protect the individual bodies from disclosing sensitive
and irrelevant information. Although information technology is established
in community care management, it is clear that in many instances the vast
quantities of disparate heterogeneous information repositories can lead to the
undermining of effective system operations. Thus, using collaborative intelli-
gent agents that overcome the difficulties of integrating disparate hardware
and software platforms, queries can be mediated to the most appropriate in-
formation source. Accordingly, agent technologies have the potential to build
effective co-ordinated healthcare management systems. Groups of agents such
as private care providers, routine care services, nursing and medical staff, lo-
cal authority manager, private care manager, and health trust agents, need to
undertake considerable autonomy in order to manage the horde of messages
exchanged within the community.

Contractual agreements with community healthcare agencies create a com-
plex economic environment that must be described in a robust way if agent
managed services are to be accepted commercially. Typically auction models
are utilised by agent applications as they are widely understood, established,
and cheap to implement, but they are too simple to capture the nuances of
community care payment transactions. The author considers the ‘Event Ac-
counting’ model in relation to the myriad of payment transactions within
the community care environment, and proposes a robust transaction based
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framework for the deployment of agent-managed community care systems, to
address the gulf between abstract concept and low-level, undisciplined agent
system implementation.

Chapter 7 by Cortés et al. is on assistive wheelchair navigation. The world
elderly population is currently increasing in a steady way, and, hence, the costs
of health care are also increasing dramatically. Consequently, significant effort
is being focused on technology to help individuals to remain independent in
their preferred environment. Specifically, a key issue in assistance to achieve
autonomy is mobility, as mobility impairment has proven to cause a downward
trend in quality of life.

Mobility can be provided by different devices, ranging from walkers to tra-
ditional wheelchairs. There are several important issues to design a control
system for such devices, namely the user interface, the sensory-motor hard-
ware, and the control algorithms required to produce an output. Regarding
interfaces, most works focus on user modelling. Naturally, the interface must
be easy to use and accepted by the user and diverse types of interaction suited
to users with different capabilities, needs and preferences. This personaliza-
tion is usually achieved through activity, cognitive and affective profiles. A
fundamental feature of adaptation that must be considered is the degree of
autonomy that the interface provides, to check who is ultimately in control.
Even though very different approaches exist as joysticks, touch screens and
voice interfaces are the most common choices. The sensory motor hardware
is mostly subjected to safety and health regulations and, hence, the usual
choice is to employ commercial homologated wheelchairs equipped with safe
sensors. Even though sonar has been widely used for autonomous navigation,
wheelchair assisted navigation requires more precision and may rely on laser
sensors instead. If localization is required, GPS may be used outdoors, whereas
active beacons are feasible indoors. In most cases, wheel encoders with dif-
ferent precisions are used as well. The wheelchair control algorithms range
from reactive to deliberative control. Reactive control maps input patterns to
outputs in a straight way and it is mostly used in the field to implement emer-
gency responses, removing control from the user only when immediate danger
is detected. Deliberative control follows the sense-plan-act (SPA) paradigm
and it is used to take more complex decisions like how to reach a goal given
a location and a model of the working environment. In this case, the wheel-
chair is mostly controlled by the system and the user only provides high level
guidelines. Hybrid solutions where control is given sometimes to the system
and sometimes to the user are also feasible, but require some ranking on the
user’s performance or the situation at hand.

Whereas user interfaces are highly dependent on the user condition and
sensory-motor hardware mostly depends on the system environment, the same
control algorithms can be applied to a wide range of problems. Hence, much
research has been done to this respect. It must be noted, though, that most
work in the area has focused either on emergency mechanisms, curvature
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integration to remove shaky motion or autonomous control whenever the user
can not drive the wheelchair himself/herself.

This chapter reviews current approaches to assisted wheelchair navigation
control. Its main contribution is real experimental evaluation of the perfor-
mance of different users presenting different pathologies depending on how
much control they exert over their wheelchair. Results are correlated with
users’ pathologies to extract conclusions about the benefits of assistive nav-
igation and how existing approaches could be improved through adaptation.
It is expected that adaptive shared control would avoid loss of residual capa-
bilities and also provide a better sense of self control to the user.

Chapter 8 by Kaiser and Miksch is on modelling treatment processes us-
ing information extraction. Clinical Practice Guidelines (CPGs) are important
means to improve the quality of care by supporting medical staff. Modeling
CPGs in a computer interpretable form is a prerequisite for various computer
applications to support their application. However, transforming guidelines in
a formal guideline representation is a difficult task. Existing methods and tools
demand detailed medical knowledge, knowledge about the formal representa-
tions, and a manual modelling. In this chapter the authors have introduced
methods and tools for formalizing CPGs and have proposed a methodology to
reduce the human effort needed in the translation from original textual guide-
lines to formalized processable knowledge bases. The idea of this methodol-
ogy is to use Information Extraction methods to help in the semi-automation
of guideline content formalization of treatment processes. Thereby, the hu-
man modeller will be supported by both automating parts of the modelling
process and making the modelling process traceable and comprehensible. The
methodology, called LASSIE, represents a novel method applying a stepwise
procedure. The general idea is to use this method to formalize guidelines in
any guideline representation language by applying both general steps (i.e.,
language independent) and language-specific steps. In order to evaluate both
the methodology and the Information Extraction system, a framework was
implemented and applied to several guidelines from the medical subject of
otolaryngology.

Chapter 9 by Brahnam et al. is on neonatal pain detection using face
classification techniques. Detecting pain in neonates is a difficult problem for
health care professionals yet it is very crucial since pain is a major indicator
of medical conditions and untreated pain in infants results in central nervous
system changes that slow development and impede child-parent bonding. This
chapter presents the Infant COPE (Classification of Pain Expressions) project
and the groups’ research work using face classification to detect pain in a
neonate’s facial displays.

Aside from discussing the neonatal pain detection problem, this chapter
provides a tutorial on state-of-the-art face classification techniques that is
suitable for those unfamiliar with the subject. The chapter also notes other
medical problems that could benefit from the application of face recognition
technology.
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Chapter 10 by Simo and Cavazza is on medical education interfaces
through virtual patients. Virtual Patients have been used widely in simulation
and medical education related to the fusion of AI Theory and Applications
with knowledge in the medical field.

The authors have successfully built a system where virtual humans (virtual
patients) are used for training applications in the field of cardiac emergencies.
Different versions of the system integrate AI techniques for simulating med-
ical conditions (cardiac shock states) with a realistic visual simulation of the
patient in a 3D environment representing an ER room. It uses qualitative
simulation of the cardio-vascular system to generate clinical syndromes and
simulate the consequences of the trainee’s therapeutic interventions. The use
of knowledge-based simulation provides a strong basis to integrate the behav-
ioural aspects with the graphical appearance of the patient in the virtual ER.
This also supports the creation of an emotional atmosphere increasing the
realism of this training.

We are grateful to the authors and the reviewers for their vision and
wonderful contribution. We are indebted to Berend Jan van der Zwaag and
Nandini Loganathan for their excellent help in the preparation of the camera
ready copy.

Editors
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Partners Healthcare Order Set Schema:
An Information Model for Management
of Clinical Content

Margarita Sordo, Tonya Hongsermeier, Vipul Kashyap,
and Robert A. Greenes

Summary. Developed by the Clinical Knowledge Management and Decision
Support Group at Partners HealthCare and the Decision Systems Group at Harvard
Medical School, the XML-based Order Set Schema presented in this chapter is the
result of a broader enterprise-wide knowledge management effort to enhance quality,
safety, and efficiency of provided care at Partners HealthCare while maximizing
the use of new clinical information technology. We are in the process of deploy-
ing the Order Set Schema at two Partners-based, Harvard-affiliated academic
medical centers the Brigham & Women’s Hospital (BWH) and Massachusetts Gen-
eral Hospital (MGH), Boston, MA, so that existing content in the Computerized
Physician Order Entry (CPOE) systems at these two institutions can be success-
fully extracted and mapped into the proposed schema. In this way, “hardwired”
knowledge could be mapped into taxonomies of relevant terms, definitions and
associations, resulting in formalized conceptual models and ontologies with explicit,
consistent, user-meaningful relationships among concepts to support collaboration,
and content management that will promote systematic (a) conversion of reference
content into a form that approaches specifications for decision support content;
(b) development and reuse of clinical content while ensuring consistency in the
information; and (c) support an open and distributed review process among leader-
ship, content matter experts, and end-users. Further, incorporating metadata into
our unified content strategy will improve workflow by enabling timely review and
updating of content, knowledge life-cycle management, and knowledge encoding;
reduce costs and; aid authors to identify relevant elements for reuse while reducing
redundant and spurious content. Ultimately, we view our knowledge management
infrastructure as a key element for knowledge discovery.

1 Introduction

Real-time decision support can be incorporated in Computerized Physician
Order Entry Systems (CPOE) to avoid medication errors, dosage errors, and
adverse drug interactions, known patient allergies, and to calculate dosages
based on patient-specific characteristics, and best practice recommendations
for care [1,2]. CPOE, of course, deals with other kinds of orders, procedures,

M. Sordo et al.: Partners Healthcare Order Set Schema: An Information Model for Manage-

ment of Clinical Content, Studies in Computational Intelligence (SCI) 48, 1–25 (2007)

www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2007



2 M. Sordo et al.

and scheduling requests besides medication orders, and decision support can
be useful for these as well. Order Sets (OSs), an important part of CPOE
systems, are defined as collections of orderables aimed to improve the orga-
nization and quality of the ordering process. Order Sets are structured units
of work that provide mnemonic value, convenience and efficiency, and clinical
decision support during the ordering process. Sharing OSs can facilitate best
practices.

As part of the five ongoing Signature Initiatives to enhance quality, safety,
and efficiency of provided care, Partners HealthCare has been focusing efforts
on maximizing the use of new clinical information technology. As a result, the
Clinical Informatics Research and Development (CIRD) group at Partners
HealthCare is leading the development of clinical systems strategies, conduct-
ing applied informatics research and development and addressing key issues in
Partners enterprise clinical systems, especially those involving complex clini-
cal workflows, usability, controlled terminology, knowledge management, and
clinical decision support [3]. This work has been done in collaboration with
the Decision Systems Group, a biomedical informatics research and devel-
opment laboratory at Brigham and Women’s Hospital (BWH) (one of the
Partners-based, Harvard-affiliated academic medical centers).

The objective of this chapter is to present an OS Schema developed by the
Clinical Knowledge Management and Decision Support Group at Partners
HealthCare and the Decision Systems Group, and to provide a brief introduc-
tion to key issues involved in its implementation. The OS Schema is the result
of a broader enterprise-wide knowledge management effort to identify and
leverage current clinical knowledge across Partners institutions. This chapter
has been divided into five main topics: (a) a brief introduction to knowledge
representation and management, including ontologies; (b) a description of the
clinical content identified in OSs, (c) an introduction to the main elements
of UML, XML Schema, and Health Level Seven (HL7) as the standards we
aimed to incorporate in our approach; (d) a complete description of the OS
Schema developed; and, finally, (e) a summary of accomplishments.

2 Knowledge Representation and Management
at Partners Healthcare

Partners Healthcare is a heterogeneous integrated healthcare system that
offers patients a continuum of coordinated high-quality, safe, and efficient
health care. The clinical information systems that support care across the
enterprise are equally heterogeneous; hence, clinical decision support content
is of varying composition and structure across Partners [4]. Several clinical
information systems have been developed internally by Partners and are cur-
rently in place across Partners’ hospitals. Such systems consist of a wide vari-
ety of clinical applications including a results manager to help clinic physicians
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review and act upon test results [5], critical event detection and alerting [2,6],
and CPOE [7] to mention a few.

The CIRD group is responsible for leading the development of clinical
systems strategy for Partners Healthcare, conducting applied informatics
research and development, and addressing key design issues in Partners enter-
prise clinical systems, especially those involving complex clinical workflows,
usability, controlled vocabulary and terminology, knowledge management, and
decision support [3].

As part of an ongoing effort to fulfill Partners’ strategic goal of becoming
an effective learning organization, the CIRD knowledge management group
and the DSG have carried out a series of projects to evaluate the current
state of knowledge management practices across Partners entities and iden-
tify key requirements for tools and infrastructure that support collaboration
and content management. This includes support for guideline definition and
consensus development among leadership and subject matter experts, conver-
sion of reference content into a form that approaches specifications for decision
support content (rules, OSs, drug information, and the like), documentation
of content provenance and history, tracking of responsible parties, workflow
tools to enable timely review and updating of content, knowledge life-cycle
management, and knowledge encoding.

Previous research initially focused on a knowledge inventory (KI) to assess
ways in which various applications at the BWH utilized knowledge [8], given
the long history of innovation in decision support at the hospital, that have
been carried out. Although many of these are widely cited, they were to a large
extent developed for the purpose of evaluation rather than long-term mainte-
nance, and were often embedded in applications or made use of rudimentary
editing tools, making maintenance and update difficult [9,10]. Based on the KI
study, we carried out a more detailed analysis of the formal representation of
rules to evaluate the feasibility of designing a single representation approach
for encoding knowledge in the form of if . . . then statements [11], and the
development of a knowledge management infrastructure for authoring, elicit-
ing, versioning, publishing, and sharing expert knowledge [12].

The OS Schema is part of a current project that focuses on the develop-
ment of a common approach for supporting the definition and management
of grouped knowledge elements (KEGs) across Partners Healthcare [13]. The
representation of this common approach is a UML-based schema based on
the analysis of reference content of two CPOE systems currently in use at two
Partners hospitals: BICS Order Entry at BWH (BICS OE), and Massachusetts
General Hospital Order Entry System (MGH OE).

We envision that as a result of this effort, such a schema will foster consis-
tency in knowledge and information extracted from current OSs and enhance
usability – all in alignment with a unified content strategy with a standard
infrastructure and techniques for knowledge representation and management
aimed at the creation of component based, service oriented, and knowledge
driven conceptual frameworks.
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2.1 Knowledge Management

Knowledge Management is defined as a systematic process, by which an
organization identifies, creates, acquires, shares, and leverages knowledge. In
today’s world, knowledge is information in context to produce an actionable
understanding. Henceforth, in order for organizations to remain competitive
and maximize their assets, they require clear, common objectives that can
translate into actions; they need to know how to create knowledge – and
manage it.

A typical organization has multiple content creators who design, create,
approve, manage, and distribute information across the organization as
different products, each created to serve a purpose and address particular
needs of different people. From its creation, and before content reaches its
target destination, it goes through a series of transformations, revisions,
approvals, etc. This can lead to inconsistencies, duplication of efforts, dispar-
ities, etc. Hence, it is important to unify information to preserve consistency,
and enhance its usability. This can be achieved by having a unified content
strategy that aligns with the organizational goals.

2.2 Knowledge Representation

Knowledge Representation is a multidisciplinary subject that combines theo-
ries and techniques from Logic, Ontologies, and Computation [14]. Logic rules
provide a formal structure to reason about the veracity and compatibility of
statements. For example, if we measure the current body temperature of a
patient, and the thermometer indicates 100.2◦F, we can apply the rule in
(1) to determine whether the patient has a fever or not. Sowa [15] provides
an excellent introduction to logical, philosophical and computational aspects
of Knowledge Representation.

If patient’s temperature > 98.6◦F then, the patient has fever. (1)

Ontologies are conceptualizations of a specific domain. Without these
underlying conceptualizations, it is not possible to develop data models or
schemas to represent such knowledge domains. Representation of knowledge is
carried out in terms of objects and the relationships between objects within a
domain or application. A vocabulary provides the terms necessary to describe
objects, their attributes and behavior, and the relationships between objects.
An interesting approach for creation and maintenance of structured clinical
documentation is presented in [16]. Without ontologies, it is not possible to
represent knowledge coherently. A well-defined ontology will support:

– Coherent and cohesive reasoning
– Sharing of knowledge
– Reusability
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Thus, the first step in developing an effective knowledge representation and
vocabulary is to perform an ontological analysis of the domain at hand, in
terms of:

– Objects that exist in a domain
– Objects that have attributes with values
– Objects have relationships with other objects in the domain
– A characterization or enumeration of the potential states of an object.

These states may be modeled as values of one or more attributes
– The value of attributes of objects can change over time
– Events can occur at different times
– Events can trigger other events
– Events can trigger transitions in states
– Objects can belong to one or more classes
– Classes can have generalization and specialization relationships with each

other
– Classes can have constraints specified on the values of various attributes
– Axioms that enable complex definition of a class in terms of other

classes and constraints on various attributes can also be represented in
an ontology

The resulting ontology must capture the intrinsic structure of a domain in
terms of concepts and their relationships. For example, let us imagine that in
a simplistic clinical domain there are four classes of people: doctors, patients,
males, and females. A common way to organize such information would be first
to define a human class, with both doctors and patients as types-of human.
Similarly, both males and females are also types-of human (Fig. 1).

The first problem that arises with the ontology representation in Fig. 1
is that doctors can also be patients, and patients can be patients at times,
but not all the time. This indicates that doctor and patient are not types
of humans, but actually are roles that humans can play. Further, male and
female are values that gender as an attribute of humans can take. A more
appropriate ontological representation for our example is depicted in Fig. 2,
with two classes: human and role. Gender is an attribute of the human class.
The role class can take one of two possible values: doctor or patient. There is

Human

Patient

Doctortype-of

type-of

Male

Female

type-of

type-of

Fig. 1. An ontology representation depicting the class human and the Doctor,
Patient, Male, and Female classes as types-of the class Human
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Rolehas-role
Human

gender

Fig. 2. An ontology representation depicting two classes: (1) Human, with the
attribute gender, and (2) Role, the relationship has-role indicates the roles a human
can play: doctor or patient

also the has-role relationship which connects Human with Role. This concep-
tualization is similar to that used by the HL7 Reference Information Model
(RIM). A section is dedicated to the description of the HL7 RIM core classes
used to represent a clinical domain.

A sound knowledge representation is vital if we want to preserve con-
sistency and foster reusability and shareability. One of the advantages of
ontologies is that the notation used to represent knowledge is not committed
to a particular platform, or implementation. The ontology simply represents
knowledge in a logical manner, regardless of the means we choose to implement
such knowledge.

Computation supports the development of knowledge-based applications.
However, ontologies remain independent from whatever means we choose to
implement them. For example, the ontology representation in Fig. 2 could be
implemented as a relational or object-oriented database. Similarly, we could
choose one programming language over another. None of these choices will
affect our representation.

3 Clinical Content

As noted previously, the analysis presented herein focuses on the reference
content of two CPOE systems currently in use, at two hospitals: BICS OE and
MGH OE. CPOE systems have been designed to support clinical processes, by
automating the ordering processes, and providing the clinician with relevant,
valuable information at the point of decision making. CPOEs provide real-time
decision support for medication errors, dosage error, and adverse drug inter-
actions, known patient allergies, calculate dosages based on the patient, and
standardized care [1, 2]. The Institute of Medicine report on medical errors
has also drawn attention to CPOE systems as a means of reducing errors [17].
Several authors have indicated that the use of OSs derived from best-practice
standards reduce errors and improve physicians’ acceptance of CPOE sys-
tems [18, 19]. Also, OSs help organize the ordering process into structured
units of work serving as important elements of clinical decision support, time
management, and sharing of clinical knowledge.
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Partners Healthcare System OSs are organized by clinical discipline as the
main criterion, with secondary indexing keys. Our OS Schema is a composite
of orders involving multiple items including header, audit data, indication
criteria, clinical setting, intention–action–interaction, target specifics, patient
data, knowledge rules, notes and instructions, and order specifics.

Our catalog of orders consists of 24 types including admission, monitoring,
nursing, medications, tubes and drains, lines and IVs, Imaging and Rx–Dx,
laboratory tests, allergy, consults, diet, wound care, patient activity, discharge
procedures, blood products, respiratory, patient preparation, immunization,
health maintenance, follow-up, consequent orders, corollary orders, transfer,
and others. The OS Schema proposed herein will be described in detail in a
subsequent section.

4 Information Model and the UML

4.1 Information Model

An information model, or conceptual schema, defines the structure of
information in a given domain. It represents relationships between domain
objects without indicating how those relationships would be structured. An
information model typically contains entities, relationships and associations
between entities, and constraints on the relationships. A key feature of infor-
mation models is the semantic description of the fact types, or associations.
An information model is not simply a structure for containing data, but also
an expression of the semantics behind the data.

Information modeling fosters appropriate design, implementation, plan-
ning and extensibility, stages along the development process. It facilitates
visualization and communication of design concepts, provides a basis for
assessment of compatibility with standards and foreign systems, and encour-
ages the clarification of definitions of terms.

The net result is a better understanding of the structural themes in clinical
information, possible candidate solutions to system requirements, and the
possibility of incorporating additional features or refining existing features as
needed.

The information modeling method used in this project was Unified
Modeling Language (UML) [20]. Additional information for standards-based
information modeling can be found in [21–23].

The conceptual schema designed for OSs has several important capabil-
ities. This schema is intended to provide part of the foundation needed for
business intelligence, data mining, and clinical research applications. When
coupled with the appropriate mapping mechanisms, the OS Schema will serve
as a repository into which current clinical information from disparate sources
could be mapped, hence providing a standard representation for clinical data.
Further, given that the OS Schema is expressed in terms of elementary object
types, this facilitates subsequent additions to the schema.
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4.2 UML

The Unified Modeling Language (UML) is a visual language for constructing
and documenting the artifacts of software-intensive systems. UML is used
particularly in software and business modeling. UML is also often used for
information modeling and logical data modeling, where classes are used to
represent entities. The UML uses graphical notations to express the design
of software projects. It is a valuable tool to help project teams communicate,
explore potential designs, and validate the architectural design of the software
[20,23].

UML class diagrams are used to describe objects and their relationships.
A class diagram is represented by a rectangle, divided into three sections: the
name of a class, its attributes, and operations. The name of an attribute is
followed by a colon and a valid type, as depicted in Fig. 3, where the attribute
name of the class Patient is defined as:

Name: Char.

Operations are normally used to retrieve, manipulate, and compute attribute
values. For example, the age operation in the Patient class (Fig. 3) takes
the current date and the patient’s DOB as input parameters and returns the
age of the patient in number of years. The notation for operations is as follows:

Operation (parameter list): Return Type

The parameter list contains the input parameter passed to the operation
using the following notation:

[Parameter: Type, . . . , parameter: Type]

Date: Date
MedName: Char
Dose: Char
Duration: Char

Medication

takes

ID: Char
Name: Char
Gender: Char
DOB: Date

age(Today,DOB: Date): Integer

Patient

1..*

Fig. 3. UML diagram representing two classes (Patient and Medication) with their
attributes, and one relationship
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Input parameters are optional. However, for clarity it is best to include them
whenever possible. Relationships between classes are represented by binary
associations. For example, in Fig. 3, the line segment connecting the classes
Patient and Medication indicates a relationship. The multiplicity or cardinal-
ity of an association may be indicated numerically, e.g., as 1..* in Fig. 3. The
cardinality of an association is denoted by Minimum . . . Maximum, where
Minimum indicates the minimum number of instances of an entity type that
may be associated with each instance of any other entity type, and Maximum
is the maximum number of instances of an entity type that may be associated
with each instance of any other entity type.

This section is meant as an introduction to the UML classes. A more
detailed description, including N-ary associations, aggregations, subtyping
and statechart diagrams with additional sources can be found in [24].

4.3 UML Diagrams and XML Schemas

XML is a markup language that focuses on the organization of information. It
allows the creation of structured documents that can be visually rendered with
the appropriate tools. The W3C XML Schema Definition Language is an XML
language for describing and structuring the content of XML documents [25].
Similar to a DTD, an XML Schema helps defining the building blocks of an
XML document. An XML Schema defines:

– The elements that can appear in a document
– The attributes that can appear in a document
– Data types for elements and attributes
– Default and fixed values for elements and attributes
– Which elements can be child elements
– The order of child elements
– The number of child elements

Besides providing a structured representation, XML Schemas use the XML
<tag> syntax, allow the definition of data types, and support extensibility.
Hence, with XML Schemas, it is possible to describe permissible content,
validate the correctness of data, map data to/from databases and other struc-
tured sources, define restrictions and data formats, and convert data between
different data types. Further, XML Schemas support reusability, use of data
types derived from standard types, and references to multiple schemas from
the same document.

In a continuum of models, ranging from informal, unstructured depictions
of the world, to precise modeling, a UML model provides a formal, yet simpli-
fied graphic representation of the real world, while an XML schema provides
the most precise representation. The rationale behind each modeling tech-
nique shifts from the readability and simplicity of a UML model to a precise,
formal, structured representation of an XML schema.
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UML class diagram
Patient demographics

ID: Char
Name: Char
Gender: Char
DOB: Date

Patient

XML Schema
Patient demographics

Patient Demographics

Patient ID

Patient name

Patient date of birth

Patient gender

Fig. 4. An UML class diagram and its equivalent XML Schema

When developing an XML schema for a specific UML diagram, the struc-
ture of each element in the diagram must be detailed. For example, the UML
class diagram for Patient demographics depicted in the left hand side of
Fig. 4 consists of a patient ID, name, gender, and date of birth (DOB). Each
attribute in the UML class diagram is mapped into an element in the schema
by specifying its name and type. The right-hand side of Fig. 4 is a visual
rendering in the form of a tree of the XML schema that corresponds to the
UML class Patient demographics. The actual XML schema appears in Fig. 5.

It is possible to automate the transformation process of a UML class
diagram into an XML schema. Automated derivation relies on a mapping
transformation where every UML concept (class, attribute, association, etc.)
that is represented in the UML metamodel, becomes an XML element.
A stylesheet simply transforms UML:Class from XMI into an xs:element in
the XML Schema. An excellent instruction to designing XML schemas using
UML can be found in [26,27].

5 HL7 V3 Reference Information Model

The Health Level Seven, Inc (HL7) is a standards development organization
that produces standards for the exchange, integration, and management of
clinical and administrative data in health care with an emphasis on interoper-
ability of information systems [28]. The HL7 V3 standard is an object-oriented
development methodology based on a RIM [29]. HL7 V3 also includes a
number of other more specific information models as well as data types,
vocabulary domains, and a messaging model.

The HL7 V3 RIM is a static information model on which all other HL7
V3 information models are based. It also provides the basis for the infor-
mation content of all HL7 V3 protocol standards. The RIM is expressed as
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Fig. 5. Instance document for the patient demographics XML schema depicted
in Fig. 4

a UML class diagram. The core of the RIM is a metamodel that specifies
the kinds of associations that may exist between the various classes in the
other information models of HL7 V3. The HL7 RIM also includes the inheri-
tance relationships for subclasses that are derived from the core classes. The
structure of the RIM core classes is depicted Fig. 6.

The HL7 RIM specifies that an Entity may play a Role that has a Partic-
ipation in an Act. For example, a person entity may play a patient role that
participates as the subject of a medication administration act. An Entity may
also “scope” a Role being played by a given Entity in the sense of defining,
guaranteeing, or acknowledging that the Role is played by the given Entity.
A relationship between two acts (e.g., one act is a component of another
act) is represented by an ActRelationship. A relationship between two roles
(e.g., one role has direct authority over another role) is represented by a
RoleLink.



12 M. Sordo et al.

Fig. 6. HL7 V3 Reference Information Model core classes

The Entity class is used to represent a physical thing or an organization.
For example, an Entity may be a living subject, a place, an organization, a
material, a device, or a container. The Role class represents the competency
or suitability of an Entity to play a given role while participating in appropri-
ate acts. For example, a Role may be a patient, an employee, or equipment
certified to perform specific functions. The Participation class represents the
way that a Role participates in an Act, for example a performer, a subject,
a witness, or a referrer. The Act class represents an intentional action. For
example, an Act may be an observation, a procedure, a substance adminis-
tration, or a patient encounter. An Act represented by this class may be in
the process of occurring, have already occurred, or be intended or requested
to occur. It may also simply be an act that could occur.

One of the strategies fostered by HL7 is to develop coherent, extensi-
ble standards that permit structured, encoded health care information of the
type required to support patient care, to be exchanged between computer
applications while preserving meaning. The RIM is an essential part of the
HL7 V3 development methodology, as it provides an explicit representation
of the semantic and lexical connections that exist between the information
carried in the fields of HL7 messages. The HL7 Structured Documents Tech-
nical Committee (authors of the CDA – Clinical Document Architecture) and
the Templates SIG of the Modeling and Methodology Technical Committee
in HL7 are addressing the creation of standards for clinical documents [14]
and templates [30]. Without such standards, unstructured content is loosely
communicated across an organization. In this framework, OSs can be seen as
instances of structured documents containing tagged concepts and relation-
ships between concepts.
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6 Order Set Schema (OS Schema)

Order Sets are predefined groups of orders for specific clinical settings,
diagnoses or treatments. They provide decision support to help clinicians
improve the outcome of treatments by prompting clinical alerts about current
patient’s condition; diagnosis support by highlighting key symptoms and find-
ing; medication ordering by suggesting appropriate medications and dosages
based on the medical condition of a patient; cost reduction by suggesting
effective alternative treatments, and medications. Such decision support can
be incorporated into computerized systems in a variety of ways:

– Representation and interpretation of data
– Modeling patient information
– Representation of medical concepts
– Abstraction and interpretation of data
– Modeling processes
– Representation of actions
– Organization of plans
– Modeling decisions
– Representation of goals and intentions

In alignment with the proposed enterprise-wide unified content strategy
to support consistency, interoperability, and reusability of components that
can easily be integrated into applications, the initial step of our modeling
process was the definition of an OS (as described above), and the elements
involved. It is particularly important to have a clear definition of what is to
be modeled, because an information model is about the semantics behind the
data. A clear semantic definition promotes semantic interoperability between
applications and information systems. Generally speaking, a definition used
with a model is considered reasonably clear if the structure of the model and
the way the model is used are robust with respect to variation within the range
of uncertainty in the definition. The benefits derived from a clear definition
also apply to the semantics of the relationships and associations in the model.

The next step in the modeling process was the analysis and categorization
of reference content of the two CPOE systems, BICS OE and MGH OE,
currently in use at the two main academic medical centers of Partners. In
this step we identified and defined all the logically independent components
(metadata categories) involved in the OSs of these two CPOE systems. The
result was a list of categorized metadata representing the internal structure
of the analyzed OSs, as depicted in Fig. 7. The following are the definitions of
the identified metadata categories:

– Header – contains general information about the OS as a whole, including
OS name, unique identifier, version, description of the purpose of the OS,
and intended user.

– Audit Data – includes information that supports the editorial process from
creation of content to version management and ownership.
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Fig. 7. Overall structure of the XML OS Schema. The plus sign indicates that the
element has multiple attributes and can be expanded

– Indication Criteria – describes clinical conditions to which the clinical
knowledge applies.

– Clinical Setting – includes venues, and clinical disciplines to which the
content applies.

– Intention-Action-Interaction – indicates the type of encounter to which
the current content applies, the reasons and goals for the OS, and the
processes involved. This category includes an ontology of intentions which
will be described below.

– Target Specifics – indicates the suitability of the OS for specific target
groups in terms of age, gender, and acuity of symptoms.

– Patient Data – contains patient-specific data, such as past clinical history
(e.g., medications, laboratory test results, allergies, previous diagnoses,
family history), and current diagnosis.
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– Knowledge Rules – provides real-time decision support for medication
errors, dosage error, and adverse drug interactions, known patient aller-
gies, calculate dosages based on the patient, and standardized care. It also
provides links to alternative, complementary supporting knowledge.

– Notes and Instructions – contains predefined, brief guidelines, recommen-
dations, and instructions for procedures and actions that may be carried
out by users.

– Order Group – header grouping similar orders in an OS.

The Schema in Fig. 7 captures the metadata categories of the OS infor-
mation model. Each category consists of group or cluster of related content
elements. As content is grouped and categorized, a taxonomy automatically
starts to appear, and terms in the taxonomy become metadata that can be
used as an index to retrieve content. Element metadata identifies content at
the element level (finer granularity), based on the elements defined in the infor-
mation model. Element metadata helps authors manage content through the
authoring process, further fostering reusability, retrieval, and tracking issues.
Following is a more detailed description of the elements in each category.

6.1 Header Category

The Header metadata category in Fig. 8 is formed by the following elements:

– OrderSetID – a unique identifier for the OS.
– Name – a descriptive or general heading.
– Version – latest version of the OS.
– IsCurrent – (Y/N) indicates whether this is the current version of the OS

or not. For audit purposes all versions – reflecting changes – are kept in a
repository.

– Description – contains a more detailed, extended description of the OS.
– IntendedUser – Role/actor for which order related content would be of

interest. Content is applicable for this audience (from a content template
builder perspective or knowledge management). The actual role specific
permission resides in the application – and content is not permission level
dependent.

6.2 AuditData Category

The AuditData category in Fig. 9 holds the content required to analyze how
clinical content is, created, used, reused, modified, and delivered to various
audiences. The AuditData category is formed by the following elements:

– IsPersonal – Boolean attribute used to distinguish personal OSs from
departmental ones.

– ContentOwner – This is a complex object with attributes including
name and contact information of person(s) responsible for content. The
expanded elements are depicted in Fig. 10.
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Fig. 8. Diagram showing the Schema for the Header metadata

– CreationDate – Date of creation of content.
– EffectiveDate – Effective date of OS.
– ExpirationDate (optional) – Expiration date of OS.
– ScheduledRevisionDate – Scheduled upcoming date for reviews, changes,

deletions, and updates of content. It is always prefilled with a future date.
If overdue, it should be flagged.

– TrackingChanges (optional) – Keeps track of the history of changes,
including date of changes, revisions, deletions, and updates of content.
RevisionDate is the actual date the content was reviewed. It documents
changes, reasons for changing the content in the OS, name of the person(s)
responsible for the changes, and name of the person(s) who authorized
the changes. Also, it indicates whether the OS was moved from another
discipline or category, or if the OS replaces (optional) another OS. The
expanded diagram is depicted in Fig. 11.

– ComparableContent (optional) – Identifies content on the same topic by
means of unique OS identifier(s).

6.3 IndicationCriteria Category

The IndicationCriteria category in Fig. 12 describes the conditions for which
content is indicated, e.g., what makes a patient a candidate for a procedure
or action.
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Fig. 9. Diagram for the AuditData category and its elements. Dotted lines indicate
the element is optional, solid lines indicate the element is required. The plus sign
indicates that the element has multiple attributes and can be expanded

Fig. 10. ContentOwner diagram
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Fig. 11. Diagram for TrackingChanges category and its elements. Dotted lines
indicate the element is optional, solid lines indicate the element is required. The
plus sign indicates that the element has multiple attributes and can be expanded

Fig. 12. Diagram for IndicationCriteria. It is a collection of applicable clinical
indications

6.4 ClinicalSettingData Category

The ClinicalSettingData category in Fig. 13 indicates the venue, clinical
discipline and category where the content is being used:

(a) Venue indicates the location or clinical setting where the content is being
used as one – or more – of the following (list is not exhaustive):

– Intensive Care Unit (ICU)
– Ambulatory/Outpatient
– Acute
– Emergency
– Perioperative
– Pediatrics
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Fig. 13. Diagram for ClinicalSettingData. The plus sign indicates that the element
has multiple attributes and can be expanded

(b) ClinicalDisciplines represents the clinical specialty where the content of
the OS applies as one or more of the following (list is not exhaustive):

– Anesthesiology/Perioperative medicine
– Behavioral medicine
– Burn management
– Cardiology
– Oncology surgery
– Orthopedic
– Otolaryngology – Head and neck surgery
– Pediatric surgery
– Urology/Renal
– Urology/Renal surgery
– Vascular surgery

6.5 IntentionActionInteraction Category

The IntentionActionInteraction category in Fig. 14 indicates the type of
encounter, processes, intentions, and goals regarding the use of an OS during
a patient–physician encounter.

(a) Type of encounter indicates the type of interaction between the physician
and a patient as one or more of the following:

– Initial consult
– Follow-up
– Review of symptoms
– Disease management
– Pre- or Post-procedure
– Procedure

(b) Process refers to a series of actions or operations conducting to an end:
– Pre-, Post-procedure
– Admission
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Fig. 14. Diagram for IntentionActionInteraction category and its elements. The
plus sign indicates that the element has multiple attributes and can be expanded

– Transfer
– Discharge

(c) Intention is the reason for the OS, e.g., an intention can be for gathering
knowledge about a patient during a physician–patient encounter, or as the
execution of an action to, e.g., admit a patient, address the condition of
a patient by preventing, or treating a disease.

(d) Goal defines the purpose of the OS.

6.6 TargetSpecifics Category

TargetSpecifics category in Fig. 15 contains information about identified
groups of patients the clinical content applies to in terms of age groups,
gender, and acuity (e.g., acute, chronic, and emergency).

6.7 PatientData Category

The PatientData category in Fig. 16 contains past and current patient
information.

– PatientPastData contains the patient and family histories in the form
of collections of observations – consistent with the HL7 RIM classes.
Family history triggers alerts and decision support recommendations
that are diagnosis specific, e.g., a high risk for colon cancer could trig-
ger a colonoscopy. PatientPastData also contains information about



Partners Healthcare Order Set Schema 21

Fig. 15. Diagram for TargetSpecifics category and its elements. The plus sign
indicates that the element has multiple attributes and can be expanded

Fig. 16. Diagram for PatientData category and its elements. It is divided in two
main subcategories: Past and Current patient information

surgical interventions, laboratory test results, medications, and known
allergies. Given the importance of allergies, they are explicitly displayed
independently of Patient’s history.

– CurrentComplains contains information about physical symptom(s) or
diagnosis, e.g., why patient initiates encounter with physician.

6.8 KnowledgeRules Category

The KnowledgeRules category in Fig. 17 contains associated knowledge in
the form of links to additional, supporting knowledge, e.g., articles, clinical
guidelines, and identifiers to rules in a central repository. The associated
rules provide context- and patient-specific decision support in the form
actions, and recommendations about e.g., medication options, medication
suggestions, medication dosages, discharge protocols, consequent rules, and
corollary orders.
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Fig. 17. Diagram for KnowledgeRules category. This category consists of Associated
Knowledge – a collection of links to additional, supporting knowledge, and Associated
Rules – identifiers to a repository of decision support rules

Fig. 18. Diagram for NotesInstructions category. This category consists of prede-
fined, brief guidelines, recommendations and instructions for procedures and actions.
They are not patient specific

Fig. 19. Diagram for OrderGroup category. This category consists of a series of
links – denoted by the OrderID unique identifier – to orders

6.9 NotesInstructions Category

The NotesInstructions category in Fig. 18 contains predefined, brief guidelines,
recommendations and instructions for procedures and actions that could be
carried out by users. As opposed to the KnowledgeRules category, these notes
and instructions are not patient specific, but rather, they are specific to the
OS itself, e.g., “call attending if . . . ”.

6.10 OrderGroup Category

OrderGroup category in Fig. 19 groups orders in an OS by type. Orders
are referred to by OrderID – a unique identifier for each order. An order
type can be any of following (list not exhaustive): Admission, Monitoring,
Nursing, Medications Tubes–Drains, Lines-IVs, Image Rx–Dx, Laboratory
Results, Allergy, Consults, Diet, Wound Care, Patient Activity, Discharge List,
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Procedures, Blood Products Respiratory, Patient Preparation, Immunization,
Health Maintenance, Follow-up, Consequent, Corollary, Transfer, Other.

7 Conclusions

The proposed OS Schema presented in this chapter is part of the infrastructure
to expand and support content development at Partners HealthCare System.
Our first step is to deploy the OS Schema so that existing content in the
OSs in both BWH and MGH CPOE systems can be successfully extracted
and mapped into the proposed schema. In this way, “hardwired” knowledge
could be mapped into taxonomies of relevant terms, definitions and associa-
tions, resulting in formalized conceptual models and ontologies with explicit,
consistent, user-meaningful relationships among concepts.

We envision that the proposed schema, as part of an enterprise-wide
knowledge management infrastructure to support collaboration and content
management, will promote systematic (a) conversion of reference content
into a form that approaches specifications for decision support content; (b)
development and reuse of clinical content while ensuring consistency in the
information; and (c) support an open and distributed review process among
leadership, content matter experts and end-users. Further, incorporating
metadata into our unified content strategy will improve workflow by enabling
timely review and updating of content, knowledge life-cycle management, and
knowledge encoding; reduce costs and; aid authors to identify relevant ele-
ments for reuse while reducing redundant and spurious content. Ultimately,
we view our knowledge management infrastructure as a key element for knowl-
edge discovery.
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A State-Based Model for Management
of Type II Diabetes

Margarita Sordo, Tonya Hongsermeier, Vipul Kashyap,
and Robert A. Greenes

Summary. The Decision Systems Group at the Brigham & Women’s Hospital,
Boston, USA and the Clinical Knowledge Management Group at Partners
HealthCare Systems, Inc. have developed a computational model that encom-
passes strategies for prevention, early diagnosis, and treatment of type II diabetes
and associated complications. This effort is part of an on-going, enterprise-wide
strategy to improve the quality, safety, and efficiency of provided care, by maximiz-
ing the use of new clinical information technology in key issues such as complex
clinical workflows, usability, controlled terminology, knowledge management, and
clinical decision support carried out by Partners HealthCare System. The proposed
model is a disease state management system for the continuum of diabetes care
that synergistically integrates patient care and education protocols at all levels of
disease management, and supports the integration of evidence-based personalized
care. Our approach could be easily adapted to managing other chronic conditions
e.g., hypertension, asthma, and coronary artery disease.

1 Introduction

Diabetes mellitus is the leading cause of morbidity and mortality in the United
States. From 1980 to 2004, the number of Americans with diabetes more than
doubled (from 5.8 million to 14.7 million), with older adults (aged 65 years or
older) accounting for almost 40% of the population with diabetes [1]. An
estimated 16 million Americans suffer from type II diabetes, and about
800,000 new cases are diagnosed each year [2, 3].

Although a lifelong disease, patients who suffer from diabetes can have
a reasonably normal lifestyle if they comply with the appropriate medical
and educational guidelines aimed to maintain healthy blood glucose levels
and reduce the likelihood and progression of adverse macrovascular compli-
cations, e.g., coronary artery disease (CAD), stroke, and peripheral vascular
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disease, and microvascular complications, e.g., retinopathy, nephropathy, and
neuropathy.

Diabetes and its concomitant complications require comprehensive mod-
els for prevention, detection, and treatment at all levels of care. Guidelines
have been developed that provide effective management strategies for diabetes
care [4–6].

The Decision Systems Group at the Brigham & Women’s Hospital, Boston,
USA and the Clinical Knowledge Management Group at Partners HealthCare
Systems, Inc have developed a computational model that encompasses strate-
gies for prevention, early diagnosis, and treatment of diabetes and associated
complications. The proposed model is a disease state management system for
the continuum of diabetes care. The computational representation is consis-
tent with Unified Modeling Language (UML) 2 state machine diagrams.

The current effort is part of the Partners Healthcare System enterprise-
wide strategy to improve the quality, safety, and efficiency of provided care, by
maximizing the use of new clinical information technology in key issues such
as complex clinical workflows, usability, controlled terminology, knowledge
management, and clinical decision support [7].

This chapter is divided in six sections. We start with a brief introduction
to diabetes in general, and type II diabetes specifically. This is followed by a
description of the main elements involved in diabetes management including
regular screening, initial diagnosis, preventive care, management of diabetes
complications, and intercurrent illnesses, surveillance, and follow-up. We
introduce the UML 2 state machine diagrams as means of representing the
state model. Next, we devote a section to our state model for management of
type II diabetes, and finally, we summarize and our accomplishments.

2 Diabetes Mellitus

Diabetes mellitus is a metabolic syndrome characterized by chronic hyper-
glycemia due to insulin deficiency, insulin resistance or both. Diabetes is a
chronic illness that requires long-term continuing medical care and patient
self-management education in order to reduce the risk of acute complica-
tions. Diabetic patients can have a reasonably normal lifestyle if they comply
with the appropriate medical and educational guidelines aimed to maintain
healthy blood glucose levels and reduce the likelihood and progression of adv-
erse macrovascular complications, e.g., CAD, stroke, and peripheral vascular
disease; and microvascular complications, e.g., retinopathy, nephropathy, and
neuropathy.

Noninsulin-dependent diabetes mellitus or type II diabetes is relatively
common in all populations, with higher prevalence rates in people of African,
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Caribbean, Native American, Latino, and South Asian ancestry. Type II
diabetes and its concomitant complications require comprehensive models for
prevention, detection, and treatment at all levels of care. Guidelines have
been developed that provide effective management strategies for diabetes
care [4–6].

Given the multidisciplinary nature of the work presented in this chap-
ter, we devote the following section exclusively to the issues related to the
management of type II diabetes, from initial diagnosis, regular, and targeted
screening of low- and high-risk populations, to preventive care, and long-term
management of diabetes, including management and follow-up, surveillance,
and management of intercurrent illnesses.

3 Diabetes Management

Motivated by the need of standards of care intended to provide clinicians
and patients with the key components of diabetes care, the American Dia-
betes Association has published a series of recommendations focused on
diagnostic and therapeutic actions believed to favorably affect the outcomes
of patients with diabetes. Their recommendations include the criteria for
diagnosis of type II diabetes in nonpregnant adults; regular and targeted
screening of asymptomatic adults, particularly those individuals at high
risk; criteria for a complete initial evaluation of newly diagnosed patients
and; customized long-term management. Long-term management includes a
variety of strategies and techniques aimed at providing adequate glycaemic
and lipid control; prevention of complications; support for lifestyle changes,
e.g., physical activity, diet, smoking cessation; routine follow-up, and immuni-
zation [8].

3.1 Initial Diagnosis

Polyuria, thirst, and weight loss is the classic triad of symptoms of diabetes.
Initial diagnosis is usually confirmed by measurement of plasma glucose by
one of the following tests:

– A single plasma glucose ≥ 11.1mmol l−1

– Fasting plasma glucose (FPG) > 7.0mmol l−1

– 2-h plasma glucose (PG) > 11.1mmol l−1 during an oral glucose tolerance
test (OGTT)

As part of the initial diagnosis, a complete medical evaluation should be
performed to overrule any possible complications, and a complete management
plan should be formulated.



30 M. Sordo et al.

3.2 Regular and Targeted Screening for Low-Risk
and High-Risk Populations

Regular screening for asymptomatic adults should be performed as follows:

1. Low Risk – Regular screening every 3 years for low risk, asymptomatic
adults older than 45 years of age and with no prior diagnosis of diabetes.

2. High Risk – Targeted screening for younger, overweight patients, and
patients older than 45 years of age with any of the following high risk
factors:
(a) Physically inactive
(b) Member of a high-risk ethnic population, e.g., African American,

Native American, Latino, Asian American, Pacific Islander
(c) Hypertensive (BP > 140/90 mmHg)
(d) HDL cholesterol level ≥ 0.90 mmol l−1 and/or triglyceride level

≥ 2.82 mmol l−1

(e) Family history of diabetes
(f) Polycystic ovary syndrome (women)
(g) Delivered a baby weighing > 9lb or have been diagnosed with gesta-

tional diabetes mellitus (women)
(h) History of impaired glucose tolerance (IGT) or impaired fasting glu-

cose (IFG)
(i) Any other clinical conditions associated with insulin resistance
(j) History of vascular disease

3.3 Preventive Care

Preventive care aims to improve delivery of appropriate clinical preventive
services by helping patients to maintain and/or develop healthy lifestyle habits
and eliminate high-risk behaviors. In the context of managing type II diabetes,
there are several health factors that require close observation, e.g., blood press-
ure, lipid management, antiplatelet agents, smoking cessation, coronary heart
disease (CHD) and immunization. These factors are explained in more detail
in the following sections.

3.3.1 Blood Pressure Management

High blood pressure is a common comorbidity in patients with diabetes,
and a strict control is necessary to prevent adverse outcomes [5]. Several
studies have demonstrated that an improved control of blood pressure greatly
reduces the risk for both macrovascular complications e.g., CAD [9–11], and
microvascular complications [12,13]. The American Diabetes Association rec-
ommended values are < 130 mmHg for systolic and < 80 mmHg for diastolic
blood pressure [8].
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3.3.2 Lipid Management

Lipid management focuses at reducing LDL cholesterol, elevating HDL
cholesterol, and reducing triglycerides. The recommended values for non-
pregnant adults are: LDL < 2.6 mmol l−1, HDL > 1.1 mmol l−1, and
triglycerides < 1.7 mmol l−1 [8]. The benefits of healthy lipid levels are mani-
fold, particularly on reducing the risk of cardiovascular events in patients
with a high risk of CAD. Initial treatment focuses on dietary and lifestyle
changes, e.g., physical activity, smoking cessation, and weight loss, aimed at
reducing lipid levels. However, such interventions may be complemented with
pharmacological treatment if lifestyle and diet changes alone do not produce
an adequate response. Evidence suggests that lipid-lowering medication leads
to 22–24% reduction of major cardiovascular complications, statins being the
medication of choice, in patient with diabetes [4].

3.3.3 Antiplatelet Agents

Unless contraindicated, aspirin is the most commonly prescribed medication
to prevent adverse cardiovascular events. When contraindicated, other anti-
platelet agents are available for patients with high cardiovascular risks. Most
common contraindications include allergic reactions to aspirin, bleeding, anti-
coagulant therapies, gastrointestinal bleeding, and clinically active hepatic
disease.

Studies have demonstrated the benefits of aspirin as primary and second-
ary therapy to prevent cardiovascular events in both diabetic and nondiabetic
patients, particularly on those at high risk [12–15]. The American Diabetes
Association recommends a dose of 75–162 mg/day of aspirin as primary pre-
vention therapy for patients with type II diabetes with increased cardiovas-
cular risk, including patients over 40 years of age with additional risk factors
e.g., hypertension, family history of CDV, smoking history [8].

3.3.4 Smoking Cessation

There is a high incidence of smoking-related deaths in the US in the general
population, with even higher rates in diabetic patients. Several epidemiological
studies have linked smoking with insulin resistance, an early and potentially
modifiable metabolic defect in the pathogenesis of type II diabetes [16, 17].
They have also shown a correlation between tobacco consumption and the
incidence of diabetes [18,19], and cardiovascular complications [10,20].

The routine assessment of tobacco use and smoking cessation counseling
is of vital importance in the preventive care and long-term management of
type II diabetes.
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3.3.5 Coronary Heart Disease

Early identification and treatment of CAD in patients with diabetes is
important for optimal prevention of cardiovascular events. Asymptomatic pa-
tients should be screened at least annually to determine the presence of any
CAD symptoms. CHD risk factors include dyslipidemia, hypertension, smok-
ing, family history of premature coronary disease, and presence of micro- or
macroalbuminuria [8, 21].

Recommendations issued by the American Diabetes Association include
the following [22]:

1. Evaluate patients based on the risk criteria outlined above
2. Refer patients with symptoms to cardiologist for further evaluation
3. Metformin is contraindicated in patients with treated congestive heart

failure.
4. ACE inhibitors should be considered to reduce the risk of cardiovascular

events in patients matching the following criteria:
(a) Age older than 55 years
(b) With or without hypertension
(c) Presence of any of the following cardiovascular risk factors:

– History of cardiovascular disease
– Dyslipidemia
– Microalbuminuria
– Smoking

5. β-blockers should be considered in patients with prior myocardial infarc-
tion or in patients undergoing major surgery

3.3.6 Immunization

Although limited, epidemiological studies have demonstrated that patients
with diabetes are at higher risk for complications, hospitalization, and death
from influenza and pneumococcal disease, and may benefit from vaccina-
tion [23]. Immunization of diabetic patients has the potential of reducing
hospital admissions during influenza epidemics and the morbidity and mor-
tality related to these diseases. The Centers for Disease Control and Preven-
tion recommend that all persons over 65 years of age, as well as all diabetic
patients regardless of their age receive annual influenza and pneumococcal
vaccinations [24]. Similarly, the American Diabetes Association recommends
that [22]:

1. All diabetic patients 6 months of age and older should receive an influenza
vaccine every year.

2. Adult patients with diabetes should receive at least one lifetime pneumo-
coccal vaccination
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3. One-time pneumococcal revaccination is recommended for
(a) Patients older than 64 years of age, if they were immunized when they

were < 65 years old, and the vaccine was administered more than five
years ago

(b) If patient suffers from
– Nephrotic syndrome
– Chronic renal failure
– Immunocompromised

3.4 Long-Term Management

Type II diabetes is not an isolated disease, but rather, a complex metabolic
abnormality often involving hypertension, obesity, dyslipidemia, renal func-
tion, and a spectrum of cardiovascular diseases. Appropriate management of
diabetes requires multiple strategies aimed to improve the patient’s glycaemic
control, and minimize the risk of complications, based on individual prefer-
ences, comorbidities, and the overall prognosis. The key element for a success-
ful outcome, however, is cooperation from the patient. Adequate information
about the risks of diabetes and potential benefits of good self-management
should be discussed with the patient. Basic guidelines for long-term manage-
ment include diet and exercise therapies; blood glucose, blood pressure, and
lipids management as described in Sect. 3.5.

Diabetes is a risk factor for micro- and macrovascular complica-
tions. Characteristic of diabetes, microvascular complications affect small
blood vessels throughout the body, with particular danger in three sites:
retina (diabetic retinopathy), renal glomerulus (diabetic kidney), and nerve
sheaths (diabetic neuropathy). Macrovascular complications affect diabetics
and nondiabetics alike. However, there is an excess risk to diabetics com-
pared with the general population. For example, diabetics are twice as likely
to suffer a stroke, myocardial infarction is 3–5 times more likely to occur
to diabetics, and amputation of a foot due to gangrene is 50 times more
likely. Diabetes-related risks for cardiovascular complications are additive
to other risk factors, e.g., smoking, overweight, or Hyperlipidemia. We will
further address these issues as part of surveillance strategies for the long-term
management of diabetes.

Infections, trauma, myocardial infarction, surgery, and other common ill-
nesses produce increased insulin resistance and worsen glycaemic control in
diabetics. Hence, diabetic patients with intercurrent illnesses may require
more frequent monitoring of blood glucose.

3.5 Management and Follow-up

3.5.1 Diet

Diet for diabetic patients is no different from a health diet for the regular pop-
ulation. Caloric intake should be tailored to the needs of the patient. Patients
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on insulin or oral agents should eat the same amount of food at the same
time every day. Patients on insulin may require small snacks between meals
and before bedtime to help maintain stable, healthy blood glucose levels and
buffer the effect of injected insulin. Care should be taken in the consumption
of alcohol and simple sugars. Alcohol intake may cause hypoglycemia, while
refined sugars may cause rapid swings in blood glucose levels.

3.5.2 Physical Activity

Regular exercise helps weight control, improves blood glucose levels, and
reduces the risk of cardiovascular diseases. An activity program adapted to
the patient specific needs is recommended.

3.5.3 Self Blood Glucose Monitoring

Day-to-day glucose measurement provides an excellent assessment for glu-
cose control, and the importance of regular measurements should be empha-
sized to the patient. If properly instructed, patients should be able to provide
reasonably accurate results – and essential strategy for maintaining healthy
blood glucose levels. Results should be evaluated regularly by health care
providers.

3.5.4 Hyperglycemia

Glycaemic control is best assessed by reviewing both the patient’s day-to-
day self blood glucose monitoring results and the HA1C values. HA1C test
represent the average blood sugar level for the previous 2–3 months [25]. The
frequency for performing the HA1C test should be determined by the clinician
based on the clinical status of a patient, and treatment options. The American
Diabetes Association recommends that HA1C test should be performed at
least twice a year in patients with stable glycaemic controls and quarterly in
patients who do not meet their glycaemic goals [22].

3.5.5 Blood Pressure Management

As described above, hypertension is common comorbidity of diabetes. High
blood pressure increases the risk of cardiovascular disease and microvascu-
lar complications. Maintaining a systolic blood pressure < 130 mmHg and
diastolic pressure < 80 mmHg in diabetic persons is of great benefit [26, 27].
Blood pressure should be measured at every visit. Drug therapy e.g., ACE
inhibitors, ARBs, β-blockers, diuretics, and calcium channel blockers, in
addition to behavioral and lifestyle changes is advised.
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3.5.6 Lipids Management

As described in the corresponding section, patients with type II diabetes are
particularly susceptible to lipid abnormalities. Lipid management strategies
should be aimed at reducing LDL cholesterol, raising HDL cholesterol, and
lowering triglycerides. Healthy lipid levels have shown to reduce the risk of
cardiovascular complications and mortality. Lifestyle changes including nutri-
tional changes, physical activity, smoking cessation, and weight loss should
be considered as initial strategies to achieve lipid levels. Drug therapy includ-
ing statins, fibrates, and niacin is indicated when lifestyle changes alone are
ineffective.

Patients with healthy lipid levels should be tested once a year, while
patients who do not meet the lipid goal levels should be monitored more often.

3.6 Surveillance

3.6.1 Nephropathy

Diabetic nephropathy is the kidney disease that occurs as a result of diabetes
and is also a sign of worsening blood vessels throughout the body. It is a
leading cause of end-stage renal disease in Europe and the USA. Albumin,
a large blood protein, is an early marker for development of nephropathy in
patients with type II diabetes. As nephropathy starts to develop, there is a
progressive leak of large protein molecules from the kidneys into the urine.

It has been observed that patients who progress from microalbuminuria
(albumin/creatinine ratio 3–299 µg mg−1) to macroalbuminuria (albumin/
creatinine ratio ≥ 300 µg mg−1) are likely to progress to end-stage renal failure
[28]. Healthy blood glucose levels have shown to delay the onset of microalbu-
minuria and the progression of microalbuminuria into macroalbuminuria in
patients with type II diabetes [22]. Strategies for slowing the progression of
diabetic nephropathy include managing hypertension [29], optimizing
glycaemic control [14], and using angiotensin-converting enzyme (ACE)
inhibitors or angiotensin receptor blockers (ARBs) [2, 30–32].

Continued surveillance is required to assess response to treatment and evo-
lution of the disease. Recommendations by the American Diabetes Association
include performing an annual test in all type II diabetes patients [22].

3.6.2 Eye Exam

Diabetes damages the blood vessels in the retina by increasing the thickness
of the basement membrane and the permeability of the retinal capillaries.
Normal blood glucose levels have shown to prevent and/or delay the onset
of diabetic retinopathy [29]. Other contributing factors in the development of
retinopathy in type II diabetics include high blood pressure, and nephropathy.
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Patients with type II diabetes should have an initial comprehensive eye
exam immediately after being diagnosed with diabetes, with regular, once-
a-year examinations, unless retinopathy is progressing, in which case more
frequent exams should be performed.

3.6.3 Foot Care

Diabetes can damage peripheral nervous tissue with the consequent loss of
protective sensation. Increased risk factors include having diabetes for more
than 10 years, being male, having poor glucose control, and having cardiovas-
cular, renal or retinal complications. Patients should be advised to recognize
early symptoms including loss of vibration sense, pain sensation, and temper-
ature sensation in the feet.

The American Diabetes Association recommends a multidisciplinary
approach to management of foot ulcers and high-risk feet, particularly those
with a history of ulcers or amputations. High risk patients should be referred
to specialists for preventive care and life-long surveillance. Initial screening
should include a history for claudication and assessment of pedal pulses. An
annual exam should be performed on diabetic patients to identify risk factors
predictive of foot ulcers and amputations [22].

3.6.4 Antiplatelet Agents – Aspirin

Antiplatelet agents are part of disease prevention in diabetic patients at risk of
developing cardiovascular complications and also part of the surveillance and
long-term management of diabetes. The guideline for antiplatelet treatment
is the same during preventive care and surveillance. For a description see
corresponding antiplatelet agents in Sect. 3.3.

3.6.5 Blood Pressure Management

See Sect. 3.3.1, and Management and follow-up sections above.

3.6.6 Immunization

See Sect. 3.3.6.

3.7 Intercurrent Illnesses

Intercurrent illnesses may cause increased insulin resistance and worsen gly-
caemic control in diabetics. Early, newly developed symptoms should be
promptly investigated and, if appropriate immediate care must be provided to
prevent future complications. Any new treatments and the health condition
of the patient should be closely followed.

This section presented an overview of relevant issues involved in the man-
agement of type II diabetes. Section 4 introduces the basic concepts and defi-
nitions for the UML 2 State Machine Diagrams.
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4 UML 2 State Machine Diagrams

4.1 State Diagrams

State diagrams are a graphical representation of finite state machines. A finite
state machine (FSM) or finite automaton models the behavior of a system in
terms of states, transitions, and actions. An FSM is a tuple of the form:

FSM = (S,Σ, S0, δ, α) (1)

where S is a [finite] set of all possible states, S0 is the initial state where
S0 ∈ S,Σ is an alphabet with all possible symbols, δ = ΣxS → S is a
transition function that indicates a state change. The condition(s) for such a
change to take place is defined by rule(s), and α is the set actions or behaviors
to describe what is to be performed at a given state. An action can be one of
the following:

– entry action – executed when entering a state
– exit action – executed when exiting a state
– input action – executed based on the current state and input conditions
– transition action – executed while a transition from a state to another is

taking place

Figure 1 illustrates an FSM for turning on/off a lamp. It consists of two
states: lamp on and lamp off; two transitions: lamp on → lamp off, and lamp
off → lamp on. Transitions are triggered when the condition becomes true.
The lamp is turned on/off as a result of an entry action to the corresponding
state.

Lamp on

Lamp off

Entry action:
Turn lamp on

Entry action:
Turn lamp offturn-on

turn-off

State

entry action

State
entry action

transition

transition condition

 

Fig. 1. Finite State Machine consisting of states, transitions and actions. The
example shows a Finite State Machine for turning on/off a lamp. It consists of
two states: Lamp On and Lamp Off; two transitions to change states, and two entry
actions: “turn lamp on”, and “turn lamp off”
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4.2 UML Statecharts

The UML is a standard object modeling language that defines the notation
and semantics often used for information and logical data modeling. In the
context of the UML, classes are used to represent entities, exhibiting some
sort of state behavior [33]. This behavior can be captured by state machines,
or the UML equivalent, statecharts.

UML statecharts are used to model transitions from state to state as
a result of a triggering event – represented by the transition condition.
Like FSM, statecharts consist of three main elements: states, actions, and
transitions.

A state is a condition during the life of an object. An object will remain
in a state as long as it satisfies the given condition(s), performs some action
or awaits the occurrence of an event. The graphic representation of a state is
depicted in Fig. 2. The rounded rectangle with a name is most basic repre-
sentation of a state (e.g., S1 in Fig. 2). A state, like S0 contains a name, and
two substates with transitions. It also has a list of internal actions that are to
be performed as in response to events. S0 has two actions: an entry and exit
actions.

States can be refined as disjoint or-states, or as concurrent and-states.
Unless otherwise indicated, states are considered or-states, meaning that an
object can only be in one state at a given time. And-states however represent
independent aspects of the same object, each modeled by a substate.

S0

S1

S2

e8

e7

e1

e3

e2

S2_1

S23_1
S23_2

S2_3

S2_2tm(100)

tm(1000)

S0_2

S0_1

e0

e4/
t1();
t2();

entry/ent1();

entry/ent2()
exit/ex2()

exit/ex1()

entry/openValue();
exit/closeValue; entry/doIt();

exit/stoplt;

entry/open Shutters();
exit/closeShutters();
do/filterData();

initial
pseudostate

conditional
pseudostate

terminal
pseudostate

tm(660)/++count;
'evTimeoutOccurred

[isDone()]

[a>0]
convalve(a)

[a<0]
fiten(a)

/setupAction();

C

offaction();

[else] 
increment(a)e1[is0b()]

action1();
action2();

e2/++a;
print(a);

T

Fig. 2. Notation of a UML statechart (from [34]) consists of three main states
(S0, S1, and S2) and several substates. Transitions depicted as arrows connecting
states. Actions are indicated by name, and occur while entering, during or exiting
a state, or during a transition
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Pseudostates are notational devices used to indicate that an object may
not be in such a state but must transit to an actual state. Normally,
pseudostates are used to indicate the initial entry state of a state machine;
dynamic choice points are used to decide the next state from various candi-
date states, based on the defined guards; history states to keep tract of the
transitions of the state machine; termination pseudostates to close the state
just existed; and final states to represent the completion of activity in a clos-
ing state. For example, in Fig. 2, there is an initial pseudostate at the bottom
left-hand side of the diagram, a dynamic choice point indicated by the shaded
circle with a C, and a termination point T.

Transitions are the means by which objects can change states if the con-
ditions for the transition are satisfied. Transitions are the response of a state
machine to events. For example, in Fig. 2, state S0 1 has a transition to S0 2.
This transition will take place if and only if the event e0 occurs. Transitions
affecting a superstate (e.g., S0) will apply at all levels inside that superstate.
In other words, transitions affecting S0 will affect S0 1 and S0 2. In other
words, transitions affecting a superstate are inherited by all its substates.

Transitions represent the response of a state machine to events. Events that
are not explicitly defined and associated to a state are ignored. For example,
only three events affect S0 1: e0, causing a transition to S0 2; e1, from the
superstate S0, causing a transition to S1; and e5, also from superstate S0,
causing a transition to the conditional pseudostate C.

Transitions can also be triggered by timeout events. For example, in Fig. 2,
state S2 has a timer tm(660) event, which will trigger upon reaching the time
limit, unless another event causes a transition.

In UML, there are four types of events:

– Signal event due to an external asynchronous process
– Call event caused by the execution of an operation/action within the

object
– Change event caused by the change on the value of an attribute
– Time event due to the passage of time

The notation for events is as follows:

event-name (argument-list)-[guard()]/action-list,ˆevent-list

The argument list is enclosed within parenthesis, as in the case of the time
event tm(660).

Guards are Boolean conditions written in terms of parameters of the
triggering event, and are used as transition conditions. A transition takes
place only if an event triggering that transition occurs, and the condition(s)
specified by the guards is/are true. Guards can also be used in dynamic choice
pseudostates to determine, based on which of the guards is true, the transition
that will take place (see the dynamic choice pseudostate C in Fig. 2). Note
that only one guard should evaluate to true.
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Actions invoke operations that are executed if and when the transition
fires. They are considered atomic and may not be interruptible. An action
must be executed entirely before any other actions are considered. Actions
are separated from the event guard by a “/.” The action list may contain zero
or more actions.

Actions can be associated with states, and when explicitly defined, they
are executed in a predefined order: exit actions from source state are executed
first, followed by transition actions, and finally entering actions at the target
state.

This section presented an overview of finite state machines and UML 2
statecharts as means of graphically representing the behavior of objects in
terms of states, transitions and actions. Section 5 describes the state model
for management of type II diabetes we implemented using the aforementioned
UML statecharts.

5 State Model for Management of Type II Diabetes

The proposed state model is a chronic disease state management system for
the continuum of diabetes care. Developed by the Decision Systems Group at
the Brigham & Women’s Hospital, Boston, USA and the Clinical Knowledge
Management Group at Partners HealthCare Systems, Inc., the state model
aims to provide integrated care across the entire spectrum of the disease and
its complications, and the prevention of comorbidities.

The clinical expertise reflected in the state model has been developed by
Partners HealthCare Systems, Inc. and is consistent with national [1,8,22,24]
and international [14, 29, 35] standards of care. The rest of this section is
devoted to the description of the state model, starting with a high-level view
of the system, followed by a description of each state and substates. The
graphic representation and semantic interpretation of the model is consistent
with that of the UML 2.0 statechart described in Sect. 4.2.

5.1 State Model – First-Level and Second-Level States

In this section we describe the state model at two levels of granularity. The
first level consists of two main states: diabetes preventive care and diabetes
long-term management (top and bottom of Fig. 3, respectively). Each main
state consists of three substates (second level).

The diabetes preventive care state (top half of Fig. 3) focuses on providing
regular screening for early detection of symptoms and complications; initial
diagnosis of type II diabetes; and preventive services to help patients develop
and maintain healthy lifestyle habits, and minimize the risk for complications.

The diabetes long-term management (bottom half of Fig. 3) focuses on the
long-term management of diabetes, regular monitoring (surveillance) for early
detection and management of diabetes-related complication, as well as regular
monitoring for diagnosis, treatment, and follow-up of intercurrent illnesses.
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State: Preventive Care
State: BP

State: Lipid Management

State: Antiplatelets

State: Smoking

State: CHD

State: Immunization

Risk = High

State: Screening

State: Diabetes Preventive Care

PatientHas(Diabetes) = F

timeToCheck() = T

exit/DocumentSession()
[Symptoms = F]/scheduleFollowUp()

State: Targeted

State: Regular
entry/order Tests();

/recomend(PrevCare)
exit/DocumentSession()

[ Symptoms = F AND PrevCare= T]
entry/orderTests();

/recomend(PrevCare)
exit/DocumentSession()

exit/DocumentSession();
/scheduleFollowUp()

State: Medical History

State: Initial Diagnosis

State: Physical Exam

State: Lab Evaluation

State: Referrals

exit/PatientHas(Diabetes) = T;
/DocumentSession()

[ Symptoms = T]

PatientHas(Diabetes) =T

EVT(Management)

EVT(Intercurrentillness)

EVT(Management)

[TimeUp(Surveillance) = T]

[ timeUp(Management) = T ]

State: Intercurrent Illnesses

[diagnose = T]

State: Screening
entry/OrderTests();
exit/DocumentSession()

State: Treatment
entry/setupTreatment();
exit/DocumentSession();

/ScheduleFollowUpillness()

State: Follow-up

entry/OrderTests();
exit/DocumentSession()

TimeUp(Intillness) = T

State: Diagnose

entry/reviewTests();
exit/diagnose();

/DocumentSession()

exit/DocumentSession();
EVT(Management)

State: Self blood
glucose monitoring

State: Management

State: Diet

State: Physical Activity

State: Hyperglycemia

State: BP management

State: Lipids management

exit/SetManagementFollowUp();
/SetSurveillance()

State: Nephropathy (UP)

State: Surveillance

State: Eye Exam

State: Foot care

State: Aspirin

State: BP management

State: Immunization

exit/SurveillanceFollowUp();
[Newillness() = T]/

EVT(Intercurrentillness)
[Newillness() = F]/

EVT(Management)

State: Diabetes Long-Term Management

Risk = Low

Fig. 3. High-level view of the state model for management of type II diabetes. There
are two main states: diabetes preventive care and diabetes long-term management
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Note that both main states have a guard used as a transition con-
dition to enter each state. The guard {PatientHas(Diabetes) = F} allows
a patient to enter the diabetes preventive care state – she/he has not
been diagnosed with diabetes. However, the moment a patient is diagnosed
with diabetes, the Boolean value of this guard will automatically change to
{PatientHas(Diabetes) = T} as an exit action of the initial diagnosis state.
This will trigger the transition of the patient to the diabetes long-term man-
agement state. This is explained in more detail in the following paragraphs.

5.1.1 Diabetes Preventive Care

The diabetes preventive care state consists of three substates: screening, pre-
ventive care, and initial diagnosis.

Screening

The screening state contains two substates: Regular, aimed at low-risk
patients – as indicated by the guard {Risk = Low}; and Targeted {Risk
= High}, aimed at high-risk patients. The risk level is determined by the
criteria described in the Sect. 2 dedicated to diabetes mellitus. Inside both
states similar actions are performed.

Upon entering the regular – and the targeted – state, a series of tests
are ordered, as indicated by the entry event entry/orderTests(). If applicable
preventive care is recommended/recommend(PrevCare). The session is docu-
mented on exiting the state.

Both states converge at a dynamic choice pseudostate. If a patient has
no symptoms and preventive care of some sort is recommended (transition
with guard [Symptoms = F AND PrevCare = T]), the patient will leave the
current state and will enter the preventive care state. However, if the patient
presents any symptoms consistent with diabetes ([Symptoms = T]), she/he
will enter the initial diagnosis state, where she/he will be diagnosed and will
move into long-term management. Note that when exiting the screening state
two actions are carried out: the session is documented, and if the patient has
no symptoms, a follow-up is scheduled. This action is indicated by [Symptoms
= F]/scheduleFollowUp(). scheduleFollowUp() sets up a timer that eventually
will trigger the event TimeToCheck(), recalling the patient for another screen-
ing procedure.

Preventive Care

The preventive care state consists of six concurrent substates: BP for blood
pressure management, lipid management, antiplatets, smoking, CHD, and
immunization. These states will be described in detail in the following sections.

There are two actions that are executed while leaving the preventive care
state: exit/DocumentSession(), and /scheduleFollowUp(), the latter sets up a
timer for a future screening session.
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Initial Diagnosis

The Initial Diagnosis state consists of four concurrent substates aimed at
reviewing the medical history of the patient, performing a physical exam,
laboratory evaluation, and scheduling the appropriate referrals. Upon exiting
the state the session is documented and the guard PatientHas(Diabetes) is set
to T. This guard will trigger the transition event from the diabetes preventive
care state to the diabetes long-term management state.

5.1.2 Diabetes Long-Term Management

The diabetes long-term management state consists of three substates: man-
agement, surveillance, and intercurrent illnesses. A patient will enter, and
remain in this state when the guard PatientHas(Diabetes) becomes true.

Management

The management state consists of six concurrent substates: self blood glucose
monitoring, diet, physical activity, hyperglycemia, blood pressure manage-
ment, and lipid management. These states will be described in detail in the
following sections. The management state has two exit actions, both setting
up timers for upcoming management and surveillance visits: exit/SetManage-
mentFollowUp(), and /SetSurveillance().

Surveillance

The surveillance state consists of six concurrent substates: nephropathy, eye
exam, foot care, antiplatelets – aspirin, BP management, and immuniza-
tion. These states are described in detail in the upcoming sections. exit/
SurveillanceFollowUp() sets up a timer for a future surveillance visit.
This action is executed upon exiting the Surveillance state. There are
also two guards that, if true, will trigger two different transition events:
[NewIllness() = T]/EVT (IntercurrentIllness) triggers a transition event to the
intercurrent illnesses state if there is a new illness that needs to be treated.
Note that the transition to the Intercurrent Illnesses state is guarded by
{EVT(IntercurrentIllness)}, which has to be true so the transition can take
place. Similarly, [NewIllness() = F]/EVT(Management) triggers a transi-
tion event back to the management state, since there are no new illnesses
detected. The transition from Surveillance back to management is guarded
by {EVT(Management)}.
Intercurrent Illnesses

The Intercurrent Illnesses state consists of four substates: screening, diagnose,
treatment, and follow-up. They are described below. Upon exiting this state,
two actions take place: exit/DocumentSession(), and EVT(Management). The
latter triggers a transition event from this state back to the management state.
The transition is guarded by {EVT(Management)} which has to be true for
the transition to take place.
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5.2 Preventive Care Substates

5.2.1 BP State

The BP state in Fig. 4 monitors and manages hypertension. This state is
part of the preventive care, diabetes/management, and diabetes/surveillance
substates. The criteria for monitoring and managing high blood pressure are
the same in all three states. We will describe the BP state in detail in this
section and will refer the reader back here where appropriate.

The BP overdue state is triggered if a patient’s blood pressure has not been
checked. Upon entering the state, the patient’s blood pressure is measured
by the action entry/takeBP() and the reading is recorded exit/record(BP).
Abnormal BP values systolic > 130 or diastolic > 80, will trigger a transition
to the BP > Goal state, guarded by {Systolic BP > 130 or diastolic BP > 80}.

Upon entering the BP > Goal state, several actions take place, all aimed
at regulating the patient’s blood pressure. These actions include lifestyle mod-
ifications, laboratory tests to evaluate specific markers, drug therapies, and
referrals to specialists for further treatment. The session is documented on
exiting the state.

State: Hypertension management

Systolic > 130 OR diastolic > 80

State: BP > goal

State:BP overdue

entry/give options()
– Lifestyle modifications and

behavioural therapy
– Specific ACE/ARB
– Beta blockers
– Other medication
– Educational articles
– Referrals
– Lab tests

exit/documentSession()

entry/takeBP();
exit/record(BP)

BP today = F

Fig. 4. Blood Pressure (BP) State. It consists of two substates aimed at monitoring
and managing a patient’s blood pressure



A State-Based Model for Management of Type II Diabetes 45

5.2.2 Lipid Management

• Patients with type II diabetes are particularly susceptible to lipid
abnormalities. The lipid management state in Fig. 5 consists of a series
of strategies for monitoring lipid levels, reducing LDL cholesterol, raising
HDL cholesterol and lowering triglycerides:
– Lipids Monitoring. A patient enters the lipids monitoring state in Fig. 6

if she/he has CAD, as denoted by the guard {PatientHas(CAD) = T}.
This state consists of four concurrent states. The top two states check
for overdue lipid exams. The lipids’ 1 year follow up state schedules a
follow-up visit, while lipids panel overdue presents a series of lipid test
options. Note that all these substates have PatientHas(CAD) = T as
part of their guards. This is redundant, since as described in the UML
2.0 statechart section, all substates inherit the guards of a superstate.
However, this condition was included in the guards for the sake of
clarity.

– LDL > Goal. LDL > Goal state in Fig. 7 is formed by seven concurrent
substates aimed at managing medication and referral strategies to help
lowering LDL levels. These states contain the appropriate criteria for
prescribing and/or adjusting the dose of a medication. Due to space
limitations, from the seven concurrent states, only the Patient not on
Statins state is depicted in Fig. 8. A patient will enter this state if
she/he has CAD AND the LDL value > 100 AND the patient is not
on statins, AND statins are not contraindicated, OR if the patient’s
LDL value > 100 AND the patient is not on statins, AND statins are
not contraindicated, as illustrated by the state guard. Upon entering
the state, a series of prescription options are presented. When exiting
the state, the session is documented.

State:Lipid Management

State:Lipids Monitoring

State:LDL > Goal State: Triglycerides > Goal

PartientHas(CAD) = T

CheckValue(LDL) > 100

[ CheckValue(Triglyceride) > 500 ] OR
[ CheckValue(Triglyceride) > 150 AND

CheckValue(HDL) < 50 AND CheckValue(LDL) < 120]

Fig. 5. Lipids management state consisting of three substates for monitoring lipids,
and managing LDL cholesterol and triglycerides levels
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PatientHas(CAD) AND testDate(LFT) > 1 year AND PatientOn(lipidLoweringMeds)

State: Lipids Monitoring

State: Lipids Overdue (CKs, LFTs)
entry/PresentOptions()

– Order Test(CK);
– Order Test(LFT);

exit/documentSession()

PatientHas(CAD) AND testDate(TSH) > 1 year AND previousTest(Lipids) = T AND CheckValue(LDL) > 100

State: Lipids Overdue (TSH)

entry/PresentOptions()
– Order Test(TSH);

exit/documentSession()

PatientHas(CAD) AND previousTest(Lipids) =T AND CheckValue(LDL) <= 100 AND
CheckValue(Triglycerids) <= 150

State: Lipids 1 year follow-up

entry/ScheduleVisit(1, year);
exit/documentSession()

[ PatientHas(CAD) AND previousTest(Lipids) = F ]
OR
[ PatientHas(CAD) AND (previousTest(Lipids) = T AND TestDate(Lipids) > 2 years]
OR
[ previousTest(Lipids) =T AND TestDate(Lipids) > 1 year ]
OR
[ PatientHas(CAD) AND (previousTest(Lipids) = T AND TestDate(Lipids)> 1 year) AND CheckValue(LDL) > 100]

State: Lipid panels overdue
entry/PresentOptions()

– 12 hr fasting lipid panel
– 12hr fasting lipid panel patient instructions
– Non-fasting lipid panel
– Non-fasting lipid panel patient instructions

exit/documentSession()

PartientHas(CAD) = T

Fig. 6. Lipids monitoring state. This is a substate of the lipids management state
depicted in Fig. 5. It consists of four concurrent states aimed at performing overdue
lipids and lipid panel exams, and scheduling follow-up visits
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[ PatientHas(CAD)= T AND PatientOn(Statin) = F AND Contraindicated(Statin) = F] 
OR
[PatientOn(Statin) = F AND Contraindicated(Statin) = F]

State: LDL > Goal

State: Patient not on Statins

[ PatientOn(Statin) = T  AND OnMaxDose(Statin) = F  ]
OR
[  PatientHas(CAD)  AND  PatientOn(Statin) = T AND OnMaxDose(Statin) = F AND  Complications(Statin) = F] 

State: Patient on Statins

SEE LDL MANAGEMENT SUBSTATES - 1

SEE LDL MANAGEMENT SUBSTATES - 1

[ PatientOn(Statin) = T  AND OnMaxDose(Statin) = T AND PatientOn(Zetia) = F]
OR
[  PatientHas(CAD)  AND  PatientOn(Atorvastatin) = T AND
   OnMaxDose(Atorvastatin) = T  AND  PatientOn(Zetia) = F  AND Contraindicated(Zetia) = F ]

State: Patient not on Zetia
SEE LDL MANAGEMENT SUBSTATES - 1

PatientHas(CAD) AND PatientOn(Statin) = T  AND OnMaxDose(Statin) = T  AND
Complications(Statin) = F AND PatientOn(Atorvastatin) = F

State: Patient not on Atorvastatin

SEE LDL MANAGEMENT SUBSTATES - 2

PatientHas(CAD) AND PatientOn(Atorvastatin) = T  AND OnMaxDose(Atrovastatin) = T  AND
PatientOn(Resin) = F AND Contraindicated(Resin) = F

State: Patient not on Resin

SEE LDL MANAGEMENT SUBSTATES - 1

PatientHas(CAD) AND PatientOn(Atorvastatin) = T  AND OnMaxDose(Atorvastatin) = T  AND
PatientOn(Resin) = T  AND OnMaxDose(Resin) = F  AND Complications(Resin) = F

State: Patient on Resin

SEE LDL MANAGEMENT SUBSTATES - 1

[ PatientOn(Statin) = T  AND OnMaxDose(Statin) = T AND PatientOn(Zetia) = T  ]
OR
[ PatientHas(CAD)  AND PatientOn(Atorvastatin) = T AND OnMaxDose(Atorvastatin) = T  ]

State: Refer to Lipid Clinic
SEE LDL MANAGEMENT SUBSTATES - 2

CheckValue(LDL) > 100

Fig. 7. LDL > Goal state. This state is formed by seven concurrent substates; all
aimed at managing medication and referral strategies to help lowering LDL levels
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[ PatientHas(CAD) AND CheckValue(LDL) > 100 AND PatientOn(Statin) = F Contraindicated(Statin) = F ]
OR
[ CheckValue(LDL) > 100 AND PatientOn(Statin) = F AND Contraindicated(Statin) = F ]

State: Patient not on Statins

entry/PresentOptions()
–  Print instructions for NCEP low cholesterol diet
–  Print lab slip for follow-up LFTs in 6 weeks (prior to appointment)
–  Print lab slip for baseline LFTs, CK
–  Referral to nutritionist
–  Referral to dietician
–  Referral to cardiac rehab
–  Schedule exercise tolerance test
–  Schedule follow-up with PCP in 6 weeks
–  Patient education leaflet on Hyperlipidemia and atherosclerotic disease
–  Lifestyle modification
–  Order relevant labs
–  Relevant referrals
–  Prescribe Fluvastain 20mg PO QHS, print care notes
–  Prescribe Atorvastatin 10mg PO QHS, print care notes
–  Followup(lipid panels, 2 months)
–  Followup(LFTs, 2 months)
–  Consider statin therapy: Lipitor

exit/documentSession()

Fig. 8. Patient not on Statins substate is a concurrent state in LDL > Goal state.
Upon entering the state, a series of prescription options are presented. When exiting
the state, the session is documented

– Triglycerides > Goal. Triglycerides > Goal state in Fig. 9 is formed by
seven concurrent states of suitable medication therapies and lifestyle
modifications intended to lowering a patient’s triglycerides levels. A
state guard will allow a patient to enter the state if the triglycerides
value is > 500 OR if the triglycerides are > 150 and the HDL Choles-
terol is < 50 AND the LDL Cholesterol is < 120. At each substate,
a series of medication options, dosages, laboratory tests, and lifestyle
changes are presented. Due to space limitations they are not presented.

5.2.3 Antiplatelet Agents – Aspirin

The Aspirin (antiplatelet agents) state in Fig. 10 consists of two substates.
A patient is not eligible for aspirin therapy if she/he suffers from MI, VB
Surgery, Stroke, TIA, PVD, Claudication, or Angina, is allergic to aspirin, suf-
fers from bleeding, recent GI bleeding, has a clinically active hepatic disease,
or is on anticoagulant therapy – as described by the aspirin contraindicated
state.

On the other hand, a patient is eligible for aspirin treatment if she/he is
older than 40 years, has family history of CDV, suffers from hypertension, is a
smoker, has dyslipidemia or albuminuria, and she/he is not allergic to aspirin,
has no bleeding, no recent GI bleeding, has no clinically active hepatic disease,
and is not on anticoagulant therapy.
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CheckValue(Triglyceride) > 500

State: Triglyceride > Goal

State: Patient not on Lifestyle Modification

CheckValue(Triglyceride) > 150 AND CheckValue(HDL) < 50 AND CheckValue(LDL) > 120

SEE TRIGLYCERIDE > GOAL SUBSTATES - 1

PatientHas(CAD) AND CheckValue(Triglyceride) > 500

PatientHas(CAD) AND CheckValue(Triglyceride) > 500 AND PatientOn(Fibrate) = T AND
Complications(Fibrate) = F

PatientHas(CAD) AND CheckValue(Triglycerides) > 500 AND PatientOn(Niacin) = F AND
Contraindicated(Niacin) = F

PatientHas(CAD) AND CheckValue(Triglyceride) > 500 AND PatientOn(Niacin) = T AND
Complications(Niacin) = F

PatientHas(CAD) AND CheckValue(Triglyceride) > 500 AND PatientOn(Fibrate) = F AND Contraindicated(Fibrate) = F

[ CheckValue(Triglyceride) > 500 ] OR
[ CheckValue(Triglyceride) > 150 AND CheckValue(HDL) < 50 AND CheckValue(LDL) < 120 ]

SEE TRIGLYCERIDE > GOAL SUBSTATES - 1
State: Patient not on Fibrate

SEE TRIGLYCERIDE > GOAL SUBSTATES - 1

State: Referral to Specialists

SEE TRIGLYCERIDE > GOAL SUBSTATES - 1

State: Patient not on Lipid Regulators

SEE TRIGLYCERIDE > GOAL SUBSTATES - 2
State: Patient on Lipid Regulators

SEE TRIGLYCERIDE > GOAL SUBSTATES - 2
State: Patient not on Niacin

SEE TRIGLYCERIDE > GOAL SUBSTATES - 2
State: Patient on Niacin

Fig. 9. Triglycerides > Goal state consists of seven concurrent states of medication
therapies and lifestyle changes to lower triglycerides levels

5.2.4 Smoking

The Smoking state in Fig. 11 presents upon entering a series of options ranging
from counseling and behavioral changes to medication. A patient enters the
state if she/he is a smoker. The session is documented when patient exits the
state.
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age >= 21 AND PatientOn(Aspirin) = F

State: Patient not on Aspirin

State: Aspirin Contraindicated

exit/Is Candidate(Aspirin) = F

[ PatientHas( AnyOf (MI, VB Surgery, Stroke, TIA, PVD, Claudication, Angina)) = T ] AND
[ PatientHas( AnyOf(Aspirin allergy, bleeding, recent GI bleeding, clinically active hepatic disease)) = T OR

PatientOn(Anticoagulant therapy) = T ]

State: Aspirin indicated
entry/
PrescriptionOptions()

–  Fully-formed aspirin Rx
–  Other aspirins

exit/PatientOn(Aspirin) = T;
document session()

[ PatientHas ( AnyOf( age > 40, Fam Hx CVD, Hypertension, Smokes, Dyslipidemia, Albuminuria)) = T ] AND
[ PatientHas( AnyOf(Aspirin allergy, bleeding, recent GI bleeding, clinically active hepatic disease)) = F AND

PatientOn(Anticoagulant therapy) = F ]

Fig. 10. Antiplatelet agents – Aspirin State. Unless contraindicated, aspirin is the
antiplatelet agent to prescribe

Patient(Smokes)=T

State: Smoking

entry/PresentOptions()
–  Counseling
–  Social support alternatives
–  Consider Pharmacotherapies
–  Other alternatives (OTC)
exit/document Session()

Fig. 11. Smoking state. Upon entering a series of options ranging from counseling
and behavioral changes to medication are presented. The session is documented
when patient exits the state

5.2.5 Coronary Heart Disease (CHD)

The CHD state in Fig. 12 evaluates information provided by the other con-
current states in the preventive care state, and if appropriate, the patient is
referred to a specialist. All the necessary information about risk factors is pro-
vided by the BP, lipids management, antiplatelet agents, and smoking states.
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PatientHas(CHD) = T

State:  CHD

State:  Evaluate

State: Refer to specialist

Fig. 12. The Coronary Heart Disease (CHD) State evaluates information provided
by the other concurrent states in the preventive care state, and if appropriate, refers
the patient to a specialist

5.2.6 Immunization

The immunization state in Fig. 13 consists of two states that check for over-
due Pneumococcal and flu vaccinations. If immunization is appropriate, the
patient is vaccinated and the session is documented.

5.3 Management Substates

5.3.1 Self Blood Glucose Monitoring

The Self Blood Glucose Monitoring in Fig. 14 contains two substates: moni-
toring overdue that becomes active if a patient misses a glucose measurement.
Upon entering the state, a patient measures the glucose level. When leaving
the state she/he records the glucose value. A patient enters the Glucose >
Goal state if she/he has abnormal glucose levels for the time of the day – as
indicated by the guard.

5.3.2 Diet

Diet is the first line of treatment for patients with type II diabetes. A
Patient enters the diet state (not shown) when she/he requires diet therapy
to maintain good glycaemic levels.

5.3.3 Physical Activity

Physical activity is essential in managing diabetes. A patient will enter
this state (not shown) as part of a maintenance regime designed to con-
trol glycaemic levels, and weight, and to reduce the risk of cardiovascular
complications.
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State: Immunizations Overdue

State: Pneumococcal Vaccination Overdue

previous vaccination(pneumococcal) = F

entry/apply Vaccination(pneumococcal)
exit/document Session()

State: Flu Vaccination Overdue

entry/apply Vaccination(flu)
exit/document Session()

( currentDate >= Sep 1 AND currentDate < Feb 1)
AND vaccination this Season(flu) = F

Fig. 13. Immunization State. If the patient is overdue, the appropriate vaccinations
are administered and the session is documented

5.3.4 Hyperglycemia

Hyperglycemia is the hallmark of diabetes. All patients with type II diabetes
need careful monitoring and management of glucose levels. The Hyper-
glycemia state is divided in two large substates aimed at monitoring and
regular testing for HA1C (Fig. 15) and treatment with medication therapies
and insulin (Fig. 16).

A patient enters the Hyperglycemia Monitoring – HA1C Overdue state if
she/he has no record of previous HA1C tests (e.g., when first diagnosed with
diabetes), or if the last test was normal but it was performed more than six
months ago, or if the last test was performed more than 3 months ago and the
HA1C result was > 7% (the recommended maximum value). Upon entering
the state a HA1C test is performed, and when leaving the state, the session
is documented.

A patient enters the Hyperglycemia Monitoring – Follow-up HA1C state if
the last HA1C result was normal (HA1C <= 7%) and the test was performed
between 3 and 6 months to the date; or the test was performed less than
3 months to the date. Upon entering the state a follow up exam is scheduled
and on exit, the session is documented.
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State: Self Blood Glucose Monitoring

State: measurement overdue

test Date(Fasting Glucose) > 1 dayOR
test Date(Bedtime Glucose) > 1 day

State: Glucose > Goal
entry/Review

OrderTests()
PrescriptionOptions()
ReferToSpecialist()

exit /document session()

entry/self Test(Glucose)
exit/document Session()

timeToCheck() = T

[ timeOfDay(Morning) AND CheckValue(Glucose) < 80 mg/dl OR
CheckValue(Glucose) > 140 mg/dl ] OR

[ timeOfDay(Bedtime) AND CheckValue(Glucose) < 100 mg/dl OR
CheckValue(Glucose) > 160 mg/dl ]

Fig. 14. Self blood glucose monitoring state. This state has a timer to regulate
the frequency of testing. A patient enters the measurement overdue state if a mea-
surement is missing. A transition event is triggered if the measured glucose value is
above goal. This is determined by the time of the day the measurement was taken
and the corresponding glucose values

[ previousTest(A1C) = F ] OR
[ previousTest(A1C) = T AND testDate(A1C) > 6 months ] `OR
[ previousTest(A1C) = T AND testDate(A1C) > 3 months AND CheckValue(A1C) > 7%]

[ previousTest(A1C) = T AND testDate(A1C) < 6 months AND testDate(A1C) > 3months AND CheckValue(A1C) <= 7%]
OR
[ previousTest(A1C) = T AND testDate(A1C) <= 3 months AND CheckValue(A1C) <= 7%]

State: Follow-up HA1C
entry/Schedule Test(A1C)
exit/document Session()

State: HA1C Overdue

entry/order Test(A1C)
exit/document Session()

State: Hyperglycemia - Monitoring

Fig. 15. Hyperglycemia monitoring state is a substate of Hyperglycemia devised to
regularly measure HA1C levels in patients, and to schedule timely follow-ups
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previousTest(A1C) = T AND  testDate(A1C) <= 3 months AND  CheckValue(A1C) > 7%

State: Hyperglycemia-Treatment  HA1C > Goal

[ prescribe(Metformin) = T]

State: Patient not on Metformin
PatientOn(Metformin) = F AND
Contraindicated(Metformin) = T

State: Start Metformin
entry/evaluate Contraindications()
exit/EVT(PatientOn(Metformin) = T)
        document Session()

[ PatientOn(Metformin) = F AND contraindicated(Metformin) = F]
OR
[PatientOn(Metformin) = F AND Prescribe(Metformin) = T ]

PatientOn(Metformin) = F AND  Contraindicated(Metformin) = F AND
PatientOn(OtherMeds) = F AND PatientOn(Insulin) = F

exit / EVT(ReviewOtherMeds)

EVT(ReviewOtherMeds)

PatientOn(OralMeds) = F
PatientOn(OralMeds) = T

State: Review Other Meds

entry/Review Options(OralMeds);
      /Start(OralMeds);

exit/document Session()

State: Patient not on Oral Meds
entry/Review Current(OralMeds);
        /Adjust DoseCurrent(OralMeds);
 exit/document Session()

State: Patient on Oral Meds

exit/EVT(ReviewInsulin)

PatientOn(Insulin) = FPatientOn(Insulin) = T

State: Review Insulin

entry/Review Options(Insulin);
         /Start(Insulin);
exit/document Session()

State: Patient not on Insulin

State: Metformin not
           contraindicated

entry/evaluate()
exit/documentSession() ;
[MetforminOK()]/
        EVT(prescribe(Metformin) =T)

State: Metformin contraindicated
entry/evaluate Contraindications()
exit/document Session() ;
[ContraIndications(Metformin) = override]/

EVT(Prescribe(Metformin) = T)

EVT(ReviewInsulin)

State: Patient on Insulin
entry/Review Current(Insulin);
         /Adjust Dose Current(Insulin);
exit/document Session()

Fig. 16. Hyperglycemia Treatment – HA1C > Goal State is formed by three sub-
states to devise the most appropriate medication and insulin treatments for a patient
with abnormally high HA1C levels

A patient enters the Hyperglycemia Treatment HA1C > Goal state
(Fig. 16) if the last HA1C result was abnormal and the test was performed
3 months ago or less. Unless contraindicated, a patient starts treatment with
Metformin by entering the Patient not on Metformin state. Upon exiting the
session is documented and a transition event EVT(ReviewOtherMeds) is trig-
gered, and the patient moves into the Review Other Meds state where current
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oral medication doses are re-evaluated (Patient on Oral Meds), or additional
oral medications are considered (Patient not on Oral Meds). Upon exiting, the
EVT(ReviewInsulin) is triggered. If appropriate, the patient starts an insulin
regime, or if she/he is currently taking insulin, the dosage is revised.

5.3.5 BP Management

See Sect. 3.3.1.

5.3.6 Lipid Management

See Sect. 3.3.2.

5.4 Surveillance Substates

5.4.1 Nephropathy (UP)

The Nephropathy (Urine Protein) state consists of two substates aimed at
monitoring and regular testing for Urine Protein (top state in Fig. 17) and
treatment with medication therapies for patients with abnormal ratio values
of Ualb/Crea (bottom state in Fig. 17). A patient enters the Urine Protein
Overdue state if she/he suffers from diabetic retinopathy, micro-albumia, end-
renal disease, CRF, renal insufficiency, or acute renal failure or the patient is
under dialysis, hemodialysis, or peritoneal dialysis; or if the patient has no
record of previous Ualb/Cre tests or if the latest test that was performed is
more than one-year old. Upon entering the state, a Ualb/Cre laboratory exam
is ordered. Prior to leaving the state, the session is documented.

A Patient enters the Ualb/Cre Ratio > Goal state if she/he has Ualb/Crea
Ratio > 30. If a patient is currently on ACE inhibitors or Angiotensin II
Receptor Blocker (ARB) (Patient on Renal Meds), the prescription options
are revised and medications are re-evaluated, dosages are adjusted. Also, other
medications are considered and appropriate tests are ordered. If necessary,
the patient is referred to a specialist and patient education is provided. If the
patient is not on renal medication, treatment options include starting drug
therapy with ACE or ARB medications, and considering other medications.
Appropriate lab tests are ordered, patient information is provided, and she/he
is referred to a specialist. Upon leaving, the session is documented.

Patients starting or currently taking renal medications are scheduled for
follow-up test, and consequent orders in a timely manner. Upon leaving the
state, the session is documented.

5.4.2 Eye Exam

The eye exam state in Fig. 18 checks for overdue eye examinations. If
appropriate, the patient is referred to an ophthalmologist or optometrist
for a comprehensive exam and the session is documented.
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[ PatientHas( AnyOf( diabetic retinopathy, micro-albumia, end-renal disease, CRF, renal insufficiency, acute renal failure)) = T OR
PatientOn (AnyOf( dialysis, hemodialysis, peritoneal dialysis)) = T ]

AND
[ previousTest(ualb/cre ratio) = F OR previousTest(ualb/cre ratio) = T and testDate > 1 year ]

State: Urine Protein Overdue

entry/Order Test(Ualb/cre ratio)
exit/document Session()

entry/ PrescriptionOptions()
– Adjust current ACE/ARB meds
– Other ACE/ARB meds
– Other meds

/OrderTest();
/do()

– Refer to specialists()
– Relevant patient education

 exit/documentSession()

PatientOn(ACE) = T OR
PatientOn(ARB) = T

State: Patient not on renal meds State: Patient on renal meds

entry/ PrescriptionOptions()
– Start ACE/ARB meds
– Other ACE/ARB meds
– Other meds

/OrderTest() ;
/do()

– Refer to specialists()
– Relevant patient education

 exit/documentSession()

State: Schedule Follow-up

entry/Order Followup Test( );
/Schedule Order(BMP,2 weeks);
/Schedule Order(BP,2 weeks);
/Order(consequent Orders);

exit/document Session()

State: Ualb/Crea Ratio > Goal

Ualb/Crea Ratio > 30

PatientOn(ACE) = F AND
PatientOn(ARB) = F

Fig. 17. Nephropathy State is formed by two substates devised to regularly mea-
sure urine protein (UP), and provide appropriate medication treatment, and regular
follow-up evaluations

comprehensiveExam(eye) = F OR examDate(eye) > 1 year

State: Eye exam overdue
exit/Referto
ophthalmologist or
optometrist
/documentSession()

Fig. 18. Eye Exam State. A patient enters this state if an eye exam is overdue or
has never been performed

5.4.3 Foot care

A patient enters the foot care state (Fig. 19) if she/he is overdue for a foot
exam or has never had one. Upon entering the state a clinician is reminded
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comprehensive Exam (foot) = F OR exam Date(foot) > 1 year

State: Foot exam overdue
entry/do()
– Remind clinician to perform

foot exam
– Refer to podiatrist
– Relevant patient education

exit/documentSession()

Fig. 19. Foot Exam State. A patient enters this state if a foot exam is overdue

to perform the exam, provide relevant educational information to the patient
and refer her/him to a podiatrist for a comprehensive exam. Before leaving
the state the session is documented.

5.4.4 Antiplatelets – Aspirin

See Sect. 3.3.3.

5.4.5 BP management

See Sect. 3.3.1.

5.4.6 Immunization

See Sect. 3.3.6.

5.5 Intercurrent Illnesses Substates

The Intercurrent Illnesses State in Fig. 20 focuses on monitoring for newly
developed symptoms that may require investigation and immediate care to
prevent future complications. Any new treatments and the patient’s health
should be closely followed.

A patient enters this state when a transition event is generated by the
surveillance state. Upon entering, a series of tests are ordered and reviewed,
and if appropriate, treatment is started. Follow-ups are scheduled in a timely
manner to monitor patient’s health. Before leaving the state and substates,
each session is documented.
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State: Intercurrent Illnesses

[diagnose = T]

State: Screening
entry/Order Tests();
exit/Document Session()

State: Treatment
entry/setup Treatment();
exit/Document Session();

/Schedule FollowUpIllness()

State: Follow-up
entry/Order Tests();
exit/Document Session()

TimeUp(IntIllness) = T

State: Diagnose

entry/review Tests();
exit/diagnose();

/DocumentSession()

exit/Document Session();
EVT(Management)

Fig. 20. Intercurrent Illnesses State consists of four states aimed a regularly screen-
ing for new symptoms, diagnosing, and treating new diseases and providing regular
follow-up

6 Summary

We believe that systematic education and disease management of patients
with chronic conditions like type II diabetes is an effective way of improving
the quality, safety, and efficiency of provided care. Our synergistic approach
integrates patient care and education protocols at all levels of disease man-
agement, and supports the integration of evidence-based personalized care.
Further, we believe that our approach could be easily adapted to manag-
ing other chronic conditions e.g., hypertension, asthma, and coronary artery
disease.

Our approach departs from the traditional acute, episodic illness treatment
towards a more integrated system that provides a continuum of care. We
envision that the implementation of the proposed state model for long-term
management of type II diabetes will result in a more efficient use of health
care resources, and a decrease is healthcare costs.
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Case-Based Reasoning in Medicine Especially
an Obituary on Lothar Gierl

Rainer Schmidt

Summary. In the early 1990s case-based reasoning (CBR) emerged. Since then
it has become a successful technique in many application domains. Medicine is
a much more complicated area, where usually more problems arise for all intelli-
gent techniques. This holds for CBR too, though it seems to be very appropriate
in medicine, because doctors reason with cases anyway. Nevertheless, in the last
15 years a whole string of medical CBR systems have been developed, some of them
are quite successful. Overviews about these systems usually categorise them either
concerning their medical purposes (e.g. diagnosis, therapy) or their computational
tasks (e.g. planning, classification). We have chosen a different approach. Since 1993
yearly international CBR conferences are taking place. Here we introduce the CBR
for medicine researchers and research groups that regularly presented their work in
this community. In the last two decades of his life, the main research focus of Prof.
Lothar Gierl was on CBR for Medicine. Thus, here we summarise his main medical
CBR research projects.

1 Introduction

Case-based reasoning (CBR) means to use previous experience represented as
cases to understand and solve new problems. A case-based reasoner remem-
bers former cases similar to the current problem and attempts to modify
solutions of former cases to fit for the current problem.

The fundamental ideas of CBR came up in the late 1980s (e.g. [1]). In the
early 1990s CBR emerged as a method that was firstly described by Kolodner
[2]. Later on Aamodt and Plaza presented a more formal characterisation
of the CBR method. Figure 1 shows the CBR cycle developed by Aamodt
and Plaza [3], which consists of four steps: retrieving former similar cases,
adapting their solutions to the current problem, revising a proposed solution,
and retaining new learned cases. However, there are two main subtasks in
CBR [2,3]: The retrieval, the search for a similar case, and the adaptation, the
modification of solutions of retrieved cases. Since differences between two cases
are sometimes very complex, especially in medical domains, many case-based
R. Schmidt: Case-Based Reasoning in Medicine Especially an Obituary on Lothar Gierl, Stud-

ies in Computational Intelligence (SCI) 48, 63–87 (2007)
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Fig. 1. The Case-based reasoning cycle developed by Aamodt

systems are so-called retrieval-only systems. They just perform the retrieval
task, visualise current and similar cases, and sometimes additionally point out
the important differences between them.

Though medicine has never been one of the main application domains for
CBR, a whole string of medical CBR systems have already been developed,
for overviews see [4–6].

2 Obituary on Lothar Gierl

In the last two decades of his life, the main research focus of Prof. Lothar Gierl,
Head of the Institute for Medical Informatics and Biometry, University of
Rostock, deceased in December 2004, was on CBR for Medicine. Thus here
we summarise his main medical CBR research projects.

Already in the 1980s, before CBR emerged as a method, a case-oriented
system for the diagnosis of dysmorphic syndromes was developed [7, 8].

In the 1990s, within the ICONS project two case-based systems were built.
The first one provides antibiotic therapy advice [9]. Inspired by the second
one, which deals with analyses and prognoses of kidney function courses [10],
subsequently a temporal CBR method was developed [11]. This method has
been applied in the recent TeCoMed project to predict approaching influenza
waves [12].

2.1 Diagnosis of Dysmorphic Syndromes

When a child is born with dysmorphic features or with multiple congenital
malformations or if mental retardation is observed at a later stage, finding
the correct diagnosis is extremely important. Knowledge of the nature and
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the aetiology of the disease enable the paediatrician to predict the patient’s
future course. So, an initial goal for medical specialists is to diagnose a patient
to a recognised syndrome. Genetic counselling and a course of treatments may
then be established.

A dysmorphic syndrome describes a morphological disorder and it is
characterised by a combination of various symptoms, which form a pattern of
morphologic defects. An example is Down’s syndrome which can be described
in terms of characteristic clinical and radiographic manifestations such as men-
tal retardation, sloping forehead, a flat nose, short broad hands, and generally
dwarfed physique [7].

The main problems of diagnosing dysmorphic syndromes are as follows [7]:

– More than 200 syndromes are known
– Many cases remain undiagnosed with respect to known syndromes
– Usually many symptoms are used to describe a case (between 40 and 130)
– Every dysmorphic syndrome is characterised by nearly as many symptoms

Furthermore, knowledge about dysmorphic disorders is continuously modified,
new cases are observed that cannot be diagnosed, and sometimes even new
syndromes are discovered. Usually, even experts of paediatric genetics only
see a small count of dysmorphic syndromes during their lifetime.

GS.52 is a prototype-based expert system that was routinely used in the
children’s hospital of the University of Munich for many years [7, 8]. It is a
diagnostic support system for dysmorphic syndromes. In GS.52 each syndrome
is represented by a prototype (prototypical case) that contains its typical
features. Two-thirds of the prototypes were taken from literature or defined
by medical experts. One-third of them was acquired by expert consultation
sessions, in which a physician selects at first a new or an already existing
syndrome and secondly typical cases for this syndrome. Subsequently, GS.52
determines the relevant features and their relative frequency (see Table 1).

The diagnostic support occurs by searching for the most adequate proto-
types concerning a query case. A similarity value between each prototype and
the query case is calculated and the prototypes are ranked according to these
values.

Table 1. Portion of an example of a generated prototype

Heart murmur 30% Depressed nasal bridge 23%
Diminished postnatal growth rate 77% Anteverted nares 63%
Hypercalcaemia 30% Prominent lips 17%
Prenatal onset 75% Long philtrum 17%
Mild microcephaly 67% Fullness of peri-orbital region 75%
Full cheeks 46% Medial eyebrow flare 25%

The numbers are the relative frequency in percentages the features occurred in the
cases of the prototype
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GS.52 differs from typical CBR systems, because it does not consider single
case but cases are clustered into prototypes that represent diagnoses and the
retrieval searches among these abstract prototypes. The adaptation consists of
two examinations of the probable prototypes: A plausibility check with general
rules (constraints) and a check of evidences for or against specific syndromes
(some syndromes are nearly a proof for or against some diagnoses).

2.2 The ICONS Project

Within the ICONS project two case-based systems were built. The first one
provides antibiotic therapy advice, the second one deals with analyses and
prognoses of kidney function courses.

2.2.1 Antibiotic Therapy Advice

ICONS is an antibiotics therapy adviser for intensive care patients who
develop an infection as additional complication. The identification of the
pathogen that causes the infection needs at least 24 h in the laboratory. In
contrast to normal patients where physicians usually can wait for the results
of the laboratory, intensive care patients need immediate introduction of an
appropriate antibiotics therapy. Since the real pathogen is still unknown, a
spectrum of probable pathogens has to be calculated. The aim of ICONS is to
give rapid antibiotic therapy advice. Besides the expected pathogen spectrum,
which has to be covered by the antibiotics, the current resistance situation,
contraindications of the patient against some antibiotics, and the sphere of
activity of the antibiotics have to be considered. CBR techniques are used to
speed up the process of finding suitable antibiotics therapies (the right path
in Fig. 2).

Antibiotics Selection Strategy. Since ICONS is not a diagnostic system, it does
not attempt to deduce evidence for the diagnosis of symptoms, frequencies
and probabilities. Instead, the following strategy is pursued (the left path
in Fig. 2): Find all possible solutions and reduce them using the patient’s
contraindications and the complete coverage of the calculated pathogen
spectrum (establish-refine strategy). First, it is distinguished between dif-
ferent groups of patients and affected organs to determine the calculated
pathogen spectrum. A first list of antibiotics is generated by a susceptibil-
ity relation. For each group of pathogens it returns all antibiotics that usually
have therapeutic effects. This list contains those antibiotics that can control at
least a part of the considered pathogen spectrum. A second list of antibiotics
is obtained by reducing the first one by applying criteria such as the patient’s
contraindications and the desired sphere of activity. Using the antibiotics of
this second list, general rules are applied to generate sensible antibiotics
combinations. Subsequently, the generated antibiotics combinations have to
be proofed for their ability to completely cover the calculated spectrum.
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Fig. 2. ICONS process flowchart

Before the user chooses one therapy, he can investigate potential side effects
of the antibiotics (Fig. 3 shows the output menu). Moreover, he may obtain
information about the calculated spectrum and the daily costs of each sug-
gested therapy. After the physician has chosen one therapy, ICONS computes
the recommended dosage.

Adaptation of Similar Cases. The principal argument for CBR [2, 3] that it
is often faster to solve a new problem by modifying the solution of a similar
case applies to the process of finding adequate therapies. Considering the close
relation concerning the group of patients and the affected organ, a similar case
is retrieved from a hierarchically and generalising storage structure containing
prototypes as well as single cases.
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Fig. 3. ICONS therapy recommendations

As features the contraindications and as methods, a variation of the
similarity measure of Tversky [13] and the Hash-Tree-Retrieval algorithm
developed by Stottler, Henke, and King [14] are applied. Furthermore
a criterion for adaptability is used during the retrieval, because similar
cases with additional contraindications in comparison to the query patient
are not adaptable. The adaptation is done by a solution transfer of the advis-
able therapies of a similar case and subsequently by a reduction concerning
additional contraindications of the query patient.

Adaptation to Laboratory Results. Identifications of pathogens and sen-
sitivity tests (antibiograms) made in the laboratory are used as control
mechanisms. When the actual pathogen is identified, the calculated pathogen
spectrum is replaced by this pathogen and the already started therapy has to
be checked if it fits for the identified pathogen. The set of possible antibiotic
therapies is reduced by the antibiogram to those antibiotics the pathogens
are not resistant to.

The frequently changing parts of the knowledge base are updated by
an interpretation of the laboratory findings. That means each theoretically
determined pathogen spectrum is supplemented by an empirically justified
one, due to identified pathogens. The information about resistances is updated
concerning antibiogram results.

For both adaptations, those to the findings of query patients and those
parts of the knowledge base, no retrieval but an evaluation and a statistical
interpretation is performed.
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2.2.2 Time Course Prognoses of the Kidney Function

Intensive care patients are often no longer able to maintain adequate fluid and
electrolyte balances themselves due to impaired organ functions, renal failures,
or medical treatments, e.g. parenteral nutrition of mechanically ventilated
patients. Therefore physicians need objective criteria for the monitoring of the
kidney function and to diagnose therapeutic interventions as necessary. So, at
our intensive care unit in Munich a renal function monitoring system, NIMON
[15], existed that provided daily renal reports. These reports consisted of 13
measured and 33 calculated parameters of those patients where renal function
monitoring was applied. But the interpretation of all reported parameters was
quite complex and required special knowledge of the renal physiology.

The aim was to develop a system that provides automatic interpretation
of the renal state to elicit impairments of the kidney function on time. In the
domain of fluid and electrolyte balance, neither prototypical courses in ICU
settings are known nor exists complete knowledge about the kidney function.
Especially, knowledge about the behaviour of the various parameters over
time is yet incomplete. So, a method had to be designed to deal with course
analyses of multiple parameters without prototypical courses and without a
complete domain theory.

We developed a method that consists of three main steps, two abstractions
plus CBR retrieval. The idea of abstracting many parameters into one single
parameter was taken from RÉSUMÉ [16] where the course of this single para-
meter is analysed by means of a complete domain theory. The comparison
of parameter courses with well-known course pattern is performed in many
medical knowledge based systems (e.g. Haimowitz and Kohane [17]). Since no
such pattern were known for the kidney function, single courses and incre-
mentally learned prototypes are used instead of well-known course pattern to
compare with. Course patterns were partly learned by structuring the case
base by prototypes.

The procedure for interpretation of the kidney function can be described
as follows. First, everyday the monitoring system NIMON gets 13 measured
parameters from the clinical chemistry and calculates 33 meaningful kidney
function parameters. Since the interpretation of all parameters is too complex,
they are abstracted into meaningful kidney function states (Fig. 4 shows the
definition of the state “reduced kidney function”). The states are organised
in a hierarchy with five levels: normal kidney function, some impairments
like tubular damage, reduced function, sharply reduced function, and kidney
failure.

Based on the kidney function states, characterised by obligatory and
optional conditions for selected renal parameters, we first check the oblig-
atory conditions. For each state that satisfies the obligatory conditions we
calculate a similarity value concerning the optional conditions. We use a vari-
ation of Tversky’s [13] measure of dissimilarity between concepts. Only if two
or more states are under consideration, ICONS presents them to the user



70 R. Schmidt

Reduced Kidney Function

Obligatory Condtion: c_kreat 40−80

Optional Conditions:
Retention Rates: p_kreat_se < 2

p_urea_se < 150

Tubular Function: u_osmol 320−600
u_p_osmol 1.1−1.8
u_kreat 10−40
u_p_kreat 20−50

Urine Volume: urine1 volume 0.7−3.0
osmol_ex 800−3000

Fig. 4. Definition of the reduced kidney function state. Abbreviations: c, clearance;
p, plasma; u, urine; kreat, kreatinin; osmol, osmolality; se, serum; ex, excretion

(sorted according to their similarity values) together with information about
the satisfied and not satisfied optional conditions.

The next step is a temporal abstraction of a patient’s sequence of daily
kidney function states within a time period of the last seven days. Experts
consider longer time periods to be irrelevant for the current situation of a
patient.

First, we have fixed five assessment definitions for the transition of the
kidney function state of one day to the state of the respectively next day.
These assessment definitions are related to the grade of renal impairment:

– Steady: both states have the same severity value.
– Increasing: exactly one severity step in the direction towards a normal

function.
– Sharply Increasing: at least two severity steps in the direction towards a

normal function.
– Decreasing: exactly one severity step in the direction towards a kidney

failure.
– Sharply Decreasing: at least two severity steps in the direction towards a

kidney failure.

These assessment definitions are used to determine the state transitions from
one qualitative value to another. Based on these state transitions, we gener-
ate three trend descriptions. Two trend descriptions especially consider the
current state transitions.

Short-term trend: current state transition; Abbreviation: T1
Medium-term trend: looks recursively back from the current state transition

to the one before and unites them if they are both
of the same direction or one of them has a “steady”
assessment; Abbreviation: T2

Long-term trend: characterises the considered course of at most seven
days; Abbreviation: T3
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For the long-term trend description we additionally introduced four new
assessment definitions. If none of the five former assessments fits the com-
plete considered course, we attempt to fit one of these four definitions in the
following order:

Alternating: at least two up and two down transitions and all local minima
are equal.

Oscillating: at least two up and two down transitions.
Fluctuating: the distance of the highest to the lowest severity state value

is greater than one.
Nearly Steady: the distance of the highest to the lowest severity state value

equals one.
Only if there are several courses with the same trend descriptions, we use

a minor fourth trend description T4 to find the most similar among them. We
assess the considered course by adding up the state transition values inversely
weighted by the distances to the current day. Together with the current kid-
ney function state these four trend descriptions form a course depiction that
abstracts the sequence of the kidney function states.

Looking back from a time point t, these four trend descriptions form a
pattern of the immediate course history of the kidney function considering
qualitative and quantitative assessments.

Example. The following kidney function states may be observed in this
temporal sequence (Fig. 5):

– Selective tubular damage, reduced kidney function, reduced kidney func-
tion, selective tubular damage, reduced kidney function, reduced kidney
function, sharply reduced kidney function

So we get these six state transitions:
– Decreasing, steady, increasing, decreasing, steady, decreasing.

With these trend descriptions:

– Current state: sharply reduced kidney function.
– T1: decreasing, reduced kidney function, one transition.
– T2: decreasing, selective tubular damage, three transitions.
– T3: fluctuating, selective tubular damage, six transitions.
– T4: 1.23.

In this example, the short-term trend description T1 assesses the current
state transition as “decreasing” from a “reduced kidney function” to a
“sharply reduced kidney function”. Since the medium-term trend description
T2 accumulates steady state transitions, T2 determines a “decrease” in the
last four days from a “selective tubular damage” to a “sharply reduced kid-
ney function”. The long-term trend description T3 assesses the entire course
of seven days as “fluctuating”, because there is only one increasing state tran-
sition and the difference between the severity values of a “selective tubular
damage” and a “sharply reduced kidney function” equals two.
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Fig. 5. Presentation of a current and a similar course

Subsequently, CBR retrieval methods [13,18,19] use the parameters of the
trend descriptions to search for similar courses. The result, a current query
course is depicted in comparison to similar ones to the user (Fig. 5), the course
continuations of the similar courses serve as prognoses.

Since the aim was to develop an early warning system, a prognosis is
needed. As there are many different possible continuations for the same
previous course, it is necessary to search for similar courses and different
projections. Therefore, the search space is divided into nine parts correspond-
ing to the possible continuation directions. Each direction forms an own part
of the search space. During the retrieval these parts are searched separately
and each part may provide at most one similar course.

Before the main retrieval, a prototype that matches most of the trend
descriptions is searched. Below this prototype the main retrieval starts. It
consists of two steps for each projection part. First an activation algorithm [18]
concerning qualitative features is applied.

Subsequently, the retrieved cases are checked with an adaptability criterion
that looks for sufficient similarity, because even the most similar course may
differ from the current one significantly.

If several courses are selected in the same projection part, in a second step
a sequential similarity measure is used concerning the quantitative features.
It is a variation of TSCALE [19] and goes back to Tversky [13].

As there may be too many different aspects between both patients, the
adaptation of a retrieved similar course to the current query course is not
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done automatically. In fact, ICONS displays not just one comparison but
theoretically in each of the nine projection parts a similar case can be found.
In practise, in just few projection parts (usually two or three) similar kidney
function courses are found.

ICONS offers only diagnostic and prognostic support, the user has to
decide about the relevance of all displayed information. When presenting
a comparison of a current and a similar course, ICONS supplies the user
with the ability to access further information. Namely about additional renal
syndromes, courses of single parameter values of the kidney function during
the relevant time period, and information about how typical the retrieved
former course is (a prototypical case or a single case).

2.3 Influenza Forecast

The general idea of tour TeCoMed project was to discover regional health
risks in the German federal state Mecklenburg Western Pomerania by keeping
spreads of infectious diseases under surveillance. A program was developed
that computes early warnings against forthcoming waves or even epidemics of
infectious diseases that are characterised by cyclic but irregular occurrences.
The program has mainly been applied on influenza [11], later on additionally
on bronchitis [20].

Since influenza results in many costs, especially in an increased number of
days of unfitness for work, many of the most developed countries have started
to generate influenza surveillance systems. The idea is to predict influenza
waves or even epidemics as early as possible and to indicate appropriate
actions like starting vaccination campaigns or advising high-risk groups to
stay at home.

Though a couple of factors are influencing influenza (e.g. weather
conditions, mutations of the influenza virus, and outbreaks in foreign coun-
tries) no proper knowledge about these influences is available. Consequently
all surveillance systems focus on observed counts of infections. Furthermore,
all influenza surveillance systems make use of former influenza seasons. Most
of them have tried statistical methods, so far only with modest results.
The usual idea is to compute mean values and standard courses based on
weekly incidences of former seasons and to analyse deviations from a statistic
normal situation. Influenza waves usually occur only once a season, but they
start at different time points and have extremely different intensities. So,
Farrington already pointed out that statistical methods are inappropriate for
diseases (like influenza) that are characterised by irregular cyclic behaviour
of temporal spreads [21].

Instead, in the TeCoMed we applied CBR again. So, former influenza
seasons are considered more explicitly. Those parts of former seasons that
are most similar to the current situation are searched and used to decide
whether warnings are appropriate. Here, just the method is summarised. For
more details and for results see [11].



74 R. Schmidt

2.3.1 Prognostic Model for Influenza

Influenza seasons start in early October and end in late March. They consist
of 26 weeks. The choice to consider weekly incidences instead of, e.g. daily
ones is common practice in influenza surveillance. Since warnings seem to
be appropriate in at most up to four weeks in advance, we consider courses
that consist of four weekly incidences. In some other influenza systems this
period of time is used too (e.g. in [22]). So, every influenza season is split into
23 courses, each of them consists of four weekly incidences. Figure 6 shows
the prognostic model.

Temporal Abstraction. Firstly, three trends are defined that characterise the
changes from last week to this week, from last but one week to this week,
and from last but two weeks to this week. The assessments for these trends
are “enormous decrease”, “sharp decrease”, “decrease”, “steady”, “increase”,
“sharp increase” and “enormous increase”. They are based on the percentage
of alteration. Together with the four weekly incidences these assessments are
used to determine similarities between a query course and all four-week courses
stored in the case base.

The intention for using these two sorts of parameters is to ensure that a
query course and an appropriate similar course are on the same level (similar
weekly data) and that they have similar changes on time (similar assessments).

Searching for Similar Courses. Subsequently, distances between a query
course and all four-week courses stored in the case base are computed. The
considered attributes are the three nominal valued trend assessments and the
four weekly incidences.

Sufficient Similarity. The result of computing distances is a very long list of
all former four weeks courses sorted according to their distances. The next

Weekly Incidences

Course Description Parameters

Temporal Abstraction

Warning if appropriate

List of All Former Courses

Retrieval: Distances

Most Similar Former Courses

Sufficient Similarity

Adaptation

Fig. 6. The prognostic model to forecast influenza
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step means to find the most similar ones. One idea might be to use a fixed
number, e.g. the first two or three courses in the sorted list. Unfortunately,
this has two disadvantages.

First, even the most similar former course might not be similar enough,
and secondly, vice versa, e.g. the fourth, fifth, etc. course might be nearly as
similar as the first one.

So, the most similar courses are found by applying sufficient similarity
criteria, namely two thresholds. First, the difference concerning the three trend
assessments between the query course and a most similar course has to be
below a first threshold. This guarantees similar changes on time. And secondly,
the difference concerning the incidences of the current weeks must be below
a second threshold. This guarantees an equal current incidence level.

Adaptation. Now the list of the most similar former courses usually is very
small. However, the question arises how these courses can help to decide
whether early warnings are appropriate. Those time points of the former
courses are marked where, in retrospect, a first warning was appropriate.
This means that a solution of a four weeks course is a binary mark, either a
warning was appropriate or not.

For the decision to warn, the list of the most similar courses is split in
two lists. One list contains courses where a warning was appropriate; the
second list gets the other ones. For both of these new lists their sums of the
reciprocal distances of their courses are computed to get sums of similarities.
Subsequently, the decision about the appropriateness to warn depends on the
question: which of these two sums is bigger.

In Fig. 7, past influenza seasons of Mecklenburg, Western Pomerania are
depicted. The squares indicate time points for first warnings which can easily
be computed. Circles indicate time points for earlier warnings. Since these
points are difficult to discriminate from normal situations, the computation
of these earlier warnings is not so easy. For details about experimental results
about these two ideas when to warn see [11]. Later the same method has also
been applied on data from Scottish Health Centres (for results see [23]), where
the distinction between influenza waves and normal situations was easier than
for the data of Mecklenburg, Western Pomerania.

2.4 General Model for Time Course Prognosis

Based on experiences with time course prognosis of the kidney function
(Sect. 2.2.2) and with influenza forecast (Sect. 2.3) a general model for time
course prognosis was developed (Fig. 8). It is similar to the CBR cycle pro-
posed by Aamodt and Plaza (see Fig. 1), which consists of retrieving former
similar cases, adapting their solutions to a current problem, revising proposed
solutions, and retaining new learned cases [3].

Since in both our applications the idea is to give information about a
specific development and its probable continuations, a revision of proposed
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solutions does not take place. On the other hand, three steps are added to the
original CBR cycle: a state abstraction, a temporal abstraction, and a search
for prototypes.

For multiple parameters (as for the kidney function) a state abstraction
shall occur. For single parameter courses (as for influenza) this step is, of
course, unnecessary. The next step, a temporal abstraction, should provide
some trend descriptions, which can not only help to visualise tendencies of
courses, but the description parameters can also be used for retrieving similar
courses.

In CBR programs, the retrieval often consists of two steps, a pre-selection
and a fine selection. Especially in the medical domain, prototypes are an
appropriate knowledge representation form to generalise from specific single
cases to more abstract ones [5]. Prototypes help to structure the case base, to
guide and to speed up the retrieval, and to get rid of redundant cases [24]. So,
the search for a fitting prototype is a sort of preliminary selection, before the
main retrieval takes only those cases into account that belong to the retrieved
prototype.

About the role of prototypes in medical CBR systems see [24]. For details
about prototypes for the prognosis of kidney function courses see [10].

In CBR the retrieval is connected with a similarity measure, which
determines the similarity between a current query case and the cases in the
case base. This measure can either be explicitly applied or it can be imple-
mented in a more sophisticated retrieval algorithm. For the prognosis of kid-
ney function courses a spreading activation algorithm [18] is applied, while
for influenza forecast an explicitly defined similarity measure is used [23].

Many medical CBR systems are so-called retrieval-only systems [25].
Sometimes it is appropriate to visualise temporal courses in comparison
to similar former ones. For the prognosis of kidney function courses such
a comparative presentation was implemented, while for influenza forecast
adaptation is performed to decide whether warnings are appropriate or not.

3 Case-Based Reasoning in Medicine

The first international CBR conference was organised in 1993. However, some
national CBR workshops took place slightly earlier, especially in the US,
already in 1988. From the beginning, medical applications were part of the
CBR community. Though later on medical applications were presented at
every international CBR conference, medicine never became one of the main
application areas of CBR. However, as a result of an increasing interest in CBR
in medicine, a first workshop on this topic was organised within the interna-
tional conference in 2003 [26]. Since then this workshop has been continued
on the following conferences [27,28].

When looking at the medical CBR applications in the last nearly 20 years,
a tendency can be observed. At the beginning the majority of applications
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dealt with diagnostic tasks, while in the recent years rather more therapeutic
and treatment systems have been developed.

Though an increasing interest in CBR in medicine can be observed, the
progress in this field is very difficult to assess, because many research groups
developed just one medical CBR system and subsequently went to some other
application area. On the one side there are computer scientists working on
CBR and looking for various fields of application who occasionally come across
a medical problem. On the other side there are scientists in medical informa-
tics working on medical applications that occasionally come across a problem
where CBR seems to be appropriate. However, a few research groups have
been working in the field of medical CBR systems for quite a long time.
Unfortunately, so far there have been just very few fruitful discussions between
these groups. The main reason is that these groups are developing different
sorts of applications in various medical areas.

One of these research groups is our own one, which was led by Lothar
Gierl. We have already presented our work in the last section. In this section
we firstly introduce the other main researchers in this field and their work.
Secondly, we introduce the other people that presented medical applications
at international CBR conferences. Apart from these conferences there are
researchers who work on CBR in medicine but presented their work elsewhere.
Since we are just aware of a few of them, some work may be not mentioned
here. We finish this section with a very specific medical task, namely the
interpretation of medical images.

3.1 Three CBR in Medicine Researchers

Apart from our own group there are three research groups who regularly
presented their work on CBR in medicine.

Isabelle Bichindaritz, who was one of two organisers of the annual “CBR in
the health science” workshops at the international CBR conferences [26–28],
developed three medical CBR systems.

ALEXIA [29] deals with diagnosis of a patient’s hypertension aetiology.
The classical indexing of former stored cases is enriched with a meta-indexation
level that is connected with a causal physiological model. The dependency
relations expressed through the causal model provide a functional point of
view that objectivates the selection of the best analogous.

MNAOMIA [30] provides assistance in psychiatry eating disorders for diag-
nosis, treatment, and research hypothesis recommendation. It is capable of
adapting to different cognitive tasks. The memory model of the system com-
prises both an experimental and a theoretical memory, expressed in a unified
knowledge representation language and organisation. The components of the
memory are cases and concepts, in the experimental part, and prototypes
and models, in the theoretical part. The reasoning supported by this mem-
ory model can be various, and takes advantage of all components, whether
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experimental or theoretical. It is strongly constrained by some specialised
models in the theoretical part of the memory, called the points of view.

CARE-PARTNER [31] is a computerised decision support system on the
World Wide Web. It supports home care providers. It is applied on the long-
term follow-up of patients having undergone a stem-cell transplant, after their
return in their home community. The system combines CBR and rule-based
reasoning, its memory consists of patient cases and of ontology that contains
disease descriptions, signs, symptoms, medications etc.

Isabelle Bichindaritz did not just develop these systems but provided
rather theoretical work based on experiences with these systems. This com-
prises reflections about CBR for temporal problems [32], solving safety
implications [33], a framework for the sharing and for the distribution of case
bases, and about CBR in biology and medicine [34].

Since 1998 Stefani Montani, who at first worked with Riccardo Bellazzi
and Mario Stefanelli in Pavia and later on with Luigi Portinale in Alessandria,
in Italy, has regularly presented her work at CBR conferences. Within an EU-
research project about management of insulin dependent diabetes mellitus she
not just developed a multi-modal reasoning systems that combines case-based
and rule-based reasoning [35] but additionally investigated theoretical aspects
like retrieval and prototypes [36]. Recently, she developed a retrieval system in
the haemodialysis domain where the case features are partly static and partly
dynamic (time-dependent) [37]. Based on these experiences she subsequently
outlined a framework for case representation and retrieval for domains with
temporal dimensions [38]. It incorporates different sorts of temporal abstrac-
tion [16], namely into states and into trends.

Peter Funk and his research group joined the “CBR in medicine” commu-
nity rather recently. At first he presented a framework for performing classi-
fication of measurements derived from noisy data [39] and subsequently his
approach about how to classify time series data for respiratory sinus arrhyth-
mia [40]. Most recently, at the “CBR in the health science” workshop 2005
he and his colleagues had three contributions on different aspects of time
series and about determining stress levels in the domains of heartbeats and
respiration [28].

3.2 Further Medical CBR Applications

Apart from the researchers and research groups already introduced above, here
we want to summarise all the others. We do not claim on completeness but
hope to present all important systems and developments in the community of
the CBR in medicine.

3.2.1 Diagnostic Systems

One of the earliest medical CBR systems is CASEY [41], which deals with
heart failure diagnosis. The most interesting aspect of CASEY is the at-
tempt to use more general adaptation operators. However, though many useful
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domain dependent operators could be defined, not all adaptation situations
could be solved with them. So, when adaptation fails or when no appropriate
similar case can be found, a rule base is used.

Another diagnostic system of the late 1980s is MEDIC [42]. It is a schema-
based diagnostic reasoner whose domain is pulmonology. Its interesting aspect
is the memory organisation. Schemata represent the problem solvers knowl-
edge. They are packets of procedural knowledge about how to achieve a goal or
a set of goals. The memory does not only consist of schemata, but additionally
of diagnostic memory organisation packets of individual cases, of diagnoses,
and of scenes. A scene represents an instantiation of a schema in a particular
case. This memory organisation and retrieval allows a reasoner to find the
most specific problem-solving procedures available.

FLORENCE [43] is a system of the early 1990s. It deals with health care
planing in a broader sense, namely for nursing which is a less specialised field.
It fulfils all three basic planing tasks: diagnosis, prognosis, and prescription.
Here diagnosis is not used in the common medical meaning as the identification
of a disease but it seeks to answer the question “what is the current health
status of a query patient?” Rules concerning weighted health indicators are
applied. The health status is determined as the score of the indicator weights.

MERSY [44] is a system for rural health care workers. It has the advantage
of relocation of expertise. This is especially important in developing countries
where health care workers are rare and are performing with only modest skills.
In MERSY the knowledge base can automatically be adapted to special health
care problems of a region.

FM-Ultranet [45] and Somnus [46] are primarily diagnostic systems,
which were presented at the recent CBR in health science workshops. FM-
Ultranet supports ultrasonagraphists in detecting fetal malformations. When
a practitioner detects an abnormality during a routine ultrasound screening,
FM-Ultranet helps to determine if the abnormality is dangerous. Attributes
derived from the scans are used to identify abnormal organs and extremities.
Cases are arranged in a hierarchical structure, the hierarchy consists of 39
concepts, which consist of attributes. Similarities between query cases and
concepts are calculated by using the attributes. Somnus helps students in a
sleep disorder clinic to diagnose and treat obstructive sleep apnoea, a breath-
ing disorder that repeatedly wakes patients from sleep. Somnus combines
semiotics, fuzzy logic, and database query techniques with CBR.

A big problem for medical expert systems is to deal with multiple disor-
ders. Recently in the CBR community two approaches have been undertaken
to tackle this problem. The first one [47] deals with sonography cases. So
far, its results are not very promising, because in its case base only few
cases have similar combinations of multiple disorders. The results of the
second approach [48] in the same domain are more promising. However, not
a pure CBR method is applied but it is a complex combination of CBR and
rule-based reasoning.
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3.2.2 Therapeutic and Other Support Systems

Most of the therapeutic systems are already mentioned in sections above,
because they were developed by Isabelle Bichindaritz (for eating disorders and
for stem-cell post-transplant patient care), by the group of Stefania Montani
(for diabetes and for haemodialysis), or by our own group. Apart from the
ICONS system (for antibiotics therapy advice), which we have summarised
in Sect. 2.2.1, we have developed another therapeutic CBR system, namely
recently a system called ISOR (in the endocrine domain) [49].

So, here we just mention a few other systems. In TA3-IVF [50], a system
to modify in vitro fertilisation treatment plans. Relevant similar cases are re-
trieved and compositional adaptation [51] is applied to compute weighted
average values for the solution attributes. In CASIMIR [52], a system to
support decision making for breast cancer treatments, two separate systems,
a rule-based and a case-based one, are linked.

More recent systems especially deal with other sorts of health support,
namely for prescribing exercise regimen [53], concerning technology needs for
the elderly and disabled [54], and for hospital management [55].

3.3 Medical Image Interpretation

Already in the early stages of CBR, systems dealing with medical images were
developed. These systems like ProtoISIS [56] and MacRad [25] just performed
image retrieval. Users can ask content-based queries and these systems return
reference images. In MacRad not only hierarchies for indexing stored images
are used for retrieval but additionally constraints specified in the user queries
are considered.

However, the early systems did neither perform adaptation nor did they
attempt to interpret images. Grimnes and Aamodt [57] developed a prototype
of an image interpretation system for computer tomography. It consisted of
two layer CBR architecture, a CBR level for lower level segmentation identi-
fication and a second layer for higher liver interpretation and understanding.
A rather sophisticated image understanding system is SCINA [58]. It automat-
ically derives assessments concerning the presence of coronary artery disease
from a scintigraphic image data set. Each image consists of six planes, each
plane is divided into 12 segments and the resulting 72 values are considered
for retrieval, which is performed by nearest neighbour match. In contrast to
the early systems mentioned above, in SCINA adaptation takes place. It is
problem specific and it is based on the coronary circulation model.

Later on few presentations (e.g. [59]) about CBR and medical image
retrieval were given at CBR conferences. The only prominent researcher in
this field, who, since 1998 continuously presented her work at CBR confer-
ences, is Petra Perner. This contains her practical work on, e.g. CT images [60]
and fungi strains [61] as well as her theoretical research on various aspects of
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image interpretation. For readers interested in CBR for image interpretation
we especially recommend her invited talk at the international CBR conference
in 2001 [62].

4 Conclusion

In this chapter, we have mainly presented the work of Lothar Gierl on CBR
in medicine. Additionally, we have reviewed most researches of this area that
have presented their work in the CBR community.

As a tendency we see just a slight shift from diagnostic applications to
rather therapeutic and other sorts of support systems. Furthermore, we have
the impression that the number of medical CBR systems has already increased
and we hope that it will probably grow further.

CBR has been applied in various medical application areas. The choice
mainly seems to depend on the involved CBR researchers and their personal
contacts. Bioinformatics might be a new promising area for CBR techniques,
though very few investigations have been undertaken so far.
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Assessing the Quality of Care for End Stage
Renal Failure Patients by Means of Artificial
Intelligence Methodologies

Stefania Montani, Luigi Portinale, Riccardo Bellazzi,
Cristiana Larizza, and Roberto Bellazzi

Summary. End Stage Renal Disease is a severe chronic condition that corresponds
to the final stage of kidney failure. Hemodialysis (HD) is the most widely used
treatment method for ESRD. The HD treatment is costly and demanding from
an organizational viewpoint, requiring day hospital beds, specialized nurses and
periodical visits and exams of out-patients.

In order to assess the performance of HD centers, we are developing an auditing
system, which resorts to (1) temporal data mining techniques, to discover relation-
ships between the time patterns of the data automatically collected during HD
sessions and the performance outcomes, and to (2) case based reasoning (CBR) to
retrieve similar time series within the HD data, in order to evaluate the frequency of
critical patterns. In particular, as regards temporal data mining, two new methods
for association rule discovery and temporal rule discovery have been applied to the
HD time series. As regards CBR, we have implemented a case-based retrieval system,
which resorts to a multi-step architecture, and exploits dimensionality reduction
techniques for efficient time series indexing.

The overall approach has demonstrated to be suitable for knowledge discovery
and critical patterns similarity assessment on real patients’ data, and its use in
the context of an auditing system for dialysis management is helping clinicians to
improve their understanding of the patients behavior.

1 Introduction

Health care organizations (HCO) have nowadays evolved into complex enter-
prises, in which the management of knowledge and information resources is
a key success factor in order to improve their efficacy and efficiency. Rather
interestingly, the types of knowledge that have to be managed comprise of
both the empirical and experiential (or tacit) knowledge mirrored by the day
by day actions of health care providers and the structured and explicit knowl-
edge contained in guidelines and textbooks. Unfortunately, although HCO are
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data-rich organizations, their capability of managing tacit knowledge is still
very poor: the day-by-day collection of patients’ clinical data, of health care
provider actions (e.g., exams, drug deliveries, surgeries) and of health care
processes data (admissions, discharge, exams request) is not often followed by
a thorough analysis of such kind of information. Traditionally, it has been con-
sidered that the usefulness of those data for evidence-based medicine purposes
is very limited, since they do not come from clinical trials and controlled
environments and they may be thus affected by several biases.

Thanks to the knowledge management (KM) perspective [1], on the other
hand, the crucial role of process data for institution-based organizational
learning has been made clear: process data may be effectively used to change
organizational settings and to maintain and retrieve unstructured situation-
action knowledge [2].

One of the aspects of organizational learning is the assessment of the
quality of hospital services. In detail, the goal of a quality assessment system
is the one of relying upon process data to: assess the performance of the over-
all service at hand; assess the performance of the service for each patient that
resorts to it; understand the reasons of failures. Technically speaking, such a
system should allow to fulfil two (independent) tasks (1) discover relationships
between the time patterns of the process data and the performance outcomes;
(2) retrieve similar time series within the process data, in order to assess the
frequency of critical patterns.

The aim of this work is to show how both tasks can be dealt with, by resort-
ing to classical Artificial Intelligence (AI) methodologies. In particular, we are
interested in the development of an auditing system for assessing the efficacy
of the treatment delivered by a Hospital Hemodialysis Department (HHD)
on the basis of the process data routinely collected during hemodialysis ses-
sions. HHDs manage End Stage Renal Disease (ESRD) patients that undergo
blood depuration (hemodialysis) through an extra-corporal circuit. The data
accumulated over time for each patient contain the set of variables that are
monitored during each dialysis session. In other words, the data collected are
sequences (inter-session data) of multidimensional time series (intrasession
data). The majority of these process data is typically neglected in clinical
practice, since they are synthesized by few clinical indicators observed at the
beginning and at the end of each treatment session. Such clinical indicators
are usually related to the well-being of patients, and do not contain detailed
information about the quality of the treatment, in terms, for example, of blood
depuration efficiency or nurse interventions during the dialysis sessions. The
goal of this work is, therefore, to fully exploit hemodialysis process data in
order to fulfil the two tasks outlined earlier. In particular, temporal data min-
ing techniques are applied to discover relationships between the time patterns
of the process data and the performance outcomes, while case based reasoning
(CBR) [3] is applied to retrieve similar time series within the process data, in
order to assess the frequency of critical patterns.
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The work has involved the Department of Computer and Systems Sci-
ence of the University of Pavia, the Department of Computer Science of
the University of Piemonte Orientale, the HHD of Vigevano (Pavia) and the
Limited Assistance Center (LAC) of Mede, a small town located 35 km far
from Vigevano. LAC are dialysis services managed by nurses, with a remote
supervision of a HHD. The HHD physicians define the HD prescriptions
(dialysis duration, ideal weight loss, pharmacological therapy) during periodic
control visits, and the day by day management is carried on by nurses.

The paper is organized as follows: details of the application domain can be
found in Sect. 2, the data mining facility we have designed and implemented
is described in Sect. 3, while the CBR system is described in Sect. 4. Results
are presented in Sect. 5, and conclusions are discussed in Sect. 6.

2 Hemodialysis Treatment for ESRD

ESRD is a severe chronic condition that corresponds to the final stage of
kidney failure. Without medical intervention, ESRD leads to death. In the
US, the incidence of chronic renal failures ranges between 242–348 patients per
million inhabitants [4] while in Italy it is of about 120 per million inhabitants
[5]. Hemodialysis (HD) is the most widely used treatment method for ESRD.
HD relies on an electromechanical device, called artificial kidney or hemodi-
alyzer which, thanks to an extracorporeal blood circuit, is able to clear the
patient’s blood from metabolites, to re-establish acid–base equilibrium and to
remove water in excess. On average, hemodialysis patients are treated for four
hours three times a week. The HD treatment is costly and demanding from
an organizational viewpoint, requiring day hospital beds, specialized nurses
and periodical visits and exams of out-patients [6].

The overall assessment of an HD treatment center is typically made on the
basis of some general outcomes parameters, such as mortality, morbidity and
rehospitalization. Periodically, it is also possible to aggregate the data coming
from the assessment of the HD sessions of single patients, such as the so-called
“KT/V” analysis. Such analysis is performed through the assessment of the
removal of the protein catabolism products (urea) with respect to the dialysis
time. The KT/V analysis is routinely performed only few times per month
(typically one), under the (false) assumption that the therapy conditions do
not change over time.

Thanks to the advances of the most recent hemodialyzers, it is now
possible to tackle with the problem of assessing the performance of HD centers
from a completely different viewpoint. Hemodialyzers may nowadays allow
for the automatic monitoring of the dialysis sessions, collecting more than
25 variables. This allows the design of systems for an automatic evaluation of
the performance of each dialysis session, and, thanks to a suitable aggregation
mechanism, for the evaluation of the overall HD center.
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In particular, the efficacy of hemodialysis sessions can be assessed [7] on the
basis of a few predefined outcomes, obtainable from a subset of the monitoring
variables as follows:

– Removal of protein catabolism products (urea, creatinine); this outcome
is indirectly evaluated by measuring the blood flow in the extracorporeal
circuit (QB), the body weight loss (WL), and the duration of a hemodial-
ysis session (T).

– Efficiency of the extra-corporeal circuit of the dialyzer; this outcome is
evaluated by measuring the hydraulic pressures of the circuit: the arterial
(AP) and venous (VP) pressures. AP and VP are, respectively, collected
before and after the device where solutes and water are exchanged.

– Body water reduction and hypotension episodes. The monitoring of body
water and of patients systemic pressure is performed by measuring the
body weight (WB), systolic and diastolic pressures (SP, DP), the cardiac
frequency (CF), the hemoglobin concentration (Hb), and the hematic
volume (HV).

The data collected during each dialysis session we refer to are summarized
in Tables 1 and 2. In particular Table 1 lists the variables collected in the
form of time series, while Table 2 lists the variables recorded in the form of
single data points (one value per session). In the current technical settings,
the sampling time ranged from 1 to 15 min.

Table 1. Monitoring variables for hemodialysis efficiency assessment, collected as
time series

variable name abbreviation

venous pressure VP
blood bulk flow QB
arterial pressure AP
systolic pressure SP
diastolic pressure DP
cardiac frequency CF
hemoglobin Hb
hematic volume HV
output pressure of dialyzer OP
dialysate conductivity DC

Table 2. Monitoring variables for hemodialysis efficiency assessment, collected as
single data points

variable name abbreviation

weight before session WB
weight loss WL
dry weight DW
vascular access VA
dialysis time duration T
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In this context, data mining techniques appear to be well suited to pre-
process the data, and to discover relationships between measured signals and
HD failures. On the other hand, through CBR it is possible to look for sim-
ilar situations, typically patterns corresponding to persistent failures over
time; it is then possible to highlight if these patterns are repeated over the
same patient or over different ones, and what solutions have been provided in
those cases, in terms of dialysis prescription (i.e., the prescribed flow rates at
the beginning of dialysis).

Details of how these methodologies have been exploited in our work are
introduced in the next sections.

3 Data Mining for ESRD

In order to assess the performance of each dialysis session, we need to compute
a suitable summary of the intradialysis time series.

In particular, we decided to resort to the calculation of the more
frequent values measured in each session, disregarding the information on
the dynamics. Each session is thus synthesized through the median value
(50th percentile) of each monitored variable. Such a choice, although ar-
guable for some signals, allows the user to easily interpret the auditing
system results. After having calculated the median values, we obtain a new
multidimensional time series, in which each point is the vector of the median
values of the monitoring variables. We will refer to this time series as the
median time series.

On the basis of the median values, it is possible to assess the quality of a
session by performing a comparison between a set of reference values and a
set of dialysis outcome parameters. In more detail, we consider six outcome
parameters: (1) the median levels of VP, AP, that we will denote as VP*, AP*;
(2) the difference (∆QB) between the prescribed QB and its median values
(QB*); (3) the difference (∆T) between the prescribed dialysis time and the
observed one; (4) the difference (∆L) between the prescribed weight loss and
the weight loss measured at the end of the dialysis; and (5) the difference
(∆W) between the weight reached at the end of the dialysis and the target
weight of the patient.

A general index of success is derived by judging as positive a treatment in
which all (logical operator AND) the logic conditions of Fig. 1 are satisfied.

Moreover, a crucial aspect of our work is to be able to provide clinicians and
nurses with a deeper insight in the HD temporal patterns, in order to discover
the reasons of failures, by deriving associations between monitoring variables
and failures that may be interpreted as causal relationships. To this end, we
have defined a temporal data mining strategy, based on the median time series
of each dialysis session. Such strategy follows two steps: (1) extraction of basic
temporal patterns, e.g., trends, from the median time series; (2) search for
patient-specific associations between the temporal patterns and the failures; to
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Parameters Condition

DQB

VP 
∗

AP 
∗

DT

DL

DW

Not less than 2% of the prescription

Less or equal than 2% of the prescription

Less or equal than 7% of the prescription

Less or equal than 5% of the prescription

Fig. 1. Outcome parameters and the corresponding logical conditions for their
assessment

this end we have implemented two different algorithms: the first one searches
for the contemporaneous presence of the temporal patterns and the failures,
while the second one searches for temporal relationships, i.e., precedence,
between the temporal patterns and the failures. To extract basic temporal
patterns, we have exploited an interesting approach to temporal data analysis
and reasoning called Temporal Abstractions (TA) [8].

Through TA, large amounts of temporal information, such as the one
embedded in a time series, can be effectively mapped to a compact repre-
sentation, that not only summarizes the original longitudinal data, but also
abstracts meaningful behaviors in the data themselves.

Operatively, the basic principle of TA methods is to move from a point-
based to an interval-based representation of the data [9], where (1) the input
points (events henceforth) are the elements of the discretized time series;
(2) the output intervals (episodes henceforth) aggregate adjacent events
sharing a common behavior, persistent over time. More precisely, the method
described earlier should be referred to as basic TA [9].

Basic abstractions can be further subdivided into state TA and trend TA.
State TA are used to extract episodes associated with qualitative levels of the
monitored feature, e.g., low, normal, high values; trend TA are exploited to
detect specific patterns, such as increase, decrease or stationarity, from the
time series. The output results of a basic TA depend on the value assigned
to specific parameters, such as the granularity (the maximum temporal gap
between two events allowed for aggregating them into the same episode) and
the minimum extent (the minimum time extent for considering an episode
relevant) for state TA, and the slope (the minimum allowed rate of change in
an episode) for trend TA.

Complex TA [9] can be defined as well: instead of aggregating events into
episodes, complex TA aggregate two series of episodes into a set of higher
level episodes (i.e., they abstract output intervals over precomputed input
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intervals). In particular, complex abstractions search for specific temporal
relationships between episodes that can be generated from a basic abstraction
or from other complex abstractions. The relation between intervals can be any
of the temporal relations defined by Allen [10]. This kind of TA can be
exploited to extract patterns that depend on the course of several features, or
to detect patterns of complex shapes (e.g., a peak) in a single feature.

In the hemodialysis problem, we use basic TA to summarize the dynamics
of the median time series of each variable in the monitoring period. Before
running the TA mechanisms, the median time series is preprocessed with
filtering techniques in order to robustly detect trend TA. Through the ex-
traction of basic TA, we obtain a collection of episodes, that give a compact
picture of the profile of each variable. In the same way, we also extract the
failure episodes by aggregating the consecutive failures for each specific cause.

Once we have derived the state and trend TA for each monitoring variable,
we want to look for possible associations between the TA and the dialysis fail-
ure causes. As a first goal, we concentrated our attention on the extraction of
rules in which a temporal pattern, i.e., a TA, is contemporaneous to a failure.
This means to search for rules of the kind “IF the Trend of Venous Pressure
is increasing THEN dialysis fails due to insufficient Weight Loss.” The search
algorithm described in this section has been inspired by the work of Hoppner
[11] and by the well-known PRISM and APRIORI algorithms [12,13]. Let us
note that, although the search procedure looks for rules with a predefined set
of consequents, and may be, thus, interpreted as a supervised learning prob-
lem, its final goal is not to derive predictive rules, but to extract a description
of the co-occurrences of abstractions and failures. For this reason, we use the
term association rules to denote the outputs of the algorithm. In order to
describe the search algorithm we developed, it is necessary to introduce some
definitions and notations. Given the median time series Mj of a variable j,
the state TA for Mj can be represented as the collection of time intervals in
which Mj is either high (H) or normal (N) or low (L), while the trend TA for
Mj can be represented as the collection of time intervals in which Mj is either
increasing (I), stationary (S), or decreasing (D). Given two or more TA, for
example “Mj is N” and “Mi is I,” we can easily calculate their intersection
as the intersection of their time intervals; the time span (TSji(N, I)) of such
intersection corresponds to the number of dialysis sessions in which both TA
occur. The intersection can be calculated considering also one or more TA
and any failure parameter. In this case, given the abstraction “Mj is S,” and
the failure parameter F = Fi, we denote the time span of their intersection
as TSjF i(S, Fi). Let us note that TSjjj(H,N,L) and TSjjj(I, S,D) are equal
to zero. Finally, we denote TStot as the time span of the monitoring period,
which corresponds to the total number of dialysis sessions performed. The
search procedure aims to define rules of the form B → Fi where B is the
body and Fi is the head of the rule: in our case B is any conjunction of TA
(e.g., “Mi is L” and “Mj is H”), and Fi is a failure parameter (i.e., failure
due to ∆L). B is here interpreted as the intersection of TA involved in the
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conjunction. We define the cardinality of the rule as the number of TA in B.
It is, therefore, possible to calculate the time span of B (TSB) resorting to
the definition given earlier. We define the support (SU) of a rule as the ratio
between the number of sessions in which the rule holds and the total number
of sessions (i.e., SU = TSBFi/TStot) and we define the confidence (CF ) of
the rule as the conditional probability Pr{Fi|B}, which may be calculated
as CF = TSBF i

TSB
. Resorting to the definitions given earlier, we run a search

strategy which constructs rules with the maximal body having SU > SUmin

and CF > CFmin, being SUmin and CFmin suitable threshold values. The
strategy works as follows:

(a) Step 1. Choose a patient. Choose a failure parameter Fi. Compute the
TA for all variables. The TA are in the basic set B0.

(b) Step 2. The TA of B0 which corresponds to association rules with Fi

such that SU > SUmin are put in the set B1. Set the counter k, that
represents the cardinality of the rule, to 1.

(c) Step 3. Do:
– Set k = k + 1
– Generate the set Bk from Bk−1, in such a way that SU > SUmin. The

generation of Bk is implemented by following the APRIORI itemset
generation strategy [13].

while Bk is not empty.
(d) Step 4. Put B = Bk−1. Filter B in order to have rules with CF > CFmin.

The rule B → Oi contains the rule with most complex body. Let us note
that the algorithm may derive more than one rule for each Oi.

The derived rules with their support can be shown to the users also in
graphical form, thus highlighting the temporal location of the sessions in which
each rule holds. As an example, Fig. 2 shows the occurrence of an episode with
High VP*, Low AP* and High Hb*, corresponding to a series of Blood Flow
failures (∆QB). The method clearly helps to highlight an episode in which the
vascular access of the patient was not efficient, thus provoking high absolute
values of the pressures in the extracorporeal circuit and, at the same time, an
insufficient blood flow through the dialyzer.

Searching for association rules between variables and outcomes allows us
to highlight interesting clinical situations, where some temporal patterns are
contemporaneous to the presence of a dialysis failure. Another important
kind of analysis is to detect temporal rules, where the TA contained in the
antecedent of the rules (the body of the rule) have a temporal relationship
with the failure. Such rules can be useful to extract failure scenarios, which
can be used also for predictive purposes. In computational terms, a way to
extract such temporal rules is to map them to a particular kind of complex
TA, where a set of contemporaneous patterns (the antecedents of the rule)
has a temporal relationship with a failure episode. In our case, we have
defined a new temporal relationship, which we have called PRECEDES. Given
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Fig. 2. An example of output of the association rule discovery algorithm. An episode
in which a failure for Blood Flow (∆QB) is contemporaneous to a low value of AP*,
a high value of VP* and a High value of Hb*. Such a situation corresponds to an
occlusion of the vascular access of the extracorporeal circuit, which was solved after
dialysis 60

two episodes A and F, with time intervals [a1, a2] and [f1, f2], respectively,
A PRECEDES F, if a1 <= f1 and a2 <= f2.

PRECEDES expresses the intuitive notion that a scenario starts with an
episode related to certain monitoring variables and ends with an episode of
failure. More precisely, the choice of the PRECEDES operator is motivated
by the need of looking for typical temporal scenarios which occur before and
may persist during (but not lasting after) the episodes of failure. Therefore,
we look for temporal patterns of the kind: “An episode in which variable A
is Increasing AND variable B is High PRECEDES Failure F” Let us note
that PRECEDES includes the Allen’s [10] temporal operators OVERLAPS,
FINISHED-BY, MEETS, BEFORE, EQUALS and STARTS (see Fig. 3).

The PRECEDES temporal relationship may be constrained by three para-
meters: (1) the right shift (RS), defined as the maximum distance between
f2 and a2; (2) the left shift (LS), defined as the maximum distance between
f1 and a1; (3) the gap (GP), defined as the maximum distance between a2

and f1, when f1 > a2. The algorithm for extracting the temporal rules is a
generalization of the one described earlier.
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Relation Example
Finished-by

Overlaps

Meets

Before

Equals

Starts

A PRECEDES F

Fig. 3. The PRECEDES temporal operator

Figure 4 shows a complex TA episode extracted from our data by our
learning algorithm. The episode is “UF* Low and DP* Low PRECEDES a
failure due to insufficient ∆T.” Since this temporal pattern is found with
confidence 1 and support 0.3 in the overall data (not shown), the rule “UF*
Low and DP* Low → ∆T” is extracted.

4 Case-Based Retrieval for ESRD

CBR is a problem solving paradigm that utilizes the specific knowledge of pre-
viously experienced situations, called cases. It basically consists in retrieving
past cases that are similar to the current one and in reusing (by, if necessary,
adapting) past successful solutions; the current case can be retained and put
into the case library. In the domain of ESRD, we have developed a case-based
retrieval system, i.e., a system in which only the retrieval step of the overall
CBR methodology sketched earlier is carried out. In our application, in partic-
ular, a dialysis session can be interpreted as a case. The case structure involves
two categories of features: static features and dynamic ones. Static features
represent general information about the patient (e.g., age class, sex, type of
the disease that caused ESRD), long-term varying data, that can be approx-
imately considered as static within an interval of a few weeks/months (e.g.,
several laboratory exams), and measurements taken only once per session (see
Table 2). On the other hand, dynamic features are the information automat-
ically measured several times within a dialysis session, and thus recorded in
the form of discretized time series (see Table 1).
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Fig. 4. A PRECEDES relationships between a temporal pattern and a failure
extracted by the proposed algorithm from the dialysis data set. In this case, an
episode with Low values of UF* and DP* PRECEDES a Failure due to insufficient
dialysis time (∆T)

Since static features provide both a general characterization of the patient
and of the dialysis session as a whole, they provide the context under which
to evaluate the results of the dialysis, based on the interpretation of all
the relevant measured parameters (both static and dynamic). Defining the
context for retrieval corresponds to the so-called situation assessment step of
CBR. Therefore, it is quite natural to structure case retrieval as a two-step
procedure, articulated as follows:

1. Classification. it is based on static features alone, and it produces the
relevant context under which to base retrieval; a classification step can be
important if the physician needs to restrict attention only to particular
subsets of the whole case base. Classification relies on classical K-Nearest
Neighbor (K-NN) techniques.

2. Retrieval. it takes place on the restricted case base possibly produced by
the classification step. Intraclass retrieval is in turn a two-step procedure:
(a) First of all, the physician has the possibility of choosing a set of

dynamic features (that are in the form of time series) on which to
ground the retrieval; this allows her/him to focus the attention on a
subset of features that s/he considers relevant for the current analysis
s/he’s going to perform. The requirement implemented by the system
is that the retrieved cases must have a specified level of similarity



100 S. Montani et al.

for every selected feature. For each one of the selected dynamic fea-
tures (a subset of those listed in Table 1), we work on local similarity,
i.e., we look for the most similar cases to the input case relatively to
the direction represented by the feature at hand. We perform such a
search by executing a range query on the feature distance: a case will
be retrieved only if the distance of the considered feature from the cor-
responding series in the input case is smaller than a given threshold s.
The local retrieval process is then applied to all the selected dynamic
features and the intersection of the set of cases obtained with each
local retrieval is returned.

(b) Since in practice we are interested in global similarity, we finally com-
pute the distance from the input case in the space of all the case
features, for the data set composed by the cases obtained at step 2(a).
In particular, we include all the dynamic features which have not been
selected for local retrieval as well as static features. Cases can then
be ordered in decreasing order of distance (i.e., in increasing order of
similarity) and the best ones can be shown to the user.

The overall methodology is summarized in Fig. 5.
Intraclass retrieval is the core of our methodology, and we will provide

some additional details about it.
A wide literature exists about similarity-based retrieval of time series.

Several different approaches have been proposed (see the survey in [14]), but
most are based on the common premise of dimensionality reduction. As a
matter of fact, a (discretized) time series can always be seen as a vector in
an n-dimensional space (with n typically extremely large). Simple algorithms
for retrieving similar time series take polynomial time in n. Multidimensional
spatial indexing also known as spatial access methods (SAM) (e.g., resorting
to R-trees [15] or similar structures) is a promising technique that allows
sublinear retrieval; nevertheless, these tree structures are not adequate for
indexing very high-dimensional data sets [16].

One obvious solution is thus to reduce the time series dimensionality,
adopting a transform that preserves the distance between two time series or
underestimates it. In the latter case a postprocessing step is required to filter
out the so-called “false alarms”; the requirement is never to overestimate the
distance, so that no “false dismissals” can exist [14]. A widely used transform
is the discrete Fourier transform (DFT) [17].

DFT maps time series to the frequency domain. DFT application for
dimensionality reduction stems from the observation that, for the majority of
real-world time series, the first (1–3) Fourier coefficients carry the most mean-
ingful information, and the remaining ones can be safely discarded. Moreover,
Parseval’s theorem [18] guarantees that the distance in the frequency domain
is the same as in the time domain, when resorting to any similarity measure
that can be expressed as the Euclidean distance between feature vectors in the
feature space. In particular, resorting only to the first Fourier coefficients can
underestimate the real distance, but never overestimates it. The definition of
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Fig. 5. The overall case retrieval process implemented within our system. Classifi-
cation exploits k-NN in the static features space. Intraclass retrieval then extracts
the most similar cases in each of the n selected dynamic features directions: to
guarantee that retrieved cases have the required level of similarity on each selected
feature the intersection on the set of returned cases is computed. On this set, global
distance is calculated, by computing a weighted average; returned cases are then
ordered in terms of overall distance

similarity can also be extended with invariance under a group of transforma-
tions, like amplitude scaling and shift (see [19,20]).

In our system, we are currently implementing DFT as a means for dimen-
sionality reduction, exploiting the Euclidean distance as a similarity measure
(in particular, in presence of missing data, we set the distance equal to its
maximum value, i.e., to the feature range). The choice of DFT is motivated
by the observation that DFT is a standard technique, that is widely reported
in the literature and that has been successfully applied in several application
domains. Moreover, DFT offers the possibility of relying on well known in-
dex structures, without studying ad hoc solutions, and avoiding exhaustive
search (which, on the other hand, would be required for methods not relying
on coefficients). In particular, we have implemented an index belonging to the
family of k-d trees and a range query algorithm directly operating on k-d trees
themselves [21]. K-d trees are a technique frequently used in CBR systems,
both for indexing nonhierarchical cases, and for indexing cases represented
through hierarchies of attributes [22].
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Given two time series X = {x1, . . . , xr} and Y = {y1, . . . , yq}, a parametric
distance measure can be defined by considering an integer parameter p (if
p = 2 we get the standard Euclidean distance):

D(X,Y, p) =

⎛
⎝

min(r,q)∑
j=1

|xj − yj |p
⎞
⎠

1
p

.

In order to make the distance scale independent with respect to the series val-
ues, distance can be normalized over the range RANGEf of the corresponding
feature f as follows:

Df (X,Y, p) =

⎛
⎝ 1

m

m∑
j=1

∣∣∣∣
xj − yj

RANGEf
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p
⎞
⎠

1
p

=
D(X,Y, p)

m
1
p RANGEf

with m = min(r, q).
In this way, every distance is in the range [0, 1] independently of the con-

sidered feature f and it becomes more natural to characterize a range query.
In particular, we exploit a parameter 0 ≤ s ≤ 1 used as distance threshold for
the range queries concerning the dynamic features of our cases.

Given a query case CQ, intraclass retrieval starts by considering each single
dynamic feature f that the physician has selected for her/his analysis; let Tf

be the k-d tree index for feature f , Qf the query series (i.e., the time series
relative to feature f in case CQ) and s the distance threshold for the range
query. The following steps are then implemented: since the dialysis device has
starting and ending phases during which monitored data are meaningless, the
query series Qf is first validated by removing head and tail data corresponding
to noisy values; in this way all the considered time series are aligned to the
first valid point. After that, Qf is reduced through DFT by considering a
predefined number of coefficients1 (usually 3). We are then able to perform a
range query on Tf using Qf and the threshold s; this returns a set of time
series (relative to feature f) having a distance from Qf that may be less than
s (due to Parseval’s theorem we are only guaranteed that no indexed time
series whose distance is actually less than s has been missed). We then need
a postprocessing of the results, where actual distance with respect to Qf is
computed. The whole process is performed for every dynamic feature that has
been selected for local retrieval and finally, only cases that have been retrieved
in every feature direction are returned (case intersection). Figure 6 depicts this
mechanism. Notice that, for each retrieved series, the case intersection step
first extracts from the case library the whole case to which the series belongs
and then performs the intersection of the obtained set of cases. In this way
we are guaranteed that returned cases have a distance less than the threshold
for every considered dynamic feature.

1 The number of DFT coefficients to consider is a tunable parameter of the system.
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RangeQuery(Tf1,RQ1,s1)Postprocessing

Q1 Reduced Q1 (RQ1)

Result1,1

Resultk1,1

DFT Reduction

RangeQuery(Tfn,RQn,sn)Postprocessing

Qn Reduced Qn (RQn)

Result1,n

Resultkn,n

Feature f1

Feature fn

}

}
Case Intersection retrieved cases

Fig. 6. Block scheme for local retrieval. In the direction of each feature selected
by the physician, dimensionality reduction is performed. A range query is then
conducted, and the obtained results are filtered through a post processing step,
meant to delete false alarms. Finally, all the sets of locally similar cases are
intersected, in order to obtain globally similar results

Since we are finally interested in obtaining the best cases in terms of global
distance with respect to the query, we compute such a global measure as a
weighted average of feature (local) distances for every returned case:

D(C,CQ) =
∑n

i=1 wiDfi
(XC , YQ, p)∑n

i=1 wi
,

where C is a retrieved case, CQ the query case, XC and YQ are the time
series (values) of the feature fi in case C and CQ, respectively, and wi is
the weight representing the importance of feature fi; the former is another
tunable parameter of the system available to the physician for biasing the
order of presentation with more emphasis on a particular set of features
(usually those selected for local retrieval, since they represent features on
which to base the analysis of the results).



104 S. Montani et al.

5 Results

5.1 Testing the Data Mining Facility

The facility for temporal abstractions extraction and association rule dis-
covery described in this paper has been integrated within a more complete
software system, called Hemostat. Hemostat also allows the user to define
the haemodialysis targets for each outcome parameter for each patient, and
to easily calculate the percentage of failures for the overall HHD and for
each patient, over any given monitoring time period. Moreover, it provides
histograms, pies, charts and text outputs.

The Hemostat software has been installed and used in the LAC of Mede,
which treats about 40 patients. It is in routine use since May 2002. Until now,
it has been exploited to control the quality of the performance of the dialysis
center, by progressively changing and tuning the workflow of the involved
nurses. The results obtained are extensively described in [7].

After a period of usage of three years, from 2002 to 2005, a new version
of the software was made available to the Department in January 2006. 9,250
dialysis sessions have been collected in the period January 2002–December
2005. The mean number of dialysis session was 230, with a peak of 370
sessions in March 2004. Considering the more reliable collected data, concern-
ing the failures for blood flow, weight loss, dialysis time, and the blood circuit
pressure, 3,231 failed dialysis have been collected; this number corresponds
to the 35% of dialysis sessions. For what concerns the trend, the percentage
of failed dialysis has decreased from 55% (September 2002) to 31% (August
2005). The most frequent cause of failure was ∆L with 1,711 failed dialysis,
followed by ∆Qb with 1,289 failed dialysis.

The assessment of the rule discovery algorithms described in this paper,
on the other hand, has been performed retrospectively, since the integration
of Hemostat with the temporal data mining tool has been performed only
recently.

The algorithm for extracting association rules was applied to the overall
set of dialyses of each patient. The rules have been selected with a minimum
confidence equal to 0.9. In order to better assess the algorithm, we run it
with different levels of support, thus obtaining different set of rules. Each rule
has been evaluated by one of the authors, i.e., by the physician responsible
of the Vigevano HHD. The expert judged if the extracted rule confirmed
the available knowledge or if it was unexpected but plausible or, finally, if it
was not explainable on the basis of the available medical knowledge and of
the clinical experience. The results are extensively reported in [7], and briefly
summarized in the following.

In particular, we have been able to note that the number of extracted
rules decreases with the increase of the minimum support value. Moreover,
the percentage of “correct” rules has its maximum values in correspondence
to the intermediate support value, while it decreases with a higher sup-
port. It is also interesting to see that the number of not explainable rules is
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relatively low in all the trials and that the average number of rules antecedents
(contemporaneous TA) decreases with the increase of the support level. The
average number of rule antecedents is nearly constant, and corresponds to a
minimum of two antecedents and a maximum of eight. Finally, the algorithm
was able to extract rules which satisfy the support and confidence constraints
in, at maximum, one third of the patients.

The algorithm that learns temporal rules has been evaluated with a similar
approach. In particular, in order to assess the temporal rule learned, we have
run the algorithm with different values of the support and of the maximum gap
(GP) in the PRECEDES temporal relationship. The extracted rules have been
again evaluated in terms of their clinical plausibility. The number of extracted
rules is, in the large majority of cases, higher when the support is low and
the gap is high; this result is expected, since these conditions correspond to
weaker constraints in the search procedure. The sum of the percentages of
valid rules, i.e., the ones confirming prior knowledge and of the percentage of
the unexpected ones, is higher than the one of not explainable rules. Moreover,
also in presence of low support, the algorithm still performs in a satisfactorily
way, in particular in presence of gaps of 2 and 3. However, the proportions
of not explainable rules are always higher than in the case of association rule
discovery. Finally, the number of extracted rules may cover the one third of
the patients at maximum, while the average number of antecedents is higher
in presence of a gap equal to 1.

5.2 Testing the Case-Based Retrieval System

We restrospectively tested the case-based retrieval system on a set of data
coming from the Vigevano HDD. The data set we used comprises ten different
patients with more that ten dialysis sessions for each patients and with ten
different monitored signals (the time series features of Table 1) for each session.

As an example of the results produced by the system, we considered
a situation where the physician wanted to analyze the HV parameter of
a dialysis session. In a good session, HV fits a model where, after a very
short period of exponential decrease, a linear decrease of the volume follows.
Hypotension episodes of the patient under control may influence this kind
of behavior of the HV parameter; this may result in a different temporal
pattern not fitting the model. Figure 7 shows on the left the signals of a query
case (patient #10, dialysis #61) corresponding to a patient with hypoten-
sion during dialysis and with a HV profile having a pattern that does not fit
the usual HV model; in particular a decrease pattern is followed by an almost
stable pattern, followed by another decrease. The right part of Fig. 7 shows the
best retrieved case (patient #10, dialysis #68). Retrieval was performed by
asking for a high similarity (distance threshold equal to 0.15) with respect to
diastolic (DP) and systolic pressure (SP), blood bulk flow (QB), and hematic
volume (HV); QB is the first shown signal of the cases in the figure and was
considered an important contextual factor of the retrieval, while DP, SP, and
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Query Case: Patient #10, Dialysis #61 Best Retrieved Case: Patient #10, Dialysis #68

Fig. 7. Example of retrieval of signals of a dialysis session: query case (on the left),
best retrieved case (on the right). Numbers on the ordinate of each graphic represent
maximum or minimum value of the time series

HV are shown in more details in Fig. 8. We can notice that in the retrieved
case some kind of hypotension is still present during dialysis and that HV has
the same kind of pattern than in the query case. The same holds for the other
retrieved cases; in particular, by asking for the ten best cases, only cases from
patient #10 were retrieved. This is not casual, since that patient was the only
one having significant hypotension episodes stored in the case base.

Observe that all of these cases were judged as successful by the physician.
Actually, it seems that the outcome definition is based just on a macroscopic
observation of (a subset of) the features. On the other hand, our system allows
to obtain a deeper insight of the situation, highlighting types of anomalies
which, if they do not lead to an immediate dialysis failure, could produce
poor therapeutic results in the long run.

As a second example, we considered a case (patient #10, dialysis #71) in
which some alterations in the extra-corporeal blood circuit took place. This
kind of problems (typically due to an occlusion of the patient’s fistulae) are
indicated by a sudden increase of the arterious pressure (AP) around the end
of the session, and by a corresponding decrease of the venous pressure (VP).
Retrieval was conducted by requiring a high similarity for AP and VP, and
by assigning them the highest weights. Figure 9 details the values of AP and
VP for the query case and for the best retrieved one.

Observe that, while the query case was labeled as successfull, the re-
trieved case resulted in a positive outcome only after nurse intervention. In



Assessing the Quality of Care for End Stage Renal Failure Patients 107

Patient #10, Dialysis: #61 Patient #10, Dialysis: #68

Systolic Pressure

Diastolic Pressure

Hematic Volume

Fig. 8. Diastolic, systolic pressure, and hematic volume retrieval (cfr. Fig. 7)

particular, the nurse provided the patient with a diuretic drug, to compensate
hypotension.

This result led us to consider the values of DP and SP (see Fig. 10): as
a matter of fact, the values are low in both cases (in particular, the final
increase in the retrieved case corresponds to the drug effect). The information
provided by the retrieval procedure can thus warn the physician to pay
particular attention to hypotension for this patient, since in the past a med-
ical intervention was required, in a situation that is extremely similar to the
current one.

Our tool therefore provides results that allow to better assess the
dialisys efficiency, and that can indicate directions for further analyses and
considerations.
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Fig. 9. Arterious and venous pressure retrieval in the second example

Fig. 10. Diastolic and systolic pressure retrieval in the second example

Finally, we conclude by mentioning the fact that, in the experiments we
performed, retrieval has shown to be quite robust to noise; for example, very
often patterns of the HV parameters present noise in the form of spikes
representing erroneous measures of the dialysis machine. Such spikes seem
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Systolic Pressure

Diastolic Pressure

Hematic Volume

Query: Patient #10 Dialysis: #86 Best retrieval: Patient #10 Dialysis: #88

Fig. 11. Retrieval with noise on HV

not to influence very much the retrieval, since the actual pattern (disregard-
ing the spikes) is often captured. An example is shown in Fig. 11.

6 Conclusions

This paper describes a set of AI techniques which have been applied in a
system for quality assessment of hemodialysis centers.

The overall intervention is nowadays providing clinical benefits, measured
in terms of adherence to the therapeutic prescriptions. Moreover, the avail-
ability of such a system is leading to organizational changes in the day by day
clinical activities. As an example, the assessment of the single dialysis session
given by nurses at the end of the dialysis is now performed on the basis of the
data automatically collected by the system.
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The role of AI methods in this context is manyfold. In this paper we
have shown two methodologies for extracting potential associations between
the multivariate patterns which characterized the patients’ behavior and the
failures, i.e., the dialysis in which the prescribed therapeutic plan was not
implemented. Both the proposed algorithms represent a novel contribution
in the research on temporal data mining. Their test has been successfully
performed on a data set that can be considered to be very difficult and
noisy. The two algorithms proposed in the paper have been designed to
extract different kinds of rules, and their direct comparison is rather difficult,
since, although they share the same search procedure, they exploit different
temporal relationships and a different definition of confidence and support.
The algorithm for association rule extraction is suitable for finding unexpected
relationships between the problem variables, since the number of proposed
unexplainable rules is always very low. On the contrary, the temporal rule
discovery algorithm is better suited to recognise expected temporal scenarios.
To this end, our future plan is to formalize the temporal scenarios compatible
with prior knowledge and to exploit this knowledge to define an additional
algorithm able to search for frequent and plausible complex clinical situations
in the data.

As regards the case-based retrieval tool described in Sect. 4, so far it has
been evaluated only by means of some examples on retrospective data. In
the future, we plan to integrate the facility with Hemostat, and to evaluate
its usefulness and usability on real patients’ data at the Vigevano hospital.
This study will allow us to better understand the reliability of the retrieval
results, their usefulness for quality evaluation, and, more generally, the clinical
implications of adopting the tool in the every day unit activities.

As a future development, we also foresee to deal with the “case”
definition. We will allow the physician to consider longer monitoring periods,
typically all the dialysis sessions of a patient within two weeks. Choosing
this enlarged granularity, each session will be synthesized through sufficient
statistics indexes, (namely the median and the 10th and 90th percentiles of
each monitoring variable). We will then define a case as a two weeks monitor-
ing period, where the case features are the series of the medians and of the
percentiles over all the dialysis sessions held in the two weeks at hand. On
these features, it will be possible to look for particular patterns (e.g., episodes
of increasing values, peaks, etc.) and to retrieve other cases from the library,
whose features show an analogous behavior. To make retrieval more efficient,
we plan to preprocess the time series resorting to TA in order to immediately
highlight meaningful patterns in the data.

This choice is closer to clinical practice requirements, since physicians are
often interested in the patient’s behavior over longer periods of time, looking
for significant trends or alterations in biological signals in the long run. By
means of our system, they will be enabled to start with a search for similar
cases in the enlarged granularity, and will be allowed to enter the details of
single dialysis sessions only when a particularly critical behavior has been
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outlined. We believe that this choice will augment the tool flexibility, and will
make it really usable in practice.
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Mining the Electronic Medical Record
to Examine Physician Decisions

Patricia B. Cerrito

Summary. The introduction of the electronic medical record (EMR) makes
available more detailed data compared to paper records. In this chapter, we
demonstrate how these data can be used to improve care and decrease costs by
investigating the variability and timeliness of patient treatments. Several data
mining techniques will be demonstrated, including link analysis (association rules)
and text analysis. Six months of patient records were downloaded from the EMR
from a hospital emergency department (ED). The dataset contained approximately
14,000 patient records and included all patient medications, charges, initial com-
plaints, final diagnoses, initial triage, and length of stay.

Link analysis was used to find the initial and most prominent connections in
patient charges, meaning that if a patient A received charge X, then patient A
also received charge Y. While not all patients will have that X–Y combination, the
combinations found in the link analysis will have the greatest likelihood of occurring
in the patient population. Once identified, additional drill down into the data can be
used to examine the variability in charges as to when the X–Y combination occurs,
and when it does not. Investigations of the variability can lead to a consensus of
best practices.

Text analysis is used to compress nominal data with many different levels so
that meaningful data analysis can take place. There are so many possible combi-
nations of patient complaints, charges, and medications that standard statistical
methods cannot be used. Text analysis can reduce thousands of charges to dozens of
classes of charges. Examples of analyses that demonstrate the ability of the method-
ology to discover ways of reducing costs and improving the quality of care will be
demonstrated.

1 Introduction

Retail businesses are using market basket analysis to examine patterns in
customer purchases. Most people have at least one shopping card that is
used by a retailer to track patterns in customer purchases, or have some
familiarity with online retailers such as amazon.com, where purchases are reg-
P.B. Cerrito: Mining the Electronic Medical Record to Examine Physician Decisions, Studies

in Computational Intelligence (SCI) 48, 113–126 (2007)
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ularly tracked. The premise is that the recognition of patterns can allow the
retailer to “know the customer,” to anticipate the interests and the needs
of each customer. Such businesses use market basket analysis to provide
additional purchase suggestions, resulting in increased sales. Others use the
analysis for product placement.

This same methodology can be applied to patient use of medical treat-
ments. Unfortunately, medicine is still slow to accept the use of electronic
medical records (EMRs), making it difficult to use data mining. Only
9.6% of all US hospitals use electronic physician order entry [1] Healthcare
application is somewhat different from retail in that it is not as clear who is the
customer and who is the provider. However, the situation is more straightfor-
ward in a hospital emergency department where the physician and members
of the nursing staff enter a series of procedures, labs, medications, and charges
into the patient record with little input from the patient. In this situation,
individual members of the healthcare staff can be identified as the customers
with the hospital as the provider. In addition, the patient can be identified as
a customer, and all charges related to that customer can be tracked.

In a hospital environment, it is possible to examine the relationship
between treatment and outcome, and between diagnosis and treatment. It
can also be used to examine the variability in practice given patients with
similar problems. The objective of data mining is to determine optimal care
guidelines using actual data. Similarly, patterns of charges can be examined
to look at optimal costs [2, 3].

Each physician practices what he believes is the “best practice.” However,
without any comparison of outcomes between different physicians, it cannot be
determined which decisions lead to better outcomes. Generally, comparisons
between physicians are not made because of the difficulty in acquiring data. In
a hospital environment, it is possible to collect data across different physicians
and to compare outcome results.

In this chapter, we intend to discuss the method of market basket analysis,
and how it can be used to “drill down” into the data to examine the different
habits of physician practice. The technique gives an idea of how physicians
give different orders and charges for patients. Once different practice pat-
terns are identified, they can be compared to patient outcomes to see if there
is a relationship between physician decision and outcome, or to see if there is
a relationship between physician decision and treatment cost.

2 Method

Several data mining methods will be utilized in the chapter examples,
including link analysis (market basket analysis) and text analysis. They
will be used in conjunction with more standard methods of statistical
exploratory analysis for additional examination, and for validation purposes.
The techniques will be briefly described here. For more information, the
reader is referred to a new text, Cerrito (2006).
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2.1 Market Basket Analysis

Market basket analysis uses association rules that have the form X→Y. It is
interpreted that if a customer purchases item X, then that customer also
purchases item Y. The pair, (X,Y) forms an itemset. A transaction is
a purchase of one or more items. Given a set of items, S, any subset of
S is an itemset. The support of the itemset with respect to a set T of trans-
actions is the number of transactions in T that contain all the items in
the itemset. A frequent itemset is one where the support is greater than a
specified level, α, which is called the minimum support. The confidence of
the rule is the ratio: support (XUY)/support(X). The expected confidence is
the ratio of support(Y)/support(T). The lift is the ratio of the confidence/
expected confidence. A modification of the association rule is to define item-
sets sequentially so that X→Y only if Y is purchased (or charged) after X.

Once all association rules are defined, they can be ranked by any one
of the measures of itemset count, support, confidence, expected confidence,
and lift. With a large set of items, the number of rules can be quite large,
into the thousands and the tens of thousands. The best way to represent
these rules is with a link analysis. Itemsets that have support greater than
α are represented in the link analysis by a node (rectangular box). They are
connected by a line. The width and color of the line indicate the strength
of the connection; the number of transactions is represented by the size of
the node. Link analysis can also be investigated sequentially to determine the
sequence in which patient charges are ordered by the physician. It enables us
to examine how one diagnostic test can lead to others based upon results. In
this examination, we focus on sequential analysis.

Link analysis has not been much used to investigate clinical decisions,
although it has been used to detect fraud in medical billing [4]. Some investi-
gations of patterns in a hospital setting include investigations of nosocomial
infection [5–7]. Others include the use of hospital services by patients [8].
Because link analysis can be used to visualize pathways, it can be used quickly
and routinely to show patterns that can be examined in detail [9].

Additional statistical techniques were used in combination with link
analysis and association rules. These include chi-square analysis, the general
linear model, and kernel density estimation.

2.2 Text Analysis

Diagnostic tests are ordered in relationship to patient complaints to
determine a course of treatment. However, patients do not use standardized
language to specify medical problems. Without that standardization, it
becomes difficult to manage the possible number of complaints encountered.
Some type of data compression must be done first. A standard practice has
been to filter down to a specific number of items. However, such filtering will
reduce the potential of the dataset. Another method has been to attempt
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to compress the items manually. However, when the number of different
complaints numbers in thousands, manual compression becomes too time
consuming.

Manual compression involves word recognition, and the ability to identify
terms that are similar in meaning. Text analysis can be used to automate this
compression, and to reduce the number of different patient complaints into a
manageable few.

2.3 Data Collection

The EMR is used in an urban hospital’s emergency department. Six months
of patient records, totaling 14,000+ records, were downloaded and examined.
The download included 181,000 charges assigned to the 14,000 patients.
In addition, each patient was assigned a physician and a nurse. Charges
were ordered by the physician–nurse team. Some preprocessing of the data
was required prior to using market basket analysis. Once an identification
variable was specified, the charges were ordered with respect to that identifi-
cation variable and then a sequence variable was assigned to all items with the
same identification variable. Once the preprocessing was complete, association
analysis was done using the sequenced variable.

Two examinations will be demonstrated here. The first has to do with
costs, the second with treatment. For treatment, tests ordered for patients
with chest pain are examined. Protocols have been developed to optimize lab
choice for chest pain [10–12]. However, it is not clear that these protocols are
always followed.

3 Results

To represent the association rules, a link analysis graph was used. Figure 1
gives the link graph with patient as the identification variable. Some of the
links in Fig. 1 are rather obvious, as for example, a first and second blood
culture or an initial and secondary assessment. It is of interest to determine
whether it is the patient length of stay that is related to a second blood draw,
or whether it is patient results. In this particular dataset, a second blood draw
was related to time in the ED. However, it is not clear whether the second
blood draw was because the patient spent more time in the ED, or whether
the second draw resulted in increased time.

Special needs (emotional support, etc.) is linked to secondary assessment,
and the line connecting the two nodes is fairly wide indicating a high level of
support. Also, both are linked to the initial assessment, which is performed
on every patient who enters the ED. Because it is such a strong connection,
the proportion of patients with these charges was examined. A second set of
connections identifies diagnostic tests; combinations of tests ordered will be
examined to optimize care.
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3.1 Examination of Cost Factors

The number of times a nurse entered a charge for special needs was divided by
the number of patients assigned to each nurse (that is, the support of special
needs/number of transactions = lift (special needs) for each nurse. Therefore,
the proportion of patients for which an individual nurse entered a charge for
emotional support was computed. Similarly, the lift of secondary assessment
was computed. In each case, the proportion of patients was approximately 95%
(Figs. 2 and 3). Although not every nurse entered the charge for all patients,
most did. Some nurses entered a charge for emotional support more than one
time for some patients.

Once the practice has been examined using link analysis and data mining,
the hospital can examine it as a matter of policy. Should emotional support
be added routinely to a patient’s charges and costs in the ED? If not, should
some declaration be made that the practice would be discontinued? Is there a
real need for emotional support for every patient in the ED? When does the
need exist, and when should the charge be entered? Without disclosing the
practice, policy decisions cannot be made.

The various charges are assigned a number of points. The point totals
are categorized into levels, and reimbursements are based upon level, with
the highest level yielding the highest reimbursement. In the EMR, the level,
indicating the level for reimbursement, is also entered as a charge. Therefore,
the links related to the charge level are also defined in the link analysis. In

Fig. 2. Bar graph of ratio of special needs to number of patients indicating that
over 50% of the nurses routinely charge all patients; over 10% of patients are charged
more than once for emotional support
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Fig. 3. Ratio of secondary assessment to number of patients again showing that
over 50% of the nurses routinely charge all patients with this item; 10% are charged
more than once

Table 1. Proportion of patient disposition by level of care

disposition L1 L2 L3 L4 L5 L6

home 50.71 50.49 71.10 49.79 42.89 25.08
elope 4.48 1.62 1.20 0.94 0.78 0.64
admit 10.18 6.22 7.57 15.88 40.93 51.61
ICU/TCU 1.42 1.15 1.30 2.43 6.23 16.37
transfer 2.46 2.34 2.90 8.49 3.89 4.33
dialysis 30.75 38.18 15.93 22.47 5.28 1.97

Fig. 1, Level 6 (L6) is linked to a charge for admission orders while Levels
3 and 4 (L3, L4) are linked to discharge instructions, indicating that a high
proportion of patients in the L3, L4 range are discharged home from the
Emergency Department while a high proportion with L6 are admitted. Table 1
shows the relationship between patient disposition and level of care.

Figure 4 indicates that there is a relationship between physician and level.
The graph shows that the physicians can differ in the proportion of patients
at Level 6 by approximately 30% points. Whether the physicians with a high
Level 6 have sicker patients in need of more care, or are shifting patients into
higher levels cannot be determined without additional drill down into the
data.
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Fig. 4. Line graph of MD by patient levels showing that some physicians (MD 5 and
MD 7) have a much higher proportion of patients at Level 6 while others concentrate
at Level 3 (MD 3, MD 1, MD 11)

Fig. 5. Number of items by patient showing that there are all possible combinations
of patients, but that the peak number is 3 with almost equal numbers for 1, 2, 4,
and 5

3.2 Examination of Treatment Combinations

Another series of connections of interest in Fig. 1 is Amylase > Lipase > CMP
Comprehensive > CBC with differential > CKMB comprehensive panel >
tropinin > PT&PTT. Because there are so many links, it is difficult to
examine the combinations in their entirety. Figure 5 gives a summation
of the number of items in the link by the frequency of patients. Additional
examinations cannot be performed until additional preprocessing is completed.
The observational unit must be changed from charge to patient. First, the
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data are sorted by charge and by patient identifier. Then the data are trans-
posed and concatenated so that all charges under consideration are contained
within one text string. Once this is completed, the dataset containing charges
is merged with the dataset containing outcomes of interest. There is additional
preprocessing required because some tests are ordered in duplicate.

Given a total of seven tests under consideration, there are a total of
27–1 =127 possible combinations of tests. A total of 69 different combinations
were used in the Emergency Department for a total of 3,464 patients. Figure 6
gives the frequency of combinations that were used for 100 or more patients;
Table 2 gives the combinations used for 10 or fewer patients. Those with a
large number of combinations should be studied to reach a consensus in terms
of standing orders; those with a small number should be studied to determine
if these patients had somewhat unique problems.

Fig. 6. Test combination ordered for 100 or more patients

Table 2. Test combinations used with 10 or fewer patients

A a ck cm l p cb ck cm l p Ck

a cb ck cm l p A ck l t cb ck l p t ck cm l p t
a cb ck cm l t A cm l p t cb ck p ck cm l t
a cb ck l p t A cm l t cb ck t ck p
a cb ck l t A cm p cb cm l p t cm l p
a cb cm l t A l cb cm l t cm l t
a cb cm p Cb ck cb p t p
a cb l cb ck cm cb t p t
a cb l p

a Amylase Serum, cb CBCw/differential, ck CKMB comprehensive panel, cm CMP
comprehensive panel, l Lipase, p PT&PTT, t Troponin
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Given the ten most frequent combinations, the next step is to examine
whether there is a general consensus concerning which combinations are used
when. These ten test combinations are used for 71.3% (Emergent), 72.11%
(Urgent), and 65.77% (NonUrgent) of all patients who receive any combination
of these tests, showing that some of the tests are not really reserved for more
critically ill patients. Not one of the combinations is used for a majority of
the patients in any triage category.

Of the 3,464 patients receiving one or more of these tests, 206 presented
to the ED with an initial complaint of chest pain. Of that number, 24%
received the combination of ck p t, 14% received cb ck cm p t, and 13% re-
ceived ck cm p t. No other combination was used more than 10% of the time.

It is very difficult to examine all possible patient complaints to see which
ones are related to the tests ordered. However, we can use text analysis
to group the complaints. In order to do this, only the seven tests in all
combinations listed above were retained in a subset of the data. All
complaints in that subset were clustered using text analysis. Table 3 gives
the clusters along with the terms used to define the clusters. An entropy
weighting was used for the clustering. Chest pain with no other complaint is
listed in cluster 5. Chest pain is also prominent in cluster 2, which contains
the majority of patient complaints related to the seven diagnostic tests along
with shortness of air, back pain, dizziness, and low blood sugar.

Once the patient complaints were reduced to a total of 12 clusters, a table
analysis was performed to examine the relationship between tests and clusters.
The test combinations that are identified with cluster 5 are given in Table 4.
Three test combinations account for 70% of the cluster (cb ck cm p t, ck p
t, and cm t). The test for troponin occurs on all combinations. For cluster 2,
the test combinations that occur in over 100 patients are a cb ck cm l p t, a
cb cm l p, cb, cb ck cm p t, cb cm, cb cm p, ck cm p t, ck p t, cm, and cm
p. While it is possible that fewer tests are used because a heart attack can
be ruled out early on, it is also possible that physicians have different habits
of tests given the patient complaints. The test combinations for cluster 12
related to shortness of air were scattered so that only one combination was
given to more than ten patients: cb ck cm p t.

Published protocols suggest 5 of the 7 tests for chest pain and 2 of the 7
for abdominal pain. These protocols do not appear to be universal and are
not used in the ED under study [13–15].

3.3 Examination of Antibiotic Use

Because no infection cultures are performed in the ED (requiring 48–72 hours),
only broad spectrum antibiotics should be used in the ED. Table 5 gives the
number of antibiotic prescriptions for the top eight antibiotics used in the ED.
These eight antibiotics account for 96% of all antibiotic prescriptions in the
ED. Given these eight, it is possible to determine which are the most generally
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Table 3. Text clusters related to diagnostic tests given in Table 2

# Descriptive Terms Freq Percentage

1 abdominal pain, cardiac
complaints, abd pain, dizzy,
nausea, fall, syncope, vomiting,
asthma, neck pain, cp, soa, unr
espomsive, blood in stool,
arm pain-left, cough,
stomach pain,
right arm numbness

296 0.085450346. . .

2 soa, headache, cp, chest pain, soa,
low back pain, right flank pain,
body aches, lower abd pain, mva,
epigastric pain, low sats,
low glucose, left leg pain,
bradycardia, high blood sugar,
loc, dizzy, vaginal bleeding,
chest tightness, near syncope

2439 0.704099307. . .

3 stroke symptoms, +seizure, cp,
rectal bleeding

54 0.015588914. . .

4 back pain 29 0.008371824. . .
5 chest pain 252 0.072748267. . .
6 nausea and vomiting, abd. pain 20 0.005773672. . .
7 decreased loc, rlq pain,

diabetes related,
left sided chest pain,
leg pain- right, midsternal cp,
migraine, allergic reaction,
confusion, altered mental status,
irregular heart beat,
vomitting blood, soa, chest pain,
sore throat, cp, midsternal,
rectal bleed, left chest pain,
possible uti, gi bleed

83 0.023960739. . .

8 shortness of breath 73 0.021073903. . .
9 weakness 40 0.011547344. . .

10 fever, ab pain, hip pain- right,
hypoglycemia, abnormal labs,
coughing up blood,
left flank pain, flank pain,
syncopal episode, cp soa,
nosebleed, +chill, full arrest,
numbness,
epigastric pain with rad. to back,
chest pressure, hypertension, soa,
cough

87 0.025115473. . .

11 dizziness 31 0.008949191. . .
12 soa 60 0.017321016. . .
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Table 4. Test combinations related to cluster 5, chest pain

tests # tests # tests # tests #

a cb ck cm l p t 23 Cb 1 ck cm p t 49 a cm l 1
a cb ck l t 1 cb ck 1 ck cm t 4 ck cm l p t 1
a cb cm l p t 5 cb ck cm p 1 ck p t 69 cm t 1
a ck cm l p t 3 cb ck cm p t 60 ck t 4 l 1
a ck cm l t 1 cb ck cm t 14 cm 1 p t 1
a ck l p t 5 cb cm t 1 cm p 2 t 2

Table 5. Frequency of antibiotic prescription

antibiotic Frequency Percent

azithromycin 317 10
cefazolin 207 6
cefotaxime 318 10
ciprofloxacin 295 9
clindamycin 114 4
levofloxacin 1,285 40
piperacillin/taxobactam 270 8
Vancomycin 252 8

0%

20%

40%

60%

80%

100%

1 2 3 4 5 6 7 8 9 10 11 12 13

Azithromycin Cefazolin Cefotaxime Ciprofloxacin

Clindamycin Levofloxacin Piperacillin Vancomycin

Fig. 7. Antibiotic prescribing by physician. Physician 1 favors Piperacillin while
Physicians 5–10,12–13 favor Levofloaxcin. Physicians 4, 11 tend to give equal favor
to other antibiotics as well
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effective in the absence of a culture, and if any substitutions can be made to
reduce cost.

Of the remaining 4%, two of the least used include Linezolid and
Tobramycin, both of which are extremely expensive. These 4% can be
scrutinized to determine whether such expensive antibiotics are necessary,
again in the absence of a culture.

Figure 7 shows that there are physician preferences for antibiotic use. Note,
for example, that physician 1 has a preference for Piperacillin/Taxobactam
that is not shared by his colleagues. While Levofloxacin is preferred by all
others, they also prescribe Ciprofloxacin, which is a very similar antibiotic.

4 Discussion

The availability of the EMR allows the use of data mining to examine vari-
ability in physician decision making. Once the variability is discovered, the
decisions can be examined in relationship to patient outcomes. The results of
such analyses can be used to define protocols and guidelines to improve the
quality of care while simultaneously reducing costs.

Without using data mining techniques to “drill down” into physician
decisions, it will remain unknown just how much variability occurs, and just
what decisions are routinely made in the ED. Data mining allows the unknown
to become known.
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Capturing and Specifying Multiagent Systems
for the Management of Community Healthcare

Richard Hill

Summary. Community Care in the UK relates to the provision of effective
support in response to both predicted and unpredicted personal needs. Exten-
sive co-operation between independent care agencies is fundamental to the effective
operation of care delivery services, each of which needs to meet its own goals. Typ-
ically this results in the unnecessary use of resources as the current systems cannot
share relevant information without compromising the security of all the information
held. The use of semantics for inter-agent communication enables more effective
interoperability between collaborative intelligent agents. Contractual agreements to
support the negotiations with community healthcare agencies creates a complex eco-
nomic environment that must be described in a robust way if agent managed services
are to be accepted commercially. This chapter considers the ‘Event Accounting’
model in relation to the myriad payment transactions within the community care
environment, and demonstrates the use of Transaction Agent Modelling (TrAM), a
robust transaction-based framework for the requirements capture of agent managed
community healthcare systems.

1 Introduction

The delivery of home-based community healthcare services to frail and dis-
abled people provides a complex set of challenges for UK Local Authority
Managers. Whilst there are arguments that support the perceived desire for
people to remain in their home environment for as long as possible, it is ex-
tremely difficult to coordinate and control the wide range of separate care
agencies, both in terms of effective delivery and efficient resource utilisation.
Since there is a strong motivation to effectively manage the recipients’ quality
of life, there is a temptation to introduce redundant resources, thus contribut-
ing to high levels of cost.

Each care service is provided by an independent autonomous party, a
practice that has been encouraged by UK Local Authorities in pursuit of
cost savings generated by an open, economic market. Inevitably each party
instigates and maintains their own management information system, leading

R. Hill: Capturing and Specifying Multiagent Systems for the Management of Community

Healthcare, Studies in Computational Intelligence (SCI) 48, 127–163 (2007)

www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2007



128 R. Hill

to a scenario that includes many disparate, heterogeneous repositories. The
prospect of integrating these resources seems rather onerous, thus there is a
continued reliance upon more informal methods of control.

Beer et al. [1] proposed the development of an architecture to address
these issues that utilised collaborative intelligent agents [2] to mediate queries
amongst the myriad agencies and platforms. As such it would seem that the
reactive, proactive, social and autonomous behaviours exhibited by intelligent
software agents have much to offer in terms of designing and developing more
effective healthcare management systems.

The abstract qualities of agent technologies makes them an attractive
proposition for system designers as it is relatively simple to map stakeholders
to intelligent software agents. However, the realities of attempting to accu-
rately capture healthcare system requirements indicates that more assistance
is required, particularly during the earlier stages of analysis, over and above
a convenient mapping.

In particular, collaborating agents must be able to share and reuse domain
knowledge if they are to interact effectively, and therefore the means of cap-
turing and expressing the domain knowledge must be able to accommodate
not only complex interactions, negotiation and brokering, but also the com-
plicated, qualitative information that exists in healthcare environments.

This chapter considers the ‘Event Accounting’ [3] model in relation to
the myriad payment transactions within the community care environment,
and describes the use of Transaction Agent Modelling (TrAM), a robust
transaction-based framework to gather high level requirements, permitting
the capture and open expression of pertinent domain knowledge and the
relevant semantics for a multiagent system (MAS) [4].

2 Developing an Agent-Based Approach

The use of intelligent agents enables disparate systems to be integrated into
a single, collaborative, cooperative system since the social abilities of agents
permit conversational exchanges to be made between different agencies. Such
an approach makes the job of monitoring the whole system much easier, with
tangible benefits for UK Local Authority Care Managers who need to assemble
the most effective package of care for each care recipient, without employing
redundant resources.

Aside from appropriateness of care, a fundamental goal of a fully integrated
community healthcare system is to provide a timely response to care requests,
both from the care recipient and the care assessors such as Social Workers
(SW) and Occupational Therapists (OT). Such a system should be able to
negotiate at many levels if disparate, autonomous care services are to be
managed and coordinated, especially since the timeliness of the response must
be suited to the nature of the request.
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For example the speed of response is more of an issue in the event of an
emergency; it follows that there is also an associated cost that is a function
of the response time. The system therefore must be able to assess an incident
and select the most appropriate response, balancing economic costs against
the quality of care delivered. Existing systems are generally limited by the
lack of relevant information that is available at any particular time, and there
are many instances of care scenarios whereby comprehensive informal systems
have evolved to supplement the more formal systems operated by the Local
Authority.

For instance, a neighbour may be able to offer assistance based upon their
proximity to the care recipient, providing support until a care professional
arrives at the scene of the incident. Similarly, help from extended family is
often ignored by formal care systems, leading to duplication of resources. This
level of cooperation is too advanced for current systems, and demands much
more comprehensive exchanges of information between the relevant agencies.

Speed of response is particularly important when the system has to accom-
modate real world scenarios such as service delivery failures. In such cases,
the system needs to be able to recognise faults and offer an alternative course
of action. Human agents would generally negotiate a new commitment, or
find an alternative supplier. MAS architectures permit individual agents to
act in a similar fashion, enabling not only the better provision of services, but
also the generation of a history of the reliability of various services, assisting
decision-making and subsequent negotiations in the future.

2.1 Event Accounting

Using the notion of economic scarcity as a conceptual basis, Polovina [5] argues
that management accounting transactions are a too narrow abstraction of
economic reality, referring to the Event Accounting model by Geerts et al. [3].
The transactions in question represent an exchange of monetary and non-
monetary resources, thus in the case of community care management this
represents a payment, in return for a package of care services.

It follows that transactions need not only represent monetary exchanges,
as this notion could be applied to much more qualitative transactions as well.
For instance the carers in a community healthcare environment may ‘trade’
their personal time to study for new care skills, or a recognised qualification.
In such instances the carer would consider the balance between reduced leisure
time or time with their family, in pursuit of enhanced promotional prospects as
a result of successful study. This is an example of the qualitative, rather than
purely quantitative, exchange of resources, indicating that there are many
more aspects to explore and scrutinise in the community care domain.

Indeed the community care scenario is rich with qualitative transactions.
Each transaction concludes when the relevant parties have gained from the
participation, and is represented as a ‘balance’ in that every debit is count-
ered by a credit. The inclusion of a balance within the transaction ensures an
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implicit validation that the transaction has occurred successfully. The agent
transactions evident in community healthcare systems are an example that a
desire for robust multiagent systems must be underpinned by a solid transac-
tion foundation.

2.2 Modelling Systems

Bauer et al. [6] describe Agent Oriented UML (AUML) as a notation for
the description of agents and their environment. This object-oriented model-
ling language presents a form of notation for the object-oriented paradigm;
it provides system architects working on object analysis and design with one
consistent language for specifying, visualising, constructing and documenting
the artefacts of software systems, as well as for business modelling. All the
models can be constructed, viewed, developed and evaluated during systems
analysis and design. It is based on the meta-model that is the Unified Mod-
elling Language [7], which is a notation for expressing object-oriented analysis.
Agent modelling requires a greater richness of description, especially since the
complex interactions often need to be represented graphically.

Prior work by Beer et al. [1] with the Intelligent Community Alarm
(INCA) Demonstrator, illustrated that the design process created a require-
ment to formally represent various aspects of the agent-managed community
healthcare system. AUML facilitated a large proportion of this work, enabling
agent models, and the resultant stub-code, to be generated in readiness for
deployment with the Zeus Agent-Building Toolkit [8]. Whilst it was possible to
produce models of the agents that embodied the required behaviours, and con-
sider the nuances of the community healthcare domain concurrently, it became
apparent that some real-world issues were much more difficult to capture. In
particular the representation of relatively simple payment transactions proved
elusive, as AUML lacked the ability to capture high level qualitative scenarios.

2.3 Designing Community Care Systems

A specification for INCA was initially determined by consulting the ZEUS role
modelling guide [8], using this approach to derive the roles of agents, services
offered and task descriptions to be described using AUML. These models were
then used as an input specification for implementation activities with the
ZEUS Agent-Building Toolkit. The abstract input specification was described
by a collection of use case, class, interaction and deployment diagrams, which
provided a consistent representation of the community healthcare complexities
across a number of disparate domains [9].

Whilst this process was remarkably simple in some areas, as the agent
architecture mapped directly onto significant portions of the problem domain,
a number of areas were identified that proved more problematic. The tasks
of selecting the most appropriate care service and brokering service requests
were particularly difficult without compromising the accuracy of the model.
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It is fundamentally important that agent representations are not unduly
compromised if they are to gain acceptance as a resilient and life-like solution
to complex management problems, and it was deemed appropriate to investi-
gate the aspects of the community healthcare scenario that did not translate
as effectively to an agent architecture.

The payment transactions required for community healthcare do not
immediately appear complicated as they are conducted (albeit often quite in-
efficiently)by human agents, who are familiar with the concept that the agency
who requests a service does not always pay for that service, or pays a propor-
tion of the total amount, depending upon a variety of circumstances [10].

Since the INCA Demonstrator did not sufficiently mimic the real-world
scenario, then if this aspect could be investigated, it would be possible to
establish the requirements of agent managed transaction systems, whilst also
evaluating the suitability of agent architectures in the community healthcare
domain.

It is also noted that in effect, community healthcare management systems
are similar to commercial enterprise systems that manage the delivery of ser-
vices by controlling and recording transactions. However, although human
agents have become accustomed to interact with transactions in a commercial
environment, they often question computer delegated transactions, particu-
larly with regard to their robustness.

The allure of reduced resource requirements, improved service delivery
and quality assurance, offered by multiagent architectures, combined with the
complexities of community healthcare systems, means that we need our agents
to assume control of the fundamental transaction workload. Transactions often
require goals to be delegated, which is a capability that an agent architecture
can offer.

Although the inclusion of human agents implies that issues of ‘trust’ with
regard to agent managed services will arise, it is fundamental that the trans-
actions should be represented in a robust way. It is therefore paramount that
any solution, and therefore design process, should include a robust transaction
model as its foundation from the outset.

Using the Event Accounting approach, the agent representations of the
community care system model have been developed to incorporate a robust
transaction design framework that addresses the issues of community care
payment complexity and agent managed transactions. In particular, Local
Authority agents who tender the services of community care provider agents,
is an example agent trading scenario that has a fundamental requirement for
a model that is robust and life-like.

Initially AUML representations of auction protocols [9] were included
within the INCA demonstrator, but the combination of quantitative and quali-
tative aspects of transaction management, together with the ‘gap’ between
abstract life-like representations and low-level deployment practicalities
directed the research towards an alternative method of representation, to
assist the improved capture of qualitative requirements.
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2.4 Representing Transactions

In particular it was evident that consideration of the qualitative aspects of
community care gave insight into concepts which had not been clear at the
outset, thus providing more complexity and a greater need to more accurately
map the problem domain. Lucid representations of qualitative and quanti-
tative transactions have been demonstrated by Sowa [11] using conceptual
graphs (CGs), not only to accurately record complex transactions, but also
to provide a means of eliciting domain facets that are difficult to determine
with other, more recognised notations.

Conceptual graphs (CGs) are a means by which otherwise intricate logic
can be expressed in a more human readable form, whilst remaining rigorous in
their formalism and suitable for exchange between computer systems. They
are represented in both text (Linear Form) and graphical format (Display
Form), the latter assisting human comprehension during requirements gath-
ering and systems analysis. Using Display Form (DF), concepts and relations
are represented by rectangles and ellipses respectively. Relations are linked to
concepts by arrows (arcs). The consideration of concepts facilitates the lucid
representation of qualitative problem domains [12,13].

An aspect of the CG approach that is particularly relevant to agent
managed community care systems is that the production of a CG, and the
resulting predicate logic, can be easily transferred across domains using con-
ceptual graph Interchange Format (CGIF) and Knowledge Interchange For-
mat (KIF) [14]. This assists the rapid generation of domain ontologies, whilst
also considering qualitative issues from the initial modelling activities.

This capture of the qualitative transactions allows much broader issues
to be modelled, and through an iterative process, representations can ‘drill-
down’ to reveal new aspects. Community care management is an example of
a system that has to manage an enormous range of services, and this manage-
ment inevitably will include the resolution of unsatisfactory service, as well
as the provision of satisfactory service, suggesting that CG would assist the
modelling of payment transactions.

Multiagent interoperability between disparate agencies necessitates a neu-
tral interchange format, and this has been explored by Harper with the
use of CG [14]. It follows that CG models appear suited to accommodate
a range of representation vehicles, such as AUML and Entity Relationship
(ER) diagrams, enabling the generation of an accurate high level conceptual
model.

Community care management has a fundamental requirement that the
management system must be sufficiently capable of accommodating disparate
software and hardware platforms, in order to be able to effectively com-
mand and control the requisite care services. Therefore the use of CG, as
a supplement to modelling with other notations, is an important step in
the elicitation, specification and implementation of portable, qualitative and
quantitative agent managed community care transactions.
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Fig. 1. The transaction model (TM)

2.5 Verifying the Care Model

UML provides robustness diagrams as a means of supporting the process of
model checking, by allowing system analysts to examine the collaborations
within a model before progressing to sequence models. However, it is possible
to derive sequence models directly from use cases as there is no verification
discipline enforced within the notation. A model could incorporate verification
if the requirements were captured at a much more abstract level. This would
assist the whole process by:

– Enforcing a rigour upon the requirements capture stage, to elicit agents,
roles and ontological terms from a conceptual perspective.

– Providing a model check much earlier in the process, supporting the design
and deployment of robust MASs.

In a MAS trading environment, the goal-directed behaviour of an agent
dictates that success occurs when both parties have gained from their par-
ticipation in a transaction. In essence, the transaction describes a condition
where both parties have exchanged resources, resulting in a ‘balance’.

Figure 1 illustrates that all transactions comprise two Economic Events,
denoted by *a and *b. The transaction is complete when both Economic
Events ‘balance’, which indicates that *a always opposes *b, representing
‘debits’ and ‘credits’. Additionally there are two related Economic Resources,
*c and *d, each having independent source and destination agents.1

1 Long before the advent of agent oriented computing, Sowa introduced the relation
Agnt (agent) as a means of relating act concepts to animate concepts [11]. For
example:

[Cycle]->(Agnt)->[Person: Richard]->(Loc)->[City: Sheffield]

This can be read as: ‘There is a person called Richard who is the agent of
cycle. This same person is located in Sheffield’. A less unwieldy representation
might read thus: ‘Richard is cycling in Sheffield’. Whilst there are parallels with
agent computing in terms of how Sowa uses ‘agent’ as a relation, it is important
to recognise the distinction as Sowa’s agent relation might not include all of
the characteristics identified as befitting an intelligent agent. It follows that the
presence of an agent relation in a Transaction Model CG also does not necessarily
identify an agent, nor indeed a multiagent system.
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Prior work by Polovina [5] has shown how CGs have been used to represent
the Transaction Model, using the Event Accounting model as a basis.

2.6 Logic and Inferencing

Sowa developed conceptual graphs as an existential notation, permitting direct
mappings between graphs and first-order predicate logic [11], the basis of
which is the logic of Charles Sanders Peirce (pronounced ‘Purse’). This cap-
ability enables CGs to be inferenced against, allowing the representation of
concepts and reasoning between those concepts. This is particularly attractive
for the representation of complex systems since the graphical (Display Form,
DF) captures ‘visual semantics’, whilst also supporting logic and inferencing.

To illustrate, consider the following simple example:
if Graph A then Graph B
This can be interpreted as:
‘If Graph A projects into any graphs in the knowledge base, then Graph B

can be asserted’.
In Linear Form (LF) this is:
(Graph A (Graph B))
Figure 2 illustrates this using DF. It can be seen that the ‘Knowledge Base

Graphs’ dominate both Graph A and Graph B as they are contained within a
negative context (black border). Indeed, Graph B is also dominated by Graph
A, as it is in yet another negative context. The LF example above illustrates
that parentheses replace the black borders in DF. If a graph projects into a
dominating graph, then it can be deiterated. Therefore, if Graph A is projected
into the Knowledge Base Graphs the following would occur:

((Graph B))
Since each pair of the parentheses represents a negative context, the state-

ment reads logically as:
not(not Graph B), therefore Graph B is asserted as true.
Repeating these operations graphically, we derive Figs. 3 and 4. To further

illustrate the power of this approach for designing complex healthcare models,
let us consider a more pertinent example:

‘A resident of Sheffield who is a taxpayer can receive care from the United
Kingdom Welfare system if they are ill.’

Fig. 2. ‘If Graph A then Graph B’
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Fig. 3. Deiterated graph

Fig. 4. Denegation

Fig. 5. Original graphs

We also have a particular case, ‘Betty’, who will be used to test our model.
‘Betty is a taxpayer, resident in Sheffield who is ill. Can Betty receive care
from the United Kingdom Welfare system?’

Thus these two statements are represented by the initial graphs in Fig. 5.
The first step is to specialise the projecting graph with those of the query

graph. As shown in Fig. 6, Person, Taxpayer and UK City are all specialised
in the projecting graph to become:

Person: Betty
Taxpayer: NX12_34_56
UK_City: Sheffield
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Fig. 6. Specialised graphs

Fig. 7. Deiterated graphs

The projecting graph, once specialised with the query graph, can now be
deiterated, giving Fig. 7.

Finally the two negative contexts can be removed by denegation to leave
Fig. 8. Thus Betty does receive care from the United Kingdom Welfare system,
since she has the characteristics of ‘illness’, is a taxpayer and is resident in
Sheffield.

The graphical placement of concepts into contexts allows dominating con-
cepts to be identified and the resulting number of contexts to be reduced.
This is particularly powerful when combined with agent models, as the initial
graphs enable high-level concepts to be captured, yet the inferencing capability
permits the models to be queried in a repeatable way.
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Fig. 8. Denegation

When combined with particular graphs, system specifications that incor-
porate an established, robust model can be developed. CGs, the Transaction
Model (Fig. 1) and Peirce logic, address the difficulties attributed to agent-
based models in the following ways:

1. The transactions approach makes model verification implicit as any
missing nodes (concepts or relations) render the model out of balance and
thus unable to satisfy both sides of the transaction.

2. The richness of CGs permits qualitative issues to be challenged and
documented, before refining further by drilling down for more detail.
Qualitative reasoning is an important agent capability and the use of
conceptual graphs addresses this at the earliest opportunity within the
design life-cycle.

3. Roles are identified using the Transaction Model via the ‘inside’ and ‘out-
side’ agents.

4. Ontological terms are derived from the Transaction Model during the
process of capturing requirements.

5. CGs are similar to AUML in that there are some obvious mappings from
concepts to agents. Prior experiences with AUML illustrated that actors
mapped to agents.

A combination of the requirement for a transactions-based model, and a need
to represent a community care domain that is inherently complex, has led
to the development of Transaction Agent Modelling (TrAM, Fig. 9) [15], a
MAS design framework that embodies the notion of robustness, whilst also
representing the real-world scenario more faithfully, negating the need to com-
promise the implementation unduly.
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Fig. 9. Overview of TrAM framework

2.7 A Transaction Architecture

For the agents to work effectively within the community care domain, they
must be able to ignore the traditional proprietary data formats to permit
maximum flexibility. It is not feasible for the multitude of agents to each
possess the capability to recognise every data source.

INCA has demonstrated that the management of community healthcare
requires much more than the traditional n-tier model. If an organisation or
collection of agencies needs to manage its knowledge then it must be able to
access all of the heterogeneous repositories on demand. The work on INCA
developed a ‘Transaction Enabled Agent Layer (TEAL, Fig. 10)’ [16], that
ignores the cultural issues in data, allowing data sources to be either queried
directly or via other interface agents. Requests for data are handled by the
transaction layer, which manages the allocation of the most appropriate data
source driver, or data access agent.

The architecture thus serves as a specification for a robust, transaction
compliant API that exhibits the flexibility required to manage transactions
in a multiagent community. Such a layer requires an awareness of gen-
eral knowledge issues, together with domain specific detail, which can be
provided with the appropriate ontologies. This approach goes beyond the
presentation/logic/data model of separation by providing the advantages of
a highly cohesive, loosely coupled system, that moves towards true encapsu-
lation of data and behaviour, together with the proactive, reactive and au-
tonomous traits of a multiagent system. The adoption of artificial boundaries
creates too many compromises for the final model to be realistic, which was
a major concern of the early INCA work.
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Fig. 10. Transaction Enabled Agent Architecture

3 Agent Interoperability

A key feature of this research is the ability to design and specify a MAS
that can facilitate interoperability between the myriad command and control
systems that exist within the community care domain. It follows that com-
munication between agents must be able to go beyond that offered by tra-
ditional, object-based approaches to software development, by supporting an
open infrastructure that comprises many different existing systems. Whilst
agents can be represented as objects in terms of their ability to pass and
receive messages, it is the increased abilities of agents that permit more flexible
communication methods.

Essentially both the object or agent representation of a system describe
state; it is the means by which this state is described and manipulated
that provides one of the key differences between the two paradigms. Objects
describe themselves with attributes, relations and methods (behaviours). If
the attributes, relations and methods are public, then they can be manipu-
lated by other objects. Objects pass messages in order to directly invoke the
methods of a receiving object, therefore the ‘sender’ object determines when
the ‘receiver’ object’s methods are called.

In contrast to this, agents represent their state in terms of their beliefs
(facts about the agent itself and its environment) and intentions (plans). Thus
the concept of public methods is redundant, and in the case of two agents
communicating, the ‘sender’ agent could make a request to call a ‘receiver’
agent’s methods, however the receiver agent would autonomously reason with
its beliefs about itself and its environment, against its desires and plans, before
deciding upon a course of action [17].

Thus the control of the method is retained by the agent that owns the
method; if execution of the method does not suit the self-interest of the
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receiving agent then the request will not be fulfilled. It follows that agents
can only exert action through communicative acts. However, these acts are
based upon an agent’s beliefs, which must embody an explicit representation
of agent and domain knowledge.

3.1 Syntactic Interoperability

As discussed above, an agent communicates a representation of its mental
state to a receiving agent, rather than directly manipulating the receiver’s
methods. This means that the responsibility for the outcome of an action is
transferred to the receiving agent, rather than lying with the sender in an
object environment.

This enables an agent to delegate responsibilities (and by implication its
goals) to other agents, in the same way that responsibilities are delegated by
human managers in a typical hierarchical management structure [18]. Since
agent architectures facilitate delegation, the following issues are addressed:

– It is easier to capture and specify the requirements of hitherto complex
systems, thus embodying autonomy, delegation and proactivity.

– The resulting software models represent the domain more faithfully.

The imperative message passing approach of objects results only in receiving
objects being forced to perform actions in a particular way, whereas agents
can make requests without specifying how that request might be achieved.
The fact that objects need to specify how something is performed, has led to
the development of messaging protocols that rely on syntactic arguments; an
object message specifically orders the execution of a method.

Such an approach delivers systems that need developers to program to
the appropriate interface, using the correct syntax. It also means that the
receiver has no information as to the intended outcome of the request, other
than the specific method invocation, thus the receiver cannot reason about
how an outcome might be achieved.

Whilst interoperability can be achieved between systems using specific
syntactics, this is somewhat restrictive if the systems to be integrated are dis-
parate, and certainly prevents the potential capabilities of agent architectures
for open systems, since every agent needs to understand every other agents’
communication syntax.

3.2 Semantic Interoperability

If the semantics of a request are considered, an immediately more attractive
scenario is presented:

– Communicating agents would not have to rely on restrictive syntactic
messages, and would be able to interpret those messages within the con-
text of the agent’s own belief-base.
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– Agents could delegate responsibilities to achieve goals without specifying
how those goals should be achieved.

– Environments of semantically-able agents could be assembled automati-
cally, safe in the knowledge that they could interoperate and cooperate
independently of syntactical restrictions, whilst maintaining loose cou-
pling and agent autonomy.

– Communication is simplified as agents only have to communicate the goals
that they wish to achieve.

Agent Communication Languages (ACL) such as FIPA-ACL [19] define syn-
tactic and semantic standards for inter-agent communication in terms of
speech acts [20]. Speech acts are a collection of utterances that appear to
have some influence over a physical world. Austin [20] identified a number of
speech acts that can be represented by performative verbs, and defined three
aspects of the acts:

1. Locutionary. ‘Please wash the dishes.’ The act of making an utterance.
2. Illocutionary. ‘She asked me to wash the dishes.’ The action that was

performed in response to the utterance.
3. Perlocutionary. ‘She got me to wash the dishes.’ The resulting effect

of the act.

The performative verbs are a means by which the action of the
speech act is described. Examples include request, inform, and promise.
Successful completion of the performative was classified as three felicity
conditions [20]:

1. There must be an accepted conventional procedure for the performative,
and the circumstances must be as specified in the procedure.

2. The procedure must be executed correctly and completely.
3. The act must be sincere, and any uptake required must be completed,

insofar as is possible.

Searle [21] extended this work to include a much more rigorous specifi-
cation of the domain in which the conversation takes place. For instance we
must consider whether the ‘hearer’ can hear the ‘speaker’, or if the domain
has specific characteristics that might affect the comprehension of a speech
act. We would expect that an agent that receives a speech act instructing the
murder of someone would be able to differentiate between the domain context
of a theatre play and the real world.

In particular, FIPA-ACL has a rich set of performatives that formally spec-
ify meaning for communication primitives, based upon speech acts, enabling
agents to interpret messages correctly and act accordingly. Thus agents that
can understand the meaning of a communication, by interpreting its seman-
tics, stand a much better chance of reacting properly, thereby facilitating much
more flexible systems for open environments.
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If an agent wishes to know the time it would need to express a communi-
cative act that represents ‘What is the time?’. Using FIPA-ACL this would
look like:

(Query-ref
:sender Agent_A
:receiver Clock_Agent
:content ‘((any ?t (time ?t)))’

)

However, the following statement is also valid: ‘I want to know the time’.
This would result in the Inform performative being used.

(Inform

:sender Agent_A

:receiver Clock_Agent

:content ‘((I Agent_A (exists ?t (B Agent_A (time ?t)))))’

)

In essence, both of these communicative acts should result in the same
message, even though the original language is grammatically different. An
agent with semantic capability can interpret both of these messages and use
the following communicative act as a reply:

(Inform-ref
:sender Clock_Agent
:receiver Agent_A
:content ‘((any ?t (time ?t)))’

)

This approach simplifies agent construction considerably as the agent
system designer can concentrate upon developing cooperative and domain-
specific features instead of attempting to capture (or predict) every variant of
conversation with the associated message handling protocol.

Community healthcare is a domain that is rich with diversity and incon-
sistency, particularly since it is composed of many disparate heterogeneous
systems. Such an environment demands flexible communications, and applica-
tions that rely upon syntactic exchange of knowledge cannot offer the potential
of a semantic agent approach.

3.3 Communicating Intentions

Having established that a semantic approach to agent communication is
desirable for the community healthcare domain, it is necessary to consider the
means by which the agent intentions (communicative acts) can be constructed.
The process of capturing requirements gathers together, amongst other arte-
facts, the business rules by which an organisation operates. If agents are to
operate as a flexible MAS, then it is important that the business processes,
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rules and protocols are captured in order that they can be utilised by a MAS.
Indeed, the following list is applicable not only for community healthcare, but
for organisations in general:

1. Domain rules should be written by the individuals who perform the tasks,
not necessarily domain experts.

2. Each role within the domain may require a bespoke interface for compos-
ing context dependent rules.

3. Domain rules should ideally be dynamically generated by interacting with
the system.

4. Rules are likely to be incomplete and will be refined over a period of time.

The complexity of community healthcare is such that a large proportion of the
knowledge is held with the users of the various systems. This, in turn, leads to
informal processes and protocols that have evolved over time to accommodate
deficiencies in the existing command and control systems. Sowa [22] proposes
Controlled English as a formal language for description, which could be used to
facilitate the generation of ACL message content whilst maximising semantic
interoperability.

However, organisation protocol rules can be convoluted, and it is probable
that rule generation can become an overwhelming task. Compton [23, 24]
describes ‘Ripple-Down Rules (RDR)’, a method of ‘rules maintenance’
whereby rules are created or edited within the context of a specific task,
resulting in easier comprehension and more stable rule building. A key part
of this approach is the realisation that the post-conditions of a task in a
particular context need capturing and expressing if a representative rule is to
be generated.

For example, the Local Authority (LA) Agent needs to assess the finan-
cial status (‘means test’ in UK) of a potential Care Recipient, via the Care
Recipient (CR) Agent. This rule can be expressed simply as:

If care_recipient has assets > 6000 Then
care_recipient is billed full amount

However, this blanket rule takes no account of other circumstances, such as
whether the Care Recipient has dependent children living at the same address.
Since the overall rule has been created, modification is required rather than
composing a new rule.

If care_recipient has assets > 6000 Then
If care_recipient has dependents Then

care_recipient is not billed
Else

care_recipient is billed full amount

Whilst the nesting of these statements will undoubtedly result in large rule
trees, it is necessary only to consider each rule within the context of the
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particular case of use, and therefore the justification for a change is localised.
Such an approach therefore enables agents to update their belief sets as they
encounter new scenarios, by tailoring general rules with new specific variants.

4 Building the Model with TrAM

Having considered the various methods of representing the complexity of the
community care environment, this section illustrates by way of an exemplar,
how Transaction Agent Modelling (TrAM), can be utilised to gather system
requirements and produce a model.

4.1 Capturing Care Scenarios and Early Requirements

Beer et al. [25] describe five scenarios that a community healthcare system
would be required to manage. The following section illustrates how a MAS
approach can be used to accommodate such scenarios within an integrated
community care system. These scenarios are summarised as thus:

1. The creation and maintenance of an Individual Care Plan (ICP) for each
care recipient that details the package of care services that are required
to address the specific needs of an individual.

2. The provision of positive care to maintain and improve the quality of life
of a care recipient [26].

3. Using the ICP as a reference, the delivery of regular, routine care in order
to support daily living.

4. The provision of emergency care in response to some unexpected event,
such as an accident or medical emergency.

5. Quality assurance management, by monitoring the delivery of care, man-
aging exceptions and interventions to the ICP when required.

The first step of the approach is to identify the key stakeholders in the
system, represent them as UML actors and describe the roles that they under-
take. Once the actors have been discovered, system interactions can then be
described with the aid of written use cases and use case models.

4.1.1 Maintaining the Individual Care Plan (ICP)

The Individual Care Plan (ICP) is created by taking information from one
or more assessments of the potential care recipient. This activity is managed
by the Local Authority and typically employs the services of an Occupational
Therapist (OT) for an initial assessment. Once the need has been assessed,
the ICP is created to specify the package of care services that are required to
meet the needs of the care recipient. In-home assessments enable all aspects
of the home environment to be taken into account, though they do require
a significant amount of resource to execute. Since a community care system
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Fig. 11. Use case model for maintaining the ICP

like INCA can monitor the activities of each individual, there is a wealth of
information available for analysis. Figure 11 illustrates the use case model
representing this scenario.

4.1.2 Improving Quality of Life

The argument for improving quality of life is compelling, and it is often the
case that when the delivery of care breaks down for some reason, the reaction is
to over-allocate resource to the scenario until the situation returns to normal
operating conditions. Successful delivery of the ICP not only includes the
effective allocation of resources, but also the inclusion of care services that at
least maintain and preferably improve the care recipient’s quality of life.

Such actions are referred to as ‘positive care’. Positive care aims to improve
the psychological and social well-being of the care recipient, by supporting and
promoting:

1. Enhanced social interaction between the care recipient, Local Authority
and care providers.

2. The provision of information surrounding leisure activities and opportu-
nities for new experiences.

Such information needs to be tailored to the specific needs and preferences of
the care recipient. Figure 12 shows the use cases required to facilitate positive
care.

4.1.3 Providing Daily Care

The objective of daily care (Fig. 13) is to provide each care recipient assistance
with eating, washing, bodily functions, or any other care need. Maintenance
of an accurate ICP is paramount and it is important to monitor the actual
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Fig. 12. Use case model for positive care

Fig. 13. Use case model for daily care
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delivery of care services and report back any exceptions. Unfortunately,
towards the end of a care recipients’ life, the rate of deterioration is much
greater than the responsiveness of the care management system.

This is less of an issue in a hospital or residential home environment as the
care is delivered on demand. However, in-home care delivery is provided in
relation to a strict schedule to minimise logistical arrangements. This results in
a care service that is inflexible, which cannot accommodate exceptions, unless
there are informal carers who are able to provide the assistance required.

4.1.4 Emergency Support

Support for emergency situations presents a challenge for community care
systems. Whilst it is feasible that monitoring of the care recipient would enable
a more proactive approach to care management, an emergency scenario is
unpredictable and therefore the system must provide the most appropriate
response in a timely manner. The use of agents to collaborate and coordinate
their activities means that the results of all interventions can be monitored,
and therefore used to update the dynamic ICP. These interactions are shown
in Fig. 14.

4.1.5 Quality Assurance

After creation of the ICP, it is necessary to monitor the requirements of the
care recipient in order that the ICP can be updated to reflect any changes.
Figure 16 shows the Local Authority as the manager of this role. The concept
of a dynamic rather than static ICP is fundamental to community care man-
agement, if quality of life is to be improved whilst also minimising duplication
of resources.

It is also important to ensure that all the care specified in the ICP is
delivered at a satisfactory service level, at the appropriate time, standard

Fig. 14. Emergency scenario use case model
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Fig. 15. Quality assurance use case model

and in the correct place. The monitoring of care staff is problematic in the
community context, as direct supervision is difficult. The community care
system needs to facilitate effective monitoring in two ways:

1. Care providers should log their interventions directly into the system at
each visit. These can then be compared directly with the contents of the
ICP. Any deviations can then be investigated and either the ICP can be
updated or other appropriate action undertaken.

2. Complaints procedures can be based upon direct communication with the
Local Authority, improving monitoring and responsiveness.

Figure 15 shows the interaction involved in quality assurance procedures. Now
that the early requirements have been gathered, the next stage is to produce
an agent model, identify and allocate tasks to each of the agents and then
scrutinise the transactional nature of inter-agent communication.

4.2 Identify Agents

After the individual use cases have been captured, the next stage is to identify
the agents that will be required to complete a model of the eventual system.
Prior work [16] has shown that actors can be mapped straight to actors.
Thus, using Fig. 16 as an exemplar overview model, the following agents can
be quickly derived:

– Care Recipient Agent (CR Agent)
– Occupational Therapist Agent (OT Agent)
– Local Authority Agent (LA Agent)
– Care Provider Agent (CP Agent)

However, whilst the agent characteristics of reactivity, proactivity, autonomy,
intelligence and social ability assist the representation of human agent roles,
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Fig. 16. Overview of care model

there still exist a number of entities that do not possess such characteristics,
such as knowledge bases and databases.

One such example is the use case ‘Query ICP’ from Fig. 16, which will
need to access a repository to read the contents of a particular ICP. Similarly
the use case ‘Schedule care’ will also require access to a database so that
care delivery can be managed. In these cases, each information repository is
assumed to map to an ‘information agent’, who manages the access to each
data source. Figure 17 illustrates both the actor to agent mappings, plus the
information agents who marshal each data source.

One of the key facets of an agent-based community care management
system is the ability to harmonise all of the disparate data sources together
without resorting to the drastic action of re-writing existing legacy code.
Therefore in this example it is suitable to introduce information agents, thus
reducing interference with existing systems.

4.3 Allocate Tasks to Agents

Once the agents have been identified, the next step is to identify and allocate
tasks to each of the agents. Each task is taken from the use case descriptions
and assigned to the perceived owner of that task, or the agent who is deemed
to be responsible for its satisfactory completion. Table 1 shows the initial task
allocation.
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Fig. 17. Initial actor to agent mappings

Table 1. Agent types and allocated tasks

agent type task

Care Recipient Agent (CR Agent) 1. Make request for care
2. Raise Alarm
3. Interact with home monitoring unit

Occupational Therapist Agent (OT Agent) 4. Assess Care Recipient
Care Provider Agent (CP Agent) 5. Deliver care to Care Recipient

6. Query schedule information
Local Authority Agent (LA Agent) 7. Query Individual Care Plan (ICP)

8. Schedule care services
9. Monitor ICP

4.4 Identify Collaborations

It is now possible to examine the collaborations between the agents. Each
allocated task is considered in terms of identifying the agents that will be
involved in the collaboration. As each task is mapped to an instance of col-
laboration between two agent types, each potential conversation is considered
and new tasks are derived. Figure 18 shows the agent collaboration model,
together with the tasks allocated from Table 1.

This process is iterative and it is likely that several refinements are required
before a comprehensive model is produced. For brevity the results of only one
iteration are shown in Table 2, each additional task being shown in italics.
Once the tasks have been discovered, they are added to the overall agent
collaboration model as in Fig. 19.
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Fig. 18. Agent collaboration model

Table 2. Iterated agent types and allocated tasks

agent type task

Care Recipient Agent (CR Agent) 1. Make request for care
2. Raise Alarm
3. Interact with home monitoring unit

Occupational Therapist Agent (OT Agent) 4. Assess Care Recipient
10. Update ICP

Care Provider Agent (CP Agent) 5. Deliver care to Care Recipient
6. Query schedule information

Local Authority Agent (LA Agent) 7. Query Individual Care Plan (ICP)
8. Schedule care services
9. Monitor ICP
11. Select care provider

4.5 Apply Transaction Model

After identifying the set of overall collaborations from the use cases and sub-
sequent task allocation stage, the model should now undergo further scrutiny
in order to ensure robustness. Using the Event Accounting model described
earlier, and a particular graph, the Transaction Model (TM), the community
care scenario is scrutinised in terms of specific transactions. In such a complex
environment it is clear that many transactions exist. For the purposes of this
explanation, only one transaction will be demonstrated.

As discussed earlier, prior work with INCA demonstrated that existing
representations such as AUML could not successfully express the complexities
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Fig. 19. Iterated agent collaboration model

of community care payment management, particularly with regard to qual-
itative transactions. To demonstrate the power of a transactional approach
to modelling a MAS, the following exemplar will describe how the payment
modelling was finally resolved.

4.5.1 Model Concepts

Initially, the whole care scenario is represented as a Conceptual Graph (CG)
20. This notation is utilised as it permits the lucid representation of qualitative
as well as quantitative concepts. As described in previous work [4, 15] the
Transaction Model (TM) is a useful means of introducing model-checking to
the requirements gathering process. The specialisation of the generic TM of
Fig. 1 onto the community healthcare scenario is illustrated by the CG in
Fig. 20. This specialisation serves two fundamental objectives:

1. The concepts identified within the care scenario are ‘balanced’ and there-
fore represent a completed transaction.

2. Since each concept is classified in terms of type, a hierarchy of types for
an ontology can be derived.

The overall model (Fig. 21) does not explain which party pays the bill for
the care, or who is the ‘source’ of the money. The UK Welfare System has
three particular scenarios:

1. The Local Authority pays for the care in full.
2. The Care Recipient pays for the care in full.
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Fig. 20. Conceptual graph (CG) model of care scenario

Fig. 21. Overall transaction model of care scenario

3. The Local Authority and the Care Recipient make ‘part payments’ that
amount to 100% of the care cost.

‘Purchase Agent’ is derived as the supertype of ‘Local Authority’ and ‘Care
Recipient’ in order to satisfy the TM.

The most significant contribution of this stage is the implicit ‘balance
check’ that immediately raises the analysts’ awareness of the need for
appropriate terminology. Figure 22 illustrates the hierarchy of types deduced
from Fig. 21. Once the generic model has been created, it is tested with some
general rules. First, the specific scenario (Fig. 23 whereby a Care Recipient
has been assessed and is deemed to be eligible to receive care at zero cost is
explored.

Figure 24 shows that the ‘source’ of the money to pay for the care is
the Local Authority ‘Sheffield City Council (SCC)’, who also manages the
provision of the care.

However, the care package is not delivered by the Local Authority, who
buys services from designated Care Providers. For this example, the Local
Authority is managing a ‘Meals on Wheels’ service. The party which incurs
the cost of the care package is represented by the ‘destination’ concept.
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Fig. 22. Initial type hierarchy of care scenario

Fig. 23. Local authority pays for care in full

Fig. 24. TM showing care recipient receiving care package at zero cost
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Alternatively the Care Recipient may be deemed to have sufficient assets,
and is therefore ineligible for free care.

Figure 24 illustrates this, where it can also be seen that the care package is
still managed by the Local Authority. In both cases, whether the care recipient
has sufficient funds to pay for the care (Fig. 24) or not (Fig. 26), the original
relationships of Fig. 20 are included. This ensures that these relevant aspects of
the transaction are retained and can be recognised in subsequent development.

4.5.2 Inference Model with Queries and Validate

From the prior figures the general CG pattern in Fig. 27 emerges. To evaluate
this scenario we query the model. Firstly, we examine the case where the Care
Recipient’s (‘Betty’) ‘Assets’ are deemed to be less than a particular threshold
set by the Local Authority. In such a case, the Local Authority (Sheffield City
Council) would be the destination of the care, and would therefore be liable
for the bill. Figure 23 shows this particular query graph, which states:

If requester of Care is Care Recipient whose
characteristic is assets < threshold Then

Local Authority is destination of Care

Updating the TM with this gives Fig. 24.
Alternatively, the Care Recipient may be deemed to have sufficient assets

to be able to afford the care package. Figure 25 illustrates the relevant query
graph, showing the ‘less-than-threshold’ asset test being set in a negative
context (false):

If requester of Care is Care Recipient whose
characteristic is assets > threshold Then

Care Recipient is destination of Care

Fig. 25. Care recipient pays for care in full
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Fig. 26. Updated TM showing care recipient receiving care package at full cost

Fig. 27. Emergent CG model

Again the TM is specialised and is illustrated in Fig. 26, showing that the
Care Recipient is indeed the destination of the care, and therefore is liable for
the full cost.

So far the opposing scenarios whereby either the Local Authority or the
Care Recipient settles the bill for the care in full have been explored; for com-
pleteness the part-payment scenario, whereby each party makes a contribution
towards the total cost, must also be examined. As before, the generic model
of concepts is produced, before specialising with an individual scenario. The
part-payment model in Fig. 27 comprises Local Authority and Care Recipient,
plus the Purchase Agent derived earlier in Fig. 22. However, Fig. 28 does not
allow joint parties to be the Purchase Agent.
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Fig. 28. Incomplete TM

Fig. 29. Part payment scenario with shared liabilities for care cost

First we consider the scenario whereby the Local Authority and Care
Recipient have a split liability for the care costs. The liability is apportioned
in relation to the amount of assets that a Care Recipient is judged to have.
Figure 29 illustrates that the Care Recipient and Local Authority Agents are
no longer sub-types of the Purchase Agent as originally illustrated, but are
instead associated via ‘liability’ relations.

In order to correct the original type hierarchy (Fig. 22), the case whereby
Care Recipient and Local Authority Agents are sub-types of Purchase agent
is false. Thus a rule is created that informs the eventual ontology that
such a type relation is also false. Figure 30 demonstrates this rule, which
is negated by setting in a negative context. Having elicited this information,
the type hierarchy is modified to reflect the new insight, and is illustrated in
Fig. 31. Subsequently the TM is also updated with the liability relationship
(Fig. 32) in order that the model can now accommodate all three payment
scenarios.
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Fig. 30. New rule for ontology

Fig. 31. Revised type hierarchy

Fig. 32. Refined payment model
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5 Conclusions

The management of community healthcare is problematic in that there are
many disparate command and control systems, that rely upon informal
processes and protocols to provide the necessary integration. Agent-based
architectures provide the semantic interoperability capabilities to accommo-
date these scenarios, enabling delegation, brokering, negotiation, co-operation
and co-ordination to take place across the myriad systems. The notion of
economic transactions provides a framework by which agent systems can be
designed and implemented by addressing the following:

1. Gathering healthcare system requirements can be difficult, and the lack of
model verification (even though use case models enable the various actor
representations to be established), presents a significant risk that some
details are missing from the first modelling iteration [27].

2. A successful MAS must include the ability to reason about the qualita-
tive issues that exist in the community healthcare domain, and system
designers must be able to challenge the issues from a business process
perspective.

3. The capture and modelling of roles is a crucial step in the MAS modelling
process [28], yet there is little guidance as to how roles should be allocated
for best performance [29].

4. Ontological rules and terms enable semantic interoperability, however, sys-
tem designers tend to rely on the process of eliciting use cases from existing
processes to obtain the majority of the agent’s behaviours.

5. The convenience of actor-to-agent mappings means that the assignment
of agent behaviours is often arbitrary and based on current working prac-
tices. Whilst the capture of current working practices is vital to the proper
analysis of the existing system, this approach restricts the potential of an
interoperable MAS solution. Additionally there is no implicit check as to
the validity of a role, nor is there an audit trail of how the roles were
delegated.

The TrAM approach has enabled the early elicitation of community
care domain knowledge, and subsequent ontology specification, whilst
incorporating a robust transaction model from the beginning. This has
allowed representations of agent-managed transactions to be assembled at a
much faster rate, especially since there is greater confidence that the underly-
ing design is based upon a solid framework. The key features of this approach
are as follows:

1. CGs represent the problem in a more abstract way, and provide a
foundation for modelling the knowledge exchange within a system. The
abstraction is such that high-level, qualitative issues such as ‘quality of
health care received’ are addressed, so it is feasible that the system is
questioned from the point of view of concepts, rather than relying on an
individual’s prior experience.
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2. CGs are similar to AUML in that there are some obvious mappings from
concepts to agents, however there are also subtleties that CGs reveal more
consistently.

3. The inherent balance check of the model ensures that ontological terms
are agreed upon before the model is complete.

4. The transactions approach makes model verification implicit as any miss-
ing nodes (concepts or relations) renders the model out of balance and
thus unable to satisfy both sides of the transaction.

The TrAM approach allows agent-based systems to be designed that exploit
many different aspects of agent technology. In particular:

1. The development of conversation semantics to characterise interaction
between home and carer agents [1].

2. Matching capabilities of carers with current needs using negotiation pro-
tocols [10].

3. Building scalable communities of healthcare agents [30].
4. Defining semantic economic models to represent the complex relationships

that exist between carers, care providers and those being cared for [31] in
an interoperable way.

5. Implementing agent architectural models that promote carer autonomy
and privacy whilst ensuring that commitments are realised.

The production of conceptual graph models enables higher-order issues to
be captured, scrutinised and considered in an abstract way. This complements
use case analysis, and promotes early discussion. The use of a particular graph,
the Transaction Model, means that these concepts can be evaluated in a way
akin to transactional analysis; the implications of ‘duty of care’, ‘debt to
society’ and other high level concepts typically would attract little interest
as they are difficult to model and even consider. The richness of conceptual
graphs firstly allows these concepts to be represented lucidly.

Secondly, the application of the TM enables opposing concepts to be rep-
resented. Often one side of the transaction is clearly evident, but the opposing
concept or concepts are not always clear. The application of the TM forces
such hidden concepts to the fore, promoting discussion and consideration from
the outset.

Thirdly, the ensuing discussion results in the generation of the most
suitable term to represent each concept. This definition assists the documen-
tation of an ontology, lessening the requirement for a domain expert. Indeed
the process steers the system designer so that at least the most pertinent ques-
tions can be asked of the expert, rather than requiring the system designers
to be domain experts themselves.

Also, the ability to query the representation allows the models to be tested
and validated much earlier in the agent system design process. The use of a
collaborative agent architecture for a community care system illustrates how
agent cooperation can accomplish the provision of health care services and
resources for both routine emergency scenarios.



Capturing and Specifying Multiagent Systems 161

This approach demonstrated that the utilisation of agent-based tech-
nologies could be undertaken in order to achieve distributed demand and
supply issues within an integrated domain, whilst retaining existing actors
and agencies.

Additionally, each actor’s autonomy is still retained. Integrating external
data sources by the use of information agents enables MAS models to be
assembled rapidly and show that it is possible to integrate disparate data
sources as part of an overall agent-based system, especially those associated
with the various health care organisations.
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Assistive Wheelchair Navigation:
A Cognitive View

U. Cortés, C. Urdiales, R. Annicchiarico, C. Barrué, A.B. Martinez,
and C. Caltagirone

Summary. A key issue in autonomy assistance is mobility, as mobility impairment
has proven to cause a downward trend in quality of life. Assistive devices mostly
differ on user interfaces, sensory–motor hardware, and algorithms to share control
between the user and the device. This work reviews current approaches to assisted
wheelchair navigation. It also presents experimental evaluation of the performance
of different users presenting different pathologies depending on how much control
they exert over their wheelchair, as shared control is of capital importance. Results
are correlated with their pathologies to extract conclusions about the benefits of
assistive navigation.

1 Introduction

Population today is progressively aging in developed countries. The increase
in the proportion of older persons (60 years or older) is being accompanied
by a decline in the proportion of the young (under age 15). Nowadays, the
number of persons aged 60 years or older is estimated to be 629 million and
expected to grow to almost 2 billion by 2050, when the population of older
persons will be larger than the population of children (0–14 years) for the first
time in human history [1]. This tendency also implies an increasing number of
people affected by chronic diseases, such as heart disease, cancer, and mental
disorders. Chronic diseases may frequently lead to disability. It is estimated
that the costs of health care could rise from $1.3 trillion to over $4 trillion for
these reasons [2].

It is assumed that a person’s independence is threatened when physical or
mental disabilities make it difficult to carry out the basic activities of daily
life such as bathing, eating, using the toilet, and walking across the room,
as well as shopping and meal preparation. Under these circumstances, either
home assistance has to be granted or the person needs to be institutionalized.
In nursing facilities, though, costs are higher and the quality of life is often
reduced [3].
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Lack of human resources to assist elder people leads naturally to create
systems to do it in an autonomous way (e.g., [4, 5]). Studies on the use of
assistive devices in a general population in Swedish descriptive cross-sectional
cohort studies [6] reported that one-fifth at the age of 70 and almost half the
population at the age of 76 had assistive devices, usually in connection with
bathing and mobility. Another study of 85-year olds in a general elderly pop-
ulation found that 77% of them had one or more assistive devices, also more
frequently for bathing and mobility. The same pattern has been found in other
general population studies, although the prevalence rates vary from 23 to 75%
according to population studied, age group, and type of assistive devices. To
sum up, prevalence rates vary, but the use of assistive devices is very common
among the elderly, particularly bathing and mobility devices, and their use
increases with age. At the age of 90, assistive devices in bathing and mobility
were the most frequently used, and the same results have been obtained in
persons of 70 and 76 years of age. It is consequently of extreme importance
to create a new generation of tools to assist people with disabilities, so that
their independence and autonomy are improved.

Regarding mobility, the most usual assistive devices are wheelchairs and
walkers. Both devices have been robotized to assist people with disabilities
to move in houses, residences, and hospital. Hardware modifications basically
consist of adding sensors and processing units to detect what the device is
doing with respect to the environment state and to provide commands to the
motors that can either replace or complement the user’s input. It is necessary
to note that assistive robotics differ from conventional robots in several basic
aspects. Mainly, the goals of the agent controlling the robot are continuously
affected by the user’s goals or needs. Consequently, optimization or intensive
deliberation is not advisable in these cases. Besides, in this case robotic agents
tend not to act completely autonomously, nor continuously. Instead, when
the user performs an action, its outcome may be affected by the actions of
the assistive agent. Regarding assistive devices, it is important to establish
a clear distinction between walkers and wheelchairs. From a practical point
of view, walkers must provide both balance and support and, hence, imply
a highly collaborative profile: if the walker motion differs from the user’s
expectations, a fall can result. Most works on walkers [7–9] focus, consequently,
on kinematics, whereas wheelchair works focus on navigation, defined as the
task of safely reaching a given destination and is, therefore, less dependent on
technology specifics. In order to keep this paper as general as possible, it is
centered on wheelchairs.

Experience with new technology, though, has shown that increased com-
puterization does not guarantee improved human–machine system perfor-
mance. Poor use of technology can result in systems that are difficult
to learn or use and even may lead to catastrophic errors [10]. This may
occur because, while there are typically reductions in physical workload,
mental workload has increased [11]. Also, in this particular field, the recom-
mended action might go against the user’s wishes and cause him/her stress.
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Besides, excessive assistance may lead to loss of residual capabilities, as no
effort is required on the user’s part. Cognitive research provides insight and
guidance in areas such as the effects of practice on performance, rational
decision-making, and expert problem-solving in the user interface. In order to
achieve a cognitive assistive device, engineering must be coupled with medical
research.

Section 2 in this chapter focuses on the medical point of view on assistance
and disabilities, especially regarding disability quantization and evaluation,
which is basic for engineers building assistive devices. Section 3 provides a
review on current assistive technologies. Section 4 evaluates agent technology
as an option to handle the problem complexity. Finally, Sect. 5 shows some
results on a real experiment on assistance. Conclusions are given in Sect. 6.

2 Age-Related Disability: A Clinical View

Age-related disability is generally thought of as a common endpoint, through
impairment in physical, cognitive, or sensory domains, of the chronic diseases
and conditions that affect aging persons. According to prevailing models of
the disablement process, disability results when these diseases and conditions,
via specific impairments and functional limitations, lead to limitations in the
ability to perform basic social roles. As defined by World Health Organiza-
tion (WHO), in the International Classification of Functioning, Disability and
Health, known as ICF: “disability serves as an umbrella term for impairments,
activity limitations, or participation restrictions” [12]. Hence, disability is usu-
ally defined as the degree of difficulty or inability to independently perform
basic activities of daily living (ADL) such as bathing, eating, using the toilet,
or other tasks essential for independent living, without assistance. It is gener-
ally recognized, however, that disability is not merely a function of underlying
pathology and impairment, but involves an adaptive process, which is subject
to a host of individual (psychosocial) and ecologic (environmental) factors.

Currently, this complex syndrome is known as functional disability (FD).
In fact, FD has to be intended as the result of the interaction of different
individual components of compromised functions: physical, emotional, and
cognitive aspects usually interact to produce a comprehensive disability which
is more than the simple addition of the single impairments, affecting the
patient’s global function and his self-dependency [13].

2.1 Disability Evaluation

However, disability has no clear limits, and defining different levels in different
patients is very difficult, particularly when referring to FD. The scientific com-
munity lacks consensus on how to measure disability and how to individuate
subgroups of disabled individuals [14].

Since disabled population is highly heterogeneous, functional assessment
plays a fundamental role in defining disability profiles, depending on specific
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sort and degree of disability. Such profiles reflect on different approaches to
new technologies.

Many assessment scales have been proposed to correctly define disability
since Katz introduced the ADL in 1963. The field grew rapidly and by 1986
Feinstein [15] identified 43 different indexes of ADL for use patient care and
population research. Clinicians’ most widely used approach is to produce an
absolute or relative score for each assessed patient [16,17] to classify him/her
or his/her disability on a scale or a range of values. In these terms, the dis-
ability scores of each scale constitute an increasing or decreasing continuum
of values related to individual degree of self-dependency.

Rehabilitation is fundamental in disabled population in order to improve
and/or to maintain their quality of life. Furthermore, functioning and health
must be considered as associated with a condition but also as associated with
personal and environmental factors and context. To solve such a complex
syndrome as disability, several approaches have been proposed; the most com-
prehensive approach is represented by the intervention of a multiprofessional
rehabilitative team in order to solve medical, social, and psychological aspects.

A multidisciplinary involvement in comprehensive rehabilitation programs
has proven effective [18], and the positive interaction of mental and phys-
ical training has been studied [19]. In recent years it has been proposed
the use of technological assistive devices. In fact, assistive devices are made
available to disabled and older people to help them overcome barriers and
remain independent despite disease. The positive effects of assistive technolo-
gies on quality of life of elderly disabled people [20] have been proven. The
growing numbers of disabled people will increase the demand for assistive
devices in the elderly population.

2.2 Autonomy and Disability

As discussed above, in order to quantify residual autonomy and level of dis-
ability of individuals, it is commonly accepted to talk in terms of functional
disability and functional status. In fact, functional status is usually concep-
tualized as the “ability to perform self-care, self-maintenance, and physical
activities.”

Behind that, physical and mental functions, conditions, and diseases
affecting such functions are to be taken into account as well.

It is well documented that global declines and alterations in motor
coordination, spatial perception, visual and auditory acuity, gait, muscle and
bone strength, mobility and sensory perceptions of environmental stimuli
(heat, cold) increase with age, as well as chronic diseases and their disabling
sequels [21].

Multiple chronic degenerative diseases (stroke, arthritis, hypertension, can-
cer, degenerative bone/joint disease, and coronary artery disease) may lead
to either sensory loss or physical impairments that limit mobility, impair cog-
nition, or reduce the ability to perform daily activities.
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Evidence shows that older and/or disabled populations are made up by
individuals who present widely different and heterogeneous functional profiles.
Impairments range from extremely mild (people able to walk with a cane or
affected by such a mild memory loss that allows them to live on their own)
to extremely severe (persons bedridden or completely unable to understand a
simple instruction).

The simultaneous presence of cognitive and mobility impairments has a
multiplicative effect, worsening global function more than expected by the
sum of the single conditions.

Cognition and mobility heavily affect the capacity of daily planning. For
an activity to be effective, the person must be capable of performing it when
he/she wants to or when it is necessary: the possibility of successfully perform-
ing daily life connected activities implies the chance of remaining or not in the
community. Some people, due to their memory problems or their inability to
relate concepts, are not able to formalize a set of goals. They may also have
the ability to generate the goals, but be unable to generate a cognitive plan to
execute them due to their inability of problem-solving or external information
processing. It is also possible that a person has most capabilities, but due to
problems in attention and sensitive stimuli processing, is unable to relate the
environment through he/she is navigating with the mental plan he/she wants
to follow.

As a consequence, the capacity of performing ADLs becomes an impor-
tant indicator of self-dependency or disability, it is used as a comprehensive
measure in disabled people, and it can be chosen as a marker of functional
status.

It is then mandatory to take into account age-related functional status im-
pairment among senior citizens when developing devices to improve disability,
and to judge their effectiveness in maintaining and improving self-dependency
in terms of ADLs.

Section 3 covers the different options in assistive wheelchairs, including the
various shared control options required to assist both physical and cognitive
disabilities.

3 Autonomous Assistive Devices

Most work on assistive devices is still in the research stage, but there are some
companies that manufacture such products. KIPR (http://www.kipr.org/),
for example, has designed a controller that can be attached to con-
ventional power wheelchairs in its Tin Man series. Applied AI Systems
(http://www.aai.ca/) manufactures TAO-7, mostly to researchers, though.
Active Media Robotics (http://www.activrobots.com/) has also announced
development of its independence-enhancing wheelchair (IEW).

Research has given much attention to assistive devices. Sensor-aided intel-
ligent wheelchair navigation system (SENARIO) [22], VAHM [23], Wheelesley,



170 U. Cortés et al.

SIAMO, Rolland, Navchair, and Smartchair are wheelchair autonomous navi-
gation systems [24, 25]. All these systems share some common features: a set
of sensors, some processing units, and a control software to decide what to do
at a given moment and circumstances. Still, extensive testing with real users
has to be performed to probe the concept.

In the following subsections, we separately cover the hardware and software
modifications required in a conventional wheelchair to achieve an autonomous
assistive device.

3.1 Sensory Hardware and User Interfaces

Autonomous wheelchair navigation relies on the same principles as mobile
robotics does. Navigation is roughly defined as the ability to reach a destina-
tion point in a safe way. In order to do so, onboard sensors are used to detect
obstacles in the way and also to calculate the position of the mobile in the
environment. It is necessary to note that wheelchair navigation tends to be
assistive rather than to totally replace the user’s commands. Consequently,
the user’s interface in these cases may be considered as an additional sensor
representing the user’s will.

The most frequent user interfaces in wheelchairs are joysticks, which simply
allow the user to direct the mobile toward a given direction. Joysticks are
cheap and fairly intuitive, but they only provide direction information and
speed is usually quantified. In order to grant safety, force feedback joystick [26]
has also been used. These joysticks make it difficult to move toward obstacles,
as they present more resistance depending on how close they are with respect
to the mobile (Fig. 1).

In some cases, though, users may be unable to use a joystick, either due
to cognitive or physical disabilities. Some approaches rely on touch screens
that present a map of the environment. Using them, a goal can be set by sim-
ply putting the finger on the desired position [27–29]. In other cases, a voice
interface is used [30]. These devices, as joysticks, are commercially available

Fig. 1. Control devices: (a) Microsoft Sidewinder Force Feedback Joystick,
(b) Nintendo DS Touchscreen, (c) TrackIR3 Pro
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(Fig. 1). Voice control, however, can be problematic because a failure to recog-
nize a voice command could cause the user to be unable to travel safely. Also,
it is almost impossible to make frequent small adjustments to the wheelchair’s
velocity [31].

Voice can be complemented or replaced by other physical interfaces
controlled by heat, feet, chin, shoulder switches, electromiographic sensors,
or ultrasonic head tracker, which are fairly common (Fig. 1). In more crit-
ical situations, even simpler, specific interfaces can be used. The Telethesis
project [32], after studying the needs of a patient stricked by amyotrophic
lateral sclerosis (ALS), used an on/off switch to choose an option in a
screen that continuously renovated. In the worst case, invasive interfaces may
offer an option. EagleEyes uses electrodes to measure the electro-oculographic
potential (EOG), which corresponds to the angle of the eyes in the head [33].

Regarding computer-controlled motion, traditionally, range sensors
(Fig. 2) have been the most profusely used in wheelchair navigation. These
sensors – in decreasing order of cost, weight, and range – include laser, sonar,
infrared, and bumpers. Range sensors basically offer the distance to the closest
obstacle in the direction of the sensor. These distances can be either used on
its own to avoid close obstacles by heading the wheelchair in a free direction
or combined in time and space to produce a model of the environment. A
very common approach in wheelchairs is to use occupancy grids [34]. Grids
are built by dividing the environment into cells and statistically modeling
the range sensor into a function. The probability of being occupied of the
area of the grid where the sensor detects no obstacle is decreased whereas
the probability of the detection area is increased (Fig. 3b). Readings may be
combined in space to produce local grids or in time and space to produce
global grids (Fig. 3c).

Video cameras have also been used for navigation, but usually in combi-
nation with range sensors to grant safety and fast responses [35] or in
environments where artificial landmarks are clearly defined [36,37]. This hap-
pens because artificial vision in unstructured real environments is complex,

(a) (b) (c)

Fig. 2. Range sensors: (a) SICK laser, (b) Polaroid sonar, (c) SHARP infrared
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Fig. 3. Occupancy grids: (a) room, (b) local sonar grid, (c) global sonar grid

computationally exhaustive, very problem-oriented, and prone to errors. Spe-
cial cases are omnicameras, whose optics has been designed to ensure that all
points in the world are projected through a single center of projection [38].
Hence, they capture 360◦ fields of view in a single frame and usually extract
fairly reliable landmarks from the picture.

3.2 System Architectures and Shared Control

After a given sensory input is available, processing control architectures pro-
vide a suitable command to the motors. In order to handle the problem com-
plexity, different structures have been proposed.

Early control architectures were based on deliberative processing, accord-
ing to the traditional sense–plan–act scheme (SPA): given a model of the envi-
ronment, SPA relies on classic processing algorithms to calculate a safe path
to the goal (Fig. 4a). In order to model the environment, mobiles are usually
equipped with range and odometric sensors. The readings of these sensors
are statistically combined in time and space to produce a diagram of the free
and occupied space that can be either geometric (Fig. 5a) [34] or topological
(Fig. 5b) [38]. Since odometry is prone to errors and maps heavily rely on cor-
rect localization, some corrective techniques like Kalman Filters [39] or Monte
Carlo localization [38] are frequently used in these systems.

SPA usually presents (a) a top-down hierarchical structure with well-
defined functions for each level; (b) predictable and deterministic control flow;
and (c) strong dependence on representations of the environment. SPA con-
trol, unfortunately, presents serious drawbacks (1) all modules had to be fully
functional to perform a basic test; (2) a single failure provokes a collapse in
global functioning; (3) it has poor flexibility; and (4) it cannot act rapidly
because information is linearly processed by every module. Besides, in dy-
namic environments, the system response may not be valid if the model does
not adapt rapidly to changes.

In order to solve the SPA drawbacks, the subsumption architecture tried
to emulate simple low-level animal behaviors to work in highly dynamic
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Fig. 4. Control architectures: (a) SPA, (b) reactive, (c) hybrid

Fig. 5. Hybrid planning: (a) topological map built over a grid, (b) path planning
from D to A at topological level

unpredictable environments. The subsumption architecture is also hierarchi-
cal, but in a bottom-up way. Simple behaviors are the result of coupling sen-
sor readings and actions. The combination of several basic behaviors running
concurrently produces a complex one, known as emergent behaviors (Fig. 4b).
Reactive schemes (1) can easily deal with several sensors and goals; (2) they
are quite robust against sensor errors and noise; and (3) they adapt to changes
in hardware or tasks. The main problem of reactive architectures is that re-
sulting global behaviors are unpredictable and, hence, not necessarily efficient
and that they may be sensitive to local traps.

A later development, hybrid schemes, consisted of combining both reactive
and deliberative paradigms to achieve the best possible performance (Fig. 4c).
The hybrid style facilitates the design of efficient low-level control connected
to high-level reasoning. Hybrid architectures typically consist of a reactive
system, a control system, and a deliberative system for high-level planning. The
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reactive system consists of a set of basic behaviors whose combination may
produce complex ones. These behaviors must be fast, robust, and not depend
on any environment representation. The control system supervises behavior
triggering and cooperation to achieve a higher level plan, which is provided
by the deliberative system (Fig. 1). This plan provides global guidelines or
partial goals to the reactive system, which is supposed to follow the plan as
much as possible while avoiding unexpected obstacles at the same time.

Most wheelchair control schemes follow a hybrid scheme. In order to pro-
vide a rough classification, the technique employed to share control between
the user and the system is going to be considered.

The first autonomous wheelchairs, like Mr Ed [40], offered a basic set of
primitives like AvoidObstacle, FollowWall, and PassDoorway. These primi-
tives can be used to assist the person in difficult maneuvers, either by man-
ual selection or automatic triggering. This allows the operator to guide the
robot directly, or to switch between various autonomous behaviors. In these
so-called behavior-based systems the high-level planner would be that person,
as assistance is only used to deal with complex situations. Figure 1 shows an
example of this technique, which is mostly based on the subsumption architec-
ture (Fig. 6). Detected events trigger one or several behaviors that are chosen
either automatically or by the user and merged into an emergent behavior
that is finally executed.

Mobile aid for elderly and disabled people (MAID), NavChair [30], TinMan
[41], and Smartchair [42] follow this approach for assisted navigation. The
main difference among them is how behaviors are implemented. MAID, for
example, relies on an occupancy grid to model free space [34]. Each cell of the
grid presents a probability value of being occupied which is updated depending
on the sensor readings. A prediction algorithm is used to avoid collisions with
mobile obstacles. NavChair uses a modification of the vector field histogram
(VFH) [43], also based on a local grid inside an active window in front of the
mobile. Each cell applies a virtual repulsive force toward the vehicle, propor-
tional to its occupancy value, and inversely proportional to the power of 2 of
its distance to the vehicle. The resultant repulsive force vector and a constant-
magnitude virtual attractive force are combined into a resulting force vector,
which is used to steer the chair. It is necessary to note that all these behaviors
present the common feature of handling only local models of the environment.

Fig. 6. Subsumption-based architecture for full/shared control
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This was expectable, as the user is in charge of determining the global course
of action. It is nevertheless interesting to observe of these modern systems,
also provides a fully autonomous mode, usually built by adding a deliberative
layer to the underlying system. SENARIO [44], for example, also uses a vari-
ation of the VFH called the active kinematics histogram, where kinematics
are specifically regarded, but this local navigation layer is controlled by a
high-level planner based on a topological representation of the environment.
This planner takes into account several risk assessments and even the user
condition.

Some other systems work like a conventional autonomous robot. The user
simply provides a destination and the wheelchair is totally in charge of getting
there [45–47]. Even though this might be the only option for people with severe
cognitive or physical disabilities, many users may not feel comfortable with
this approach, as they do not feel in control. Hence, other systems within
this group rely on letting the user override control whenever he/she wants
to [41]. For safety reasons, in some cases the wheelchair may also override the
human used and select a behavior on its own, either by probabilistic reasoning
[30] or by suppression mechanisms [48]. VAHM [23] relies on a subsumption
like architecture, where free space is represented by a set of rectangles and
obstacles are defined by their boundaries. Using this model, an A* algorithm
is applied to obtain a trajectory free of obstacles to the goal. At any point, the
user may override automatic control and take over. Wheelesley [24] also relies
on the subsumption architecture, where the deliberative level is controlled by
the user via EagleEyes and the reactive one is a simple obstacle avoidance
module.

Gribble et al. [49] models the environment by means of Kuiper’s spatial
semantic hierarchy (SSH) [50], where the world is represented using a topo-
logical model of the environment annotated with geometric information to
keep it grounded. While high-level planning is performed at topological level,
where the environment is represented by a reduced set of nodes, the geometric
level preserves relevant data like distances, directions, shapes, etc.

TAO [48] uses two CCD cameras to detect the deep and size of free space
in front of the robot but also to detect visual landmarks. These landmarks
are stored into a topological map and the robot can reach a destination by
traveling from one to another.

Rolland III [38] uses a dynamic window approach (DWA)-based reactive
algorithm [51] to solve local navigation. This algorithm evaluates a cost func-
tion which minimizes the distance to the goal and the length of the path
to execute and maximizes the distance to the obstacles along the selected
path at the same time. Unlike the DWA, paths are composed of clothoids and
circular arc segments to preserve curvature. Deliberative navigation relies on a
laser-based evidence grid from which a Voronoi diagram is extracted. Voronoi
diagrams are partitioning of the grids into convex polygons such that each
polygon contains exactly one generating point and every point in a given
polygon is closer to its generating point than to any other, and they are
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fairly common in robotics to reduce the path planning problem instance [52].
Similarly, SIAMO relies on modeling the environment by means of Visibil-
ity Graphs processed by an A* algorithm. Paths are designed through the
interaction of two modules: a potential fields based one and a reactive one.
Resulting paths are tracked via a fuzzy control strategy.

In brief, it can be concluded through the different works on robotics wheel-
chairs that in most cases research focuses either on interfaces to support dif-
ferent disabilities or in control architectures mostly based on previous robotic
research. It would be desirable to develop intelligent modules capable of adapt-
ing to the specifics of each user and to the evolution of his/her condition.

4 Agent-Based Personalized Assistance

Through the previous sections, it can be noted that to determine which type
of assistance and how much of it should be provided to each user given a set
of external circumstances is probably the hardest problem to solve. Specially,
systems must be designed to offer generic assistance to be commercial, but
need to be adapted to specific cases to be really useful. It is consequently
necessary to find a technology that (1) deals with dynamic environments,
often unpredictable inputs; (2) adapts to different users and conditions; and
(3) can manage a large complexity.

Software intelligent agents are entities that interact with a virtual environ-
ment, obtaining information and exchanging it with other agents. An agent
must present the following abilities [53] (1) to act autonomously to some
degree, depending on events and changes within their environment; (2) to pur-
sue their own individual set goals; (3) to react to external events and adapt its
behavior to carry out its task in the best possible way; (4) to behave socially,
to interact and communicate with other agents; (5) to negotiate with other
agents to achieve a degree of cooperation; and (6) to improve performance
over time.

The agents reasoning capabilities allow them to perform complex tasks
such as allocating resources, coordinating the action of heterogeneous sys-
tems, or integrating information from different sources. In medical scenar-
ios where many individuals are involved in a decision-making process or
when their decisions and actions have to be coordinated, agent-based technol-
ogy (software systems composed of intelligent software agents) is getting an
increasing role to (a) model the processes, and (b) model the decision-making
processes [54].

Agents are well suited for use in applications that involve distributed com-
putation or communication between components. Multiagent systems are also
suited for applications that require distributed, concurrent processing capa-
bilities. Also, since agents maintain a description of their own processing state
and the state of the world around them, they are ideally suited to automation
applications.
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4.1 Agents in Medicine

Most of the actual agent-based technologies in medicine could be classi-
fied as [55]: patient-centered information management; cooperative patient
management; patient monitoring and diagnosis; and remote care delivery. In
Vazquez-Salceda et al. [56], they are used to help manage the allocation of
human tissues for transplantation stored in hospital tissue banks. Another
example is to control the use of antibiotics within a hospital pharmacy depart-
ment [57]. Vicari et al. [58] propose agents to support training of diagnostic
reasoning and modeling for domains with complex and uncertain knowledge.
In Xu et al. [59], they provide mediation services between different applica-
tions to support patient management.

However, all these applications are centered in the information dimension
of the health care management. Until now, in the case of senior citizens or
elderly people, applications of software agents have been directed toward the
integration in society of this population subset via the use of virtual commu-
nities, trying to make Internet technology accessible to them (e.g., [60, 61]).
This agent-based technology could easily be used to help solve other problems
that at a first glance might seem minor but that in reality have a big impact
in the quality of life of senior citizens. A good example is given by cognitive
problems such as trying to remember where the patient placed some item
(the remember what-but-not-where issue). In restricted environments such as
a house or a hospital, a software agent may help to trace the location of the
desired object by keeping track of the usual places where this object should be
or of the last time it was used and/or placed. This may require a shared mem-
ory between the intelligent agents and the environment, in a way that allows
the agent to use some pointers in the environment to remember how things
were the last time without having a complete memory of the whole scenario.
Another important area of application is safety management of technologies
applied to health care.

The proactiveness of software agents could be used to perform an active
safety management layer by the introduction of guardian agents, as in [54],
that in a proactive way look for possible hazards and anticipate an answer or
send an alert signal to the manager. For example, an intelligent wheelchair
must never obey an order asking it to drive the user to the stairs nor to
allow the composition of a plan to do that. However, it may override other
conditions if the manager asks for it or in the case of an emergency, i.e., the
agent should be able to recognize an emergency state or to ask for help in the
case of an impasse. To do this, it is necessary to build safety plans and to be
able to reason about them.

4.2 Autonomy and Agents

Autonomy is often cited as an important property of agents, although it is
difficult to define in this context. Franklin and Graesser [62] define the auto-
nomous agent as “An autonomous agent is a system situated within and a part
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of an environment that senses that environment and acts on it, over time, in
pursuit of its own agenda and so as to effect what it senses in the future.”
Russell and Norvig [63] define “An agent’s behavior can be based on both its
own experience and the built-in knowledge used in constructing the agent for
the particular environment in which it operates. A system is autonomous to
the extent that its behavior is determined by its own experience” and also
“The word ‘autonomous’ has also come to mean something like ‘not under
immediate control of a human’ as in ‘autonomous land vehicle’.”

The notion of autonomy has many shades of meaning associated. Steels [64]
refers to autonomy in the context of robotics and agents as the control auton-
omy or automatism, where the agent has some way to percept the environment
and acts over it, for instance changing its own position or moving an object.
For Steels, the autonomy concept in the biological context and by extension
to the context of intelligent autonomous agents goes further on. Tim Smithers
defines autonomy as: “The central idea in the concept of autonomy is iden-
tified in the etymology of the term autos (self) and nomos (rule or law).” It
was first applied to the Greek city states whose citizens made their own laws,
as opposed to living according to those of an external governing power. It
is useful to contrast autonomy with the concept of automatic systems. The
meaning of automatic comes from the etymology of the term cybernetic, which
derives from the Greek for self-steering. In other words, automatic systems are
self-regulating, but they do not make the laws that their regulatory activities
seek to satisfy. These are given to them or built into them. They steer them-
selves along a given path correcting and compensating for the effects of exter-
nal perturbation and disturbances as they go. Autonomous systems, on the
other hand, are systems that develop, for themselves, the laws and strategies
according to which they regulate their behavior: they are self-governing as
well as self-regulating. They determine the paths they follow as well as steer
along them. So far an autonomous system must be an automatic system and
also must be able to build and adapt its behavior while operating in the envi-
ronment. For that reason most AI systems and robots are automatic but are
not autonomous – they are not independent from their designers. In essence
autonomous agents have goals generated by themselves in place of adopting
them from other agents (human or software). These goals are generated from
the agent’s motivations, high-level components that characterize the agent’s
nature, that may be related to their desires or preferences that influence a
reasoning process or a behavior. Agency feeds of goal adoption and that goal
autogeneration is the responsible of autonomy, thus defines autonomous agents
as the agents capable of generating their own goals based on their motivations.

Autonomy is in some way a psychological characteristic and for that rea-
son changes from agent to agent, depending on their personality. Beavers and
Hexmoor [65] state that there are leading characters and characters that prefer
to follow. On previous works, for instance [66], they state that autonomy can
be understood in terms of social independence, but although this vision is sat-
isfactory for simple agents, it gets more inadequate as the agents get enriched
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with psychological characteristics, in particular, when agents are considerate
to have personality.

A third area of exploration is social regulation and the agent’s behavior
toward laws, norms, and values in the agent’s environment as well as the ones
present on agent organizations, institutions, and agent society in general. The
authors understand that an intentional agent may have different autonomy
degrees determined by how much local and nonlocal influence they are per-
ceiving in their decision-making process. Local limitations in decision-making
include restrictions on its physical and intentional abilities, while the non-
local ones can be exerted through social values for instance avoid damaging
other agents interests, norms like driving on the right side of lane, legal con-
strains like not exceeding a speed limit, and the need for cooperation. Castel-
franchi defends that autonomy and dependence are opposite concepts, but it
is possible that an agent depends on another one and at the same time re-
mains autonomous. Beavers and Hexmoor think that when individuals are im-
mersed into groups, organizations, and institutions their individual autonomy
is modified by the group properties. These effects can appear as consequence
of membership, as enacting a role of group representative in front of other
agents or joining a collective behavior. Membership restrict decision-making
and provide them a series of behaviors, duties, rights, and obligations gov-
erned by a set of norms and laws. Therefore, agent’s individual autonomy can
be limited or empowered by membership and this influence depends on the
degree of commitment and loyalty toward the group they belong to. When
an agent represents a group, it assumes the group’s entity and its autonomy,
empowering or limiting its own one. A representative must be the carrier of
the essential components of the group and must use them when reasoning
about the group’s autonomy.

4.3 Shared Autonomy

The shared autonomy concept is scarcely explored in literature and often is
misunderstood as shared control (e.g., [67,68]). Shared control mostly focuses
on how to distribute the autonomy between a person and a sensor-assisted
controller. This includes to solve questions like what can the person do and
what or when should the controller take over as pointed out in Sect. 3.2.
This problem is mostly related to the degree of disability of the person and
his/her state. Shared autonomy in the case of people with disabilities focuses
on extending the person’s autonomy as much as possible with the help of
available intelligent and adaptive software and hardware components. Shared-
autonomous implies getting assistance from another agent, or reliance on some
environmental elements such as tools or resources, or offering help to some
other agent who will be the primary executioner of the goal [69].

In the personal autonomy and disability context, two different scenarios
of the shared autonomy can be separated. People presenting mainly physical
impairments are able to define their own goals, but due to their restrictions
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they usually are not able to execute them, suffering a limitation in their
autonomy. In this scenario the contribution of assistive technologies focuses on
physical devices, mostly mobility hardware that allows them to reach their ob-
jectives. These devices may be controlled by multiagent systems or through an
agent supervised shared control if the user motor capabilities are not severely
damaged. Obviously, user interfaces are very important to detect the user in-
tention, which is critical to define goals for the wheelchair to be able to assist
him/her.

People presenting mostly cognitive impairments may require a different
assistive technology, which may lead even a more relevant role in the sharing of
personal autonomy. In this scenario the user probably does not have very clear
goals or is not capable of achieving them because he/she cannot remember how
to do it. In these cases, assistive technology may empower and complement
their autonomy using agents that offer them a set of services, like reminding
them what kind of activities they can or should perform at a certain moment
of the day or pointing them out how to achieve these activities. The main idea
is to offer the users a set of cognitive aids, either rational or memory based,
that can ease their daily living.

5 Case Study

Maintaining the autonomy options of senior citizens is a growing societal con-
cern. On the behalf of granting more autonomy and self-dependency to the
users suffering from physical or cognitive disabilities, it is crucial to ease their
mobility problems. One important issue is to train persons that suffered a
vascular accident to get adapted to their new situation and to take advantage
from the ICT-based technologies including robotic wheelchairs. Other scenar-
ios are also possible as just train a senior citizen to take advantage of the new
technologies. A possible loss, for example could be complex reaction time may
slow somewhat, and may not necessarily be recovered by practice or cognitive
exercise. When driving a wheelchair this ability is important for safe driving
and is the kind of service that can be supplied by the agent-based system.

To illustrate our own approach to this problem (see [70]) we developed
some robotic wheelchairs provided with agent-based control [71] and we have
been performing some real world experiments with real patients from IRCCS
Santa Lucia (Rome). The wheelchair that we used is the one depicted in Fig. 7.

All subjects gave written informed consent for participation to the study,
and the protocol was approved by the IRCCS Fondazione Santa Lucia ethical
committee. In the following we will explain the general idea of those experi-
ments, more detailed explanation can be found in Barrué et al. [72].

The experiment consisted on the pursuit of a simple straight line drawn
on the floor using a wheelchair in three different scenarios. The test evaluates
the performance of the user navigation using: first a conventional wheelchair,
secondly a standard electric-powered wheelchair manually controlled, and then
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Fig. 7. The autonomous wheelchair prototype

an autonomous wheelchair prototype with shared control [72]. These tests
were all designed to measure the interactions among physical and cognitive
capabilities to perform this simple task with more or less assistance.

In our experiments, the wheelchairs have been tested by a group of 24
neurological and orthopedic inpatients who needed a daily use of wheelchair
– 10 males (41.7%) and 14 females (58.3%); mean age 67.7 years – during a
4-week period. Exclusion criteria were patients bedridden, patients walking
autonomously, presence of global aphasia, and blindness. Each subject under-
went a structured clinical evaluation and assessment of cognitive, emotional,
and functional abilities. This entire procedure was performed by a trained
physician.

Of all the 24 persons involved in the experiment, 14 finished correctly the
first test, while only 12 were able to finish the second. The third experiment,
though, was successfully completed by all 24 persons.

In the first experiment, the ability to finish the test was not correlated
with cognitive disabilities, as there was no significant difference at cognitive
level between people reaching the end of the line and those not succeeding.
The main differences between them were their functional status and their
emotional state, as expected. People lacking strength or motivation failed to
complete the experiment.
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In the second scenario, subjects were provided with standard electric-
powered wheelchair to perform the same task in another part of the garden to
avoid the learning effect. In this case they had a joystick to steer the wheel-
chair. This experiment showed revealing facts as in this case the cognitive
abilities proved to be a necessary factor to complete the task. Subjects phys-
ically able to operate a wheelchair with diminished cognitive abilities were
unable to drive the wheelchair from A to B. It is interesting to note that some
people who could finish the line in experiment 1 could not accomplish experi-
ment 2, mainly those presenting cognitive disabilities. In fact, the percentage
of failure amazingly increased in this second test.

In the third scenario, the agent-based electric-powered wheelchair was
given to the subjects to perform the same task. This time the system per-
formed a shared control, correcting trajectories when the users moved away
from the line. Therefore all the users were able to finish the experiment with-
out further problems. The system was able to give support subjects with
cognitive or physical disabilities or suffering both. It is, however, interesting
to note that when the wheelchair took control, sometimes the users tended to
overcompensate motion with the joystick. This is an important factor to take
into account to develop more reliable shared control strategies.

6 Conclusions

Mobility assistance is going to be of key importance in developed countries
given the increasing age of the population. Research has focused on robotics-
based wheelchairs, yielding sensors to assist their users. Most wheelchairs are
equipped with range sensors and odometers to receive input and also with
different interfaces depending on the users’ condition. The control architec-
tures of the chair tend to be hybrid: goals are calculated in a deliberative
way whereas all safety mechanisms are implemented in a reactive, behavior-
based way. Shared control, the most popular user/machine interaction choice,
is mostly implemented in two ways: either the user chooses one or several
behaviors from a predefined set (crossdoor, follow corridor, etc.) or the wheel-
chair takes control when a dangerous situation is detected. Some wheelchairs
provide total control for users that cannot effectively drive them but can
request a simple set goals via, for example, a voice recognition system. These
wheelchairs work very much like an autonomous robot.

Real world experiments – real environment and real users – to probe the
validity and appropriateness of assistive technologies mark a new step forward
in its deploying. The use of agent technology in this field is opening new ways
of interaction and creating new solutions. The ultimate goal of the interaction
between robotics, agent systems, and the user is to enhance autonomy and
up-grade the quality and complexity of services offered. Nevertheless, some
important topics as safeness and security have to be redefined in the future
in order to broaden the applicability of this approach [54,70].
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An open topic is the acceptability of this technology. Senior citizens
facing some disabilities need to find easy to learn this technology as well
as be confident with its usage in their preferred environment. This implies an
effort to provide the appropriate infrastructure elsewhere. Also, it should be
easy to adapt these technological solutions to different environments.
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68. A. Lankenau and T. Röfer. Smart wheelchairs – state of the art in an emerging
market. Künstliche Intelligenz, 14(4): 37–39, 2000

69. H. Hexmoor. A cognitive model of situated autonomy. In: Kowalczk, Wai Loke,
Reed, and William (eds.), Advances in Artificial Intelligence, LNAI2112, Berlin
Heidelberg New York: Springer, 2001, pp 325–334

70. U. Cortès, R. Annicchiarico, J. Vázquez-Salceda, C. Urdiales, L. Cañamero,
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Modeling Treatment Processes Using
Information Extraction∗

Katharina Kaiser and Silvia Miksch

Summary. Clinical Practice Guidelines (CPGs) are important means to
improve the quality of care by supporting medical staff. Modeling CPGs in a
computer-interpretable form is a prerequisite for various computer applications to
support their application. However, transforming guidelines in a formal guideline
representation is a difficult task. Existing methods and tools demand detailed
medical knowledge, knowledge about the formal representations, and a manual
modeling.

In this chapter we introduce methods and tools for formalizing CPGs and we
propose a methodology to reduce the human effort needed in the translation from
original textual guidelines to formalized processable knowledge bases.

The idea of our methodology is to use Information Extraction methods to help
in the semiautomation of guideline content formalization of treatment processes.
Thereby, the human modeler will be supported by both automating parts of the
modeling process and making the modeling process traceable and comprehensible.

Our methodology, called LASSIE, represents a novel method applying a step-
wise procedure. The general idea is to use this method to formalize guidelines
in any guideline representation language by applying both general steps (i.e.,
language-independent) and language-specific steps.

In order to evaluate both the methodology and the Information Extraction sys-
tem, a framework was implemented and applied to several guidelines from the
medical subject of otolaryngology. The framework has been applied to formalize
the guidelines in the formal Asbru plan representation. Findings in the evaluation
indicate that using semiautomatic, stepwise Information Extraction methods are a
valuable instrument to formalize CPGs.

1 Introduction

Errors in healthcare are a leading cause of death and injury. Kohn et al. [1]
mention that, for example, preventable adverse events are a leading cause of
death in the United States. In their studies they state that at least 44,000 and
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perhaps as many as 98,000 Americans die in hospitals each year as a result of
medical errors.

Thus, clinical practice guidelines (CPGs) were introduced to increase the
quality of care. CPGs are “systematically developed statements to assist
practitioners and patient decisions about appropriate healthcare for specific
circumstances” [2]. They typically address a specific health condition and pro-
vide recommendations to the physician about issues such as who and how to
investigate for the problem and how to treat it.

In spite of a substantial level of interest, CPGs have failed to influence
clinician behavior significantly. One main reason for this is that guidelines
are initially published as textual documents, which require the clinicians to
interrupt their workflow to locate, read, and process. If CPGs are embedded
within clinical decision support systems (DSSs) integrated within the workflow
of clinicians work habits and patient management, they may modify clinicians
practices. Thus, to make physicians follow the guidelines, they have to be
presented in a structured format that can be used by clinical DSSs.

Therefore, many researchers have proposed frameworks for modeling CPGs
in a computer-interpretable and -executable format. Asbru, EON, GLIF,
Guide, Prodigy, and PROforma are described by [3] and have been compared
by [4]. These frameworks are tailored for specific classes of guidelines, specific
users, and specific organizations. Each of these frameworks provides specific
guideline representation languages. Most of these language are sufficiently
complex that the manual formalization of CPGs is a challenging, but burden-
some and time-consuming task. Existing methods and tools to support this
task demand detailed medical knowledge, knowledge about the formal repre-
sentations, and a manual modeling. Furthermore, formalized guideline docu-
ments mostly fall far short in terms of readability and understandability for
the human domain modeler.

In Sect. 2 we describe tools and methods to model computer-interpretable
CPGs. In Sect. 3 we propose our novel methodology to semiautomatically
transform process information into a formal representation by a stepwise
procedure. We demonstrate the applicability by transforming CPGs into the
Asbru representation.

2 Modeling Computer-Interpretable Clinical
Practice Guidelines

To support the formalization of CPGs into a guideline representation language
various methods and tools exist, ranging from simple editors to sophisti-
cated graphical applications as well as methods that support a step-wise
modeling.
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2.1 Markup-Based Tools

2.1.1 Stepper

Stepper1 [5] is a mark-up tool for narrative guidelines. The goals of the Stepper
project are to develop both a stepwise method for formalization (in this con-
text, XML transformation) of text documents of clinical guidelines and an
XML editor enhanced with features to support this method.

Stepper has been designed as a document-centric tool, which takes a
guideline text as its starting point and splits the formalization process into
multiple user-definable steps, each of which corresponds to an interactive XML
transformation. The result of each step is an increasingly formalized version
of the source document. An embedded XSLT processor carries out nonin-
teractive transformation. Both the mark-up and the iterative transformation
process are carried out by rules expressed in a new transformation language
based on XML, the so-called XKBT (XML Knowledge Block Transformation).
Stepper’s transformation process consists of six steps:

1. Input text format. The format of the original guideline text is XHTML,
the XML version of HTML.

2. Coarse-grained semantic mark-up. Basic blocks of the text are marked
(e.g., headings, sentences) and parts without operation semantics are
removed.

3. Fine-grained semantic mark-up. Complex sentences are rearranged into
simpler ones and background knowledge is added. In addition, a data
dictionary is created, which describes the clinical parameters involved.

4. Universal knowledge base. The original document is transformed into a
universal knowledge base. This involves changing the structure of the doc-
ument to achieve modularity, which is assumed to involve medical experts
in part.

5. Export-specific knowledge base. The representation is adapted to ease
the export to the target representation. Therefore, an export-specific
knowledge base is produced from the universal one.

6. Target computational representation. The ultimate format is produced by
the knowledge engineer. This step is assumed to be performed fully auto-
matically using XSL style sheets.

By using the Stepper method and tool it is possible to transform CPGs
into fragments of operational code (e.g., Java) or into parts of a guideline
representation language (e.g., Asbru).

Stepper’s main advantage is the documentation of all activities, which
allows to easily review the transformation process. Stepper also provides an
interface showing the interconnection between the source text and the model.

1 http://euromise.vse.cz/stepper-en/aplikace stepper/index.php (Accessed: Sep. 17,
2005).
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2.1.2 GEM Cutter

The GEM Cutter [6] is a tool with the aim to facilitate the transformation of
CPGs into the Guideline Elements Model (GEM) format [7], an XML-based
guideline document model. The model encodes considerable information about
guideline recommendations in addition to the recommendations themselves,
including the reason for each recommendation, the quality of evidence that
supports it, and the recommendation strength assigned by the developers.

The authoring process for GEM guidelines takes place in three steps:

1. The GEM document, which has an XML-based syntax, is created based
on the original guideline using the GEM Cutter (see Fig. 1). The elements
of the GEM document are then stored in a relational design database.

2. Knowledge Customization. meta-information is added, the guideline can
be locally adapted, and abstract concepts of the guideline can be imple-
mented. This step is guided by the knowledge customization wizard.

3. Knowledge Integration into the clinical workflow depending on local
circumstances.

The GEM Cutter shows the original guideline document together with the
corresponding GEM document and makes it possible to copy text from the

Fig. 1. GEM Cutter [8]. The left pane shows the guideline text, the middle pane
shows the GEM tree segment and the right pane shows the Element Segment
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guideline to the GEM document. The GEM document is displayed in tree
structure format. Each item on the tree represents a GEM element, which
can contain text and can be edited.

2.1.3 Document Exploration and Linking Tool/Addons (DELT/A)

DELT/A [9] provides a relatively easy way to translate free text into various
(semi-)formal, XML-based representations. It achieves this by displaying both
the original text and the translation, and showing the user which parts of the
formal code correspond to which elements of the original text. This not only
makes it easier to author plans, but also to understand the resulting constructs
in terms of the original guideline.

DELT/A2 provides two main features (1) linking between a textual
guideline and its formal representation, and (2) applying design patterns in
the form of macros.

DELT/A allows the definition of links between the original guideline and
the target representation, which gives the user the possibility to find out where
a certain value in the XML-language notation comes from. If someone wants
to know the origin of a specific value in the XML file DELT/A can be used
to jump to the correlating point in the text file where the value is defined
and the other way round. The second feature is the usage of macros. A macro
combines several XML elements, which are usually used together. Thus, using
macros allows creating and extending specific XML files more easily through
the usage of common design patterns.

DELT/A (see Fig. 2 for its user interface) supports the following tasks:

Authoring and augmenting guidelines. The user wants to be able to take a
new guideline in plain text and create an (XML-based) representation of
it, and to add links to the corresponding parts of a guideline to an already
existing XML file.

Understanding the (semi-)formal representation of guidelines. For a guideline
in a (semi-)formal representation, the user wants to be able to see where
values in the different parts of the representation’s code come from, and
how parts of the original text were translated into it. This is important
not just for knowledge engineers, but also for physicians, who want to get
an understanding of the language.

Structuring the syntax of the (semi-)formal representation. DELT/A pro-
vides a structured list of elements of the target language – the macros –
that need to be done in a way that best supports the authoring of plans.
This list will also provide a good starting point for teaching material and
possible subsets of the language for special purposes.

By means of these features the original text parts need not be stored as
part of the target representation elements. The links clearly show the source

2 http://ieg.ifs.tuwien.ac.at/projects/delta/ (Accessed: Sep. 9, 2005).
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Fig. 2. Document Exploration and Linking Tool/Addons. The left pane shows a
guideline document in textual format. The right pane shows a formal representation
of the document. The bottom pane shows the Macros that can be used to support
the formalization task by templates of several models

of each element in the target representation. Additionally, there is no need to
produce a guideline in natural language from the target representation since
the original text remains unaltered.

2.1.4 Uruz/Degel – Digital Electronic Guideline Library

Degel3 [10] is a generic framework with tools to support guideline class-
ification, semantic markup, context-sensitive search, browsing, run-time
application, and retrospective quality assessment. It is applicable for any
XML-based guideline representation, currently supporting Asbru and GLIF
[3]. It supports the gradual migration of free text guidelines to formal repre-
sentations.

Semantic markup is performed using the Uruz Web-based guideline
markup-tool. It can also be used to create a guideline document de-novo
(i.e., without using any source) by directly writing into the knowledge roles
of a selected target ontology. The editor can modify the contents or add
new content. This enables implicit knowledge to become more explicit, fur-
ther facilitating the task of the knowledge engineer who fully formalizes the
guideline.
3 http://medinfo.ise.bgu.ac.il/medlab/ResearchProjects/RP DeGeLhtm.htm

(Accessed: Aug. 25, 2005).
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Several features are especially tailored to Asbru, such as the plan-body
wizard (PBW), which is used for defining the guideline’s control structure. The
PBW enables a user to decompose the actions embodied in the guideline into
atomic actions and other sub-guidelines, and to define the control structure
relating to them (e.g., sequential, parallel, repeated application). The PBW,
used by medical experts, significantly facilitates the final formal specification
by the knowledge engineer.

To be truly sharable, guidelines need to be represented in a standardized
fashion. Thus, Uruz enables the user to embed in the guideline document terms
originating from standard vocabularies, such as ICD-9-CM (International
Classification of Diseases) for diagnosis codes, CPT-4 (Current Procedural
Terminology) for procedure codes, and LOINC-3 (Logical Observation Iden-
tifiers, Names and Codes) for observations and laboratory tests.

2.2 Graphical Tools

2.2.1 AsbruView

Within the Asgaard/Asbru project a graphical user interface to Asbru [3] was
developed, which supports the development of guidelines and protocols, called
AsbruView4 [11].

Asbru is a complex language, which cannot be fully understood by physi-
cians, who have no or hardly any training in formal methods. AsbruView is a
tool to make Asbru accessible to physicians, and to give any user an overview
of a plan hierarchy. AsbruView is based on visual metaphors to make the
underlying concepts easier to grasp. This was done because not only is the
notation foreign to physicians, but also the underlying concepts. AsbruView
provides four views: topological view (see Fig. 3a), temporal view (see Fig. 3b),
SOPOView, and XML View.

Fig. 3. AsbruView, (a) topological view, (b) temporal view

4 http://www.asgaard.tuwien.ac.at/tools/asbruview.html (Accessed: June 12,
2005).
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The metaphors and graphical representation of AsbruView have proved to
be useful in communicating Asbru’s concepts to physicians. Users get a better
overview of the therapy steps than from tables, while at the same time being
able to see the precise temporal constraints of plans (which is not the case
with flowcharts).

2.2.2 Protégé

Protégé5 is an open source ontology development and knowledge acquisition
environment [12]. It is a Java tool, which provides an extensible architecture
for the creation of customized knowledge-based tools and assists users in the
construction of large electronic knowledge bases. Protégé has an intuitive user
interface that enables developers to create and edit domain ontologies and
supports customized user-interface extensions, incorporates the Open Knowl-
edge Base Connectivity (OKBC) knowledge model, and interacts with stan-
dard storage formats such as relational databases, XML, and RDF.

Protégé is a “meta-tool” that helps users construct domain-specific knowl-
edge acquisition systems that application experts can use to enter and browse
the content knowledge of electronic knowledge bases. It is also a knowledge-
base editing tool, which supports the construction of a domain ontology,
the design of customized knowledge-acquisition forms, and entering domain
knowledge. Furthermore, it serves as a platform, which can be extended with
graphical widgets for tables, diagrams, and animation components to access
other knowledge-based systems embedded applications. Protégé is a library,
which other applications can use to access and display knowledge bases.

Protégé is also used to author guidelines in various models (e.g., EON,
GLIF, Prodigy, PROforma). Thereby, a part of the modeling can be accom-
plished using predefined graphical symbols. These symbols are arranged in a
diagram and linked by graphs. See Fig. 4 for an example. The underlying data
is entered by Web masks.

2.2.3 Arezzo

The first implementation of software to create, visualize, and enact PROforma
[13] guidelines was Arezzo. It consists of three main modules (1) the Composer,
(2) the Tester, and (3) the Performer (see Fig. 5).

The Composer is a graphical editor or knowledge authoring tool, which
uses PROforma notation to capture the structure of a guideline and generate
an executable specification (see Fig. 6 for an overview). The building blocks
used to construct a guideline of any level of complexity are the four PROforma
task types. Data items and their properties to be collected during protocol
enactment are also defined using the Composer.

The Tester is used to test the guideline logic before deployment.

5 http://protege.stanford.edu (Accessed: June 15, 2005).
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Fig. 4. View of Protégé being used to author a guideline for managing chronic
cough. The guideline model being used in this application is Dharma, part of the
EON framework

AREZZO®

Composer

Tester

Performer

Step 1. Create
guideline

Step 2. Test
guideline

Step 3. Run personalised
patient guideline at point
of care

EMR

AREZZO
executable
guideline +

Fig. 5. Overview of the Arezzo application [14]

The Performer executes guidelines defined in the PROforma language.
It interprets the guideline specification and during guideline enactment it
prompts the user to perform actions, collect data, carry out procedures, and
make decisions as required.

2.2.4 Tallis

Tallis [16] is a new Java implementation of PROforma-based authoring and
execution tools developed by Cancer Research UK. It is based on a later ver-
sion of the PROforma language model and consists of a Composer (to support
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Fig. 6. AREZZO Composer [15]. The three-panel screen, with a hierarchical tree
view of the guideline tasks in the left pane, task-authoring tool in the middle pane,
and the attributes-authoring tool in the right pane

creation, editing, and graphical visualization of guidelines), Tester, and Engine
(to enact guidelines and allow them to be manipulated by other applications).
Tallis is also designed for delivering Web-based services; applications will run
on any platform and integrate with other components, including third party
applications. The Tallis Publisher forms part of the Tallis software suite. It has
been built to allow guidelines to be published and enacted over the WWW.

2.3 Multistep Methodologies

In the course of time most of the guideline representation languages have
produced a very extensive syntax. Due to this complexity the modeling
process of a CPG into such a language is a very challenging task. Nowadays,
researchers know the requirements to such a language and the resulting
complexity. Often, they develop both a particular guideline representation
language and methodologies to model guidelines together. Many of these
methodologies result in a multistep approach, as a one-step or even a two-step
modeling process was shown to be not sufficient to the modeler [17,18].

Some tools have already been developed to support multistep methods,
such as Stepper [5] or the GEM Cutter [6]. But there are also other method-
ologies that were developed either together with the representation language
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(e.g., SAGE [19]) or afterward when it was obvious that the modeling process
needed systematically structuring and adaptation for the various groups of
modelers, such as knowledge engineers and physicians (e.g., MHB [18,20]).

2.3.1 SAGE – The Standards-Based Shareable Active
Guideline Environment

The Standards-based Shareable Active Guideline Environment (SAGE) [19]
uses standardized components that allow interoperability of guideline
execution elements with standard services provided within vendor clinical
information systems. It includes organization knowledge to capture workflow
information and resources needed to provide decision-support in enterprise
setting. It synthesizes prior guideline modeling work for encoding guide-
line knowledge needed to provide situation-specific decision support and to
maintain linked explanatory resource information for the end-user.

The SAGE methodology for developing a guideline knowledge base consists
of six main steps (cp. Fig. 7).

1. Clinicians must create clinical scenarios that are detailed enough to sup-
port integration of executable guideline content into real clinical workflow.

2. Clinicians extract the knowledge and logic needed to generate these recom-
mendations from guideline texts, medical literature, and clinical expertise.
The extraction process requires clinicians to select, interpret, augment,
and operationalize guideline statements to disambiguate concepts.

3. Clinical concepts used in the extracted guideline logic are identified.
4. Concepts identified as part of the required guideline logic are instanti-

ated as detailed data models that correspond to constraints on classes
of “virtual medical record” (vMR). The vMR supports a structured data

Fig. 7. Steps in modeling clinical practice guidelines for integrating into workflow.
The arrows represent information flow [21]
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model for representing information related to individual patients, domains
for values of attributes in the data model, and queries through which
guideline DSS can test the various patient states.

5. Guideline concepts in terms of standard terminologies are specified. To
implement a computerized guideline in a particular institution, terms
used in a guideline knowledge base to describe patient states must be
mapped to terms in that institutions electronic patient record. Standard
terminologies, such as SNOMED CT26 (the Systematized Nomenclature
of Medicine Clinical Terms) and LOINC-37, provide the necessary shared
semantics for such mappings.

6. Clinical scenarios and guideline logic are translated into a computer–
interpretable model of guidelines. The SAGE methodology calls for
explicit modeling of guideline usage as part of the executable guideline
specification. As such, it assumes that a guideline does not dictate the
workflow in a clinic, but the guideline knowledge base specifies how a
DSS reacts to events in the care process.

When encoding a guideline for SAGE, clinical experts must interpret the
guideline statements and create one ore more plans that will support the guide-
line goals in the specific work environment of their healthcare organization.

2.3.2 MHB – A Many-Headed Bridge between Guideline Formats

Transforming the original guideline text into a formal guideline representation
is a difficult task requiring both the skill of a computer scientist and medical
knowledge. To bridge this gap, an intermediate representation called MHB
[18,20] has been designed. It is called a Many-Headed Bridge between informal
representations such as free text and tables and more formal representations
such as Asbru, GLIF, or PROforma [3].

The overall structure of an MHB file is a series of chunks corresponding
to a certain bit of information in the natural language guideline text (i.e.,
a sentence, part of a sentence, more than one sentence). The information in
a chunk is structured in various dimensions. MHB provides eight different
dimensions:

1. Control flow dimension. It is used to define when to do what. There-
fore, two means are offered to express this (1) decisions in the form of
“if-then” statements and (2) decomposition, where a task and its subtasks
are named.

2. Data flow dimension. It consists of the description of the data processing
involved in diagnosis and treatment. It is composed of the “definition”
and the “usage” of the data item.

6 http://www.snomed.org (Accessed: Sept. 17, 2005).
7 http://www.regenstrief.org/loinc/ (Accessed: Oct. 4, 2005).
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3. Temporal aspects dimension. MHB covers the complexity of Asbru in
modeling temporal aspects and is extended by more standard concepts
such as average or precise duration. That means that for each start, end,
and duration, the minimum, maximum, estimate, and precise value can
be given.

4. Evidence dimension. Thereby, a “grade” is given to show the overall
strength of the evidence supporting a scientific conclusion and a “level” is
given for every single literature reference that this statement is built on.
The level depends on the quality and the design of the study.

5. Background information dimension. Information about intentions, effects,
relations, and so on can be stated.

6. Resources. The resources consumed by an action are described, such as
personal resources, devices, and financial costs.

7. Patient related aspects dimension. These are other issues which see treat-
ment from the patient perspective, such as risk, patient discomfort, and
health prospective.

8. Structure dimension. Thereby, the position of the chunk within the
guideline document can be stated (i.e., introduction, definition, recom-
mendations, etc.).

MHB not only provides constructs to express the essential knowledge, but also
allows for a modeling with the degree of detail necessary for further modeling
purposes. When translating an MHB guideline to a guideline representation
format such as Asbru, together with the original guideline text, it forms a
better basis for guideline formalization than the original guideline text alone.

Experiences [18] have shown that MHB is easier to understand than, for
instance, Asbru for those without computer background, although a significant
effort in training was necessary. Furthermore, it is easier to create an MHB
model than an Asbru model from the original guideline text and it is easier to
create an Asbru model based on MHB than based on the original guideline.

3 LASSIE: Semiautomatic Modeling Using
Information Extraction

In Sect. 2 we have shown various tools and methodologies to create a
guideline model in a formal guideline representation language. The major
drawback for all those tools and methods is that they demand for a burden-
some and time-consuming manual modeling. Furthermore, they mostly lack
readability/understandability once the guideline document is formalized in
the representation language. If the modeling process is carried out in multiple
steps, often the traceability of each step is not possible. Some languages
provide no or only rudimental support to select the appropriate syntax for
modeling a particular part of a guideline. Thus, we propose a new method-
ology that accomplishes parts of the modeling automatically and provides
traceability for each modeling process step.
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3.1 Our Approach

Inspired by multistep modeling methodologies, such as Stepper, SAGE,
or GEM, we defined a stepwise approach, which should be applicable for
various representation languages (see Fig. 8) [22]. It facilitates the formal-
ization process by using various intermediate representations (IRs) that are
obtained by stepwise procedures. The IRs are specific templates that can
present the desired information. The transformation from one representation
to another is applied using Information Extraction (IE) methods (see [23,24]
for surveys).

IRs cover the representation of a particular piece of information (i.e.,
actions, processes, sequences, parameter definitions, etc.) [22]. They are
XML-based documents and are constructed by refining the preceding rep-
resentation. The stepwise procedure also enables the user to interact, to alter
and to improve the output of each step in order to enhance the output of sub-
sequent steps. This is necessary as the whole process of computerization, and
especially the first steps of formalization, cannot be fully automated due to the
content of original textual guidelines, which might be ambiguous, vague, and
incomplete. Guidelines for intended users of medical personnel do not explic-
itly describe common knowledge required to accomplish their daily work (e.g.,
what is “fever” and at which blood temperature do we define “high fever”?).
If guidelines have to be executed in a computer-supported way it is necessary
to model this implicit information. Due to the lack of this knowledge in an
explicit form, it is not possible to model this information automatically. In our

Fig. 8. Idea of the modeling approach. Starting from the guideline document at
the left side the stepwise approach using IRs obtains a formalized guideline in a
guideline representation language on the right side
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system we are restricted to the processing of explicitly described information
in the guidelines. If additional knowledge is required it has to be added by a
domain expert.

To process as large a class as possible of documents and information we
need specific heuristics. These are applied to a specific form of information,
for instance:

Different kinds of information. Each kind of information (e.g., processes,
parameters) needs specific methods for processing. By presenting only one
kind of information the application of the associated method is simpler
and easier to trace.

Different representations of information. We have to take into account
various ways in which the information might be represented (i.e., struc-
tured, semistructured, or free text).

Different kinds of guidelines. CPGs exist for various diseases, various
user groups, various purposes, various organizations, and so on, and have
been developed by various guideline developers’ organizations. Therefore,
we can speak about different classes of CPGs that may contain similar
guidelines.

Hereby, we want to emphasize that is not our intention to develop new rep-
resentations for clinical guidelines. The IRs are only means in our approach
to semiautomatically generate a formal representation in any guideline repre-
sentation language.

3.2 The Methodology

CPGs present effective treatment processes. One challenge when authoring
CPGs is the detection of individual processes and their relations and depen-
dencies. We will demonstrate that it is possible to formalize processes using
IE and present a framework for modeling guidelines in Asbru [3] as proof of
concept (see Fig. 9).

Our multistep transformation methodology, called LASSIE 8, facilitates
the formalization process by using various IRs that are obtained by stepwise
procedures. LASSIE is intended to be a semiautomatic approach. This enables
the user not only to correct the transformations, but also to augment them
by implicit knowledge necessary for a subsequent execution.

In the remainder of this section we present the steps that extract process
information from clinical guidelines using heuristic algorithms. These algo-
rithms are based on extraction patterns whose derivation is described in this
section. The output of this method is a unified format, which can be trans-
formed into the final representation, but which is independent of the final
guideline representation language. In order to create the guideline in the Asbru
format we describe how the IR can be transformed into Asbru.

8 modeLing treAtment proceSSes using Information Extraction.
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Fig. 9. Steps to (semi-)automatically gain an Asbru representation of CPGs. To
gain process information from a CPG the first two steps are accomplished in order
to have a representation independent of the final guideline language

3.2.1 Developing Extraction Rules

Information Extraction (IE) is an emerging Natural Language Processing
(NLP) technology whose function is to process unstructured, natural language
text, to locate specific pieces of information, or facts in the text, and to use
these facts to fill a database [25]. Similar to IE systems are wrappers which
aim to locate relevant information in semistructured data [26] and often do
not need to apply NLP techniques due to a less grammatical structure of the
information resources.

Approaches for developing IE systems. For developing both IE and
wrapper systems two approaches can be applied (1) the Knowledge Engi-
neering approach and (2) the automatic learning approach.

The former is customized manually to a given task (e.g., [27–29]). But man-
ually generating extraction rules is a cumbersome and time-consuming task.
Thus, research has been directed toward automating this task. The automatic
approach takes a set of documents and outputs a set of extraction patterns
by using Machine Learning techniques. Automatic learning systems can be
categorized in three groups:

1. Supervised learning systems, where a large set of training data is required
to learn the rules using Machine Learning techniques (e.g., [30–32])

2. Semisupervised learning systems (e.g., [33, 34])
3. Unsupervised learning systems, where rules are learned by a small set of

seed rules and an annotated corpus using bootstrapping methods (e.g.,
[35, 36])

To cope with the problems of “wrapper generation” and “wrapper
maintenance” rule-based methods have been especially popular in recent
years. Some techniques for generating rules in the realm of text extraction
are called “wrapper induction” methods. These techniques have proved to be



Modeling Treatment Processes Using Information Extraction 205

rather successful for IE tasks in their intended domains, which are collections
of documents such as Web pages generated from a template script [37–39].
However, wrapper induction methods do only extend well to documents
specific to the induced rules.

In semiautomatic wrapper generation Machine Learning approaches are
applied. Tools may support the design of the wrapper. Some approaches offer
a declarative interface where the user shows the system what information to
extract (e.g., [38, 39]). Automatic wrapper generation tools use unsupervised
learning techniques. Therefore, no training sets are necessary, just a post-
generation tuning (e.g., [40, 41]).

When developing an IE system one has to incorporate numerous criteria
to decide which approach to apply [23]. These are the availability of training
data, which counts for an automatic learning approach, or the availability of
linguistic resources and knowledge engineers, where the Knowledge Engineer-
ing approach may be favored. Also the level of performance required and the
stability of the final specifications are important factors which may be better
fostered by the Knowledge Engineering approach.

Required extraction rules. Rules for IE are developed from a training set
of documents – in our case clinical practice guidelines. For our system, we
defined patterns on three levels, whereas patterns at a certain level serve as
concept classes in the preceding levels (1) phrase level patterns, (2) sentence
level patterns, and (3) discourse level patterns. Pattern rules were designed
using the atomic approach [23]. Thereby, a domain module is built that recog-
nizes the arguments to an event and combines them into template structures
strictly on the basis of intelligent guesses rather than syntactic relationships.
In doing so domain-relevant events are assumed for any recognized entities,
leading to high recall, but much overgeneration, and thus low precision. Fur-
ther development would result improving filters and heuristics for combining
the atomic elements, improving precision.

Medical terms (i.e., drug agents, surgical procedures, and diagnostic terms)
are based on a subset of the Medical Subject Headings (MeSH)9 of the United
States National Library of Medicine. We adapted them according for missing
terms, different wordings, acronyms, and varying categorization.

Phrase level patterns. They are used for identifying basic entities, such as
time, dosage, iteration, and condition expressions, which build the attributes
of actions. They are defined by regular expressions.

Sentence level patterns. They use phrase level patterns, medical terms, and
trigger words for the medical terms to identify medical actions and their
attributes. The trigger words are mainly verbs and indicate the application
of a therapy (e.g., the administration of a drug agent or the implementa-
tion of a surgical procedure) or the avoidance of a therapy. Sentence level

9 http://www.nlm.nih.gov/mesh/ (Accessed: Dec. 12, 2004).
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patterns are delimiter-based and use syntactic constraints. We can catego-
rize the patterns in two groups (1) patterns for free text and (2) patterns for
telegraphic text.

The former are applied to free text, which has a grammatical structure
and is usually identified in paragraphs, but also in list elements. These pat-
terns indicate that therapy instruments (i.e., agent terms and surgical proce-
dures) combined with trigger terms (e.g., “activate,” “indicate,” “perform,”
“prescribe”) appearing in the same clause identify relevant sentences. The par-
ticular clauses must not be condition clauses. Phrase level patterns, such as
<dosage>, <duration>, <condition>, and so on can be arbitrarily combined
with <therapy instrument> <trigger> pairs. But information concerning a
treatment recommendation can be distributed in several sentences. These sen-
tences including additional information (e.g., “The standard dose is 40–45
mg/kg/day.”) neither contain a therapy instrument nor a trigger term, but
also have to be identified by sentence patterns.

Telegraphic text patterns are applicable in list elements. In these elements
often ungrammatical text is formulated. Often, only a therapy instrument
indicates the relevancy of an element. Other patterns exist for list elements
indicating that these elements are relevant if within their context or in the
paragraph preceding the list special terms appear. These terms (i.e., “remedy,”
“remedies,” “measure,” “measures,” “medication,” “medications”) are impor-
tant, because they specify actions that may not contain therapy instruments
in the form of agent terms or surgical procedures (e.g., “Maintain adequate
hydration (drink 6–10 glasses of liquid a day to thin mucus)”).

Discourse level patterns. They are based on sentence level patterns, but are
augmented to consider the structure and the layout of the documents. They
are used to categorize sentences, merge them to actions, and find relationships
between actions to structure them. To accomplish the latter task we analyzed
treatment processes contained in the guidelines and detected the following
processes, whereas some of them are identified by discourse level patterns:

– Processes without temporal dependencies
– Sequential processes
– Processes containing subprocesses
– Selections of processes
– Recurring processes

3.2.2 Gaining Process Information

To extract processes from CPGs we proceed in several steps which serve as
filter segments of text containing treatment instructions from the documents
and to generate processes. We propose a two-step approach to gain a represen-
tation that is independent of the subsequent guideline representation language
(cp. Fig. 9). The first step is to extract relevant sentences containing treat-
ment recommendations by marking-up the original guideline document. The
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subsequent step is to combine several sentences to one action and to struc-
ture the actions and detect relations among them. These two steps provide a
basis for the subsequent transformation of the process information into any
guideline representation language.

Extracting relevant sentences. This task is a first step toward our final
guideline representation. We will achieve it by two modules (1) the segmenta-
tion and filtering module and (2) the template generation module (see Fig. 10
for an overview).

This first intermediate step is especially important as not the entire content
of a guideline contains processes, which are to be modeled. Although health
care consists of the three stages observation, diagnosis, and therapy [42] we
only want to model the control flow regarding the therapy. Only about 20% of
sentences of a guideline are of interest for modeling processes. On this account
it is important to select the relevant sentences for modeling.

Thus, this task performs an automatic mark-up of sentences that are
utilized to process the subsequent steps.

Segmentation and filtering. Detecting relevant sentences is a challenging task,
which we undertake in two steps (1) detecting irrelevant text parts to exclude
them from further processing and (2) detecting relevant sentences. Irrelevant
text parts (i.e., sections, paragraphs) are associated with diagnosis, symptoms,
or etiology, relevant sentences describe actions of a treatment process.

Fig. 10. Detecting relevant sentences. We split this task into two modules
(1) segmentation and filtering module and (2) template generation module
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The first filtering occurs at the section level. Sections in the document
with captions indicating diagnosis or symptom declarations will be omitted
in further processing. We can identify these captions by keywords such as
“history,” “diagnosis,” “symptom,” “clinical assessment,” “risk factor,” and
so on.

Detecting relevant sentences is not a trivial task. First, we parse the entire
document and split it into sentences. Then we process every sentence with
regard to its context within the document and its group affiliation. Thereby,
the context is obtained by captions (e.g., “Acute Pharyngitis Algorithm
Annotations | Treatment | Recommendations:”) and a group contains sen-
tences from the same paragraph or the same list, if there are no sublists. Each
sentence is then checked for relevance by applying sentence level patterns.

Template generation. After having collected the relevant sentences from the
guideline, we can proceed with generating the IR SentenceIR. We generate
two files: one file listing all relevant sentences and the marked-up guideline
document (Listing 1.1 shows a part of a marked-up guideline document). Both
are linked by applying the same id to the same sentences in order to give the
user the possibility to see the SentenceIR representation and its corresponding
textual representation using the DELT/A tool (cp. Fig. 11). The presentation
of the template file and the guideline document are as simple as possible in
order to support the user by detecting all relevant sentences.

Extracting required information and finding processes. The infor-
mation contained in SentenceIR and the marked-up guideline document are
the input for the next task (see Fig. 12 for an overview). Its goal is to structure

Listing 1.1. Excerpt of a source listing of the marked-up guideline document
“Evidence-based clinical practice guideline for children with acute bacterial sinusitis
in children 1–18 years of age” [43]. Relevant sentences are enclosed by HTML-like
“a” tags

1 <li>
2 < a id="delta:8">In children with risk factors for Streptococcus

pneumoniae , it is recommended that Amoxicillin , high dose (80
to 90 mg/kg/day) or Augmentin (with high dose amoxicillin
component) be utilized as first-line therapy.

3 </a>
4 < u l type="disc">
5 <li>
6 <a i d ="delta:9">Note: Failure with amoxicillin is likely to

be due to resistant Streptococcus pneumoniae , Haemophilus
influenzae , or Moraxella catarrhalis.

7 </a>
8 < a id="delta :10">High dose amoxicillin will overcome

Streptococcus pneumoniae resistance (changes in
penicillin-binding proteins).

9 </a>
10 The clavulanic acid component of Augmentin is active
11 against resistant Haemophilus influenzae and Moraxella
12 catarrhalis (B-lactamase enzyme).
13 </li>
14 </ul>
15 </li>
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Fig. 12. Finding processes and extracting required information. We split this task
into five modules (i.e., the structure extraction module, the slot extraction module,
the merging and grouping module, the process extraction module, and the template
generation module)

relevant sentences and find relationships between sentences. Again, the output
of this task should be represented in a format that is independent of any
desired guideline representation format.

Structure extraction. In this task we obtain the context of each sentence by
means of hierarchical groups which is necessary for other subtasks, especially
the merging and grouping and the process extraction. Every action is assigned
to one group. The context of a sentence defines the affiliation to a group and
is defined by the sentence’s position in the hierarchical structure. We use the
superior headings that establish several context items.

Slot extraction. This module is used to extract therapy instruments (i.e., agent
terms and surgical procedures), dosage information in case of a drug admin-
istration, the duration of the therapy action, the iteration information of the
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action, as well as conditions which have to be fulfilled to perform an action.
It uses both the lexicon and the phrase level patterns.

Merging and grouping. In this module we categorize sentences in actions
or negative actions and annotations. Annotations always belong to at least one
action (or negative action). They cannot exist alone. This module extensively
applies discourse level patterns.

First, we check whether a sentence describes an action or a negative action.
Negative actions are instructions that an action should not be performed,
often under specific conditions (e.g., “Do not use aspirin with children and
teenagers because it may increase the risk of Reyes syndrome.”). Most guide-
line representation languages will handle such actions by inverting the condi-
tion. Languages may exist which will handle these in other ways. Therefore,
we provide a representation for such actions that can be used in a general way.

Furthermore, we identify annotations and assign them to their correspond-
ing actions or negative actions using name-alias coreferencing and definite
description coreferencing based on therapy instruments and their hypernyms.
We do not apply pronoun-antecedent coreference.

Process extraction. To group actions and to detect relationships between
actions we use discourse level patterns. We will describe those used by this
module later.

The default relationship among processes is that there is no synchro-
nization in their execution. To group actions to a selection they must ful-
fill the following requirements (1) the actions have to belong to the same
group, and (2) agents or surgical procedures must have the same superordi-
nate. For instance, processes describing the administration of Erythromycin,
Cephalexin, and Clindamycin within one group are combined in a selection,
as all these agents are antibiotics. If actions are grouped in a selection, one of
these actions has to be selected to be executed.

Furthermore, we try to detect relations between actions that are explicitly
mentioned within the text as well as relations that are implicitly given by the
document structure. The former is very difficult to detect, as we often cannot
detect the reference of the relation within the text (e.g., “After 10–14 days
of failure of first line antibiotic ...”). Nevertheless, we found heuristics that
arrange actions or action groups if the reference is unambiguously extractable
out of the text. These heuristics can be grouped in two categories (1) detecting
sentences describing relations between actions, and (2) detecting actions that
are described in the preceding heuristic. A relation is mainly identifiable by
a relation term (e.g., “before,” “after,” “during,” “while”). If such a term
appears, we are searching for therapy instruments, as these describe most
of our actions. After we have detected these terms, we search for actions
containing the particular instruments. If we have found both the source action
and the destination action we can create a new relation.
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We use patterns of the document structure (e.g., “Further Treatment”
appears after “Treatment” or “Treatment” appears before “Follow-Up”) to
detect implicitly given relations. These patterns are part of discourse level
patterns to determine relations between several groups.

Template generation. The template of this IR has to contain actions as
well as their relations. It has to be simple and concise and it has to illustrate
from which original data the current information was built. We split the new
ActionIR template in three parts (1) an area for actions, (2) an area for
relations, and (3) an area for the structure illustrating the hierarchy and
nesting of groups.

An action contains the action sentence, the assigned annotation sentences,
treatment instruments and their MeSH ids, information about the dosage,
duration, or iteration of a drug administration, and conditions. If the action is
part of a selection, it is stated by the selection id. DELT/A links are inherited
from the SentenceIR representation in order to provide the traceability of
the process from both the original guideline document and the SentenceIR
document. Listing 1.2 shows an example instance.

Relations are stated by their type (e.g., succeeding, preceding, overlapping)
and the concerned actions by their DELT/A ids.

Listing 1.2. Action instance of an ActionIR template for the guideline “Evidence-
based clinical practice guideline for children with acute bacterial sinusitis in children
1–18 years of age” [43]

1 <action id="8" parent="5" group="18" selection="0">
2 <delta-link link-id="8"/>
3 <description >In the child with no risk factors for

penicillin-resistant Streptococcus pneumoniae standard dose
amoxicillin or Augmentin (with standard dose Amoxicillin
component) may be considered as initial therapy.

4 </description >
5 <agents >
6 <agent MeSH="D000658" name="amoxicillin"/>
7 <agent MeSH="D019980" name="Augmentin"/>
8 </agents >
9 <condition >

10 <item >In the child with no risk factors for penicillin-resistant
Streptococcus pneumoniae

11 </item >
12 </condition >
13 <annotations >
14 <annotation >Note: Forty-six percent of isolates at Children ’s

Hospital Medical Center of Cincinnati , Ohio have
intermediate or high Penicillin-resistant Streptococcus
pneumoniae and local data supports that 15% of children
locally may fail initial therapy with standard dose
amoxicillin.

15 <delta-link link-id="9"/>
16 </annotation >
17 </annotations >
18 <context >
19 <item >Antibiotic Treatment </item >
20 </context >
21 </action >
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3.2.3 Modeling Plans in Asbru

Now we wanted to verify whether the information obtained by the process
extraction task is in a format that can be utilized to transform it into a
computer-interpretable guideline representation. We have chosen the language
Asbru [3] which was developed to embody CPGs as time-oriented skeletal
plans. We process the representation AsbruIR to subsequently generate an
Asbru guideline.

A step toward Asbru

In the next step we extract Asbru-specific information and integrate it in
an other IR. This new format contains several actions and their temporal
specifications to generate both atomic and cyclical plans in Asbru. The IR
AsbruIR contains the following refined Asbru-specific data:

– Temporal information of durations and iterations are refined and calcu-
lated if necessary

– Conditions are refined and classified in categories (e.g., “diagnosis,”
“patient,” “allergy”) if possible

– Interval relations are modeled
– Actions and structure are merged
– Auxiliary actions are inserted

Figure 13 gives an overview of the steps required to obtain the new
representation.

Slot Refinement. A lot of the information we have extracted so far is not in
an Asbru-interpretable format. For instance, phrases, such as every 4–6 weeks,
describe an iteration, but to use it in Asbru it has to be itemized in values
and units. Therefore, we use phrase patterns with an Asbru-specific emphasis.
In case of an iteration we also define its type (e.g., iterations defined by the
frequency or by the period between two recurrences). Similarly we proceed
with “duration” instances.

To better cope with various conditions we classify them into patient-,
disease-, and allergy-specific conditions. Furthermore, in case of a negative
action we mark each condition.

Interval relations are integrated in the particular actions by using temporal
conditions. Asbru is able to cope with both incomplete and uncertain temporal
information and provides a powerful means to represent intervals: the time
annotation (see Fig. 14). Reference [44] shows in detail which possibilities are
available to model such interval relations.

Action Generation. This module addresses the merging of the action sec-
tion and the structure section as well as the generation of auxiliary actions.

The structure section of the ActionIR representation contains the hierarchy
of the guideline document and is now filled with the particular actions.
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Fig. 13. Refining process information and generating auxiliary actions. We split
this task into three modules (i.e., slot refinement module, action generation module,
and template generation module)

Fig. 14. Time interval in Asbru. The grey areas indicate periods when the action
has to start and accordingly finish

For select-one-of actions we have to generate a special action which con-
trols the choice of the particular actions. Although this kind of plan often
appears in guidelines Asbru does not provide a separate modeling concept.
Thus, the modeling is elaborate and we will support it in this IR. Select-one-of
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actions must have a parent action able to invoke each single action including
a constraint that the parent action has to complete after the finishing of the
selected action. Listing 1.3 shows an example.

Listing 1.3. Example of a parent action constituting a select-one-of relation for
actions with plan ids “6” and “7”

1 <action id="SELECT_0" parent="5" group="16">
2 <condition >
3 <item type="complete-condition" plan="6" state="completed"/>
4 <item type="complete-condition" plan="7" state="completed"/>
5 </condition >
6 </action >

Further auxiliary actions are generated in order to represent the entire
guideline hierarchy.

Template Generation. For this representation we focus on automatic
processing to generate an Asbru protocol. For the human user it is difficult
to get an overall outline of the guideline as actions are displayed in their
hierarchical structure. Due to the refined itemization the information is not
so easily readable (in the sense of understandable). Therefore, we additionally
state it as string information. Listing 1.4 shows an example of an AsbruIR
instance.

Listing 1.4. Instance of an AsbruIR template

1 <action id="25" parent="SELECT_1" group="18" selection="1">
2 <delta-link link-id="25" />
3 <description >For those allergic to amoxicillin:

Trimethoprim-sulfamethoxazole (TMP/SMX): one double strength
tab BID 10 days

4 </description >
5 <agents >
6 <agent MeSH="D015662" name=" Trimethoprim-sulfamethoxazole">
7 <iteration term="BID" specification="CYCLICAL">
8 <frequency value="12" unit="h" />
9 <minimum value="2" unit="h" />

10 <maximum value="10" unit="h" />
11 </iteration >
12 <duration term="10 days">
13 <minimum value="10" unit="d" />
14 <maximum value="10" unit="d" />
15 </duration >
16 </agent >
17 </agents >
18 <condition >
19 <item allergy="amoxicillin">For those allergic to amoxicillin </

item >
20 </condition >
21 <annotations >
22 <annotation >Trimethoprim-sulfamethoxazole (TMP/SMX) is a

potential first-line antibiotic.
23 <delta-link link-id="28" />
24 </annotation >
25 <annotation >Studies have shown effectiveness with 3 to 14 days.
26 <delta-link link-id="32" />
27 </annotation >
28 </annotations >
29 </action >
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Obtaining Asbru

The final step in our approach is the generation of an Asbru guideline. We
accomplish this task using XSLT10.

We therefore built several XSLT templates to transform the required Asbru
segments. If these segments are combined they might represent an Asbru
guideline. Starting from the IR AsbruIR the templates have to map the fol-
lowing concepts: plans and parameter definitions. For more information about
the Asbru language and its modeling requirements for processes refer to [44].

Plans. They are the basic building blocks of Asbru guidelines. Our XSLT
templates have to constitute several kinds of plans which arise from AsbruIR:

1. Atomic plans. This plan cannot be refined. Example: user-performed
plans.

2. Cyclical plans. This plan iteratively calls another plan. The modeling
depends on whether the iteration is frequency-based or period-based.

3. Plans containing subplans. Plans can be nested. Due to the hierarchical
structure of guidelines this is a very frequent concept. Asbru provides the
possibility to model various kinds of synchronization among the subplans.
Plans contain several optional child elements. For our modeling we only
use “conditions” and “plan-body.”

Fig. 15. Plan states and conditions in Asbru. The arrows specify the type of con-
dition that must apply to switch from one state to another

10 XSLT is an acronym for eXtensible Stylesheet Language (XSL) Transformation.
It is an XML-based language used for the transformation of XML documents.
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4. Conditions. They control the execution of a plan by enabling plan
instances to receive a certain plan state. Figure 15 describes the conditions
that must apply to switch from one state to an other. Conditions
can only map temporal constraints. The concept of “conditions” as
appearing in ActionIR is not equal to Asbru’s “conditions” concept and
thus has to be modeled by other concepts which appear in the “plan-body”
element.

5. Plan-body. It contains the information about the events when executing
the plan. There are several possibilities, which are all described in [45].
For our modeling we only use:

– Subplans. A set of plan steps performed in parallel or sequentially.
– Cyclical-plan. A plan repeated several times.
– Single-step. A single step of plan execution; for instance, a plan

activation.
– User-performed. This plan is executed through some action by the

user, which is not further modeled in the system.

Parameter definitions. In Asbru variables are referred to as parameters.
Parameters may have quantitative as well as qualitative character and are de-
fined in the “domain-defs” section. In many cases the definition of parameters
has to be done manually as they often reflect implicit or tacit knowledge.

We use parameters in many condition statements. Listing 1.5 shows an
example of parameter definitions for a guideline.

Listing 1.5. Parameter definitions for an Asbru guideline

1 <domain-defs >
2 <domain name="Acute_pharyngitis">
3 <parameter-group title="Diagnosis parameters">
4 <parameter-def name="for_treatment_of_culture_

positive_cases_of_GABS_pharyngitis" required="no" type="
any">

5 <raw-data-def mode="manual" use-as-context="no" user-text="
Diagnosis is GABS pharyngitis?"/>

6 </parameter-def >
7 <parameter-def name="for_streptococcal_pharyngitis" required="

no" type="any">
8 <raw-data-def mode="manual" use-as-context="no" user-text="

Diagnosis is streptococcal pharyngitis ?"/>
9 </parameter-def >

10 <parameter-def name="for_strep_pharyngitis" required="no" type
="any">

11 <raw-data-def mode="manual" use-as-context="no" user-text="
Diagnosis is strep pharyngitis?"/>

12 </parameter-def >
13 <parameter-def name="for_treatment_of_ GABS_pharyngitis"

required="no" type="any">
14 <raw-data-def mode="manual" use-as-context="no" user-text="

Diagnosis is GABS pharyngitis?"/>
15 </parameter-def >
16 </parameter-group >
17 <parameter-group title="Allergy parameters">
18 <parameter-def name="In_PCN-allergic_patients" required="no"

type="any">
19 <raw-data-def mode="manual" use-as-context="no" user-text="

Patient is allergic to PCN?"/>
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20 </parameter-def >
21 <parameter-def name="In_PCN-_and_erythromycin-

allergic_patients" required="no" type="any">
22 <raw-data-def mode="manual" use-as-context="no" user-text="

Patient is allergic to PCN and erythromycin?"/>
23 </parameter-def >
24 </parameter-group >
25 </domain >
26 </domain-defs >

Using different templates we are able to generate Asbru plans with various
levels of detail. For instance, we can create plans at a very low level where an
action in an AsbruIR representation corresponds to exactly one Asbru plan –
no matter if the action contains iterative instructions or a bundle of treatment
instructions. The highest level in Asbru modeling would be the itemization of
iterative instructions and further subplans.

AsbruIR is a mixture between single- and multislot templates. It consists
of actions, whereas one action might consist of several sentences (i.e., action
sentence and several annotation sentences). But this action may consist of
several (alternative) sub-actions, which is shown in the “agents” section of
the template: each agent is separately presented and can therefore form a
separate plan in Asbru.

Furthermore, nontemporal conditions (e.g., In case of penicillin allergy:
oral cephalexin 750 mg x 2 or cefadroxil 1 g x 1.) have to be modeled by “if-
then-else” statements containing subplans that are activated depending on
the condition’s result (see Listing 1.6).

Listing 1.6. Asbru: Plan for an if-then-else statement. The plan contains a
subplan including an ask statement, where the parameter value is queried, and an
if-then-else statement, where the value is compared to a constant. In case of
match the then-branch gets executed

1 <plan name="PLAN_7" title="In case of penicillin allergy: oral
cephalexin 750 mg x 2 or cefadroxil 1 g x 1 (Deeter et al., 1992;
DARE-953519 , 1999) [A].">

2 <delta-link link-id="7"/>
3 <plan-body >
4 <subplans retry-aborted-subplans="no" type="any-order"

wait-for-optional-subplans="no">
5 <wait-for >
6 <all/>
7 </wait-for >
8 <ask >
9 <parameter-ref name="In_case_of_penicillin_allergy"/>

10 <time-out >
11 <now/>
12 </time-out >
13 </ask >
14 <if-then-else >
15 <simple-condition >
16 <comparison type="equal">
17 <left-hand-side >
18 <parameter-ref name="In_case_of_penicillin_allergy

"/>
19 </left-hand-side >
20 <right-hand-side >
21 <qualitative-constant value="yes"/>
22 </right-hand-side >
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23 </comparison >
24 </simple-condition >
25 <then-branch >
26 <plan-activation >
27 <plan-schema name="SELECT_PLAN_7">
28 <delta-link link-id="7"/>
29 </plan-schema >
30 </plan-activation >
31 </then-branch >
32 </if-then-else >
33 </subplans >
34 </plan-body >
35 </plan >

Modeling Asbru is very tedious. But based on well structured and extensive
data it is possible to create the necessary Asbru statements using sophisticated
XSLT templates. Due to their size and complex syntax Asbru guidelines are
not comprehensible for a human user, but they can be executed in a computer-
supported way.

3.3 Results

In order to evaluate our methodology we applied a framework for translat-
ing otolaryngology guidelines into Asbru. We therefore chose evidence-based
guidelines for treatment and management featuring temporal aspects of flows
and divided the set of documents into a training set of six guidelines and a
test set of 12 guidelines. The training set was used to adapt the extraction
rules according to special characteristics of the clinical specialty. The test set
was then used to evaluate both the IE part and our proposed methodology.
Two persons participating the evaluation generated key target templates for
the tasks for each guideline which were compared to the automatically gen-
erated output templates of LASSIE. The input data for the second and every
subsequent step were the key target templates of the particular previous step.
Based on this data we compiled the number of total possible correct responses
(POS), the number or correct values (COR), and the number of values gen-
erated by the system (ACT). Using these values we generated the recall and
precision scores, which are used to measure IE systems [46].

recall =
COR
POS

, (1)

precision =
COR
ACT

. (2)

Recall measures the ratio of correct information extracted from the texts
against all the available information present in the text. That means, it spec-
ifies how well the system finds what you want. Precision measures the ratio of
correct information that was extracted against all the information that was
extracted. That means, it specifies how well the system filters what you do
not want.

It is hardly possible to develop a system which delivers only correct results.
Systems are often optimized with respect to one score.
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Thus, we have to consider two cases for the mark-up task :

1. The system should detect almost all relevant sentences and probably will
spuriously detect some irrelevant sentences, too.

2. The system should hardly detect irrelevant sentences as relevant and prob-
ably will ignore some relevant sentences.

Systems with an emphasis on the first case will gain a higher recall, but may
concurrently derive a decreased precision. Systems with an emphasis on the
second case will gain a higher precision at the expense of a decreased recall.
To optimize the benefit of this task it is more important to provide almost
all relevant sentences rather than reading the remaining ones, about 80%,
of the guideline to detect the lacking relevant sentences. After continuous
improvement we gained a recall score of 90.8% and a precision score of 94.9%
which constitutes a benefit even if the recall score is less than 100%.

For the process extraction task overall recall and precision are 84.0% and
86.8%, respectively. Apart from the evaluation of the overall task we also
analyzed the slot extraction and sentence categorization and assignment sub-
tasks. Thereby, the optimization regarding recall and precision has to be done
individually for each of the subtasks and slots, respectively. For detailed eval-
uation results see [44].

Furthermore, we also wanted to constitute the benefit of the process steps
by the users. We measured the benefit on the basis of the effort manually
modeling of adjusting the processes using the DELT/A tool. In [44] we have
shown that users benefit from automating the last two transformation steps
(i.e., obtaining the AsbruIR and Asbru representations) and that based on
the correct representation in ActionIR an almost errorless transformation into
Asbru is possible.

4 Conclusion

Modeling CPGs is a complex task which has to be assisted by both physicians
and knowledge engineers. Bearing those two user groups in mind a method is
demanded supporting them in their particular fields of functions: the physi-
cians have to be less overcharged by the formal specifications and the knowl-
edge engineers have to be fostered by providing medical knowledge. Based on
this conceptual formulation and already existing methods and tools we devel-
oped a stepwise procedure for modeling treatment processes using IE – the
LASSIE methodology.

Findings in our evaluation discussed in [44] indicate that using semi-
automatic, step-wise IE methods are a valuable instrument to formalize CPGs.
We have developed several IE and transformation rules, which we integrated
in a framework and applied them to several guidelines of the specialty of oto-
laryngology. Thereby, we firstly generate a simple representation of treatment
instructions (i.e., actions), which are independent from the final guideline
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representation language. Based from this independent representation we can
secondly transform the information in further steps into the guideline repre-
sentation languages. To proof our methodology we applied the framework to
formalize guidelines in the formal Asbru plan representation.

Nevertheless, some problems and shortcomings of guideline modeling with
LASSIE are not solved so far. Although the review of the modeling process
using DELT/A is a great support, its representation and usage is unfamiliar
for physicians. They have difficulties using DELT/A as most of them are not
familiar with XML, the concept of macros, and any representation format
that is not pure natural language text.

Anyhow, LASSIE offers distinct benefits, in particular:

– Automating of the modeling process
– Disburdening of the physicians in the modeling process by providing a

medical knowledge base
– Structuring of the guideline information
– Decomposition of guidelines into parts containing various kinds of infor-

mation
– Making the modeling process traceable and comprehensible
– The applicability for many guideline representation languages
– Supporting the guideline development process in order to better structure

guidelines, identifying ambiguities, inconsistencies, and incompleteness

Furthermore, the methodology may also influence the application of the con-
cept of “living guidelines,” an approach to update guidelines on a more contin-
uous basis than the usual practice of revision every two to five years. Scientific
and pragmatic knowledge is growing faster every year and therefore a guide-
line is a static document, which cannot be modified easily. To become flexible,
adaptable documents the aim is to develop guidelines, which present up-to-
date and state-of-the-art knowledge to practitioners. To make this possible,
guidelines have to be modular in structure, so that only part of a guideline
must be adjusted and not the whole document needs revision.
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Introduction to Neonatal Facial Pain Detection
Using Common and Advanced Face
Classification Techniques

Sheryl Brahnam, Loris Nanni, and Randall Sexton

Summary. Assessing pain in neonates is a challenging problem. Neonates cannot
describe their pain experiences but must rely exclusively on the judgments of others.
Studies demonstrate, however, that proper diagnosis of pain is impeded by observer
bias. It has therefore been recommended that neonatal pain assessment instruments
include evaluations that have bypassed an observer. In this article, we describe
the Infant COPE project and our work using face classification to detect pain in a
neonate’s facial displays. We begin by providing an introduction to face classification
that includes an outline of some common and advanced algorithms. We then describe
a small database we designed specifically to investigate classifier performance in
this problem domain. This is followed by a summary of the experiments we have
performed to date, including some preliminary results of current work. We believe
these results indicate that the application of face classification to the problem of
neonatal pain assessment is a promising area of investigation.

1 Introduction

Pain is an important indicator of medical conditions. It is also the source of
suffering. Health professionals are responsible for diagnosing pain, determining
when pain intervention is necessary, and developing treatment plans [1]. To
accomplish these tasks, health professionals employ a variety of assessment
tools for evaluating patient self-reports. In the case of preverbal children,
methods have been devised to help them communicate their pain experiences.
These children can indicate their pain levels, for example, by pointing to
drawings of faces that express increasing levels of discomfort [2]. Neonatal
pain assessment, in contrast, depends exclusively on the judgment of others.
A growing body of evidence suggests that failing to diagnose and alleviate
pain in newborns can have devastating and long-term effects [3]. Developing
accurate pain assessment instruments for neonates is thus inherently prob-
lematical and yet most crucial.
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Fig. 1. Characteristics of neonatal facial displays of pain

To diagnose pain in neonates, health professionals draw on physiological
and behavioral information. Among the many physiological indicators of pain
are changes in heart and respiratory rates, blood pressure, vagal tone, and
palmar sweating [4]. Inferring neonatal states from physiological measures
is difficult, however. The physiological parameters associated with pain are
often indistinguishable from those produced by other stressful events [5], and
physiological responses can vary widely from newborn to newborn [6].

Significant behavioral indicators of pain include gross body movement,
crying, and facial expressions [6]. The gold standard in infant pain assessment
is the face. Facial responses to pain are more specific and consistent than other
known behavioral and physiological responses [7]. For this reason, the majority
of pain assessment instruments developed for newborns incorporate obser-
vations of facial activity. Figure 1 illustrates some of the patterns – prominent
forehead, eye squeeze, naso-labial furrow, taut tongue, and an angular opening
of the mouth – that characterize neonatal pain displays [8].

Even though facial activity is easier to decipher then physiological mea-
sures and other behavioral indicators such as crying, instruments that have
relied on facial information have proven unsatisfactory primarily because of
problems with observer bias [9]. Bias is defined as the tendency for a person
to alter responses to a stimulus over time and when the parameters of the sit-
uation change [10]. Several factors influence an observer’s propensity toward
bias. Some of these include the personality of the observer, perception of the
measure, the context, and desensitization due to repeated exposure to patient
suffering [1, 11].

One way to reduce bias is to incorporate evaluations that have not been
made by an observer. Several researchers have begun investigating machine
assessment of common pain indicators. Lindh et al. [12], for instance, have
reported some success detecting pain as it relates to heart rate variability, and
Petroni et al. [13] have trained neural networks to discriminate differences in
neonatal cries, including a cry in response to pain. Developing classification
systems using these pain indicators, however, has limited practicality. Given
the robust population of most neonatal units, implementing systems that dis-
tinguish different types of cries for individual neonates would be difficult to
accomplish, and monitoring physiological measures would probably require
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tethering neonates to ungainly sensors. A more practical approach is to uti-
lize the gold standard and develop machine vision systems that unobtrusively
scan a neonate’s face for signals of pain.

This article describes the Infant COPE (Classification Of Pain Expres-
sions) project [14, 15]. A short-term goal of this project is to investigate the
feasibility of using holistic face recognition techniques to detect pain signals
in newborn facial displays. The long-term goal is to develop working systems
that can be implemented in neonatal units.

Face recognition is a vital area of research in computer vision, neuroscience,
and psychology. Development has been fueled by government security inter-
ests, algorithmic developments, and the availability of large databases of faces
for comparative studies [16]. Application areas where face recognition technol-
ogy has been successfully employed include biometrics, information security,
law enforcement, surveillance, and access control.

Most of these application areas involve the identification of people. How-
ever, since gender, age, and race are closely tied to identification, these facial
characteristics have been the focus of many investigations [17–19]. Another
area of research, especially relevant to the neonatal pain detection problem,
is face expression classification. This has important uses in human computer
interaction and security.

Applying face classification to a medical task is a new area of research.
Golomb and Sejnowski [20] have noted a number of areas where it could be
beneficial. However, aside from our own research, we are aware of only one
other study that has applied face classification to an actual medical problem,
and that is the work of Gunaratne and Sato [21]. They successfully used a
mesh-based approach to estimate asymmetries in facial actions to determine
the presence of facial motion dysfunction for patients with Bell’s palsy.

In most application areas, holistic algorithms are preferred because they
are easy to implement and have been shown to outperform other methods [22].
In addition, they allow the classifier to determine the best set of features to use.
However, holistic algorithms suffer from what is commonly referred to as the
curse of dimensionality. The pixel values of image files contain a very small
number relevant to the classification problem. Processing large numbers of
insignificant values greatly increases computational complexity and degrades
classification performance. For this reason, most holistic classification systems
apply various methods to reduce dimensionality. In Sect. 2, we describe several
common and advanced holistic face recognition algorithms as well as several
feature reduction techniques.

We spend the remainder of the article discussing our work. In Sect. 3,
we describe the first Infant COPE database and study design. This database
contains 204 images of 26 neonates between the ages of 18 h and 3 days. The
neonates were photographed while experiencing a variety of stress-inducing
stimuli, including the pain of a heel lance. Special care was taken in the
design of the database to produce a set of images that would be challenging
to classify.
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In Sect. 4, we present a description of the methods used in our classifi-
cation experiments, including the development of two evaluation protocols,
designated A and B. In protocol A, we assume sample facial displays of new
subjects are available for classifier relearning. Protocol B, which is more rig-
orous, assumes the classifier must work out-of-the-box on a set of unknown
infants.

In Sect. 4, we review the classification experiments we have performed thus
far using the Infant COPE database. This section includes a few unpublished
reports of current work as well as a survey of published work. In our experi-
ments, we have obtained classification scores of 100% accuracy using protocol
A and 95.38% accuracy using protocol B. We believe these results indicate
that the application of face classification to the problem of neonatal pain
assessment is a promising area of investigation.

We conclude the article in Sect. 6 by discussing plans for future work on
the Infant COPE project. We also mention extending our face classification
research to include other patients who have difficulty articulating their pain
experiences.

2 Holistic Face Classification

As the language of the face is universal, so it is very comprehensive. It
is the shorthand of the mind, and crowds a great deal in a little room.

Jeremy Collier

The face, as the English bishop Jeremy Collier (1650–1726) noted, does indeed
crowd a great deal of information into a very small space. A face can reveal the
age, sex, emotional state, current focus of attention, and, to some degree, the
medical condition of a person. It forms impressions, whether grounded in fact
or not, regarding a person’s character, and these may significantly influence
the behavior of others. It is the center of oral communication, is highly plastic
and expressive, and plays a vital role in the development of human relations
and the self. That the face is able to convey such a wealth of information is
all the more astonishing given the remarkable similarity between faces. Much
of the visual information contained within a face is highly redundant. What
varies is but a small set of relationships between features and slight differences
in textures, complexions, and shapes.

Given this high redundancy, it is no wonder that isolating the essential
features that provide the keys to understanding faces within a particular pro-
blem domain has proven a difficult task. One method of representing faces
is to measure the relative distances between important facial key points: eye
corners, mouth corners, nose tip, and chin edge. Although this approach has
the advantage of drastically reducing the number of features to be considered,
a major drawback has been the difficulty in determining a priori the best set
of key points to measure [23,24].
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Fig. 2. General schematic of holistic face classification systems

An alternative approach is to process faces holistically [25]. Holistic tech-
niques discover the relevant features a posteriori from raw sensor inputs (image
pixels, for example) and have been shown to outperform classification systems
that rely on facial key points [22]. In holistic systems, face images are repre-
sented as single points in a high dimensional vector space. Processing vectors
in such a space is usually computationally complex. To contend with the curse
of dimensionality, the original feature space, as shown in Fig. 2, is generally
transformed and relevant variables selected.

Transformation can occur within the spatial domain using statistical meth-
ods such as principal component analysis (PCA) and linear discriminant
analysis (LDA) or within the frequency domain using such methods as the dis-
crete Fourier transform, Gabor wavelet transform, and discrete cosine trans-
form (DCT). The basic principle of a transform is to take N sensor inputs
and arrive at another set of N rotated values. Although the two sets of val-
ues carry the same amount of energy and information, the transforms tend
to decorrelate the features and redistribute most of the energy contained in
the raw input into a smaller number of components, thus allowing for feature
extraction.

To reduce the feature set further, feature subsets can be constructed using
a search strategy and a feature selection function (e.g., the minimum error of
the classifier). As an exhaustive search is usually computationally infeasible,
other heuristic techniques have been developed to circumvent this problem.
These include branch and bound [26] and suboptimal search methods such
as sequential forward selection (SFS) [27] and sequential forward floating
selection (SFFS) [28]. The advantages of selecting a subset of salient fea-
tures include decreasing processing time, reducing noise, and increasing clas-
sifier generalization and accuracy [29–31]. For an overview of feature selection
methods, see [32,33].

In the classification stage, numerous methods, most significantly nearest
neighbor, neural networks, and support vector machines (SVMs), have been
applied to a number of face classification problems. A naive nearest neigh-
bor classifier is usually employed in all techniques that adopt dimensionality
reduction as a method for classification, as with, for instance, PCA and LDA.
Classification in this case involves projecting an unknown face vector onto the
transformed face space and measuring its distance from representative face
classes within the same space. PCA seeks a projection that best represents
the data, and LDA seeks a projection that best separates the data. PCA and
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LDA have successfully been used to classify faces according to identity [34–36],
gender [19,37,38], age [24], race [18,39], and facial expression [40–42].

Neural networks have been employed in many face classification prob-
lems: gender classification [43], face recognition [44], and classification of facial
expressions [42]. Kohonen [45] was one of the first to use a linear autoasso-
ciative neural network to store and recall face images. Autoassociative neural
networks associate input patterns with themselves [46]. It is interesting to
note that a linear autoassociative neural network is equivalent to PCA [47].

Early surveys of neural network face classification techniques can be found
in [48] and [24]. Two of the most promising are the probabilistic decision-based
neural network (PDBNN) [49] and the neural network simultaneous optimiza-
tion algorithm (NNSOA) [50]. PDBNN is a classification neural network with a
hierarchical modular structure. The network consists of one subnet represent-
ing the face class. Training is performed with DBNN learning rules, where the
teacher provides the network with the correctness of the classification but with
no exact target values, and locally unsupervised globally supervised (LUGS)
learning is applied. The subnet is trained with an unsupervised training
algorithm. The global training is performed to fine-tune decision boundaries
by employing reinforced or antireinforced learning when a pattern in the train-
ing set is misclassified.

NNSOA uses a modified genetic algorithm to search for a parsimonious net-
work and for a global solution in a supervised multilayer feedforward neural
network [50]. This algorithm has been shown to be successful in finding so-
lutions that generalized well for real-world examples [50–52]. In terms of face
classification, NNSOA has only been applied to the neonatal pain display de-
tection problem [53]. However, it has successfully tackled a number of medical
classification tasks, including diagnosing breast lumps, diabetes and predict-
ing heart disease [54].

SVM is a powerful binary classifier. It determines a decision bound-
ary in the feature space by constructing the optimal separating hyperplane
(OSH) that distinguishes the classes. Using SVMs to classify faces is a recent
development [55–57], yet SVMs have already established a proven track record
[16,48,57]. They typically outperform PCA and LDA [55,56,58] and provide
performance comparable to neural networks. Of particular interest to this
study are the experiments of [56], where SVMs outperformed human test
subjects given the same face classification task.

Readers wanting a more comprehensive survey of face classification tech-
niques should refer to [16]. DCT is described below in Sect. 2.1. The feature
selection algorithms SFS and SFFS are outlined in Sect. 2.2. PCA, LDA, SVM,
and NNSOA, the four classifiers we have experimented with using the initial
Infant COPE database, are described in detail in Sects. 2.3–2.6. We conclude
this introduction to face classification in Sect. 2.7 by listing software that
implements many of the algorithms discussed in this section.
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2.1 Discrete Cosine Transform

The DCT, developed by Ahmed et al. [59], is closely related to the discrete
Fourier transform in that it transforms signals, or images, from the spatial
domain to the frequency domain by means of sinusoidal basis functions, with
the difference that DCT adopts only real sinusoidal functions. It is a linear
separable transformation. The two-dimensional DCT transform is equivalent
to a one-dimensional DCT performed along a single dimension followed by a
one-dimensional DCT in the other dimension.

Compared to other input independent transforms, DCT has the advantage
of packing the most useful information into the fewest coefficients, introducing
only a small error in the reconstructed images. In addition, DCT algorithms
are usually more efficient than other transforms. In particular, the DCT trans-
form offers numerous advantages over PCA, including producing good quality
images at suitable compression ratios and the ability to perform in real time
situations due to its computational efficiency. Also, in contrast to the PCA
transform, which determines the most representative eigenvectors dependently
on the set of images (see Sect. 2.3), the DCT basis is independent of the set
of images.

DCT compresses the representation of the data by discarding redundant
information. As most DCT components from real-world images are typically
very small in magnitude, most of the salient information exists in the coeffi-
cients with low frequencies. Given an ensemble of images, the most informa-
tive DCT coefficients can be chosen for that ensemble by determining which
coefficients have the greatest variance. This was the approach adopted in [60],
where the DCT components were sorted according to their variance over the
images in the training set. Since components in different locations have dif-
ferent orders of magnitude, the components were normalized in the inter-
val [−1, 1]. In other methods of feature extraction, DCT is not applied on
the entire image, but is taken from square-sampling windows, see [61] for an
example. In Fig. 3, we show an example of a neonatal face image and its DCT
coefficients.

Fig. 3. Gray value image (a) and its DCT coefficients (b)
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Because DCT transform provides a good compromise between information
packing ability and computational complexity, it has been adopted in the
image compression standard of the joint photographic experts group (JPEG).

2.2 Sequential Forward Selection and Sequential Forward
Floating Selection

SFS and SFFS are top–down searches that successively delete features from a
set of original candidate features to obtain a smaller optimal set of features. As
the number of subsets to be considered grows exponentially with the number
of original features, these algorithms provide a heuristic for determining the
best order to transverse the feature subset space.

With SFS, first used in [27], the best feature subset, Sk of size k, is con-
structed by adding a single feature to the subset, Sk−1, with k−1 initially equal
to 0, which gives the best performance for the new subset. In other words, a
desirable set of k features are selected incrementally, beginning with the eval-
uation of each feature using a criterion function. The feature with the best
value is added to the empty set S. All possible two-dimensional vectors con-
taining the single feature in S are then evaluated using the criterion function.
The winning vector replaces the elements in S. All possible three-dimensional
vectors containing the two-dimensional vector in S are then evaluated, with
the winner again replacing S. This process is repeated k times.

SFS is superior to an exhaustive search in that only n(n + 1)/2 subsets
need be examined. However, it is generally suboptimal since, once the features
are selected, they cannot be reevaluated and discarded.

SFFS, developed by Pudil et al. [28], improves SFS by backtracking after
the inclusion of a new feature. At this point, each feature in Sk is excluded,
and each new set S′

k−1 is compared with Sk−1. If S′
k−1 outperforms Sk−1,

then it replaces Sk−1.
SFFS has proven superior to SFS in many comparison studies [28,31,33].

SFFS is more complex than SFS, and the search takes longer, but it evaluates
more subsets than SFS and appears to obtain better feature subsets.

2.3 Principal Component Analysis

The central idea behind PCA is to find an orthonormal set of axes pointing
in the direction of maximum covariance in the data. In terms of facial im-
ages, the idea is to find the orthonormal basis vectors, or the eigenvectors, of
the covariance matrix of a set of images, with each image treated as a sin-
gle point in a high dimensional space. It is assumed that facial images form
a connected subregion in the image space. The eigenvectors map the most
significant variations between faces and are preferred over other correlation
techniques that assume every pixel in an image is of equal importance, (see, for
instance, [62]). Since each image contributes to each of the eigenvectors, the
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Fig. 4. The first ten eigenfaces of the 204 neonatal images, with the eigenfaces
ordered by magnitude of the corresponding eigenvalue

Fig. 5. Illustration of the linear combination of eigenfaces. The face to the left can
be represented as a weighted combination of eigenfaces plus ψ, the average face
(see number 2 in Fig. 4)

eigenvectors resemble ghostlike faces when displayed. For this reason, they
are often referred to in the literature as holons [44] or eigenfaces [35], and
the new coordinate system is referred to as the face space [35]. Examples of
eigenfaces are shown in Fig. 4. Individual images can be projected onto the
face space and represented exactly as weighted combinations of the eigenface
components (see Fig. 5).

The resulting vector of weights that describes each face can be used both
in face classification and in data compression. Classification is performed by
projecting a new image onto the face space and comparing the resulting weight
vector to those of a given class [35]. Compression is achieved by reconstructing
images using only those few eigenfaces that account for the most variability
[63]. PCA classification and compression are discussed in more detail below.

2.3.1 PCA Classification

The principal components of a set of images can be derived directly as follows.
Let I(x, y) be a two-dimensional array of intensity values of size N×N . I(x, y)
may also be represented as a single point, a one-dimensional vector Γ of size
N2. Let the set of face images be Γ1,Γ2,Γ3, . . . ,ΓM , and let

Φk = Γk − Ψ (1)
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represent the mean normalized column vector for a given face Γk, where

Ψ =
1
M

M∑
k=1

Γk (2)

is the average face of the set.
PCA seeks the set of M orthonormal vectors, uk, and their associated

eigenvalues, λk, which best describes the distribution of the image points. The
vectors uk and scalars λk are the eigenvectors and eigenvalues, respectively,
of the covariance matrix:

C =
1
M

M∑
k=1

ΦkΦT
k = AAT (3)

where the matrix A = [Φ1,Φ2, . . . ,ΦM ] [35].
The size of C is N2 × N2 which for typical image sizes is an intractable

task [35]. However, since typically M < N2, that is, the number of images
is less than the dimension, there will only be N − 1 nonzero eigenvectors.
Thus, the N2 eigenvectors can be solved in this case by first solving for the
eigenvectors of a M × M matrix, followed by taking the appropriate linear
combinations of the data points Φ [35].

PCA is closely associated with the singular value decomposition (SVD) of
a data matrix. SVD can be defined as follows:

Φ = USVT (4)

where S is a diagonal matrix whose diagonal elements are the singular values,
or eigenvalues, of Φ, and U and V are unary matrices. The columns of U are
the eigenvectors of ΦΦT and are referred to as eigenfaces. The columns of V
are the eigenvectors ΦTΦ and are not used in this analysis.

Faces can be classified by projecting a new face Γ onto the face space as
follows:

ωk = uT
k (Γk − Ψ) (5)

for k = 1, . . . , M eigenvectors.
The weights form a vector ΩT

k = [ω1, ω2, . . . , ωM ′ ], which contains the
projections onto each eigenvector. Classification is performed by calculating
the distance of Ωk from Ω, where Ω represents the average weight vector
defining some class [35].

Two commonly used distance measures are the sum of absolute differ-
ences, also known as the L1 metric, and the Euclidean distance, also know
as the L2 metric. If we have two points, A(x1, y1) and B(x2, y2), the L1 dis-
tance between A and B is abs(x1 − x2) + abs(y1 − y2). The L2 metric is√

(x1 − x2)2 + (y1 − y2)2.
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2.3.2 PCA Data Compression

Since the eigenfaces are ordered, with each one accounting for a different
amount of variation among the faces, images can be reconstructed using only
those few eigenfaces, M ′ � M in (4), that account for the most variabil-
ity [63]. As noted above, PCA results in a dramatic reduction of dimensional-
ity and maps the most significant variations in a dataset. For this reason, it is
often used to transform and reduce features when performing other classifica-
tion procedures.

2.3.3 Outline of PCA Face Classification

The basic steps necessary to perform PCA training and testing using face
images are outlined in Table 1. These steps follow from the presentation given
above.

2.4 Linear Discriminant Analysis

While PCA is optimal for reconstructing images from a low dimensional space,
it is not optimal for discrimination. PCA yields projection directions that
maximize the total scatter across all classes. LDA, or Fisher’s linear discrimi-
nants, in contrast, is a supervised learning procedure that projects the images
onto a subspace that maximizes the between-class scatter and minimizes the
within-class scatter of the projected data. A classical technique in pattern
recognition, LDA is an example of a class specific method in that it shapes
the scatter in order to make it more reliable for classification [64]. There has

Table 1. Outline of PCA training and testing steps

PCA training PCA testing

Using a set of training feature vectors:

1. Compute the average feature vector,
Ψ

2. Subtract Ψ from the feature vectors to
obtain Γ, the mean adjusted dataset

3. Derive eigenfaces for Γ using SVD
4. Obtain the weight vectors, or eigenval-

ues, for each Γk by projecting it onto
the resulting face space

5. Reduce dimensionality by retaining
only the most significant eigenvalues

6. Obtain the class vectors, Ω, by
averaging the eigenvalues of each
Γk belonging to each class

Using a set of testing feature vectors:

1. Subtract Ψ from the feature vectors
to obtain Γ

2. Obtain the weight vectors, or the
eigenvalues, for each Γk by project-
ing Γk onto the face space derived
using the training set

3. Reduce dimensionality as was done
with the training set

4. Classify each Γk based on its dis-
tance from Ω, using a distance met-
ric
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been a tendency to prefer LDA to PCA because LDA deals directly with dis-
crimination between classes, whereas PCA aims at faithfully representing the
data. It has been shown that LDA outperforms PCA only when large and
representative training datasets are given [65].

2.5 Support Vector Machines

SVMs, introduced in [66], belong to the class of maximum margin classifiers.
They perform pattern recognition between two classes by finding a decision
surface that has maximum distance to the closest points in the training set.
The data points that define the maximum margin are called support vectors.

SVMs are designed to solve two-class problems and are thus ideally suited
to the neonatal pain detection task. SVMs produce the pattern classifier (1) by
applying a variety of kernel functions (linear, polynomial, radial basis function,
and so on) as the possible sets of approximating functions, (2) by optimizing
the dual quadratic programming problem, and (3) by using structural risk
minimization as the inductive principle, as opposed to classical statistical
algorithms that maximize the absolute value of an error or of an error squared.

Different types of SVM classifiers are used depending upon the type of
input patterns: a linear maximal margin classifier is used for linearly sepa-
rable data, a linear soft margin classifier is used for linearly nonseparable,
or overlapping, classes, and a nonlinear classifier is used for classes that are
overlapped as well as separated by nonlinear hyperplanes. Each of these cases
is outlined below. Readers interested in using SVM should consult [67].

2.5.1 Outline of SVM

Suppose, there is a set of training data, x1, x2, . . . , xk. where xi ∈ Rn and
i = 1, 2, . . . , k. Each xi, belonging as it does to one of two classes, has a
corresponding value yi, where yi ∈ {1, 1}.
Linear maximal margin classifier. The goal is to build the hyperplane that
maximizes the minimum distance between the two classes. This hyperplane is
called the OSH and has the form:

f(x) =
k∑

i=1

αiyixi · x + b (6)

where α and b are the solutions of a quadratic programming problem.
Unknown test data xt can be classified by simply computing (7).

f(x) = sign(w0 · xt + b0) (7)

Examining (7), it can be seen that the hyperplane is determined by all the
training data, xi, that have the corresponding attributes of αi > 0. We call
this kind of training data support vectors. Thus, the OSH is not determined
by the training data per se but rather by the support vectors.
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Linear soft margin classifier. The objective in this case is to separate the two
classes of training data with a minimal number of errors. To accomplish this,
some non-negative slack variables, ξi,i = 1, 2, . . . , k, are introduced into the
system. The penalty, or regularization parameter, C, is also introduced to
control the cost of errors. The computation of the linear soft margin classifier
is the same as the linear maximal margin classifier. Thus, we can obtain OSH
using (6) and (7).

Nonlinear classifier. In this case, kernel functions such as the polynomial
or RBF are used to transform the input space to a feature space of higher
dimensionality. In the feature space, a linear separating hyperplane is sought
that separates the input vectors into two classes. In this case, the hyperplane
and decision rule for the nonlinear training pattern is (8).

f(x) = sign

(
K∑

i=1

αiyi

)
K(xt,x) + b) (8)

Where, αi and b are the solutions of a quadratic programming problem and
K(xt,x) is a kernel function.

2.6 Neural Network Simultaneous Optimization Algorithm

NNSOA is a global search procedure that searches from one population of
NN solutions to another, focusing on the area that provides the current best
solution, while continuously sampling the total parameter space. NNSOA is a
slight modification of a genetic algorithm (GA) used in previous NN studies
(see [51]). NNSOA takes advantage of the GA’s ability to search multiple
points (or solutions) at one time, unlike gradient search techniques, such as
backpropagation, that are able to search for only one solution at a time. As
explained below, what makes NNSOA unique is the addition of a penalty in
the objective function. This penalty enables NNSOA to eliminate unneeded
weights in the NN architecture. Thus, NNSOA is able to produce solutions
that generalize better than those found using gradient search techniques.

Because NNSOA uses a genetic algorithm for the search procedure, it is
not limited to differentiable functions, as is the case with gradient search tech-
niques. Thus, NNSOA can have objective functions that add a penalty for the
number of nonzero weights in a solution. NNSOA is able to eliminate unneeded
weights in a solution by intermittently exchanging solution weights with hard
zeros and then evaluating whether that substitution helped or hindered the
network’s ability to predict using normal GA operations.

Backpropagation does not have the ability to zero out weights in a solution.
Therefore, in a backpropagation network, or in any gradient search technique
used for searching for optimal weights in a NN solution, the search must
find a solution that has values for these unneeded weights that will, in effect,
zero each other out when producing estimates. This works well for training
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data but is likely to introduced additional errors in the estimates when these
solutions are applied to out-of-sample data. A solution found by the NNSOA
completely eliminates this possibility of additional error because the unneeded
weights are set to a hard zero. This ability to zero out weights in a solution
provides additional feature reduction as those inputs that are of no value to
a solution are basically removed from the solution. In addition, those inputs
that offer the most value can easily be isolated by examining the weights of
the NN solution.

Another advantage of NNSOA is that it finds the appropriate NN architec-
tures by searching for the correct number of hidden nodes in a solution. This
is done by starting a network with only one hidden node. After a user specified
number of generations (MAXHID), the best solution out of the population of
solutions is saved, and an additional hidden node is added to the architec-
ture and trained for another MAXHID generation. The previous best solution
is included in this additional training by replacing one of the randomly ini-
tialized solutions with the best solution found in the previous architecture.
Since adding an additional node to the architecture increases the number of
weights in the solutions equal to the number of inputs plus one, the additional
weights for this best solution are set to hard zeros. The process of adding an
additional hidden node after every MAXHID generation continues until the
current best solution is worse than the previous architecture’s best solution.
At this point, the number of hidden nodes is set to the number of hidden
nodes in the previous architecture, and the NN continues with the training
process for a user defined number of generations. Once the MAXGEN number
of generations has been reached, training is complete.

2.6.1 Outline of NNSOA

NNSOA classification is performed as follows:

Initialization. A population of 12 solutions is created by drawing random
real values from a uniform distribution [−1, 1] for input weights. The output
weights are determined by ordinary least squares (OLS).

Evaluation. Each member of the current population is evaluated by an
objective function based on its sum of squared error (SSE) value in order
to assign each solution a probability for being redrawn in the next generation.
To search for a parsimonious solution, a penalty value is added to the SSE for
each nonzero weight (or active connection). The penalty for keeping an addi-
tional weight varies during the search and is equal to the current value of the
root-mean-squared error (RMSE). This means that the penalty for keeping
additional weights is high at the beginning of the training process when errors
are high. As the optimization process gets closer to the final solution, errors
decrease and the penalty value becomes smaller. Based on the objective func-
tion, each of the 12 solutions in the population is evaluated. The probability
of being drawn in the next generation is calculated by dividing the distance
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of the current solution’s objective value from the worst objective value in the
generation by the sum of all distances in the current generation.

Reproduction. A mating pool of 12 solutions is created by selecting solu-
tions from the current population based on their assigned probability. This is
done by selecting a random number in the range of 0–1 and comparing it to
the cumulative probability of the current solution. When it is found that
the random value is less than the current solution’s cumulative probability, the
current string is drawn for the next generation. This is repeated until the
entire new generation is drawn. It should be noted that a given solution can
be drawn more than once or not at all, depending on its assigned probability.

Crossover. Once reproduction occurs, providing a combination of solutions
from the previous generation, the 12 solutions are then randomly paired so
that six pairs are produced. A point is randomly selected for each pair. New
solutions are produced by switching the weights above the randomly generated
point. In this fashion, 12 new solutions are generated for the next generation.

Mutation. For each weight in a population of solutions, a random number
is drawn; if the random value is less than 0.05, the weight is replaced by a
value randomly drawn from the entire weight space. By doing this, the entire
weight space is globally searched, thus enhancing the algorithm’s ability to
find global solutions.

Mutation 2. For each weight in the population of solutions, a random number
is drawn; if the random value is less than 0.05, the weight is replaced by a
hard zero. As a result of doing this, unneeded weights are identified as the
search continues for the optimum solution. After this operator is performed,
this new generation of 12 solutions begins again with evaluation, and the cycle
continues until it reaches 70% of the maximum set of generations.

Convergence enhancement. Once 70% of the maximum set of generations has
been completed, the best solution replaces all the strings in the current gener-
ation. The weights of these 12 identical solutions are then modified by adding
a small random value to each weight. These random values decrease to an
arbitrarily small number as the number of generations increases to its set
maximum number.

Termination. The algorithm terminates on a user specified number of gener-
ations.

2.7 Face Recognition Software Tools

Because of its excellent visualization tools and platform independence, MAT-
LAB [68] by MathWorks is commonly used for experimenting with face recog-
nition algorithms and problems. Numerous toolboxes have been developed
that provide MATLAB users with routines for handling images and statis-
tical pattern recognition tasks. MathWorks, for instance, offers an excellent



240 S. Brahnam et al.

image processing toolbox that includes a DCT transform function. Math-
Works also produces a neural network toolbox for designing and visualizing
neural network algorithms, with built-in support for many common neural
network algorithms.

An excellent MATLAB toolbox for experimenting with statistical pattern
recognition is PRTools [69]. It is free for academic research. PRTools provides
over 200 routines, including PCA, LDA, SVM, and several feature selection
algorithms. The SVM implementation in PRTools, however, is limited. For a
more comprehensive package, the OSU SVM MATLAB toolbox developed by
Ohio State University is an excellent choice. It is available at sourceforge.net.
Links to additional software and resources are available at www.face-rec.org.

3 Infant COPE Database and Study Design

Of critical importance in developing the preliminary Infant COPE database
was the selection of stimuli used to provoke facial displays in the neonates.
The objective was to obtain a representative and challenging set of images for
evaluating face classification systems of pain.

In early neonatal pain studies that explored facial activity, infants were
typically exposed to two categories of noxious stimuli, a pain-inducing event
(pin prick or puncture of a lancet) and a noninvasive tactile experience, such
as rubbing the leg or foot with cotton and alcohol. Swabbing with cotton
triggers a high degree of facial activity, affording researchers the opportunity
of isolating the facial behaviors specific to pain experiences [70]. Contempo-
rary studies typically introduce additional stimuli, such as exposure to bright
light [11] or a diaper change [71]. These stimuli are calculated to produce
facial behaviors that are similar to those produced in reaction to pain. Dia-
per change, for instance, often provokes a crying expression, and exposure to
bright light triggers eye squeeze.

For the initial Infant COPE study, four noxious stimuli were selected:
(1) the puncture of a heel lance, (2) friction, produced by swabbing on the
external lateral surface of the heel, (3) an air stimulus on the nose, and
(4) transport from one crib to another. Since classifiers easily discriminate
changes in lighting, an air stimulus, rather than exposure to bright light, was
selected to elicit eye squeeze. The fourth stressor, bodily transportation, was
a logistic necessity. The infants had to be moved to a special crib to obtain
an unobstructed view of the neonate’s face. Like diaper change, moving an in-
fant to another crib is a major bodily disturbance that often provokes crying.
Instead of waiting for a period of time to calm the infant after being moved,
we replaced diaper change with the transportation event.

3.1 Subjects

This study complied with the protocols and ethical directives for research
involving human subjects at Missouri State University and St John’s Health
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System, Inc. Informed consent was obtained from a parent, usually the mother
in consultation with the father. Most parents were recruited in the neonatal
unit of a St John’s Hospital sometime after delivery. Only mothers who had
experienced uncomplicated deliveries were approached.

A total of 204 color photographs were taken of 26 Caucasian neonates (13
boys and 13 girls) ranging in age from 18 h to 3 days. Six males had been
circumcised the day before the photographs were taken, and the last feeding
time before the photography session ranged from 45 min to 5 h. All infants
were in good health.

3.2 Apparatus

All photographs were taken using a Nikon D100 digital camera under ambient
lighting conditions in a room separated from other newborns.

3.3 Procedure

The facial expressions of the newborns were photographed in one session. All
stimuli were administered by an attending nurse. Following the requirements
of standard medical procedures, photographs of the four stimuli were taken
in the following sequence:

1. Transport from one crib to another (Rest/Cry): after being transported
from one crib to another, the neonate was swaddled and a series of pho-
tographs was taken over the course of 1 min. The state of the neonate was
noted as either crying or resting for each photograph taken in the series.

2. Air Stimulus: after resting for at least one additional minute, the neonate’s
nose was exposed to a puff of air emitted from a squeezable plastic camera
lens cleaner. A series of pictures of the neonate’s face was taken immedi-
ately after the air puff contacted the infant’s face.

3. Friction: after resting for at least 1 min, the neonate received friction on
the external lateral surface of the heel with cotton wool soaked in 70%
alcohol for 10–15 s. The face of the neonate was repeatedly photographed
during the friction rubbings.

4. Pain: after resting for at least 1 min, the external lateral surface of the heel
was punctured for blood collection. Several continuous photographs of the
neonate’s face were taken, starting immediately after introduction of the
lancet and while the skin of the heel was squeezed for blood samples.

3.4 Expression Categories

We divided the facial expressions that resulted from the four stimuli into
five facial expression categories: rest, cry, air stimulus, friction, and pain. Of
the 204 photographs taken, 67 are rest, 18 are cry, 23 are air stimulus, 36 are
friction, and 60 are pain.
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The five facial expressions for two subjects are illustrated in Fig. 6. The rest
category includes yawns, alert expressions, and the faces of sleeping neonates.
The pain category includes images of neonates crying as well as other facial
behaviors elicited by the pain stimulus. Figure 7 provides example images
in the pain category and demonstrates the diverse expressiveness found in
this category. The cry category includes all images of crying infants except
those provoked by the pain stimulus. Figure 7 provides samples from the cry
category for comparison with the pain images. The challenge the initial Infant
COPE database offers classifier systems is especially apparent by comparing
the middle pain/cry image in Fig. 7 to the middle nonpain/cry image in Fig. 8.

Fig. 6. Examples of the five facial expressions in the infant COPE database

Fig. 7. Examples of pain expressions

Fig. 8. Examples of cry expressions not elicited by the pain stimulus
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4 Method

In this section, we outline the method used in the classification experiments
performed thus far using the initial Infant COPE database. In Sect. 4.1, we
present details regarding the division of the five expression categories discussed
above into the binary classification classes of pain and nonpain. In Sect. 4.2,
we describe two evaluation protocols that are targeted for two situations –
one where sample facial displays are available for new infants and another
where no samples are available for new infants. We also discuss the rationale
behind the development of these two protocols. In Sect. 4.3, we provide a
general outline and description of the procedures used in the classification
experiments surveyed in Sect.5.

4.1 Classification Classes

Since the main objective of the Infant COPE project is to develop neonatal
pain detection systems, most classification experiments performed to date
have focused on distinguishing pain responses from other expressions. For
this purpose, the 204 color photographs were divided into two classes: pain
and nonpain. All the rest, cry, air stimulus, and friction photographs formed
the nonpain class for a total of 140 images. The remaining 60 images formed
the pain class.

4.2 Evaluation Protocols

Two evaluations protocols, designated protocol A and protocol B, have
been developed for evaluating classification systems using the Infant COPE
database.

Protocol A. Used in the classification experiments reported in [15, 53],
this protocol presents the best-case scenario by assuming that samples of
individual subjects will be available to personalize the classifier, as is the
case with most commercial speech recognition software. Multiple but different
samples of neonatal pain and nonpain facial expressions from all subjects are
used in the testing and training sets.

As expected, personalizing classifiers in this way greatly enhances classifier
performance (see Sect. 5), but this classification task is not easy. In Sect. 3.4,
we pointed out the diversity in expressiveness in the Infant COPE database,
especially in the category of pain. As evident in Fig. 9, care was taken that all
images of a given subject within a particular expression category contained
clearly discernable differences in either facial orientation or configuration.

Protocol B. Used in the classification experiments reported in [14], this
protocol presents the worst case scenario by assuming that the classifier will be
trained on one set of subjects and then applied out of the box to an unknown
set of future newborns. In this evaluation protocol, images are divided by
subject, and the testing set contains images of subjects that are not used in
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Fig. 9. Example of face configuration and orientation differences in pain images
within three subject classes

the training set. Protocol B is more realistic since the hospital stay for most
newborns is only between 3 and 4 days. This protocol is also the most difficult
to classify.

4.3 Outline of Experimental Procedures

Outlined in Fig. 10 are the general experimental procedures used in the clas-
sification experiments reviewed in Sect. 5. The experimental procedures can
be divided into the following stages: image preprocessing, feature extraction,
and classification.

In the image preprocessing stage, the input images were normalized and
rotated so that faces were upright and the eyes intersected the same horizontal
axis. The original images, size 3, 008 × 2, 000 pixels, were also reduced to
100 × 120 pixels and cropped.

In the feature extraction stage, color information was discarded and the
facial features centered within an ellipse. The rows within the ellipse were
concatenated to form an input vector of dimension 8,583 with entries ranging
in value between 0 and 255. The raw input vectors were then transformed
using PCA or DCT, and the dimensionality reduced further using one of the
feature selection functions described in Sect. 3.

Finally, in the classification stage, PCA, LDA, SVMs, and NNSOA classi-
fiers were trained and tested following evaluation protocols A or B.

5 Experiments

This section surveys the classification experiments we have performed to date
using the Infant COPE database. SVM and NNSOA, the most advanced
classifiers explored thus far, have consistently performed well. NNSOA, for
instance, classified the facial expressions into the classes of pain and nonpain
with 100% accuracy using protocol A and 95.38% using protocol B. SVM
has produced classification scores that compare well with NNSOA. In [14,15],
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Fig. 10. Outline of experimental procedures

we performed comprehensive investigations of SVM using five kernels: linear,
RBF, polynomial degree 2, polynomial degree 3, and polynomial degree 4. We
found no statistical difference in performance between NNSOA and SVMs
with the linear and polynomial kernels in our experiments using protocol
B [14]. Because application of the RBF kernel resulted in poor performance,
RBF kernel classification scores are not presented in what follows. The reader
is referred to [14, 15] for those results. However, PCA and LDA classification
scores using the L1 metric are provided for baseline comparison.

For this discussion we divide the experiments according to the protocol
used. In Sect. 5.1, we survey experimental results using protocol A, and in
Sect. 5.2 we compare classifier performance using protocol B. We conclude
the survey with a brief description of current work in Sect. 5.3.

5.1 Experimental Results Using Protocol A

Thus far we have performed two pain detection experiments using protocol
A: an experiment reported in [15] that investigated PCA, LDA, and SVM
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classifier performance and another reported in [53] that examined NNSOA
performance using protocol A. In these experiments, the PCA transform was
used to reduce dimensionality of the elliptical model vectors (refer to Fig. 10).
Feature reduction was accomplished by performing a series of linear SVM
experiments. These determined that the top 70 PCA coefficients were optimal
for the classification task.

In the PCA, LDA, and SVM experiments, we employed a simple cross-
validation technique. The pain and nonpain classification classes were ran-
domly divided into 10 segments, and 9 out of the 10 segments were used in
the training session. The remaining segment was used in testing. An average
classification score was then computed for the testing set of images in that seg-
ment. This process was repeated ten times, with the ten classification scores
averaged for a final performance score. It is these final performance scores
that are reported in Table 2 for PCA, LDA, SVM, and NNSOA.

The NNSOA experiments were more rigorous in that we applied the leave-
one-out method of cross-validation. This method used all but one image for
the training set. The remaining image formed the testing set. As a result,
the number of NNSOA networks trained and tested equaled the number of
images in the Infant COPE dataset. By applying the leave-one-out method
rather than the cross-validation technique employed in the PCA, LDA, and
SVM experiments, we were able to gain confidence in the ability of NNSOA to
find consistently good solutions because we were assured that each observation
had been tested.

Table 2 compares the average classification scores obtained using protocol
A for PCA, LDA, Linear SVM, SVMs with polynomial degrees 2, 3, and 4,
and NNSOA. For the SVM experiments, we set the regularization parameter,
C, to 1. Other values for C were tried, but they did not significantly affect
performance.

Referring to Table 2, we see that NNSOA classified the images with
100% accuracy. SVM with polynomial kernels of degree 2 (86.50%), degree
3 (88.00%), and degree 4 (82.17%) did not perform as well. There was no

Table 2. Summary of PCA, LDA, SVM, and NNSOA experiments using protocol
A, as reported in [15,53]

Classifier Transform Features Recognition
selected rate (%)

PCA with L1 distance PCA 70 80.33
LDA with L1 distance PCA 70 83.67
Linear SVM PCA 70 83.67
Polynomial SVM degree = 2 PCA 70 86.50
Polynomial SVM degree = 3 PCA 70 88.00
Polynomial SVM degree = 4 PCA 70 82.17
NNSOA PCA 40 100.00
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difference in performance between LDA and a linear SVM, both of which
performed marginally better than PCA.

As noted in Table 2, NNSOA classified the images using only 24 PCA
components. Recall from Sect. 2.6 that NNSOA eliminates unneeded weights,
resulting in a parsimonious architecture. An added advantage of eliminating
these weights is the identification of relevant features.

5.2 Experimental Results Using Protocol B

Protocol B is more difficult, as none of the subjects in the testing set were
used in the training set (see Sect. 4.2). Following the requirements of Protocol
B, we performed a total of 26 experiments for each classifier. For each of the
26 subjects, the set of facial images for that subject became the testing set
while the facial images of the remaining 25 subjects became the training set.
The classification rates of the 26 experiments were then averaged for a final
classification score.

In [14], we report a series of experiments using protocol B that applied the
PCA transform. As in the experiments using protocol A, dimensionality was
reduced by selecting the top 70 components.

Table 3 compares the average classification scores reported in [14] for PCA,
LDA, NNSOA, linear SVM, and SVMs with polynomial degrees 2, 3, and 4.
Referring to Table 3, we see that NNSOA had the highest classification rate
with 90.20% accuracy, followed by an SVM with a linear kernel (82.35%).
However, a statistical analysis showed that there was no significant difference
in performance between the various SVM methods and NNSOA.

As with the experiments using protocol A, the SVM regularization para-
meter, C, was set to 1 for all SVM experiments. In Table 3 we also report the
average number of PCA components (24) that were used by NNSOA across
the 26 networks.

Table 3. Summary of PCA, LDA, SVM, and NNSOA experiments using protocol
B as reported in [14]

Classifier Transform Features Recognition
selected rate (%)

PCA with L1 distance PCA 70 80.39
LDA with L1 distance PCA 70 76.96
Linear SVM PCA 70 82.39
Polynomial SVM degree = 2 PCA 70 79.90
Polynomial SVM degree = 3 PCA 70 80.39
Polynomial SVM degree = 4 PCA 70 72.06
NNSOA PCA 24 90.20
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5.3 Current Work

Our current work is centered on protocol B, as it is the most realistic and
challenging protocol developed so far. At present we are conducting experi-
ments using the DCT transform and two methods of feature reduction: sorting
by variance and SFFS. Application of the first method involved sorting the
DCT coefficients by variance, as in [60]. We then performed a series of linear
SVM experiments that determined that the top 80 coefficients were optimal
for the classification task. In the second method, we applied SFFS [28], as de-
scribed in Sect. 2, to select a feature set of only 15 DCT coefficients. The SFFS
selection criterion function was the minimum error of linear SVM classifica-
tion. In the discussion that follows, we label the first method DCT + VAR
and the second DCT + SFFS.

In Table 4 we present preliminary results for SVM with a linear kernel
and NNSOA. We have not yet completed experiments using SVM with the
polynomial kernels. Examining Table 4, we discover an unexpected result: a
slightly lower classification score for NNSOA + SFFS (93.14%) compared with
NNSOA + VAR (95.38%). In the DCT + VAR experiment, NNSOA reduced
the number of coefficients needed for optimum NNSOA classification to an
average of 27. NNSOA found all 15 coefficients selected by SFFS relevant
for classification. It is probably the case that SFFS selects a better subset of
features than NNSOA, but the problem for NNSOA + SFFS is that the fea-
tures selected were overfitted for the NNSOA objective function. Although in
both experiments (DCT + VAR and DCT + SFFS) SVM with a linear kernel
produced lower scores than NNSOA, a statistical analysis has discovered no
significant difference in performance between the two classifiers.

Our preliminary investigation also shows no statistical difference in perfor-
mance between linear SVM using DCT + VAR and linear SVM using the top
70 PCA components reported in [14] (see Sect. 5.2). However, NNSOA classi-
fication performance with DCT + VAR coefficients is statistically superior to
NNSOA using the 70 PCA components.

To round off the SFFS studies, we are also currently investigating classifier
performance using PCA + SFFS. It will be interesting to compare classifier
performance using PCA + SFFS with DCT + SFFS.

Table 4. Summary of preliminary experiments using protocol B with DCT
coefficients

Classifier Transform and Features Recognition
selection method selected rate (%)

Linear SVM DCT + VAR 80 87.53
Linear SVM DCT + SFFS 15 89.17
NNSOA DCT + VAR 27 95.38
NNSOA DCT + SFFS 15 93.14
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6 The Future

We believe that the results reported here and in earlier studies indicate a
high potential for developing machine detection systems that could be used in
neonatal pain assessment. In terms of future work, we are currently designing
experiments that will investigate NNSOA and SVM classifier ensembles, as it
appears that the two algorithms provide complementary information about
the patterns to be classified. In addition, we plan on adding fiduciary points
to the input vectors. It is possible that shape information, along with the gray
scale texture information provided in the pixel values, will improve our pain
detection systems.

We are also working on developing another Infant COPE database using
video images of approximately 500 neonates. Video will allow us to inves-
tigate the dynamic and multidimensional nature of neonatal facial displays.
The database will also include facial expressions evoked by additional stimuli,
for example, the temperature change of removing a heel warmer applied to
increase blood flow and the repeated deep pain of the heel squeezes that follow
heel lancing.

Finally, we should mention that the Infant COPE project is not the only
COPE project under development. We are planning pain expression studies
that include other patients, such the profoundly mentally disabled and people
with Alzheimer’s disease, as these patients are also incapable of articulating
their pain experiences. For anyone interested in this work, we will continuously
update our progress on these projects at www.copedata.org.
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Medical Education Interfaces Through Virtual
Patients Based on Qualitative Simulation

Altion Simo and Marc Cavazza

Summary. Cardiac emergency is one field in medicine widely studied and very
often experienced in reality. Furthermore, simulation and training issues on this
field require sensitive and expensive techniques. In the following, we describe the
development of a virtual human to be used for training applications in the field of
cardiac emergencies. The system integrates Artificial Intelligence (AI) techniques
for simulating medical conditions (shock states) with a realistic visual simulation
of the patient in a 3D environment representing an emergency room (ER). It uses
qualitative simulation of the cardiovascular system to generate clinical syndromes
and simulate the consequences of the trainee’s therapeutic interventions. The use
of knowledge-based simulation provides a strong basis to integrate the behavioral
aspects with the graphical appearance of a patient in the virtual ER. This also sup-
ports the creation of an emotional atmosphere. We describe how a subset of cardiac
physiology can be modeled using the qualitative process theory and discuss knowl-
edge representation issues. We then present results obtained by the proposed system
and the benefits that can be derived from the use of a virtual patient in terms of
training. Finally, we explore the problem of integrating multiple pathophysiological
models for various aetiologies of shock states. This approach was demonstrated using
medicine students who gained good experience which helped them in understanding
and handling better these types of emergencies.

1 Introduction

Virtual humans are an important component of intelligent user interfaces.
They can serve as intelligent assistants or instructors [1] or be part of com-
plex simulations, where they play an important role for realistically accessing
certain situations. In medical critical training applications, they also intro-
duce a sense of emotional involvement. Virtual humans would constitute nat-
ural interfaces to knowledge-based systems, as virtual patients displaying the
symptoms associated with a given pathology. Yet, not that much research has
been dedicated to the integration of knowledge-based systems into 3D vir-
tual patients. While there exist is a substantial amount of research aimed at
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developing virtual patients for surgery, so far very little work has been dedi-
cated to the use of virtual patients in clinical medicine. The main work on 3D
virtual patients outside virtual surgery has been that of Badler et al. [2,3] who
have described the use of an autonomous virtual human to simulate battlefield
casualties in military simulations, however in the field of trauma rather than
clinical medicine.

One major limitation of knowledge-based systems in medical education is
that they focus on medical knowledge as an object, without putting it in a re-
alistic diagnostic context. A related difficulty, which derives from the “dialog”
model used in many systems, is to decide which amount of information should
be introduced to the trainee at each step, and how to give a more active role
to the trainee. These problems could be addressed by providing a realistic vi-
sualization of the clinical situation using a virtual patient in a virtual hospital
context. Virtual patients in clinical medicine can be conceived of as visual in-
terfaces to knowledge-based systems, simulating clinical situations from first
principles. They offer the potential to embody the medical knowledge in a
realistic context, supporting many forms of training and simulation.

The use of a 3D environment not only provides a realistic setting for the
training process, but from a diagnostic perspective, creates a situation in
which the user has to actively search for visual cues (e.g., clinical signs). In a
similar fashion, if the environment contains medical equipment for diagnosis
and treatment, the trainee can take initiative in a realistic setting, instead of
simply responding to a prompt in the course of a system dialog. To further
increase the reality, different visual elements can be used in making an effort
of photorealistic representation.

This virtual patient for a specific area of medicine, like cardiac emergen-
cies, uses qualitative simulation for modeling shock states in a virtual patient.
Our interest in developing a virtual patient for clinical medicine is not only
to provide a realistic tutoring environment, but as well to create an “ideal”
interface to medical knowledge-based systems [4] that would be able to visual-
ize clinical situations. The objective of the visualization of clinical situations
through a virtual patient is thus to elicit an appropriate diagnostic and ther-
apeutic process in the trainee.

In addition, since this system is targeted at training medical students in
emergency decision-making, this is a rationale to try to convey emotional
aspects as well, in this highly specific context (i.e., cardiac emergencies).

When showing how qualitative simulation can serve as a central principle
for integration of the various aspects of the interface, we strongly empha-
size the AI technique used to simulate the patient condition, i.e., qualitative
simulation.

The structure of this research is organized as follows. First we try
to position our research among other similar work in this area. After a
brief reminder of the relations between qualitative simulation and “deep
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knowledge” and an overview of our system architecture, we describe the qual-
itative simulation method we have used to model shock states and discuss
knowledge representation issues. We then present an extended example from
the system, including the visualization of symptoms on the virtual patient.
We conclude by discussing the integration of multisystem models around this
qualitative model, in order to achieve more complex simulations. Evaluation
considerations follow the conclusions drawn at the end.

2 Relation to Previous Work and Motivation

As already stated, virtual humans have been extensively described in Virtual
Reality surgery [5] but little work has been dedicated to them in other areas of
medicine, in particular clinical medicine, which requires physiological rather
than just anatomical modeling.

Most research in virtual patients has actually been carried in this context,
largely due to the importance of proper training in the subject and the added
value for training of dramatic visual simulations [6, 7].

The above-mentioned Badler et al. work [2, 8, 9] have described the use
of an autonomous virtual human to simulate battlefield casualties in military
simulations. Their virtual human displays symptoms corresponding to the
injuries suffered (Fig. 1) on the battlefield, while the trainee medic controlled
by the user would attempt emergency treatment. However, there exist several
important differences with our application.

We use physiological models as an “internal” model of the patient itself.
This contrasts with the modeling of pathologies themselves through Parallel
Transition Networks (PaTNets), which is more in line with causal networks in
medicine, and provides a model of the pathology, not an internal model of the
patient. For instance a PaTNet for a tension pneumotharax directly associates
causes to symptoms and stores variable’s evolution for treatment [8]. Using
a physiological model provides a stronger integration at various levels of the
system and better prospects for knowledge representation. In addition, the
same principles are used to represent both normal and pathological cardiac
function.

Further, visual appearance can be mapped to the internal model. Treat-
ment can operate on the original model, rather than having a dedicated PaT-
Net or representation. Of course this is facilitated in our application by the fact
that in clinical medicine (especially in cardiology) pathophysiological models
relating to the normal function are easier to derive.

Finally, we adopted a first person rather than third-person viewpoint. This
creates a stronger user involvement and emphasizes emotional aspects. It fol-
lows a setting more similar to [10] than to [9].

As a first step of ours in this direction, the applied research field encom-
passes a developed and matured environment in both qualitative physiology
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Fig. 1. Virtual human used by Badler et. al. in training applications

for different physiological and pathophysiological knowledge of the human
body, and Virtual Reality elements fulfilling the role of visualization in Clin-
ical Medicine. Our developed tools fully integrate deep medical knowledge in
an enriched, interactive VR Environment aimed at clinical medicine emergen-
cies, thus providing a novel approach to knowledge representation methods
and training tools.

Virtual Reality has been and is being used successfully in several fields
of the Medical Sciences. Serious Gaming is one of these successful cases that
nowadays are effectively meeting the expectations in this field.

However, our approach is particularly relevant as an effective training tool
in medical education. The aim of this research was not only to investigate the
use of VR in this field, but also to develop the above interactive tools that can
fully support the difficult and time-consuming process of medical education.

As most of the research involving VR in the medical field is done in the
visualization of surgical and anatomical medicine, we have chosen the applica-
tion of VR in an alternative field, that of training for the purposes of clinical
medicine, and specifically, in the area of cardiac emergencies. We were aiming
not only to have a good visualization of the patient’s “internal” state but
also to develop a tool which uses VR techniques to support the interactivity
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and the necessary emotional atmosphere related to the nature of the clinical
medicine.

Following the previously conducted research, an experimental investiga-
tion was conducted to identify the use of the VR techniques for medical
training purposes when treating the emergency problems in the field of clini-
cal medicine. After limitations and current problems were identified, a novel
framework was proposed based on Virtual Patients driven by qualitative sim-
ulations techniques, thus supporting a new generation of training tools based
on pathophysiological reasoning and physiological models.

The rationale behind this new approach is that the integration of qual-
itative cardiovascular modeling into a virtual environment (VE) will sup-
port interactive emergency problem solving. Given the fact that the Artificial
Intelligence (AI) layer can produce solutions that match in time the user’s
interactions, the integration of the AI techniques with real-time 3D VEs can
support perfectly the building of training tools. The virtual emergency room
(ER) is directly interfaced to the qualitative simulator, but this is far from a
trivial solution as in the real medical context such practice might turn into
an intractable problem.

Therefore, in order to reach a higher level of integration between the two
components (AI and VE) we have found a balanced match with the nature of
the trainee interaction model inside a medical related VR environment. Our
new approach on this issue is described in details later on. As this solution is
based in a real-time 3D graphic environment using an event-based approach,
the user can generate and receive in real-time reconfigurations of the situa-
tions in a highly sensitive environment like the ER. More specifically in this
event-based approach, user interaction converted in real time interactions, cor-
responds to a well-defined scenario taking place in the cardiovascular qualita-
tive simulator, which on the other hand reconfigures and shapes the occurring
events in the VE.

The example of the cardiac shock scenario (shown later in the following
sections) demonstrates the system behavior. In this context, after initiating
the cardiac conditions by manipulating one of the state variables in the car-
diovascular qualitative model, an emergency situation develops which asks to
be solved (diagnosed and treated) by the trainee in the ER room. The imple-
mentation on this approach is described using a proposed example after fully
explaining the mechanism beyond it and the finding of a solution (medical
treatment) for this case (cardiac shock).

3 System Overview and Architecture

The system presents itself as a 3D environment featuring the virtual patient
in an ER. Figure 2 gives an overview of the interface from the user’s per-
spective (first person rendered view of the game). The user can thus see the
virtual patient, whose appearance varies according to its clinical condition, as
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Fig. 2. System overview (user’s viewpoint)

well as monitor vital parameters such as heart rate (HR) and mean arterial
pressure (MAP). Other parameters are only accessible through specific com-
plementary examination (for instance, pulmonary capillary pressure (PCap),
via catheterization) and the trainee demand.

In spite of the virtual patient, the environment is populated with other
autonomous agents representing ER nurses. These serve as interface agents,
executing user’s requests for diagnosis and treatment. The trainees’ instruc-
tions are transmitted to the nurse using an optional speech recognition (in
Japanese), based on a simple command language describing the potential
actions and their parameters.

In the first instance, the system generates a clinical condition for the vir-
tual patient. For instance, a cardiogenic shock will be simulated by altering
variables such as inotropism (cardiac contractility, by primitively decreasing
it), and to some extent other associated variables, such as those dealing with
cardiac relaxation. From the initial alteration, the system propagates the con-
sequences of the alteration by simulating various cycles of cardiac processes
until a steady-state is reached. The simulation of the patient generates values
for all physiological parameters and, as a consequence, provides the trainee
with the relevant set of clinical symptoms.

In the virtual ER room (interfaced through the game engine), the trainee
can carry out complementary examinations that will assist diagnosis. Finally,
she/he will choose a treatment to be administered to the patient; the same
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Fig. 3. A detailed view of the architecture for the core system in controlling the
graphical and simulation modules

mechanisms will then simulate the impact of treatment and result in a new
clinical appearance for the patient.

Figure 3 gives a detailed view on the system signal flows (and parame-
ters that are often used) between the simulation module written in Lisp and
the graphical module based on the game engine. It is also important to dis-
tinguish between parameters that were chosen for visualization, and other
ones which are not visualized directly but nevertheless are important for the
simulation. The most important parameters are systemic vascular resistance
(SVR), blood volume, HR, MAP, PCap , while the physiological processes can
vary from the description of the peripheral blood circulation to the coronary
circulation. Also at that time pathological conditions like Arrhythmia, can be
modeled. Causality can be interleaved with QTP and they can be finalized in
a qualitative simulation package which treats most of the conditional states.

The graphical interface is developed using a state-of-the-art 3D game
engine, Unreal TournamentTM with the incorporated advanced Warfare
engine, as a development environment [11].

The engine supports high quality graphics, as well as the animation of vir-
tual characters, used for the patient and the nurses. Additionally, it includes
an excellent development environment that supports the authoring of anima-
tions for virtual humans behavior, as well as various mechanisms (dynamic link
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libraries and socket-based inter-process communication) for integrating exter-
nal software, such as the cardiac simulation module and the sound recognition
package. Our software architecture is based on UDP socket communication
between the 3D graphics engine and the qualitative simulation module, which
has been developed in Allegro Common LispTM. The UDP message format
outputs selected physiological parameters to the graphic environment: those
that are visible through the monitors and those that impact on the patient’s
appearance and behavior. These parameters are for instance MAP, HR, SVR,
and PCap. In most of the cases, local processing in the form of scripted proce-
dures is required to properly map a value into the graphical environment, e.g.,
a skin texture. So in conclusion, the set of parameters obtained is interpreted
and displayed as clinical signs (e.g., pallor, enlarged jugular veins, etc.), as
data on the monitoring devices (HR, MAP), or as results from complemen-
tary explorations (e.g., central venous line, Swan Ganz catheter).

All these visual elements can be updated throughout the simulation to
reflect deterioration or an improvement of the patient’s situation, after a treat-
ment is introduced. The visual appearance of the patient, based on dynamic
textures, can reflect a relevant range of shock situations (pallor, “warm shock,”
cyanosis, etc.). Figure 4 gives a brief description of the system interface and
the way the user interacts with it. An actual screenshot of the system in

Fig. 4. System interface with respect to the user and its components
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action is given toward the end in Sect. 8 where an evaluation discussion is
taking place.

4 Qualitative Simulation of the Cardiovascular System

Qualitative simulation aims at modeling the behavior of the cardiovascular
system both in normal and pathological circumstances. Cardiac dysfunctions
are simulated using the same model with different initial conditions.

Qualitative simulation has been essentially developed for physical sys-
tems and mechanical devices [12] and is best known through work in qual-
itative physics. The main idea consists in reasoning on physical phenomena
by abstracting physical descriptions. A pathophysiological model is a model
explaining the dynamics of a disease on the basis of the normal behavior of
an organ (e.g., heart, liver, etc.) or a physiological system (e.g., endocrine
system, haematopoietic system, etc.) affected by that disease. It explicitly
represents the dysfunction of the normal system behavior and is a common
way to explain the causes and consequences of diseases in medical textbooks
and literature [13].

Yet, the same techniques have been used to model physiological systems:
for instance, the qualitative simulation (QSIM) approach [14] has been applied
to the cardiovascular system by Kuipers as early as 1985 [15]. Pathophysiolog-
ical models have been extensively used in medical knowledge-based systems
as “deep knowledge,” i.e., representations from which clinical situations could
be generated from first principles rather than having to be encoded explicitly
as rules [16]. These models can also be used to simulate the behavior of a
physiological system [17–20].

To simulate a pathological process, a primitive variable is altered (e.g.,
cardiac contractility), and these changes are propagated through the whole
system to provide an accurate and realistic description of its state under
pathological conditions. The variables used in this context are “orders of mag-
nitude” variables also referred to as qualitative variables (e.g., very low, low,
normal, high, and very high). This is also in agreement with the presenta-
tion of pathophysiology in most textbooks, which is based on such variables,
represented as “+” or “?.”

Qualitative process theory (QPT) relies on processes representing the main
transformations, encapsulating qualitative variables linked through influence
equations. We have defined some 20+ processes corresponding to various phys-
iological mechanisms, such as the determinants of ventricular filling (e.g.,
ventricular venous return, relaxation, and passive elastance) or ventricular
ejection (effects of inotropism, preload, afterload, etc.) as well as various com-
pensatory mechanisms (e.g., baroreceptors). These processes are encapsulated
into four macroprocesses: ventricular filling, ventricular ejection, arterial sys-
tem behavior, venous system behavior. In the course of the simulation, these
four macroprocesses are activated in turn, in a way that reflects the cardiac
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Fig. 5. The four cardiac macroprocesses, P–V curve and VP mapping considerations

cycle (the famous “P–V” curve of a closed process which represents the cardiac
contraction cycle, shown in Fig. 5).

The variables we defined are directly adapted from actual qualitative vari-
ables used in the description of cardiocirculatory pathophysiology. Hence they
can take any of nine values, from “↓↓↓↓” to “↑↑↑↑.” Influence equations for-
malize the relations between variables in terms of their variation. For instance
an influence equation such as I+(inotropism, SV) indicates that stroke vol-
ume (SV) increases with inotropism, while I–(afterload, SV) indicates that it
decreases when afterload increases. Influence equations are generally assumed
to be linear considering that they apply to a small set of qualitative values.
However, we had to adapt the traditional notion of influence equation to the
context of physiological laws, where influences are more complex.

The rationale for the use of qualitative approach in physiology is that
numerical simulations of the cardiovascular systems are faced with many lim-
itations: It is sometimes difficult to observe convergence of the set of equa-
tions that govern the system, manifesting a difficulty to integrate a large set of
experimental equations obtained on subsystems. More importantly, numerical
models often behave as black boxes, which make them difficult to interface
with other software modules.

Another source of development of qualitative models in physiology was
the search for deep knowledge representations for medical knowledge-based
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systems [21, 22]. These were developed to generate clinical situations from
first principles, simplifying the development and maintenance of medical
knowledge-based systems.

Our first approach in our research is cardiac emergencies, namely shock
states, for which pathophysiological descriptions are readily available [23].
The pathophysiological simulation is based on QPT [14] adapted to the
specificity of physiological processes. It is centered on the notion of process,
which corresponds to an elementary physiological mechanism (e.g., ventricular
filling).

Processes are associated qualitative variables (e.g., end diastolic volume
(EDV)) related to each other via influence equations which determine causal
links between variables and are used to propagate the consequences of a change
in variables’ values on other variables in the same process. In this way, the
primitive alteration of some qualitative variables (that defines the underlying
pathology) is propagated through the whole system.

Cardiology, especially blood pressure regulation, was one main area of
application for qualitative modeling: Long [24] developed a causal network,
and Kuipers adopted his QSIM approach to cardiac dynamics [15]. In his
application, he used equations for cardiac output (CO) and blood pressure
such as (1):

Cardiac Output = Heart Rate × Stroke Volume (1)

to create a constraint network, through which variable changes are propagated
until a completely new state is generated. In his approach, the influence of
parameters not part of equations was represented using the M+ operator
(for monotonic function, for instance to represent the influence of inotropism
on SV). However, physiological equations, unlike physical laws, do not map
directly into the observed phenomena, hence they do not represent accurately
the behavior of the cardiovascular system (let alone the causal implications).
In particular, it is difficult to relate the time course of variable updating to
the actual dynamics of the cardiovascular system. Like with causal networks,
the dynamics of constraint propagation might not always reflect the actual
system dynamics.

Widman [21] proposed another qualitative model of the circulatory sys-
tem, using a more sophisticated description that emphasized structure/
function relationships. In his model, the function of each component of the car-
diovascular system is explicitly identified and causal relations link the various
functions. For instance, cardiac ventricles are associated in this model to filling
and ejection functions in the cardiac contraction cycle.

Since we are using a virtual human as an integrated interface to the simu-
lation system, the latter should underlie a natural mapping between internal
processes and the physical appearance of the virtual patient (Fig. 5), as we
state at [25].



266 A. Simo and M. Cavazza

4.1 Qualitative Processes in the Circulatory System Physiology

As previously mentioned, Forbus has introduced QPT [14], which is centered
on the identification of physical processes, within which the causal influ-
ence between variables is encapsulated. This approach is much closer to the
description of physical phenomena themselves.

QPT has been successful to model complex mechanical devices. It has a
real potential for modeling physiological systems as well. Due to the complex-
ity of sub-systems, it is most difficult to derive a consistent set of confluence
equations for such systems, which makes other qualitative approaches diffi-
cult to use. Besides, it is also necessary to capture a certain ordering of some
physiological processes, such as the one that corresponds to the cardiac cycle.

Because physiological knowledge tends to be expressed through processes
encapsulating physiological laws [13], the use of a process-based representation
facilitates knowledge elicitation as well. The same model accounts for normal
and pathological conditions: the latter corresponding to steady-states reached
after alterations to normal values of physiological parameters.

The medical knowledge underlying the simulation of circulatory shock
states is naturally formalized as physiopathological schemata in intensive care
textbooks. The knowledge has been encoded from textbooks [23] descriptions
under the supervision of specialized physicians who also participated in the
testing of the first prototype (validation though simulation of the main shock
states and their treatment). The development of this prototype has also been
done in co-operation with consultants from the University of Gifu, School of
Medicine.

For instance, Starling’s law describes the relation between ventricular
ejection and “preload” (the level of ventricular filling prior to contraction),
this relation depending on cardiac contractility (inotropism) as well. Causal
networks relating the three determinants of cardiac function (contractility,
preload, afterload) fail to capture the interrelations between the various deter-
minants [19]. On the other hand, complex inter-relations can be captured in
a process-based representation.

The qualitative influence relations are derived from the shape of the curve
of Starling’s law, and they are used to propagate variable changes as part of the
qualitative simulation cycle (which is actually similar to a Pressure–Volume
curve in thermodynamics).

The qualitative translation gives two levels of influence depending on the
segment of the curve. This can be represented by maintaining two separate
influence equations for each segment of the Starling curve, the influence equa-
tion to be used being determined by a threshold value of the preload. The
threshold value itself depending on inotropism, this representation integrates
all influences.

The four corresponding macroprocesses (Figs. 5 and 8) around which the
simulation is built comprise the ventricular filling, ventricular ejection, arterial



Medical Education Interfaces Through Virtual Patients 267

system behavior, and venous system behavior. These processes naturally
model the circulatory system, thus introducing an element of structure/
function relationship. During a simulation, the four processes are activated in
turn, thus reproducing the cardiac cycle. Various cycles of simulation are per-
formed until all qualitative variables reach a steady value. Each macroprocess
encapsulates lower-level processes corresponding to elementary physiologi-
cal phenomena, described by physiological laws (there are some 25 or more
processes) [4].

For instance, Frank–Starling’s law (Figs. 6 and 7) describes the relation
between ventricular ejection and “preload” (the level of ventricular filling prior
to contraction), this relation depending on cardiac contractility (inotropism)
as well.

The failure of the causal networks to relate the three well-known deter-
minants of cardiac function (contractility, preload, afterload) with respect to
different inter-relations between the various corresponding determinants is
overcome through some modifications.

One modification consists in including coefficients for the influence rela-
tion, which can be modified dynamically to take into account that influence
relations can change under different circumstances. For instance the influence
of afterload on SV is more important when inotropism is low.

The coefficient used in the influence equation I–(afterload, SV) will dy-
namically reflect that. A single physiological law may be represented by more
than one influence equation. The qualitative translation gives two levels of
influence depending on the segment of the curve for the Frank–Starling’s law
(Fig. 7). This can be represented by maintaining two separate influence equa-
tions for each segment of the Frank–Starling curve, the influence equation to
be used being determined by a threshold value of the preload. I1+(preload,
SV) and I2+(preload, SV), which have different influence coefficients.

Fig. 6. Frank–Starling law mathematics, related to the graph in Fig. 7
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Fig. 7. The Frank–Starling law presented graphically, and the corresponding
approaching lines for each curve

The transition point between these two influence equations, i.e., the pre-
load value for which the increase of SV is less significant is dynamically
computed at each cycle as a function of the inotropic state (the computation
is itself a qualitative influence).

As a result, if we consider the determinants of cardiac ejection (whose out-
put is represented by SV), two out of the three influence equations I+(preload,
SV), I+(inotropism, SV), I−(afterload, SV) actually use extensions to the
original theory to take into account the complex relations between determi-
nants, a phenomenon that is difficult to capture with, for example, standard
causal networks.

Overall, our model includes 25 primitive parameters, which account for
the main physiological variables: SV, end systolic pressure (ESP) and volume,
end diastolic pressure (EDP) and volume, PCap, SVR, inotropism, etc. Each
process operates on average on 3 parameters and contains several influence
equations. A few more parameters account for system properties that have
not been modeled at a finer level of granularity, such as “left atrium func-
tion,” or “ventricular geometry” (the latter being part of computation of the
afterload).

In addition, there are internal variables to the system, through which it is
possible to integrate the effects of several influences throughout the cardiac
cycles (for instance, the variation in SV).

Temporal aspects are also easier to represent in a process-based approach
than with confluence or constraint equations. They are “implicitly” part of the
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cycle through which the processes are invoked, though this does not address
the problem of timescales.

For instance, if we consider the example of a blood loss situation, the first
process affected is venous return, which impacts on ventricular filling, then
ejection, and finally the arterial system, causing a fall in MAP and triggering
short-term mechanisms for maintaining arterial pressure (baroreceptors).

One thing worth mentioning is that the four main processes accounted for
the above functionality in circulatory dynamics, venous return, ventricular
filling, ventricular contraction, and arterial system behavior (Fig. 5), represent
in groups vital cardiac function and the behavior of the arterial and venous
system, unlike Widman’s model [21].

At each sublevel, we have identified key physiological processes and
described relations between qualitative variables involved in these processes,
through influence equations inspired from QPT. It is important that we work
on orders of magnitude of parameter variation rather than with their absolute
value because each of these processes involves a sequence of subprocesses. For
instance, ventricular contraction involves subprocesses for ejection, Starling’s
law, and the effects of afterload.

Influences can be embedded in the description of processes. For instance,
the effect of cardiac frequency on ventricular filling (ventricular filling
decreases when cardiac frequency is high) can be embedded in one of its
subprocesses. Following is some pseudocode for a qualitative process and then
one of the methods calculating variations. We can see here clearly how encap-
sulation happens in this case. Since this simulation part was implemented in
Lisp Allegro programming language, it is easier to understand for those who
are familiar with this language

{Main Process Ejection

[Process Frank-Starling
(. . .)
I++(Contractility (I+(TeleDyastolic Volume, SV))]

[Process Contractility
(. . .)
I+(Contractility, SV) ]

[Process Afterload
(. . .)
I−(Afterload, SV)]

[Process Cardiac-Pump
(. . .)
I−(SV, TeleSystolic Volume)] }
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(defun Starling ()
“Method enforcing Starling’s law ”
(let* ((d-EDV (physio var-variation VTD))

(EDV (physio var-value VTD))
(old-EDV (− EDV d-EDV))
(p (calcul p)))
(unless (= d−EDV 0)
(cond ((and (>= EDV p) (>= old-EDV p)) nil)
((and (<= EDV p) (<= old-EDV p))

(let ((delta (− EDV old-EDV))) (set-DVS delta)))
((and (<= EDV p) (>= old-EDV p))

(let ((delta (− EDV p)))
(set-DVS delta)))
((and (>= EDV p) (<= old-EDV p))

(let ((delta (− p old-EDV)))
(set-DVS delta)))))))

Processes can also represent compensatory mechanisms (such as barore-
ceptors), which are triggered under specific circumstances and play a role in
the short-term regulation of arterial pressure.

The described subprocesses, include regulatory mechanisms [26]. A typical
process involves between 3 and 7 physiological parameters, taking into account
that in some cases both the parameter value and its variation can be required.
In addition, embedded procedures are computing key values such as CO and
MAP using simple equations (Fig. 8). However, unlike in [15], these equations
are not used as actual representations.

Fig. 8. The cycle of macroprocesses and their relations (the P–V curve)
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Figure 8, with its four processes, embodies the closed cyclic P–V curve,
which is marked by the values of end systolic volume (ESV), EDV, ESP, EDP.

The arterial process can simply be represented when calculating the MAP
as a product of CO, and SVR.

The venous process refers to venous return, while filling as a process is
defined again from ESV, EDV, ESP, EDP with the respective P–V curve.

The last process, Ejection, referring to ejection fraction, is the fraction of
the EDV ejected at each heart beat and is calculated as the product of SV
and the inverse of EDV. It varies according to different factors.

Temporal aspects are also easier to represent in a process-based approach
than in one using confluence or constraint equations. For instance, if we con-
sider the example of a blood loss, the first process affected is venous return,
which impacts on ventricular filling, then ejection and finally the arterial sys-
tem, causing a fall in MAP and triggering short-term mechanisms for main-
taining arterial pressure (baroreceptors).

The processes are activated as a cycle in the program. Each process is
attached to a set of methods corresponding to the influence part of traditional
QPT. The postconditions of some processes behave as the preconditions of the
next process: in other words, some processes create parameter variations that
act as an input for subsequent processes. For instance, cardiac contraction sets
the value of the SV, which is a determinant of arterial pressure in the arterial
system process, and so on. Hence the updating of variables and propagation
of influences follows the structural and temporal cycle of the cardiocirculatory
system.

As the virtual patient is developed for educational and training purposes,
simulating the effects of therapeutics should be an important part of it. In the
context of cardiac shock, a variety of medical treatments is made available:
beta-agonists (such as dobutamine), alpha-agonists (norepinephrine or high-
dose dopamine), arterial vasodilators, venous vasodilators, mixed vasodilators,
adrenaline, fluid infusion, and others.

The effects of the correct therapeutic, beta-agonist are also shown in Fig. 9.
Each drug targets one or more primitive parameters of the simulation ac-

counting for its effects and side effects. For instance, beta-agonists increase
inotropism, but also HR. In addition, these effects are dose-dependent and
several doses are available: low, moderate, high. This is useful for combined
treatments (e.g., Beta-agonists + vasodilators) and also for exploratory treat-
ment (e.g., careful volume expansion).

Some target effects are shown on Table 1. The effects of medical treat-
ment are simulated by modifying the corresponding target variables on the
pathophysiological model obtained from the first simulation and running the
qualitative simulation again until a new steady-state is obtained, which corre-
sponds to the effects of the therapy in that context. Multiple therapies (e.g.,
beta-agonists with vasodilators) can be selected. The effects of therapeutics
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Fig. 9. Changes in the graphical interface before and after application of therapeu-
tics (from left to right) seen through different viewpoints of the user

Table 1. Target parameters of some common treatments

treatment target parameter

IV Fluids blood volume
B−agonist inotropism HR (heart rate)
vasolidator SVR (↓)
norepinephrine SVR (↑)

are simulated in a similar fashion in the graphics (Fig. 9). From the steady-
state obtained by simulating cardiogenic shock above, the system is run again
after taking into account the modifications introduced by the therapeutic
course selected.

They restore inotropism, ejection, and a MAP closer to normal but still
low. HR remains high in the acute context and due to the side effect of the drug
itself. End-diastolic pressure and PCap decrease. Arterial vasodilators, used
alone, improve ejection by decreasing the afterload. The effect of a variation
of afterload is greater on a failing heart (when the right treatment is not
introduced).

This increases CO but because SVR are decreased, it fails to restore MAP.
Finally, isolated fluid expansion initially increases ventricular venous return,
but due to a low SV, only contributes to a dangerous elevation of filling
pressures and PCap, while CO remains low. This triggers various clinical signs
in the patient, such as changes in respiratory rate (onset of pulmonary edema)
and under certain circumstances, distension of the jugular veins (Fig. 10).
Also in some cases, because this is likely to trigger pulmonary oedema, the
breathing animations will be modified to follow a pattern of faster, superficial
breathing, reflecting the dyspnoea accompanying pulmonary oedema.
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Fig. 10. A visible extended jugular vein situation in a close up of the patient’s neck

5 Graphics and Animations: The Interface

The graphic presentation of the interface aims at recreating a realistic envi-
ronment, which is displayed in a first-person view to the user for maximum
involvement.

The system supports different forms of user interaction. The user is allowed
to navigate in the virtual environment to observe the patient from various
angles (this might be required to observe breathing patterns for instance):
It also forces the trainee to actively observe symptoms without having to
exaggerate these.

The interface constantly displays vital parameters (HR and MAP) through
the usual monitoring devices. Additional investigations can be carried out
by instructing nurses: for instance, the user can ask for a reading of PCap,
or enquire about patient’s diuresis (another parameter whose value qualifies
the shock state). The same mechanism applies for selecting a drug therapy.
All instructions to the nurses can be issued via an interface menu or, more
realistically, by using a speech recognition system.

5.1 Mapping Simulation Parameters into Animations

As the qualitative simulation system corresponds to the virtual patient’s phys-
iology, this facilitates a natural mapping between the simulation’s results
and the patient’s appearance. This mapping also applied to the effect of
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therapeutic drugs, which can be translated directly in terms of the physio-
logical parameters targeted by these drugs (for instance, inotropism or SVR.

The system uses Unreal’s dynamic textures to create a realistic appear-
ance: these textures have been edited from real photographs obtained from
medical teaching material. For instance, when a shock state appears, the tex-
ture will be shifted to pale, sweaty skin for the face. The face texture is under
control of MAP mainly, while limb textures are selected using the MAP and
SVR parameters.

It is also possible to trigger animations (or modify the “idle animations”
of the virtual human) as a function of the overall gravity of the patient’s
condition (for instance, using the actual level of MAP to qualify the seriousness
of the shock state). For associated symptoms, such as dyspnea associated with
pulmonary edema, a specific animation can be triggered whenever PCap goes
beyond a given threshold, showing the modified breathing pattern. Figure 11
shows various patients’ appearances: right-hand side, normal appearance, left-
hand side, extremities cyanosis.

The main idea behind virtual patients is that their appearance and be-
havior should be determined by the pathophysiological models simulating the
course of disease. The trainee will have to actively observe the patient to
observe clinical signs, which can be used for diagnosis as well as assessing
the gravity of the situation. Visually accessible signs can be decomposed into
functional signs and inspection signs [3].

Functional signs are related to the patients’ behavior and can be simulated
using appropriate animations (e.g., for shortness of breath). Patient behavior
comprises functional signs such as the level of consciousness and spontaneous
movements, pain, and breathing patterns, etc (Fig. 12). Mapping the results of

Fig. 11. Patient’s appearance in pathological (extremities cyanosis) and normal
state (right)
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Fig. 12. Functional and inspection signs mapped onto the virtual Patient

the cardiac simulation to these signs involves simple inference from parameter
values to the patient reaction.

For instance, as CO decreases so does cerebral perfusion: low CO values can
thus be mapped to patient consciousness in the form of changing animations.

Very high ventricular filling pressures result in elevated PCap, which can
trigger cardiac edema, manifesting itself in the patient through altered breath-
ing animation patterns.

Inspection signs are symptoms directly visible on the patients, such as
sweat, edema, cyanosis, pallor, rashes, etc (Fig. 12). These can be simu-
lated using various forms of dynamic textures (supported by the UnrealTM

visualization engine) on the basis of the patient’s state as obtained by the
pathophysiological simulation. Skin tones depend on peripheral perfusion.
Hence, vasodilation (decreased SVR) is accompanied by redness, while vaso-
constriction results in intense pallor. The value of the SVR parameter is
thus mapped to dynamic textures shifting between various skin appearances
(Fig. 12). Additional skin tones are implemented using commercial image
processing packages in order to help the diagnosis of certain shock syndromes
when they occur (rashes, purpura).

In addition, in the case of Emergency Medicine and Critical Care, monitor-
ing devices shown in the above figure visualize in real-time vital physiological
parameters, such as HR and MAP. The simulation will give direct access to
these parameters by mapping the simulation’s variables to preset range values
for HR and MAP. Other elements of visualization include EKG curves and
blood pressure curves.

Functional signs are thus essentially related to patient animations, such as:

– Head nodding in expression of pain or discomfort
– Hands moving in expression of discomfort
– Antalgic positions (e.g., abdominal pain)
– Spontaneous movements and changes in position
– Breathing rhythm and amplitude
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Fig. 13. Clinical signs as part of the overall atmosphere, needed to be discovered
by the trainee (a) pallor, (b) a skin rash situation, (c) warm shock, (d) normal
state

Perhaps the most significant aspect of visualization, as far as diagnosis
is concerned, is that of physical signs. The physical signs of shock are well
described, and even though many of them are not specific they are important
in this context to assess the overall gravity. Several examples of clinical signs
are represented on Fig. 13 with the patient in the ER room.

5.2 Emotional Aspects of the Interface

A realistic simulation should render the atmosphere and tension created by
the critical nature of the situation. There are several factors that contribute
to emotional communication in such a situated context.

The first one is the overall visual realism of the environment as we already
have emphasized [27], including its complexity, appearance, lightning, multiple
actions and disturbances, background sounds and noises. This recreates the
original atmosphere and, unlike some traditional training systems, sometimes
requires active exploration of the environment from the trainee to acquire in-
formation (for instance, a monitor may not be visible from a given perspective,
or a nurse would stand in front of it).

The character’s appearance is the second element and the most direct
manifestation of the gravity of the situation. In addition to the clinical signs
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of gravity (e.g., cyanosis or dyspnea, described above), we have implemented
behavioral scripts governing spontaneous movements and reactivity (indicat-
ing e.g., loss of consciousness, pain, etc.). The latter elements are loosely
connected with diagnosis, but play an important role in creating emotional
tension and the sense of a grave situation.

The third one is constituted by the additional characters, in this case the
nurses. They can be used to give nonverbal feedback on the situation and
on the user’s decisions, or lack of decisions. This can take place as nonverbal
behavior, but is mostly reflected through situated behavior, i.e., the manner
in which the nurses will react to the user or carry out their activities. This
is implemented by using parameterized models of such activities, tuned in
real-time to the gravity of the overall situation. This also follows recent work
showing how virtual characters’ attitudes could convey emotional content [28].

5.3 Visualization Requirements for the Virtual Patient

Producing a believable virtual patient as presented above requires that
relevant symptomatology be reproduced by the system. Various levels of
symptoms are commonly distinguished in clinical practice: functional signs,
inspection signs, and clinical signs. We already discussed the functional signs
as patients’ behavior and inspection signs as symptoms. The trainee will have
to actively visually observe the patient to distinguish such signs, which can
be used for diagnosis as well as assessing the gravity of the situation. Clinical
signs are accessible through physical examination only, such as auscultation,
palpation of the liver, etc. They would have to be implemented mainly as
animations producing an audible or visible result (as there is no haptic feed-
back): trainee’s attention might as well be focused on information provided
by monitoring devices or nurses’ actions.

In the case of Emergency Medicine and Critical Care, monitoring devices
visualize in real-time vital physiological parameters, such as HR and MAP.
Physiological parameters that can be classified in three categories:

– Those accessible to clinical measurement. The simulation will give direct
access to these parameters by mapping the simulation’s variables to preset
range values for HR and MAP. Other elements of visualization include
EKG curves and pressure curves.

– Those accessible to specific exploration, such as CO or SVR. Such diag-
nostic procedures (e.g., Swan Ganz catheterization) have to be specifically
requested by the trainee and as a result a corresponding animation can
be played finally producing the relevant values on a monitor.

– Internal parameters obtained from research in physiology (in laboratory
conditions on animal models) but not accessible in routine clinical prac-
tice (e.g., ventricular relaxation). The latter cannot be visualized during
simulations but can take part in an explanatory process (which rather
constitutes a virtual “postmortem” as we already mentioned, but very
important in the context of training applications).
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6 Integrated Example

Our main goal was that the results provided by the system in terms of the main
physiological parameters (MAP, HR, CO, SV, EDV, EDP, etc.) are consistent
with the traditional description of these syndromes in the literature, though
they are all generated through a complex cycle of simulation.

The actual prototype of the system, integrating all the above features, has
been fully implemented. In this section, we describe into more detail a run-
ning example from the system, which shows the level of integration achieved
between the graphics and the qualitative simulation.

The short-term adaptation to an increase in afterload, to the increase of
intrathoracic pressure due to artificial ventilation, acute tachycardia, atrial
fibrillation, etc can be observed. These have provided additional validation
for the model and can be used to generate more training cases, alone or in
combination with acute heart failure.

6.1 Initial Conditions and Simulation

This example is a simulation of cardiogenic shock. This condition can be sim-
ulated by primitively decreasing the value of the inotropism parameter, which
represents cardiac contractility (and hence cardiac function). The primitive
decrease in inotropism starts a cascade of events that is accurately reflected
in the simulation of the various physiological processes. Namely, the decrease
in inotropism alters SV, and in turn CO and MAP.

Compensatory mechanisms, such as baroreceptors, are triggered, but fail to
compensate for the fall in blood pressure. By primitively decreasing the value
of the inotropism parameter, we affect the intensity of cardiac contraction.
The first process activated is the ejection process (as the site of the inotropism
parameter). The main output variable for this process is the SV. The primitive
decrease in inotropism causes a decrease in SV of the same order of magnitude.
As a consequence, the ESV increases (ESV is updated by a process computing
the “mechanical” aspects of the ventricle). The next active process consists
in the arterial system, where values of CO and MAP, are computed using the
classical equations. In addition, the baroreceptor process reacts to a fall of
MAP, triggering an immediate increase in HR, SVR, and venous tone (VT).
After the arterial system, the venous system macroprocess is triggered, which
contains several processes computing venous return.

The most important influence here is that increased VT (in response
to the activation of baroreceptors) increases ventricular venous return. The
last process of the cycle is ventricular filling. This one is simplified in our
model, which is mostly a left ventricle model, where the role of the right
ventricle is part of a coarser model (not modeling specifically right ventricle
contraction and pulmonary circulation). Here, ventricular filling is moderately
increased by increased venous return due to increased VT: I+(VT, preload).
More importantly, this process integrates the variations in ventricular volume.
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The (previous) increase in ESV added to the slight increase in venous return
causes the EDV to increase.

This example is an important illustration of the integration of effects
throughout the cardiac cycle, which enables the integration of multiple
dependencies as well as taking into account some dynamic aspects. The sec-
ond cycle of simulation activates again the ejection process under the new
conditions that result from short-term adaptive mechanisms, in particular the
variation in preload. However, the increase in preload fails in improving the
SV significantly as the influence I+(preload, SV) depends on the levels of in-
otropism, which is primitively decreased. Hence the qualitative value of SV
remains low. Then the arterial system process is triggered again, and the cal-
culations take into account the updated HR and SVR values (as modified by
the compensatory mechanisms). The increase in SVR fails to restore MAP for
severe alterations of inotropism, just like the increase in HR fails to restore CO.

The system reaches a new equilibrium with a significant drop in MAP and
high cardiac frequency. The set of physiological parameters can be mapped
onto the patient representation and the monitoring devices: the patient is pale
and sweating (low perfusion, vasoconstriction, and sympathic response), his
consciousness is modified and the monitoring devices show a low MAP and
high HR.

However the full set of physiological parameters is not always visible to
the trainee, to reflect the difference between the physiological parameters that
have a clinical translation, and those which can be measured by extra inves-
tigations (such as PCap or CO) and those inaccessible to examination, and
that is part of a pathophysiological ‘a posteriori’ explanation.

The system finally maps those physiological parameters that have a clinical
translation to the virtual patient’s appearance. Again, for example, peripheral
vasoconstriction will result in pallor and cold extremities, etc., while a pro-
longed or severe shock state could also result in cyanosis. Depending on the
severity of global cardiac dysfunction and the corresponding central venous
pressure, jugular veins might become enlarged in the patient.

This state can be difficult to distinguish from other causes of shock on
observation alone, which is precisely the purpose of such a training system.
Figure 14 shows the specific patient appearance for cardiogenic shock in the
current 3D interface and after the right treatment. This is further discussed
in Sect. 6.2.

6.2 Choice of Therapeutics and Further Simulation

Once the simulation has reached a steady-state, one of the nurses will prompt
the trainee to order a treatment. The system is actually developed as a realistic
simulation, in which the user has to directly treat the patient and observe the
consequences (Fig. 14), rather than a traditional instructional system in which
she/he would first be asked for a diagnosis. The user has a choice between
eight major (medical) therapeutics, some of which can be given in association.
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Fig. 14. From left to right: Cardiogenic shock and its final treated situation

A dosage can also be associated to the therapeutic course chosen; for instance,
fluid expansion can be conservative or more aggressive, or beta agonists (such
as dobutamine) can be given in various dosages.

As we have seen, the effects of therapeutic drugs are simulated by altering
the physiological parameters that are targets for the drugs actions: for in-
stance, beta-agonists will increase inotropism (with a side effect of increasing
HR as well) and fluid expansion directly increases blood volume. This mecha-
nism is similar to the one for generating the clinical syndrome, and is realistic
from a physiological standpoint.

In the above cardiac shock example (Fig. 14), we have selected two
courses of action depending on whether the user chooses a correct or a wrong
treatment.

Faced with primitive cardiac failure (whatever its aetiology) the appropri-
ate pharmacological treatment at the acute phase consists in administering
beta-agonists, which restore inotropism. The qualitative simulation module,
starting from the current status (and corresponding values of physiological
parameters) simulates another set of cardiac cycles with an increased value
for inotropism. This will restore the cardiac contraction process, raising CO,
and restoring MAP (a variable for the arterial system process) to a still low,
but less life-threatening value. As part of its side effects, the drug maintains
an increased HR. In turn, patient appearance is also modified to reflect the
improvement.

If failure of the cardiac pump is the main cause of shock, increasing blood
volume by fluid expansion will not restore arterial pressure; even worse, it
would cause a fluid overload leading to a life-threatening pulmonary edema.
When the PCap raises below a certain threshold this tends to cause pul-
monary edema (i.e., lungs alveoli are filled with water, preventing normal
pulmonary function). In the absence of an accurate modeling of the respiratory



Medical Education Interfaces Through Virtual Patients 281

system, the patient’s breathing pattern is directly altered when PCap raises
above a threshold, and corresponding animations are triggered. Needless to
say, breathing rhythm is a powerful indicator in the creation of an emotional
tension, though this has not been much explored in nonverbal behavior.

The choice of wrong therapeutics course together with possible aggravation
of the patient status will also induce adverse behavior from the nurse. The
red, yellow, and blue circulated parts in the graphics show the zones where
the trainee can look for signs on the VP, in spite of all the above discussed
issues.

So in Fig. 15, according to the ordered numbers of the shots, a full scenario
of the simulation is given (detection of the shock status and its treatment until

Fig. 15. A series of captured shots from different moments during the simulated
scenario
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the patient comes to a stable state). After entering the virtual environment
(1) presented by the game level, the trainee tries to assess the situation. By
reading the monitors (2) the trainee tries to better understand the case he is
dealing with. Also by approaching nurses (3, 4) he/she tries to gain some more
information if necessary. Then by observing the virtual patient (5, 6) different
signs can confirm the hypothesis and clarify the situation. Extra information
is introduced by facing and asking the nurses, which according to the case,
have their bits and pieces of information to be presented (7–9).

The trainee can assess in spite of the detailed information/situation as
well as the overall look of the room and before making his decision of treat-
ment (10). Then once a decision is made and a treatment is administered the
trainee can see the progress of its treatment (given the fact that it was the
right treatment). The situation of the virtual patient can be accessed (11, 12)
through the signs and the reading on the monitors. This constitutes the end of
a successful simulation. In the case of an unsuccessful treatment the changes
that take place show the deterioration of the patient and if no proper actions
are taken in the course of time, an eventual death of the patient will happen.

7 Toward full Virtual Patients: Development
and Integration Strategy

The key idea in developing a complete virtual patient is to be able to inte-
grate various physiological subsystems that could support the modeling of a
wide range of pathological situations. The main challenge is that these subsys-
tems differ greatly both in their nature and their level of description. From a
knowledge representation perspective, classical physiological models appear-
ing in the literature in medical textbooks [23] differ widely in their use of
concepts, states, and the nature of the causal links that relate them.

Our strategy for the development of a virtual patient consists in using a
central physiological model around which to experiment with the integration
of more subsystems (Fig. 16). This central model, originally developed for the
simulation of shock states, describes circulatory physiology, with an emphasis
on left ventricular physiology and short-term regulation of arterial pressure.
Model integration takes place at the level of key variables in the central model,
such as blood volume, inotropism, SVR, etc.

In order to devise a principled integration method, we have classified the
subsystems to be integrated into the following categories:

Connected pathophysiological models. These represent global evolution of the
cardiovascular system in certain pathologies in addition to the simulation
produced by the qualitative model. One example is the peripheral model of
shock states. This model is essentially a pathophysiological model whose nodes
correspond to states and links between states represent a causal as well as
temporal relation. The rationale for using a model here directly representing
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Fig. 16. Integration of different subsystems into the virtual patient model

pathological states, rather than deriving these from first principles, is that it
enables work to be at a higher level of description (without having to model
microcirculation and tissues metabolism).
External pathophysiological models. These describe the evolution of a disease
in an organ system which is not part of the circulatory system but can affect
it under pathological circumstances. One example consists in modeling events
associated with acute pancreatitis, and its associated shock state (which is
interfaced at the level of blood volume and inotropism).
Connected subsystems. This is for instance the case of the coronary circula-
tion, which can be modeled through a causal network involving concepts such
as oxygen consumption, cardiac wall tension, etc. It can be interfaced to the
cardiac system at the level of inotropism, HR, etc. Other examples include
Starling’s law of filtration (determining the occurrence of edemas, etc.).
Additional organ systems. These represent all remaining physiological sys-
tems in their interconnection with the circulatory system. Examples are the
respiratory system (very simply introduced at this stage) and the renal sys-
tem in its long-term control of arterial pressure (this mainly related to an
after treatment of the shock states). They can be interconnected at various
levels with both the core models and the other subsystems as described above.
Escaffre [29] used de Kleer’s [30] confluence theory to implement a qualitative
simulation of the long-term regulation of blood pressure, hence more centered
on the renal system.
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Figure 16, gives an in-depth view of the above integration scheme. The
top influences block shows the effects, mainly observed at the extremities of
the Virtual Patient. The decreased CO has influences on both ways, which
through feedback loops are returning the effect in decreasing the CO more.
The first way involved goes through tissue ischemia processes and further into
cardiac depression, while the other way engages venous pooling which results
in a decreased venous return. These two factors influence the decrease of the
CO in a regressive process until the shock state is reached. This manifests
itself on cold and discolored (not normal lively pink color) extremities, like
feet and/or hands.

The second block on the left in Fig. 16. shows the pump function of the
heart which we have discussed earlier. Then there is the lowest block in the
left side of the figure, which is related to the heart functions as well (thought
invisible to the trainee). HR and inotropism have influences over oxygen con-
sumption (MVO2). The connection that exists between the oxygen consump-
tion and Ischemia is inter-related. To this relation is added also the one-way
influence of the wall tension (the building wall of the capillars) to the capil-
lary flow. These additional relations in the existing model definitely bring the
accuracy of the simulation in a higher level.

These additional models are seamlessly integrated around the cardiovas-
cular model without the need to change the graphical interface. Of course,
in order for the trainee to be aware of these other subsystems, additional
parameters in the input/output menu are introduced (for some of them it is
not necessary, that we define them as interactive parameters, i.e., the trainee
cannot change or affect their values, while they can be visible, if appropriate).
This definitely completes the scene of a realistic application and furthermore,
brings an interesting interface for educational purposes.

8 Conclusions and Discussions

We have described the development of a virtual patient for clinical medicine,
which could constitute an ideal interface for many knowledge-based systems
in medicine. The need to generate clinical situations from first principles,
which justify the development of physiological models, also provides more
realistic physiological models that naturally interface with the appearance
and behavior of virtual humans. In this context, the development of a virtual
patient can be seen as an integration of a visual model and a physiological
model, which is also a realistic model of the “internal behavior” of the patient.

As a result in this simulator (Fig. 17), a higher level of integration can
be achieved with this approach than in systems in which the virtual human
is mainly an interface to traditional knowledge-based systems. Future devel-
opment includes expanding this system for other stages of cardiac disease
treatment (or physiological systems involved) and a better integration of the
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Fig. 17. Actual use of the simulator from medical students

networking possibilities that are offered on this framework in order for this to
become a fully collaborative environment.

Our development strategy consists in integrating more physiological sub-
systems around a core model of the cardiovascular system, which has been
implemented and evaluated for the correctness of its simulation results (com-
paring these with standard literature descriptions of the main shock syn-
dromes). However, the difficulties in adding more subsystems vary greatly
according to their nature. Local subsystems (e.g., coronary circulation) are
easily integrated into the central model, while complex systems working on a
different timescale (e.g., long-term regulation of arterial pressure through the
renal system) require modifications to the simulation process, enabling it to
integrate various timescales. Our long-term goal is to be able to carry out sim-
ulations with multiple integrated and complex subsystems, e.g., circulatory,
respiratory, and renal systems, on a more sophisticated scale.

When it was introduced to the medical students of Gifu University, the
application drew a lot of attention, this related to the fact that very few
students were familiar with the ER room (for various reasons). The lack of
experience in this kind of environment promoted their interest in seeing how
things take place inside the ER room.

We conducted a formal qualitative evaluation with students who already
had knowledge of the cardiovascular system and knew the cardiac physi-
ology involved. From the output of this questionnaire different conclusions
were drawn and this served as very good feedback for the respective teachers
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at Gifu University Medical School. Different methods of medical education
have been considered by the Medical School in the past; however, our ap-
plication brought a totally different way of learning while employing some
of the best technologies available, which definitely were superior. In using a
VR-based application for educational purposes there are different challenges
mainly related to the use of the VR systems. However we will not discuss these
issues here as most of the participants in this trial were able to successfully
pass this phase and focus on the simulation. Getting them naturalized to a
3D game-based application probably might be the scope of another research.

The student reaction to this system introduction was measured and doc-
umented. This evaluation was more qualitative rather than quantitative for
the sole purpose of having first a rough estimation on the efficiency, which
was approved by the teachers of the medical school.

We considered the recall rates (on certain essential knowledge related
to the training) for a subject through different learning methods. The con-
ventional method of learning is textbooks. There are two different learning
methods concerning the latest method. First through notes that students
take during their lectures, this consisting mainly of text only, and secondly
through books, where a combination of text and pictures are used (this also
included visiting the ER room, when it is not in use).

These two conventional methods were compared with the proposed VR
training simulator in order to we compare the efficiency of knowledge absorbed
on the medical students side.

In Fig. 18. the horizontal axis shows the experimental method applied,
while the results are grouped in three groups, with the vertical axes being the
recall rate (%).The groups “Assimilated using text,” “Assimilated using text
and figures,” and “Assimilated through VR application” are displayed from
left to right (differently labeled in the picture). Also there are three recall
rates ordered from left to right as “Soon after,” “3 days later,” and “6 days
later”. For the participants the training tool was obviously more effective in
the general recall tests. We have shown the result for one subject random in
Fig. 18 and then an averaged result for all the participating subjects (some 8
students) in Fig. 19. It might happen that the results differ in a wide range;
nevertheless they confirm our hypothesis in the efficiency of the proposed
system.

We also thought to run the recall rate test for specific details during the
emergency situations in a cardiac emergency. Since the application allows
modifications in order to emphasize certain situational details, the perfor-
mance of this method when compared with the recall rates of different detail
of other methods can be evaluated as well.

On the other hand, we can also represent the forgetting rates for
the introduced concepts of the specific context in the medical knowledge
field. By this criterion, also it is concluded that the method was offering
a harder-to-forget methodology and knowledge when compared to others.
Therefore more effectiveness during studying was offered.
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Fig. 18. The results for a random subject

As inferred from Fig. 19 a sophisticated methodology needs to be used in
order that the long-term memory on the trained students is more solid. In the
short-term it is obvious that the proposed training tool is very effective when
compared to other methods.

Following these experimental outputs, it was clear that the proposed sys-
tem can improve the recall rate of learning and recalling of concepts/proce-
dures when compared to the conventional learning methods, not only on the
day the subject was introduced to the knowledge but also in the longer term.
Of course this process has room for improvement, not only in the learning
strategies, but also in the details employed for this purpose.

It turned out that to have a successful experience for our system’s users,
different practical issues (related to educational ethics) should be considered
and this served as good feedback on our side.

We demonstrated that the proposed approach supports the interactive,
first-person training in the medical field (diagnostics and treatment) using
VR techniques. The result of this research may have the potential for major
developments for shaping the education of medical students. For example,
it could be used as a commercial training tool for the graduating students
of medical school. It could not only be used for the training simulation of
medical students, residents, and health providers, but also it could serve as a
start for simulation of advanced distributive learning, while being used as a
test bed for further research and validation purposes.
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Fig. 19. The result for the average of all the subjects
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