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I. Studies in England and Move to Israel: 
Amniocentesis and Prenatal Diagnosis 

on Amniotic Fluid Cells 

I was born in Leipzig, Germany in 1924 and in 1933 was fortunately 
taken by my parents to England where I grew up. Some years after my 
schooling I decided to go to Israel. My original intention was to help 
found a kibbutz and to prepare myself for this I worked in England as a 
farm laborer, mainly milking cows, and went on to obtain a degree in 
agriculture and agricultural botany at the University of Wales in Bangor, 
North Wales. I then obtained a Ph.D. in plant genetics, mainly cy- 
togenetics, at Cambridge University (Sachs, 1952a, 1953a,b; Bell 
and Sachs, 1953) and decided to change to work on cytogenetics and 
development in mammals including humans (Sachs, 1952b, 1953c,d,e, 
1954a). I was able to do this in the very stimulating atmosphere of the 
John Innes Institute in England whose director at that time was Dr. Cyril 

1 
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2 LEO SACHS 

Darlington, one of the early pioneers of plant cytogenetics, who gave me 
an appointment as a research scientist to work on mammalian chromo- 
somes. One year after obtaining my Ph.D. I went to Israel and joined a 
“scientific kibbutz” in Rehovot. 

When I arrived at the Weizmann Institute in Rehovot toward the end 
of 1952 biology was just beginning there. Since I had obtained a Ph.D. in 
plant genetics and spent a year at the John Innes Institute in England, 
working on mammalian chromosomes, I was labeled a geneticist. I was 
given a position to initiate research on genetics and development by Dr. 
Isaac Berenblum who had arrived 2 years earlier to establish a Depart- 
ment of Experimental Biology. The building for the department was not 
yet ready, so I was given a bench and a microscope in the Polymer 
Research Department. Because I had no other equipment I had to find 
something that could be done within these limitations. Since I had 
worked on mammalian, including human, sex chromosomes (Sachs 
1953c, 1954b), I decided to determine whether the spot of condensed 
chromatin in the nucleus, called a chromocenter, that can be used to 
diagnose sex in nondividing adult human somatic cells (reviewed in 
Moore and Barr, 1954) was expressed during different stages of human 
fetal development so that it would be possible to make a prenatal diag- 
nosis of sex. My question was whether cells in the amniotic fluid were 
sufficiently well preserved to be used for prenatal diagnosis of sex and 
for a general prenatal diagnosis of human diseases. Human amniotic 
fluid cells from fetuses of different ages were collected by amniocentesis. 
The results showed that there were well-preserved fetal cells in the am- 
niotic fluid which could be used for prenatal diagnosis of sex (Serr et al., 
1955; Sachs et al., 1956a,b; Sachs and Danon, 1956) and also of blood 
group antigens of the fetus (Sachs et al., 1956~). As was suggested at the 
time (Sachs and Danon, 1956) this method can be applied to prenatal 
diagnosis of other genetic properties of the fetus. These studies using 
amniotic fluid cells collected by amniocentesis provided the first method 
that could be used for prenatal diagnosis of human diseases. This nieth- 
od is now widely used for prenatal diagnosis in  pregnant women. My 
research in human genetics also included a study on fingerprint patterns 
in Jewish populations in Israel (Sachs and Bat-Miriam, 1957). 

When the building for the Department of Experimental Biology was 
finally ready Dr. Berenblum, who encouraged me to go ahead and find 
my own way, also ensured that a supply of mice would be provided so 
that I could expand my activities. I first carried out some experiments 
on the chromosomes (Sachs and Gallily, 1955, 1956a,b) and immunologi- 
cal properties (Sachs and Gallily, 1956b; Feldman and Sachs, 1958; Sachs 
and Feldman, 1958) of tumors with different degrees of transplan- 
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tability. Since my main interest was the control of normal and abnormal' 
development, I then decided to embark on some different adventures in 
this area. I realized that one question leads to another and that it would 
be advisable to choose a broad approach. I therefore decided to try and 
develop some new experimental systems that could be used to study the 
controls that regulate normal and abnormal development. 

It. Hematopoiesis and Leukemia 

It became clear to me that in order to analyze the development of 
normal and tumor cells it was necessary to develop cell culture systems in 
which cells could be cloned and made to develop to different cell lin- 
eages. For this I decided to use hematopoietic cells that give rise to blood 
cells of different lineages throughout the life of the individual. Mouse 
leukemias from different cell lineages induced by viruses and other 
agents could also be obtained, so it became possible to study in nitro the 
development in clones of normal and leukemic hematopoietic cells. I 
could also study the effects of infection of normal cells with leukemia 
viruses. The first viruses I used were the Moloney and Rauscher viruses. 
Since neither the normal hematopoietic nor the leukemic cells survived 
in the standard cell culture medium, I used feeder layers of different 
types of mouse cells as possible sources of factors that the hematopoietic 
cells may require and this worked both for the leukemic (Ginsburg and 
Sachs, 1961a,b, 1962) and the normal hematopoietic cells (Ginsburg and 
Sachs, 1963; Sachs, 1964; Pluznik and Sachs, 1965). My analysis of the 
molecular control of heniatopoiesis therefore began with the develop- 
ment of a cell culture system for the cloning and clonal differentiation of 
different types of normal hematopoietic cells (Ginsburg and Sachs, 
1963). This cell culture system made it possible to discover a family of 
cytokines that regulate cell viability, multiplication, and differentiation 
of different hematopoietic cell lineages, to analyze the origin of some 
hematological diseases, and to identify ways of treating these diseases 
with normal cytokines. I will mainly discuss cells of the myeloid cell 
lineages which have been used as a model system. 

A. I N  Vrrm CLONAL DEVELOPMENT OF NORMAL 
HEMATOPOIETIC CELLS 

In the cell culture system that was developed, normal cells from 
blood-forming tissues from mice were first cultured with feeder layers of 
other cell types such as normal embryo fibroblasts. These other cell types 
were chosen as possible candidates for cells that produce the regulatory 
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FIG. 1. Cell culture system for cloning and clonal differentiation of normal herna- 
topoietic cells. (A) Culture of mouse mast cells that have multiplied and differentiated on a 
feeder layer of mouse embryo cells (Ginsburg and Sachs, 1963) (B-D) Clones of macro- 
phages and granulocytes in cultures of normal hematopoietic cell precursors incubated 
with the appropriate inducer in semisolid medium containing agar. ( U )  Petri dish with 
clones (Pluznik and Sachs, 1965), (C) granulocyte clone, and (D) macrophage clone (Ichi- 
kawa et al., 1966). 

molecules required for the cloning and differentiation of different he- 
matopoietic cell lineages. The first such system, published in 1963 (Gins- 
burg and Sachs, 1963; Sachs, 1964), using cells cultured in liquid medi- 
um (Fig. 1 ,  Table l ) ,  showed that by this procedure it was possible to 
obtain clones containing mast cells or granulocytes in various stages of 
differentiation. The cultures also showed differentiation to macro- 
phages. To formulate my basic idea I wrote as the concluding sentence 
of this 1963 paper “The described cultures thus seem to offer a useful 
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TABLE I 

DIFFERENTIATION OF NORMAL HEMATOPOIETIC CELLS AND THE USE 
ESTABLISHMEN.1~ OF T H E  CELL CULrURE SYSTEM FOR CLONING A N D  <:LONAL 

OF THESE C U L I U R E S  TO DISCOVER ~~OLO"C>NY-%I'lMIJLA~lNG FACTORS 
~~~ ~ ~~ 

Cloning and differentiation in liquid medium (Ginsburg and Sachs, 1963) 

Cloning and differentiation in agar (Pluznik and Sachs, 1965; Ichikawa et nl., 1966; 
Bradley and Metcalf, 1966) 

Cloning and differentiation in methylcellulose (Ichikawa et al., 1966) 

Inducers for cloning and differentiation secreted by cells (Pluznik and Sachs, 1965) 

Inducers for cloning and differentiation in cell culture supernatants (Pluznik and Sachs, 
1966; Ichikawa et nl., 1966) 

system for a quantitative kinetic approach to hematopoietic cell forma- 
tion and for experimental studies on the mechanism and regulation of 
hematopoietic cell differentiation" (Ginsburg and Sachs, 1963). This 
1963 paper led to such an approach. 

The mast cell clones described above were obtained from cultures of 
thymus and the granulocyte clones from cultures of spleen. Infection of 
the thymus with Moloney virus and of the spleen with Rauscher virus 
increased the number of mast cells and granulocytes, respectively, indi- 
cating that this virus infection induced increased cell multiplication or 
survival (Ginsburg and Sachs, 1963). In vzvo experiments with the Rau- 
scher virus showed that the virus that infected nucleated erythroid cells 
could be assayed and cloned by a spleen colony-forming assay (Pluznik 
and Sachs, 1964). The culture system using feeder layers was then ap- 
plied to the cloning of different cell lineages in semisolid medium con- 
taining agar (Pluznik and Sachs, 1965) which made it simpler to dis- 
tinguish and isolate separate clones. This system in agar was then also 
used by Bradley and Metcalf (1966). Analysis of the first types of clones 
obtained in agar with these feeder layers showed clones containing mac- 
rophages, granuloyctes, or both macrophages and granulocytes in vari- 
ous stages of differentiation. The macrophage clones in agar contained 
many metachromatic granules giving them an apparent morphologi- 
cal resemblance to mast cells (Pluznik and Sachs, 1965; Ichikawa et al., 
1966; Bradley and Metcalf, 1966). However, these granules were not 
present when the cells were cloned in methylcellulose (Ichikawa et al., 
1966), and electron microscopy also demonstrated that these cells in 
agar were really macrophages that had phagocytosed agar (Lagunoff et 
al., 1966). The experiments also showed that hematopoietic cell colonies 
in vitro (Ginsburg and Sachs, 1963; Pluznik and Sachs, 1965; Ichikawa et 
al., 1966; Bradley and Metcalf, 1966) can originate from single cells 
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(Ginsburg and Sachs, 1963; Pluznik and Sachs, 1966; Paran and Sachs, 
1969) and are therefore clones. This assay in agar (Pluznik and Sachs, 
1965; Ichikawa et al., 1966; Bradley and Metcalf, 1966) or methylcellu- 
lose (Ichikawa et al., 1966)(Fig. 1, Table I) was then applied to cloning 
and clonal differentiation of normal human macrophages and granulo- 
cytes (Paran et al., 1970; Pike and Robinson, 1970) and to the cloning of 
all the other blood cell lineages including erythroid cells (Stephenson et 
al., 1971), B lymphocytes (Metcalf et al., 1975), and T lymphocytes (Ge- 
rassi and Sachs, 1976). Embryo cell feeder layers were also found useful 
for the study of lymphocyte differentiation in a homograft response 
(Ginsburg and Sachs, 1965). My research on the development of cells in 
culture also included the in vitro establishment of a line of mouse mye- 
loma cells (reviewed in Melchers et al., 1978; Milstein, 1980); and studies 
on the formation of bone tissue from isolated bone cells (Binderman et 
al., 1974), the development of parthenogenetic embryos (Kaufman and 
Sachs, 1976), and the development of neuroblastoma cells (Simantov and 
Sachs, 1973, 1975). 

B. DISCOVERY OF COLONY-STIMULATING FACTORS 

When hematopoietic cells were cloned in a semisolid substrate, such 
as agar, another more solid agar layer was placed between cells of the 
feeder layer and the hematopoietic cells seeded for cloning. This showed 
us that the inducer(s) required for the formation of macrophage and 
granulocyte clones were secreted by the feeder layer cells and can dif- 
fuse through agar (Pluznik and Sachs, 1965). This finding led to the 
discovery (Table I) that the inducers required for the formation of mac- 
rophage and granulocyte clones are present in conditioned medium 
produced by the feeder cells (Pluznik and Sachs, 1966; Ichikawa et d., 
1966). These inducers were found in the conditioned medium from 
different types of normal and malignant cells (reviewed in Paran et al., 
1968; Sachs, 1970, 1974a). These media were then used to purify the 
inducers (Landau and Sachs, 1971; Burgess et al., 1977; Stanley and 
Heard, 1977; Lipton and Sachs, 1981; Ihle et al., 1982). A similar ap- 
proach was later used to identify the protein inducers for cloning of T 
lymphocytes (Mier and Gallo, 1980) and B lymphocytes (reviewed in 
Hirano et al., 1990). When cells were washed at various times after ini- 
tiating the induction of clones there was no further development of 
either macrophage or granulocyte clones unless the inducer was added 
again (Paran and Sachs, 1968). The development of clones with differen- 
tiated cells thus requires both an initial and a continued supply of in- 
ducer. 

In cells belonging to the myeloid cell lineages, four different proteins 
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that induce cell multiplication and can thus induce the formation of 
clones (colony-inducing proteins) have been identified (reviewed in 
Sachs, 1986, 1987a,b, 1990, 1992, 1993). The  same proteins have been 
given different names. After they were first discovered in cell culture 
supernatant fluids (Pluznik and Sachs, 1966; Ichikawa et al., 1966), the 
first inducer identified was called mushran pn from the Hebrew word 
meaning to send forth with the initials for granulocytes and macro- 
phages (Ichikawa et al., 1967). This and other colony-inducing proteins 
were then renamed with different names including macrophage arid 
granulocyte inducers (MGI) (Landau and Sachs, 1971) and MGI-type 1 
(MGI- 1). They are  now called colony-stimulating factors (CSF) (re- 
viewed in Metcalf, 1985; Sachs, 1987b), and one protein is called inter- 
leukin-3 (IL-3) (Ihle et al., 1982) (Table 11). Of these four CSFs, one 
(M-CSF), induces the development of clones with macrophages, another 
(G-CSF), clones with granulocytes, the third (GM-CSF), clones with gran- 
ulocytes, macrophages, o r  both macrophages and granulocytes, and the 
fourth (1L-3), clones with niacrophages, granulocytes, eosinophils, mast 
cells, erythroid cells, or  megakaryocytes (Fig. 2, Table 11). T h e  CSFs 
induce cell viability and cell multiplication (reviewed in Sachs, 1987b, 
1990, 1992, 1993; Lotem et al., 199la; Sachs and Lotem, 1993) and 
enhance the functional activity of mature cells (reviewed in Metcalf, 
1985). Cloning of genes from mice and humans for IL-3, GM-CSF, 
M-CSF, and G-CSF have shown that these proteins are coded by differ- 
ent genes (reviewed in Clark and Kamen, 1987). Since the discovery of 
these CSFs, other cytokines have been found, including various ILs and 
stem cell factor (Witte, 1990), some of which can synergize with different 
CSFs. 

It seemed unlikely that a CSF that induces cell multiplication is also a 
differentiation inducer whose action includes stopping cell multiplica- 
tion in mature cells. 1 therefore looked for a protein that acts as a my- 
eloid cell-differentiation inducer and does not have colony-stimulating 
activity. When we found this protein we called it macrophage and granu- 
locyte inducer-type 2 (MGI-2) (reviewed in Sachs, 1987a,b, 1990). We 
showed by studies on amino acid sequence and myeloid cell differentiation- 
inducing activity of recombinant protein that MGI-2 is interleukin 6 
(IL-6) (reviewed in Sachs, 1990) and there are presumably other normal 
hematopoietic cell-differentiation inducers. Studies on myeloid leuke- 
mic cells have identified other differentiation-inducing proteins called 
D-factor and differentiation-inducing factor (DIF) (reviewed in Sachs, 
1990). D-factor was identified as a protein that has also been called 
HILDA and LIF, and DIF was found to be a form of tunior necrosis 
factor (TNF). IL-6 can induce viability and differentiation of normal 
myeloid precursors, but LIF and TNF which induce differentiation in 
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FIG. 2. Myeloid hernatopoietic precursor cells can be induced to form colonies by four 
different colony-stimulating factors (CSFs). One (IL-3) induces the development of colo- 
nies in precursors that can develop into six cell types; the second (GM-CSF), the develop- 
ment of colonies in precursors that develop into two cell types; and the third (G-CSF) and 
fourth (M-CSF) in precursors that develop into one cell type. 

certain clones of myeloid leukemic cells do not induce viability or differ- 
entiation of normal myeloid cells (reviewed in Sachs, 1990) (Table 11). 
The existence of a multigene family of hematopoietic cytokines raised 
the question of whether these cytokines interact with each other. 

C. HEMATOPOIETIC CYTOKINE NETWORK 

We found that all four CSFs can induce the production of IL-6 which 
does not induce the formation of colonies but can induce myeloid pre- 
cursor cells to differentiate to macrophages, granulocytes, or mega- 
karyocytes (reviewed in Sachs, 1986, 1987a,b, 1990; Lotem et al., 1989). 
In a colony with differentiated cells, induction of a colony by the CSFs is 
thus followed by production of another cytokine, IL-6, which can induce 
differentiation of different cell lineages. This induction of a differentia- 
tion factor by a growth factor serves as an effective mechanism to couple 
growth and differentiation (Fig. 3). IL-6 may switch on other, so far 
unidentified, factors that are required to determine the specificity of the 



TABLE I1 
INDUCTION OF GROWTH A N D  DIFFERENTIATION OF NORMAL MYELOID PRECURSOR CELLS BY DIFFERENT HEMATOPOETIC CYTOKINES 

Location on chromosome 

Nomenclature Mouse Human 

Induction Induction of differentiation 

colonies- Direct Indirect6 
of 

MGI-1M = CSF-I = M-CSF 
MGI- 1 G = G-CSF 
MGI- 1 GM = GM-CSF 
IL-3 
MGI-2 = IL-6 
IL-I 
D-factor = HILDA = LIF 
DIF = T N F  

3 5 
11 17 
1 1  5 
1 1  5 
5 7 
2 2 

11 22 
17 6 

+ 
+ 
+ 
+ 
- 

+ (G,  M, Meg) 
CD 
CD 

Colonies with macrophages (M), granulocytes (C) ,  granulocytes and macrophages (G, M), granulocytes, macrophages, eosinophils, mast cells, megakaryocytes, or 

The four CSFs, including IL-3, and IL-I induce production of 11-6. CD. cell death. (References in Sachs. 1990.) 
erythroid cells (G ,  M, others), and megakaryocytes (Meg). 



10 LEO SACHS 

FIG. 3. The four CSFs can induce growth of normal myeloid precursor cells to form 
colonies. They also induce in these cells production of another cytokine, IL-6, that induces 
differentiation. The induction of a differentiation inducer by the CSFs provides a mecha- 
nism to couple the multiplication of normal precursor cells and their differentiation. 

final cell type. This and other experiments showed that the hematopoie- 
tic cytokines function in a network of interactions (Lotem and Sachs, 
1986, Lotem et nl., 1991b; reviewed in Sachs, 1990, 1991, 1993). This 
cytokine network is one of the concepts that has emerged from these 
studies on hematopoiesis. 

Production of specific cell types has to be induced when new cells are 
required and has to stop when sufficient cells have been produced. This 
requires an appropriate balance between inducers and inhibitors of de- 
velopment. The network of interactions between hematopoietic cyto- 
kines (Fig. 4) therefore also includes cytokines that can function as in- 
hibitors such as TNF. Another inhibitory cytokine, transforming 
growth-factor p l  (TGFPl), which is also part of this network, can selec- 
tively inhibit the activity of some CSFs and ILs. I t  can also inhibit the 
production of some of these cytokines (Lotem and Sachs, 1990). 

Parts of this network were found to function not only within the 
hematopoietic cell system but also in some nonhematopoietic cell types. 
For example, in endothelial cells that make blood vessels there is an 
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FIG. 4. The network of interactions between hematopoietic cytokines. 

induction of IL-6 when new blood vessels are being formed, angiogene- 
sis, and the production of IL-6 is switched off when angiogenesis has 
been completed (Motro et al., 1990). The transient expression of IL-6 in 
the endothelial cells indicates a role for IL-6 in angiogenesis in addition 
to its role in regulating the development of myeloid and lymphoid he- 
matopoietic cells. IL-6 can also induce the production of acute phase 
proteins in liver cells (Hirano et al., 1990). The pleiotropic effects of a 
cytokine such as IL-6 raise the question of whether these effects on 
different cell types are direct or are indirectly mediated by IL-6 switch- 
ing on production of other regulators that vary in the different cell 
types. Interpretation of experimental data on the effect of each cytokine 
therefore has to take into account that the regulator functions in a 
network of interactions, so as to avoid an incorrect assignment of a 
specific effect to a direct action of a particular cytokine. This network 
also has to be taken into account in the clinical use of these cytokines. 
What can be therapeutically useful may be due to the direct action of an 
injected cytokine or to an indirect effect due to other cytokines that are 
switched on in iiiuo. 

A network of interactions allows considerable flexibility depending on 
which part of the network is activated. It also allows a ready amplifica- 
tion of response to a particular stimulus such as bacterial lipopolysac- 
charide (reviewed in Sachs, 1990, 1991). We showed that this amplifica- 
tion can occur by autoregulation and by transregulation of genes for the 
hematopoietic cytokines (reviewed in Sachs, 1990). There is also a trans- 
regulation by these cytokines of receptors for other cytokines (Lotem 
and Sachs, 1986, 1989). In addition to the flexibility of this network both 
for the response to present-day infections and to different types of 
infections that may develop in the future, a network may also be neces- 
sary to stabilize the whole system. Hematopoietic cytokines induce dur- 
ing differentiation sustained levels of transcription factors that can 
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regulate and maintain gene expression in the differentiation program 
(Shabo et al., 1990). Interactions between the network of hematopoietic 
cytokines and transcription factors can thus ensure the production of 
specific cell types and stability of the differentiated state. The next ques- 
tions I asked were to what extent can be the cytokines that control 
normal hematopoiesis also control the behavior of leukemic cells and 
whether there are other compounds that may have effects similar to 
these cytokines. 

D. NORMAL CYTOKINES A N D  OTHER COMPOUNDS 
T H A T  CONTROL THE DEVELOPMENT OF LEUKEMIA 

The first question was can myeloid leukemic cells still be induced to 

differentiate to mature nondividing cells by cytokiries that induce differ- 
entiation in normal myeloid cells? This question has been answered by 
showing that there are myeloid leukemic cells (Paran el al., 1970; Fibach 
et al., 1972) that can be induced to differentiate to mature cells by a 
normal cytokine. The clones that can be induced to differentiate to 
mature macrophages or granulocytes through the normal sequence of 
gene expression by incubation with a normal myeloid differentiation- 
inducing cytokine (Fig. 5) are called D+ clones (D for differentiation) 
(Fibach el al., 1973). The mature cells, which can be formed from all the 
cells of a leukemic clone, then stop multiplying like normal mature cells 
(Fibach, et al., 1973; Fibach and Sachs, 1974, 1975; Lotem and Sachs, 
1977a) and are no longer malignant in vwo (Fibach and Sachs, 1975). In 
addition to D+ clones that can be induced to differentiate by IL-6 which 
can also be induced to partially differentiate with G-CSF, we found D+ 
clones from another myeloid leukemia that can be induced to differenti- 
ate with GM-CSF or IL-3 but not with IL-6 or G-CSF (Table 111) (re- 
viewed in Sachs, 1987a,b, 1990). In clones that respond to CSFs these 
inducers presumably induce production of an appropriate differentia- 
tion inducer. D+ leukemic cells that respond to IL-6 can also be induced 
to differentiate by IL-la and IL-lP (Table 111), and this is mediated by 
the endogenous production of IL-6 (reviewed in Sachs, 1990). 

Studies in viuo have shown that normal differentiation of D+ myeloid 
leukemic cells to mature nondividing cells can be induced not only in 
culture but also in uizm. These leukemias, therefore, grow progressively 
when there are too many leukemic cells for the amount of differentia- 
tion inducer in the body. We showed that the development of leukemia 
can be inhibited in mice with these D+ leukemic cells by increasing the 
amount of differentiation-inducing protein, either by injecting it or by 
injecting a compound that increases its production by cells in the body 
(Lotem and Sachs, 1978, 1981, 1984, 1988; reviewed in Sachs, 1987a,b, 



FIG. 5.  Differentiation of myeloid leukemic cells to nonmalignant mature macro- 
phages or granulocytes by normal myeloid differentiation-inducing protein IL-6. (A) Leu- 
kemic cell, (B) macrophage, (C) colony of cells with macrophages, (D-G) stages in differen- 
tiation to granulocytes (Fibach et al., 1972). 
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TABLE 111 
DIFFERENTIATION OF MYELOID LEUKEMIC CELLS B Y  DIFFERENI. HEMATOPOIETIC CYTOKINES 

Differentiation after culture with 
Myeloid 
leukemia IL-6 IL-I D-factor/LIF T N F  IL-3 GM-CSF G-CSF M-CSF 

~ ~~~~~~~ 

- c 
c 

- - - - M I-clone 1 1 + + 
M I-clone T22 + + + 
7-M12 
WEHI-SB 
HL-60 

- - - - 
- - + + - - - - 

- + 
* 

- - - - - - 

- - - - - - + 
N d e .  IL-I induces differentiation indirectly in clone 1 I .  It is suggested that the induction of differentiation in 

WEHI-SB by G-CSF, in clone 7-M12 by GM-CSF or 11.-3. in clone T22 by D-factorILIF, in HL-60  by TNF, and pal-tial 
differentiation by G-CSF in some clones may also be indirect. +, Induced to differentiate; -, not induced t o  diftcrentiate; 
2 ,  partial tlift'erentiation. (References in Sachs, 1990.) 

1990, 1993). Induction of differentiation in vivo, like in vitro, can occur 
directly or by an indirect mechanism that involves induction of the ap- 
propriate differentiation-inducing protein either by the same cells or by 
other cells in the body. After injection of myeloid leukemic cells into 
fetuses, D+ leukemic cells could participate in normal hematopoietic cell 
differentiation to mature granulocytes and macrophages in apparently 
healthy adult animals (Gootwine el al., 1982; Webb et al., 1984). 

Does differentiation revert leukemic cells to a normal diploid chro- 
niosome complement? The D+ myeloid leukemic cells have an abnormal 
chromosome composition (Fibach et al., 1973; Hayashi et al., 1974; 
Azuini and Sachs, 1977), and suppression of malignancy in these cells 
was not associated with chromosome changes. It was obtained by induc- 
tion of the normal sequence of cell differentiation by a normal myeloid 
regulatory protein but the differentiating leukemic cells did not regain a 
normal diploid chromosome complement. In this suppression, the stop- 
ping of cell multiplication by inducing differentiation to mature cells 
thus bypasses genetic changes that produced the malignant phenotype 
(Sachs, 1987c) such as changes in the requirement for a normal cytokine 
for viability and growth and a block in the ability of growth inducer to 
induce differentiation inducer. 

The study of different clones of myeloid leukemic cells has shown that 
in addition to D+ clones there are differentiation-defective clones 
(Paran et al., 1970; Fibach et al., 1973). These are called D- clones (Fi- 
bach et al., 1973). A variety of differentiation-defective clones have been 
used to genetically dissect the differentiation program (Fibach et al., 
1973; Lotem and Sachs, 1974, 1977b; Krystosek and Sachs, 1976; 
Vlodavsky et al., 1976; Liebermann and Sachs, 1977, 1978; Maeda and 
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FIG. 6. Classification of different clones of myeloid leukemic cells according to their abil- 
ity to he induced to differentiate by normal hematopoietic cytokines. Some differentiation- 
defective (D-)  clones can be induced by these cytokines to intermediate stages by differen- 
tiation, whereas other D- clones are not induced to differentiate by these cytokines even to 
an intermediate stage. 

Sachs, 1978; Simantov and Sachs, 1978; Hoffman-Liebermann and 
Sachs, 1978; Symonds and Sachs, 1979; Liebermann et al., 1980; Siman- 
tov et al., 1980; Hoffman-Liebermann et al., 1981; Blatt et al., 1992). 
Some D- clones are induced by a normal myeloid differentiation- 
inducing cytokine to an intermediate stage of differentiation which then 
slows down the growth of the cells, and others could not be induced to 
differentiate even to this intermediate stage (Fig. 6). Since a normal 
differentiation inducer can induce differentiation to mature nondivid- 
ing cells in the D+ clones, I have suggested that D+ clones are the early 
stages of leukemia and that the formation of D- clones may be later 
stages in the further progression of malignancy (reviewed in Sachs, 
1987a,b, 1990). Genetic changes which make cells defective in their abili- 
ty to be induced to differentiate by a normal differentiation inducer 
thus occur in the evolution of myeloid leukemia. We showed that even 
these D- cells can be induced to differentiate by other compounds, 
either singly or in combination, that can induce the differentiation pro- 
gram by alternative pathways. The stopping of cell multiplication by 
inducing differentiation by these alternative pathways bypasses the ge- 
netic changes that inhibit response to the normal differentiation inducer 
(reviewed in Sachs, 1987a,b, 1990). Studies on the genetic changes in D- 
clones of myeloid leukemias have shown that differentiation defective- 
ness may be due to changes in homeobox genes. These include rear- 
rangement of the Hox-2.4 homeobox gene which results in abnormal 
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expression of this gene in the leukemic cells (Blatt et al., 1988; Ben-David 
et al., 1991). This abnormal expression inhibits specific pathways of my- 
eloid cell differentiation (Blatt et al., 1992). In other leukemias with a 
deletion in one chromosome 2 (Azumi and Sachs, 1977) there is a dele- 
tion of one copy of Hox4.I (Blatt and Sachs, 1988). 

In studies with a variety of chemicals other than normal hematopoie- 
tic cytokines we found that many compounds can induce differentiation 
in D+ clones o f  myeloid leukemic cells. These include certain steroid 
hormones, chemicals such as cytosine arabinoside, adriamycin, meth- 
otrexate, and other chemicals that are used today in cancer chemo- 
therapy, and irradiation. At high doses, irradiation and these coni- 
pounds used in cancer chemotherapy kill cells by inducing apoptosis, 
whereas at low doses they can induce differentiation. Not all these com- 
pounds are equally active on the same leukemic clone (reviewed in 
Sachs, 1978, 1982). A variety of chemicals can also induce differentiation 
in clones that are not induced to differentiate by a normal hematopoietic 
cytokine, and in some D- clones induction of differentiation requires 
combined treatment with different compounds (reviewed in Sachs, 
1982). In addition to certain steroids and chemicals now used in chenio- 
therapy and radiation therapy, other compounds that can induce differ- 
entiation in myeloid leukemic cells include insulin, bacterial lipopolysac- 
charide, certain plant lectins, tumor-promoting phorbol esters (reviewed 
in Sachs, 1978, 1982, 1987a), and retinoic acid (reviewed in Degos, 
1992). In addition to the normal myeloid cytokines, the steroid hor- 
mones, insulin, and retinoic acid are physiological compounds that can 
induce differentiation. It is possible that all myeloid leukemic cells which 
are no longer susceptible to the normal hematopoietic cytokines by 
themselves can be induced to differentiate by the appropriate combina- 
tion of compounds. The experiments with myeloid leukemic cells have 
shown that there are different pathways of gene expression for inducing 
differentiation, and that genetic changes which suppress induction of 
differentiation by one compound need not affect differentiation by an- 
other compound by alternative pathways (Cohen and Sachs, 1981; re- 
viewed in Sachs, 1982, l987a). These results show that there is consider- 
able flexibility in the myeloid differentiation program, and this is a 
concept that presumably also applies to other cell types. 

E. CYTOKINE A N D  GENE CONTROL OF PROGRAMMED 
CELL DEATH (APOPTOSIS) 

Another question is what keeps normal and leukemic cells alive? Nor- 
mal myeloid precursor cells depend on hematopoietic cytokines for via- 
bility, multiplication, and differentiation (reviewed in Sachs, 1987a,b, 
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1990; Sachs and Lotem, 1993). Withdrawal of these cytokines leads to 
death by a suicide program called programmed cell death which has also 
been called apoptosis (reviewed in Arends and Wyllie, 1991; Williams et 
al., 1990). Although viability factors such as the CSFs also induce growth, 
viability and growth are separately regulated (reviewed in Sachs and 
Lotem, 1993, 1995). It will be interesting to determine whether viability 
factors such as the CSFs that can also induce cell growth induce growth 
directly or do so indirectly by switching on production of other factors 
that induce growth. There is no evidence that cancer cells are immortal. 
Tumor cell lines some of which have been subcultured for years contain 
cells that die by apoptosis. These lines can be subcultured for long peri- 
ods not because the tumor cells are immortal, but because more cells 
survive for some time and multiply than die. As long as this balance is 
maintained in favor of the multiplying cells, a tumor cell line can be 
subcultured. Cancer cells still maintain the suicide program for cell 
death which can be activated by different agents and suppressed by 
viability factors. This has been clearly shown in experiments with my- 
eloid leukemia (reviewed in Sachs and Lotem, 1993, 1995). 

Certain myeloid leukemic cells are viability and growth factor inde- 
pendent and do not require an exogenously added cytokine for cell 
viability and growth. However, the program for cell death in these leuke- 
mic cells is not lost and can be activated in different ways. Induction of 
differentiation in these leukemic cells with IL-6 induces in the differen- 
tiating cells a viability factor-dependent state so that the cells lose viabili- 
ty by apoptosis following withdrawal of IL-6 (Fibach and Sachs, 1976; 
Lotem and Sachs, 1982, 1983, 1989; Lotem et al., 1991a). This induction 
of the program for cell death occurs before terminal differentiation, 
and the differentiating cells can be rescued from apoptosis and continue 
to multiply by reading IL-6 or by adding IL-3, M-CSF, G-CSF, or  IL-I 
(Lotem and Sachs, 1989). The differentiating leukemic cells can also be 
rescued from apoptosis by the tumor-promoting phorbol ester 12-0- 
tetradecanoylphorbol- 13-acetate (TPA) but not by the nonpromoting 
isomer 4-a-TPA (Lotem et al., 1991a). TPA rescues the differentiating 
cells from apoptosis by a different pathway than rescue with these cyto- 
kines. TPA can thus act as a tumor promoter by inhibiting apoptosis 
(Lotem et al., 1991a). The program for cell death is present in normal 
myeloid precursor cells and in more differentiated cells including ma- 
ture granulocytes and macrophages. Induction of apoptosis in myeloid 
leukemic cells is thus a normal physiological process that can be used to 
suppress leukemia. 

Apoptosis can also be induced in myeloid leukemic cells without in- 
ducing differentiation. Wild-type p53 protein is a product of a tumor 
suppressor gene which is no longer expressed in many types of tumors 
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TABLE 1V 
CON.I.KOL OF Arorimsis (PROGRAMMED CELL DLAIH) BY 

A -rUMOR SUPPRESSOR G E N E  AND ONCOGENES 

Apoptosis 
Deregulated 

expression of Induction Enhancement Suppression 

Wild-type p53 + 
Mutant 1'53 - 

- c-myc 

- hcl-2 

Mutant p55 suppresses [lie enhancement of apoptosis b y  deregulated c - n y  
(Lotem and Sachs, 1993b). Other references in Sachs and Lotem (1993). 

including myeloid leukemias (reviewed in Levine et al., 1991). There is a 
clone of myeloid leukemic cells that completely lacks expression of p53 
protein and mRNA (Yonish-Rouach et al., 1991). This p53-negative 
clone of myeloid leukemic cells was transfected with DNA encoding a 
temperature-sensitive p53 mutant (Ala to Val change at position 135). 
The Val 135 mutant behaves like other p53 mutants at 37.5"C but be- 
haves like wild-type p53 at 32.5" C. There was no change in the behavior 
of the transfected cells at 37.5"C but activation of the wild-type p53 
protein at 32.5"C resulted in apoptotic cell death. This induction of 
apoptosis was not associated with differentiation (Yonish-Rouach et al., 
199 1). Apoptosis can, therefore, be induced in myeloid leukemic cells 
not only by a differentiation-associated process, but also by expression 
of wild-type p53 (Table IV), in undifferentiated leukemic cells. This 
induction of apoptosis by wild-type p53 was inhibited by IL-6 (Yonish- 
Rouach et al., 1991). These results indicate that wild-type p53-mediated 
apoptosis in these myeloid leukemic cells is a physiological process. Ex- 
periments with p53 knockout mice have shown that wild-type p53 is also 
involved in mediating apoptosis in normal myeloid precursors deprived 
of the appropriate cytokine concentration required for cell viability (Lo- 
tem and Sachs, 1993a). Experiments with p53 knockout mice have also 
shown that there are wild-type p53-dependent and p53-independent 
pathways of inducing apoptosis (Lotem and Sachs, 1993a; Lowe et al., 
1993; Clarke et al., 1993). 

The induction of apoptosis in myeloid leukemic cells by various cyto- 
toxic agents, including cytotoxic compounds used in cancer therapy (Lo- 
tern and Sachs, 1992a), can be enhanced by deregulated expression of 
c-myc (Lotem and Sachs, 1993b). The oncogene mutant p53 (Lotem and 
Sachs, 1993b) and bcl-2 (Bissonnette et al., 1992; Fanidi et al., 1992; 
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reviewed in Korsmeyer, 1992) (Table IV) suppress the enhancing effect 
of deregulated c-my on cell death and thus allow induction of cell prolif- 
eration and inhibition of differentiation (Lotem and Sachs, 199313) 
which are other biological effects of deregulated c-my. The suppression 
of cell death by mutant p53 and bcl-2 increases the probability of devel- 
oping tumors, and the suppression of apoptosis by mutant p53 (Lotem 
and Sachs, 1993b) can explain the high frequency of mutant p53 in 
many types of tumors. Treatments that downregulate the expression or 
activity of mutant p53 and bcl-2 in tumor cells can be useful to increase 
susceptibility to cytotoxic cancer therapy (Sachs and Lotem, 1993; Lotem 
and Sachs, 1994). The expression of bcl-2 can be down-regulated in 
myeloid leukemic cells by cytokines such as IL-6 and G-CSF and the 
steroid dexamethasone (Lotem and Sachs, 1993b, 1994) and in pro- 
myelocytic leukemic cells by all-trans-retinoic acid (Chomienne et d . ,  
1992). Down-regulation of bcl-2 by the cytokines increased cell suscep- 
tibility to induction of apoptosis by cytotoxic compounds used in cancer 
therapy. But there was no such increased susceptibility after down- 
regulation of bcl-2 by dexamethasone (Lotem and Sachs, 1994), owing to 
up-regulation by dexamethasone of another apoptosis suppressing gene 
bcl-X, (Lotem and Sachs, to be published). To increase cancer cell sus- 
ceptibility to induction of apoptosis it will thus be necessary to select the 
appropriate compound for down-regulation of apoptosis suppressing 
genes. The experiments on the regulation of apoptosis have shown that 
there are alternative pathways to apoptotic cell death (Sachs and Lotem, 
1993, 1995). Alternative pathways to regulate apoptosis can be useful to 
selectively control cell viability. These studies have shown that there are 
cytokine and gene controls of apoptosis in both normal and leukemic 
cells. The existence of alternative pathways to apoptosis shows that there 
is flexibility in the program for cell death which presumably also applies 
to other cell types. 

F. THERAPEUTIC USE OF HEMATOPOIETIC CYTOKINES 

Identification of the myeloid cell regulatory cytokines has suggested 
novel possibilities for therapy (reviewed in Sachs, 1978, 1986, 1987a,b, 
1990, 1993; Demetri and Griffin, 1991; Sakamoto and Gasson, 1991; 
Oster and Schulz, 1991). The concentration of these proteins can be 
increased in vivo either by injecting one of these cytokines or by injecting 
a compound that induces their production (Fibach and Sachs, 1974; 
Lotem and Sachs, 1978, 1981, 1984; reviewed in Sachs, 1990). Injection 
of a CSF, such as G-CSF or GM-CSF, stimulates myelopoiesis in normal 
circumstances and after suppression of normal myelopoiesis in vivo by 
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compounds used in chemotherapy and irradiation therapy and com- 
pounds used for immune depression such as cyclosporine A. These 
treatments destroy cells that produce these cytokines. Myeloid regula- 
tory cytokines were shown to be clinically useful in restoring the normal 
number and function of the myeloid blood cell population in such 
myeloid-suppressed cancer patients after cytotoxic cancer therapy and 
after immune suppression before bone marrow transplantation. Addi- 
tion of these cytokines in uitro to bone marrow cells before grafting 
and/or their injection in viuo can increase the success of bone marrow 
transplants and increase survival in patients deficient in these cytokines 
and the cells that produce them. 

Hematopoietic cytokines can inhibit induction of apoptosis induced 
by cancer chemotherapy compounds and irradiation (Lotem and Sachs, 
1992a; Sachs and Lotem, 1993). The clinical use of cytokines to correct 
therapy-associated suppression of normal hematopoiesis should there- 
fore be carefully timed to avoid protection of the malignant cells from 
the cytotoxic action of therapeutic compounds (Lotem and Sachs, 
1992a). Because of the important functions of mature cells, such as 
granulocytes and other myeloid cells, the increased survival and func- 
tion of mature cells induced by CSFs can also be clinically helpful to 
patients with deficiencies in myeloid cell production and functions (re- 
viewed in Sachs, 1990). The finding that apparently normal granulocyte 
development can be induced in culture with cells from patients with 
infantile genetic agranulocytosis (Paran et al., 1970; Barak et al., 1971) 
has led to promising clinical results with G-CSF in children with this 
genetic disease. The existence of normal colony-forming cells in patients 
with genetic neutropenia (Mintz and Sachs, 1973) should also be clini- 
cally useful. It has been shown that injection of erythropoietin, which 
stimulates the development of erythroid cells, can correct the anemia in 
patients with chronic renal failure (Eschbach et al., 1987). 

The studies I described under Section D have shown that CSFs and 
interleukins, such as IL- 1 and IL-6, can control the abnormal growth of 
certain types of leukemic cells and suppress malignancy by inducing 
differentiation (reviewed in Sachs, 1978, 1987a,b, 1990, 1993). Induc- 
tion of apoptosis in leukemic cells either with (Lotem et al., 1991a; Sachs 
and Lotem, 1993) or without (Yonish-Rouach et al., 1991; Lotem and 
Sachs, 1992a; Sachs and Lotem, 1993) inducing differentiation is also a 
process that can be used to suppress malignancy. Induction of a require- 
ment for one of these cytokines to maintain viability of the leukemic cells 
followed by withdrawal of the cytokine (Fibach and Sachs, 1976; Lotem 
and Sachs, 1982, 1983, 1989; Lotem et al., 1991a) causes apoptotic death 
of the leukemic cells, and this would also be useful for therapy. The 
existence of the cytokine network has to be taken into account in the 



THE ADVENTURES OF A BIOLOGIST 21 

clinical use of cytokines (reviewed in Sachs, 1990, 1991; Lotem et al., 
1991b; Lotem and Sachs, 1992b). 

In conclusion, the development of cell culture assays (Ginsburg and 
Sachs, 1963; Sachs, 1964; Pluznik and Sachs, 1965; Ichikawa et al., 1966; 
Bradley and Metcalf, 1966) for the clonal development of hematopoietic 
cells and discovery of the normal myeloid hematopoietic cytokines in cell 
culture supernatants (Pluznik and Sachs, 1966; Ichikawa et al., 1966) has 
led to their successful clinical use for therapy of hemaotological disor- 
ders. My idea of developing these cultures to study the basic biology of 
hematopoiesis (Ginsburg and Sachs, 1963) has thus also turned out to be 
clinically useful. 

Ill. Carcinogenesis: Tumor Viruses, Chemical 
Carcinogens, and Irradiation 

In the experiments on the effect of in uitro virus infection on the 
development of hematopoietic cells I also wanted to test the Gross leuke- 
mia virus, and I obtained from Dr. Ludwig Gross in New York some 
mice carrying this virus. When hematopoietic cells from these mice were 
cultured on the mouse feeder layers, the feeder layers were destroyed 
and this destructive effect could be further passaged with supernatants 
from the destroyed feeder layer. It turned out that Dr. Gross’s mice 
contained another virus which was later called polyoma virus (Eddy et 
al., 1959). This virus was cytopathic for the mouse feeder layer cells and 
produced various types of tumors in different species, including mice, 
hamsters, and rats (Eddy et al., 1959), even with plaque-purified virus 
(Winocour and Sachs, 1961). I had at this time taken on some more 
students in my laboratory, and decided to continue working with poly- 
oma virus on nonhematopoietic cells in order to obtain a more general 
understanding of the mechanism of tumorigenesis in different cell 
types. The development of a plaque assay for polyoma virus (Winocour 
and Sachs, 1959; Sachs et al., 1959; Dulbecco and Freeman, 1959) and in 
uitro transformation of normal cells by polyoma virus (Vogt and Dulbec- 
co, 1960; Sachs and Medina, 1961) were used to study the lytic interac- 
tion and tumor-inducing properties of the virus in cultured cells. 

The experiments on cell virus interactions with polyoma virus in- 
cluded studies on the lytic interaction (Winocour and Sachs, 1960), the 
cell-transforming interaction (Sachs and Medina, 1961 ; Sachs et al., 
1962; Medina and Sachs, 1961, 1963, 1965; Manor et al., 1973), the 
properties of polyoma virus mutants (Sachs and Medina, 1960; Medina 
and Sachs, 1963; Gershon and Sachs, 1965), and the mechanism of poly- 
oma virus-induced synthesis of cellular DNA (Gershon et al., 1965; Os- 
sovski and Sachs, 1967) which was also studied with simian virus 40 
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(SV40) (Gershon et al., 1966). SV40 was also used to characterize SV40- 
specific RNA in virus-yielding and -transformed cells (Aloni et al., 1968) 
to show that cellular DNA sequences can be integrated into SV40 DNA 
(Aloni et al., 1969), and that SV40 integrated into cellular DNA can be 
activated by transfer of isolated chromosomes (Shani et al., 1974, 1976). 

The in vitro transformation by polyoma virus of cells from different 
species, including golden hamster cells (Vogt and Dulbecco, 1960; Sachs 
and Medina, 1961, Sachs et al., 1962), which are particularly good for 
chromosome analysis (Sachs, 1952), raised the question of whether these 
cells could also be transformed in vitro by environmental carcinogens 
such as chemical carcinogens and irradiation. A culture system using 
normal hamster embryo cells was therefore developed which showed 
that these cells can be transformed in vitro from normal into malignant 
cells by various chemical carcinogens (Berwald and Sachs, 1963, 1965) 
and by X-irradiation (Borek and Sachs, 1966a). ‘This provided a new 
approach to the study of carcinogenesis by environmental carcinogens 
and showed that an increased cellular life span is a step in carcinogenesis 
which is separate from induction of malignancy i n  vivo (Huberman et al., 
1968). Carcinogenic hydrocarbons have to be metabolized into active 
compounds. An in vitro system was also used to determine the metabo- 
lism and to identify the active metabolites that are required for transfor- 
mation and mutagenesis (Huberman and Sachs, 1966, 1973, 1974, 1976; 
Gelboin et al., 1969; Yamasaki et al., 1975; Huberman et al., 1976a,b). 

The transformed hamster embryo cells can be distinguished from 
normal cells in vitro by a change in the cell surface control of cell replica- 
tion, so that the transformed cells do not contact inhibit other trans- 
formed cells of the same type. The normal cells grow as a flat layer, 
whereas the transformed cells can pile up. This makes it possible to 
distinguish single normal from single transformed cells by the growth 
pattern of the colonies derived from these cells and to use the difference 
in this growth pattern for the quantitative assay of transformed cells 
(Stoker and MacPherson, 1961; Sachs, et al., 1962). But transformation 
does not show a complete loss of the ability to respond to contact inhibi- 
tion. Thus, although the transformed cells do not show contact inhibi- 
tion with other transformed cells of the same type, cells transformed by 
polyoma virus, simian virus 40, carcinogenic hydrocarbons, and X-irra- 
diation can still be contact inhibited by normal cells (Borek and Sachs, 
1966b). Cells transformed by one carcinogen can also be contact inhib- 
ited by cells transformed by another carcinogen. For example, cells 
transformed by polyoma virus were not inhibited by other cells trans- 
formed by polyoma virus, cells transformed by SV40 were not inhibited 
by other cells transformed by SV40, but cells transformed by polyoma 
virus were able to inhibit and to be inhibited by cells transformed by 
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SV40. The specificity of the cell type induced by the transforming virus 
can thus be recognized by contact inhibition between transformed cells, 
and this specificity also applied to cells transformed by carcinogenic 
hydrocarbons or X-irradiation (Borek and Sachs, 196613). We also 
showed that the lectin concanavalin A can be used to study some com- 
mon membrane changes in cells transformed by different carcinogens 
(Inbar and Sachs, 1969; Rutishauser and Sachs, 1974; reviewed in Sachs, 
1974a,b). A variety of morphologically different colonies have been ob- 
served after transformation of mixed populations of normal hamster 
embryo cells. Results obtained with clones of single cells transformed by 
polyoma virus or by the carcinogenic hydrocarbon benzo[a]pyrene have 
indicated that the type of normal cell from which the transformed cell is 
derived is a major factor in determining the morphology of the trans- 
formed cell colony (Medina and Sachs, 1965; Huberman and Sachs, 
1966). 

The percentage of transformed colonies has been determined after 
treatment of normal hamster embryo cells with different types of carci- 
nogens. About 2% of transformed colonies was obtained after infection 
with polyoma virus (Sachs et al., 1962; Medina and Sachs, 1963, 1965), 
about 3-20% after treatment with carcinogenic hydrocarbons (Berwald 
and Sachs, 1963, 1965; Huberman and Sachs, 1966), and about 0.5-2% 
after X-irradiation with 300 R (Borek and Sachs, 1966a, 1967). No such 
transformed colonies were observed in control cultures of untreated 
hamster embryo cells. The  absence of transformed colonies in the con- 
trols, the little or no decrease in cloning efficiency of cells treated with 
the dose of carcinogen used, and the high frequency of transformation 
in the treated cells have indicated that with the three types of carcino- 
genic agents used the transformed colonies were directly induced by the 
carcinogens and were not merely the results of a selection of sponta- 
neously occurring transformed cells (Sachs, 1964; Berwald and Sachs, 
1965; Borek and Sachs, 1966a). The frequency of transformation ob- 
served with all three types of carcinogens was also much higher than that 
expected for a randomly occurring mutation. 

The relationship between the percentage of transformed colonies and 
the dose of carcinogen has been determined for the carcinogenic hydro- 
carbon benzo[a]pyrene (Huberman and Sachs, 1966) and for polyoma 
virus (MacPherson and Montagnier, 1964), and a “one hit” dose- 
responsive curve for transformation has been obtained with both carci- 
nogens. Experiments with seven hydrocarbons (Berwald and Sachs, 
1965) have indicated a specificity for cell transformation in vitro only to 
the compounds known to be carcinogenic in vim.  Carcinogenic hydro- 
carbons can be cytotoxic. Treatment of single cell clones has shown that 
the cytotoxic and transforming activities of a carcinogenic hydrocarbon 
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are different events. Normal hamster cell clones can be either suscepti- 
ble or resistant to the cytotoxic action of benzo[a]pyrene, and in clones 
susceptible to transformation transformed colonies were obtained after 
treatment of both types of clones (Huberman and Sachs, 1966). 

The development of a transformed colony requires a change in the 
control mechanism for cell replication and the fixation of this change so 
that it can be transmitted as a hereditary property of the transformed 
cell. Competence can be expressed at either of these stages, so that in 
order to further analyze the nature of competence it was necessary to 
examine the requirements for fixation of the transformed state. Studies 
with X-irradiation-induced transformation showed that about the same 
frequency of transformed colonies was obtained after irradiating cells 1 
day after they had been plated for cloning, sparse cultures, or confluent 
cultures cloned immediately after irradiation when the irradiated cells 
were able to undergo cell replication soon after irradiation. But no 
transformed colonies were obtained when confluent cultures were irra- 
diated and the cells allowed to replicate only 3-5 days later (Borek and 
Sachs, 1967). Cells in a confluent culture of normal cells are inhibited 
from replicating. Inhibition of cell replication for 3-5 days after irradia- 
tion thus prevented expression of the transformed state. It  can there- 
fore be assumed for X-irradiation-induced transformation that a pro- 
cess associated with cell replication is required for expression of the 
transformed state. The results further indicate that fixation of the trans- 
formed state as a hereditary property of the cell requires that this pro- 
cess occurs soon after treatment with the carcinogen. This also applies to 
transformation by chemical carcinogens (Berwald and Sachs, 1965). 
These and other results described in this section have shown that the cell 
culture system using normal hamster embryo cells made it possible to 
use the same normal cells to study carcinogenesis in z h ~  with different 
types of carcinogens. 

IV. Chromosome Changes and Tumor Suppression 

The normal hamster cells had been changed into malignant sarcoma 
cells by different types of carcinogens. The next questions were can the 
malignancy of these sarcoma cells again be suppressed arid what are the 
chromosome changes associated with such tumor suppression? I t  was 
found possible to reverse the malignant to a nonmalignant phenotype 
with a high frequency under certain culture conditions in cloned sar- 
coma cells in which malignancy had been induced by chemical carcino- 
gens, X-irradiation, or by a tumor-inducing virus (Fig. 7) (Rabinowitz 
and Sachs, 1968, 1969, 1970a,b,c). In sarcomas induced after transfor- 



THE ADVENTURES OF A BIOLOGIST 25 

FIG. 7. Cultures of hamster sarcoma cells (top) and a nonmalignant revertant (bottom) 
(Rabinowitz and Sachs, 1968). 

mation of normal hamster embryo cells in culture with chemical carcino- 
gens (Berwald and Sachs, 1963) or X-irradiation (Borek and Sachs, 
1966a), this reversibility of malignancy included reversion to the limited 
life span found with normal cells (Rabinowitz and Sachs, 1970~). Chro- 
mosome studies showed that the revertants did not revert to a normal 
diploid chromosome complement. The chromosome studies on normal 
hamster embryo cells, sarcomas derived from these cells, revertants from 
sarcomas which had regained a nonmalignant phenotype, and rerever- 
tants also showed that the difference between these malignant and non- 
malignant cells is controlled by the balance between genes located on 
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FIG. 8. The expression and suppression of malignancy by chromosome segregation 
resulting in a change in gene dosage owing to a change in the balance of specific chronio- 
somes. From experiments with normal hamster embryo fibroblasts, hamster sarcoma cells, 
and their nonmalignant revertants. Genes for expression (0) and suppression (m) of 
malignancy (Rabinowitz and Sachs, 1970a). 

specific chromosomes that at that time were called genes for expression 
(E) and genes for suppression (S) of malignancy (Fig. 8) (Rabinowitz and 
Sachs, 1970a; Hitotsumachi et al., 1971, 1972; Yamamoto et al., 1973; 
Sachs 1974a; Bloch-Shtacher and Sachs, 1976). When there is enough S 
to neutralize E malignancy is suppressed, and when the amount of S is 
not sufficient to neutralize E malignancy is expressed. These early ex- 
periments on golden hamster cells have shown (Rabinowitz and Sachs, 
1970a; Hitotsumachi et al., 1971, 1972; Yamamoto et al., 1973; reviewed 
in Sachs, 1974, 1987c) that in addition to genes on specific chromosomes 
for expression of malignancy (E genes) (oncogenes), there are other 
genes on specific chromosomes, S genes (tumor suppressor genes), that 
can suppress the action of oncogenes. A chromosome that controls ma- 
lignancy was also identified in Chinese hamster cells (Bloch-Shtacher 
and Sachs, 1977). Among the activities of these genes is the ability of a 
tumor suppressor gene wild-type p53 to activate apoptosis (Yonish- 
Rouach et al., 1991) and the ability of an oncogene, such as mutant $53, 
to suppress apoptosis (Lotem and Sachs, 1993b). 

The suppression of malignancy in sarcomas in our experiments (re- 
viewed in Sachs, 1974a) was obtained by chromosome segregation, re- 
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sulting in a change in gene dosage due to a change in the balance of 
specific chromosomes. This suppression of malignancy by chromosome 
segregation, with a return to the gene balance required for suppression 
of the malignant phenotype, occurred without hybridization between 
different types of cells. The nonmalignant cells were thus derived from 
the malignant cells by genetic segregation. Suppression of malignancy 
associated with chromosome changes including changes in gene balance 
has also been found after hybridization between different types of cells 
(Klein, 1981; Evans et al., 1982; Kitchin et al., 1982; Stanbridge et al., 
1982; Benedict et al., 1984). These studies on cell hybrids have led to 
similar conclusions to those obtained from the reversal of malignancy in 
sarcomas without hybridization between different cell types. Hybridiza- 
tion between myeloid leukemic cells and nondividing normal macro- 
phages suppressed malignancy in uiuo and cell multiplication in vitro 
(Shkolnik and Sachs, 1978). Cell hybrids can express histocompatibility 
antigens of both parents (Gershon and Sachs, 1963). Changes in the 
balance of genes for these antigens may be responsible for some cases of 
suppression of malignancy in uiuo in hybrid cells. 

The D+ myeloid leukemic cells have an abnormal chromosome com- 
position (Fibach et al., 1973; Hayashi et al., 1974; Azumi and Sachs, 
1977); but suppression of malignancy in these cells, which also occurred 
in certain clones with a high frequency, was not associated with chromo- 
some changes. Suppression of malignancy in these D+ leukemic cells was 
obtained by induction of the normal sequence of cell differentiation by a 
normal myeloid regulatory cytokine. In this suppression of the malig- 
nant phenotype, the stopping of cell multiplication by inducing differ- 
entiation to mature cells bypasses the genetic changes, such as the loss of 
requirement for the normal growth inducer and a block in the ability of 
growth inducer to induce differentiation inducer, that produced the 
malignant phenotype. Genetic changes which make cells defective in 
their ability to be induced to differentiate by the normal differentiation 
inducer occur in the evolution of myeloid leukemia. But even these D- 
cells can be induced to differentiate by other compounds, either singly 
or in combination, that can induce the differentiation program by alter- 
native pathways. Also in these cases, the stopping of cell multiplication 
by inducing differentiation by these alternative pathways bypasses the 
genetic changes that inhibit response to the normal differentiation in- 
ducer. This bypassing of genetic defects is presumably also the mecha- 
nism for the suppression of malignancy by inducing differentiation in 
other types of tumors. 

Studies on the chromosomes of myeloid leukemic cells have shown 
that the change from D- to D+ and vice versa, that is the ability to be 
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induced to differentiate to mature nondividing cells by a normal niy- 
eloid regulatory cytokine, is controlled by the balance between genes 
that allow induction of differentiation and genes that suppress differen- 
tiation (Azumi and Sachs, 1977). I t  was then also shown in hybrids be- 
tween different cell types that chromosome changes can suppress malig- 
nancy by restoring the ability of the cells to be induced to differentiate to 
nondividing cells in vivo in a location in the body where the cells are 
exposed to what is presumably the normal differentiation inducer (re- 
viewed in Stanbridge, 1984; Harris, 1985). The appropriate chromo- 
some changes also change these hybrid cells from D- to D+. Chromo- 
some changes can thus change tumor cells from D- to D+,  so that the 
cells can then be induced to differentiate when exposed to normal dif- 
ferentiation inducer. 

I t  can, therefore, be concluded from studies on the molecular regula- 
tors of growth and differentiation in normal development, changes in 
the normal development program in tumor cells, and suppression of 
malignancy in myeloid leukemia and sarcomas that (A) malignancy can 
be suppressed by inducing differentiation either with or without genetic 
changes in the malignant cells, (B) this suppression of malignancy does 
not have to restore the normal diploid chromosome complement and all 
the normal controls, and ( C )  genetic defects that give rise LO malignancy 
can be bypassed and their effects nullified by inducing differentiation 
and apoptosis. 

V. Concluding Remarks 

We are the consequences of biological evolution. We are both what the 
body needs today and what it may find useful for future evolution. The 
system that controls production of different types of hematopoietic cells 
with a limited life span during normal hematopoiesis and in crises, such 
as infections, wound healing, and various diseases, requires considerable 
flexibility. As shown in hematopoiesis, the multigene family of different 
interacting cytokines that has arisen during evolution is more easily 
adaptable and responsive to change than only single cytokines with high 
specificity where a lack of flexibility would be lethal. The evolution of a 
family of cytokines, some of which have overlapping functions, is a nec- 
essary safeguard so that if one cytokine does not function effectively 
under certain conditions another can take over. Safeguards can thus be 
achieved by providing alternative pathways. In order to analyze possible 
alternatives I therefore chose a broad approach to the basic biological 
problems and their possible clinical applications. 
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Since my main interest was the control of normal and abnormal devel- 
opment, I decided to develop new experimental systems to analyze the 
mechanisms that control development in various types of normal and 
cancer cells using cell cultures. The cell culture systems that were estab- 
lished were also chosen to try and find some general concepts regarding 
the behavior of normal and cancer cells. The establishment of a cell 
culture system for the clonal development of hematopoietic cells made it 
possible to discover the proteins, including cytokines now called CSFs 
and ILs, that regulate cell viability, multiplication, and differentiation of 
different hematopoietic cell lineages, the molecular basis of normal de- 
velopment in blood-forming tissues, and the changes in this develop- 
ment that produce leukemia. The cell culture system for induction of 
transformation in the same cells with a tumor virus, chemical carcino- 
gens, and irradiation made it possible to compare in vztro the mecha- 
nisms of carcinogenesis by different types of carcinogens. The cell cul- 
ture studies on suppression of malignancy by inducing differentiation in 
myeloid leukemia and specific chromosome changes in sarcomas have 
identified different ways of suppressing malignancy. 

I suggest that there are also some general concepts that can be de- 
rived from these studies. These include (A) the value of a multigene 
cytokine network in regulating the viability, number, and development 
of different cell types; (B) the existence of alternative pathways that give 
flexibility to development in both normal and cancer cells, ( C )  the re- 
sponse of some cancer cells to normal regulators of development, (D) 
suppression of myeloid leukemia by inducing differentiation which can 
bypass genetic defects that give rise to the malignancy, (E) identification 
of chromosomes that control tumor suppression, (F) that a tumor sup- 
pressor gene such as wild-type p53 can suppress malignancy by inducing 
apoptosis and that the oncogene mutant p53 can suppress apoptosis, and 
(G) that hematopoietic cytokines can control apoptosis in both normal 
and leukemic cells. It is satisfying that the findings on prenatal diagnosis, 
hematopoietic regulators such as the CSFs, and the suppression of ma- 
lignancy by inducing differentiation are also now clinically useful. 

It was an adventure in which one question led to another and each 
answer again led to more questions. When I reflect that I started in 
Rehovot with a bench, a microscope, and some amniotic fluid, and was 
then involved in attempting to understand the complexity by which 
nature tries to ensure our survival, I can only describe this as the greatest 
adventure which I personally can visualize. Like all adventures, there 
have been disappointments as well as moments of intense pleasure and 
excitement, and I am grateful for the luck of being part of the scientific 
community in all its diversity. I have enjoyed all of it. 
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The following pages do  not aim at reviewing the present state of 
tumor immunology, neither are they an historical exposure of a field 
which has experienced dark and bright days in an amazing frequency. 
Quite a number of reviews of immunology of cancer have appeared 
during the past few years, and the astronomic number of references 
which many of them include reflect the intellectual horizons and impres- 
sive knowledge which characterize their writers. My aim here is signifi- 
cantly more modest in terms of the spectrum of subjects and somewhat 
more pretentious. This is more of an autobiographical outline of some 
of my own experiences in the life science and in tumor immunology, 
reflecting personal inclinations and subjective priorities. However sub- 
jective, they may elicit some thoughts on how gaps of past knowledge 
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were transformed to present realities of scientific observations and how 
these may pave ways to future achievements. 

I. Dreams 

Leonardo da Vinci was starting a new painting when a friend entered 
his studio and asked “What are you actually painting?” “I am painting 
God,” replied Leonardo. “But nobody knows how does God look like” 
commented his friend. “True. Yet by the time I complete the painting 
everybody will know how does God look like,” said Leonardo. It appears 
that that particular painting was never completed. Hence, our ignorance 
with regard to the nature of God will continue to prevail. We have then 
to confine ourselves to the nature of nature. 

In fact, one of the most basic questions regarding the nature of life 
was first formulated 1,800 years prior to Leonardo. Aristotle was observ- 
ing the sequential stages of the developing chick embryo. Science histo- 
rians have been focusing on and admiring the descriptive aspects of 
Aristotle’s observations. Without proper magnifying lenses, let alone a 
microscope, Aristotle provided us with amazing descriptions of the se- 
quential development of the embryonic organs, yet Aristotle was not 
intellectually satisfied with what he observed. What actually triggered his 
restless curiosity, as a result of his observations, he formulated in a single 
question: “Since the development of organ A is followed by organ €3, and 
B is followed by C, does B appear because A has preceded it, and, does C 
appear because B has preceded it or alternatively does B appear inde- 
pendently of A, and C appears independently of B?” (“The Generation 
of Animals,” by Aristotle.) In contemporary formulation: are the se- 
quential stages of embryogenesis causally related? Aristotle’s question 
remained unanswered for 2,300 years until the early days of the twen- 
tieth century when Hans Spemann in Germany carried out experiments 
yielding dramatic implications. Spemann experimented with early 
stages of the amphibian embryos, at the early gastrula stage. He removed 
by microsurgery the dorsal lip of the blastopore, or the embryonic tissue 
deriving from the blastopore dorsal lip, and transplanted them to other 
gastrulae. He demonstrated that the transplanted cells induced in the 
ectoderm of the recipient embryo the formation of a neural plate result- 
ing in embryos or tadpoles manifesting two brains (Spemann, 1938). 
The eye cups of the brain once formed induced the formation of the 
lens, and the embryonic lens induced the formation of the cornea. Aris- 
totle’s question was thus clearly answered: in embryogenesis cells of stage 
A induced stage B, etc. Yet, the purification and characterization of the 
embryonic inducers, particularly of the neural inducer, the so-called 
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embryonic “organizer,” was attempted following Spemann’s discoveries 
by three generations of developmental biologists, ending up in a long 
series of frustrations. These seemed to have ended in October, 1993, 
when Richard Harland and his group reported the isolation and charac- 
terization of an embryonic protein called “noggin” which acted as a 
neural inducer in the frog embryo (Lamb, 1993). The protein expressed 
in the embryonic organizer was identified by exploring a collection of 
mRNAs and was demonstrated to induce neural tissue by direct action 
on embryonic ectoderm in the absence of mesodermal cells. The noggin 
thus appears to represent the endogenous embryonic neural-inducing 
signal. It induced anterior brain markers, but not posterior brain or 
spinal cord. Since high concentrations of noggin were required for the 
experimental morphogenetic induction, hesitations might be raised on 
whether noggin does in fact represent the actual “Spemann” organizer. 
Yet, once embryos with knockout noggin gene are generated, and the 
receptor for noggin on the ectodermal cells is characterized, the molecu- 
lar nature of the primary embryonic induced will finally be elucidated. 
The  recent discovery of noggin represents the transformation of the 
dreams of three generations of developmental biologists to actual reality. 

The excitement elicited by Spemann’s discoveries of embryonic induc- 
tion explained my decision in 1953 to choose the Institute of Animal 
Genetics in Edinburgh, and its director Professor E. H. Waddington, as 
a site for my postdoctoral training. Yet it may also explain how the lack of 
adequate molecular technologies created the disappointment of those 
days due to the limited capacity to translate to molecular terms the 
dramatic observations of the cellular inductive cell interactions control- 
ling morphogenesis. I carried out studies showing specific cell-cell rec- 
ognition, i.e., tissue-specific aggregation of cells which had been dissoci- 
ated from amphibian late gastrulae and neurulae cells resulting in 
reformation in culture of intact embryonic tissues (Feldman, 1955); it 
was impossible in those days to trace the molecular basis of the specific 
cell adhesion molecules operating in this amazing phenomenon of 
tissue-specific cell-cell recognition. In parallel, I studied the effects of 
purin and pyrimidin analogs in causing developmental malformations 
in the chick embryo hoping to identify genes controlling morphogenesis 
which were impaired by the analogues. Malformations I observed (Feld- 
man and Waddington, 1955; Waddington et al., 1955), yet they left me 
ignorant with regard to the identification of genes or proteins which are 
responsible for the morphogenetic events which were impaired by the 
analogues. In other experiments I detected in the eye retina a gradient 
of lens proteins which was correlated with the gradient of the capacity of 
retinal cells to regenerate a lens (Clayton and Feldman, 1955). Yet it was 
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impossible to determine the nature of the molecules involved in the 
regenerating potency. Thus, the dramatic morphogenesis of an organ- 
ism raised intriguing questions regarding its molecular basis, which in 
those days could hardly be approached experimentally. At the early 
phases of these studies my naive intellectual ambition was limitless and it 
led to daring experiments. Thus, I was extremely impressed by the 
existence of two types of fertilized eggs among the different groups of 
animals: In some groups (i.e., amphibians), the fertilized eggs, following 
the first cleavage, generated two cells (blastomers) that, if separated from 
each other, each generated a whole intact organism. Such eggs were 
categorized as “regulation eggs.” Other groups of animals had “mosaic 
eggs,” i.e., eggs in which the first cleavage formed two cells, that when 
separated generated each half of an organism. It appeared therefore 
that in mosaic eggs there is a spatial distribution of precursor molecules 
controlling the formation of distinct organs, and each blastomer is thus 
predetermined to generate either the right or the left side of an organ- 
ism. I assumed naively that some organ-specific antigens might be dis- 
tributed within the fertilized eggs in a defined pattern so that if 1131- 

labeled antibodies to tissue-specific molecules are applied to mosaic 
eggs, autoradiography may reveal their intracellular location. The mosa- 
ic embryos I intended to study were a marine prevertebrate chordates 
(“Tunicates”). To collect their eggs I traveled from Edinburgh to the 
beautiful Millport island, off the western shore of Scotland, where one 
of the most active marine biological stations was located. The frequent 
visits to Millport turned out to be the main rewarding outcome of this 
particular project because the rabbit antibodies 1 generated against dif- 
ferent tissues were hardly tissue specific; hence, no significant localiza- 
tion could be expected, let alone found. The disillusion in getting closer 
to the understanding of the molecular basis of some of the most dramat- 
ic processes in morphogenesis, despite some rewarding observations in 
cellular embryogenesis, was counteracted by my acquiring experience in 
immunological methods: The generation of antibodies, labeling them 
with radioactive atoms, and detecting tissue antigens by autoradiogra- 
phy was a useful lesson. 

II. Initial Experiments: Tumor Allografts 

A couple of years after my arrival in Edinburgh, I was informed that 
my mother, in Israel, was diagnosed for cancer. I went back home to 
discover that the capability of performing a successful surgery of a local 
esophageal carcinoma was not, in those days, significantly more ad- 
vanced than the molecular methods for analyzing embryogenesis. Ex- 
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posing myself, following my mother’s illness and death, to the field of 
cancer research of those days, and accepting the invitation to join the 
Weizmann Institute of Science in Rehovot, it became evident to me that 
normal developmental processes, which have intrigued my scientific in- 
terest ever since, are much more complicated than neoplasia: normal 
developmental phenomena include an initial phase of cell proliferation, 
followed by differentiation, ending in a state of terminal differentiation 
characterized by cessation of growth; cancer seemed a simpler system 
involving principally just cell proliferation. In fact, it is the arrest of 
differentiation which characterized the transformation of a normal to a 
cancerous cell. The lower level of complexity of the cancerous cell com- 
pared to that of the normal differentiating cell was, for a young experi- 
mentalist, an attractive component. 

Searching for differences between normal and cancerous cells, in- 
trigued by my exposure in Edinburgh to immunology and its techniques 
while studying developmental systems, I was impressed by the following 
observations: allografts of normal tissues were always rejected by their 
genetically foreign recipients, whereas many allografts of murine tu- 
mors, particularly from lines established following serial transplanta- 
tions, were accepted by their allogeneic murine recipients. The prevail- 
ing notion was that such tumors may have lost alloantigens and 
consequently did not elicit in the mouse recipients an allograft reaction. 
I did not accept this notion. I performed experiments that showed that 
allografts of transplantable tumors that we studied grew progressively 
while evoking an allogeneic immune response because they manifested 
the capacity to resist the immune response they elicited (Feldman and 
Sachs, 1957, 1958; Sachs and Feldman, 1958). In fact, the transplantable 
tumors we studied elicited a stronger allograft response than the tumors 
of an identical major histocompatibility complex (MHC) which were 
immunologically rejected. The capacity of tumors to resist their own 
immunogenic effects possibly by shedding off alloantigens seemed of 
relevance a few years later when we investigated tumors in syngeneic 
recipients questioning whether tumors possess tumor-specific antigens 
and whether such antigens could be applied as targets for cancer immu- 
notherapy. 

With regard to immunological properties of tumor cells we made an 
observation in those early days which years later turned out to constitute 
a basis for my long involvement in the biology of cancer metastasis. I 
studied with David Yafe, my first Ph.D. student, bone marrow transplan- 
tation in animals that had been exposed to lethal doses of total body 
irradiation. I was under the illusion that we were the only ones who 
considered the possibility of graft versus host response (GVH) operating 
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in the lethal effects of parental bone marrow inoculated into irradiated 
F 1 hybrid recipients. Although we designed some elegant experiments 
to prove the GVH (Feldman and Yafe, 1958), Morten Simonsen pre- 
ceded us in publishing the first experimental evidence for the GVH 
reaction. Yet, we were only partly disappointed, since in our experiments 
on radiation chimeras we studied the behavior of tumors grafted onto 
chimeras which had been generated by inoculating bone marrow or fetal 
haemopoietic cells to lethally irradiated mice. We observed that tumors 
which were nonmetastatic in normal syngeneic recipients did generate 
metastasis in the recipients which had been exposed to lethal doses of 
total body irradiation and were protected by fetal haemopoietic cells 
(Feldman and Yafe, 1959b; Yafe and Feldman, 1959; Feldman and Yafe, 
1962). The formation of metastasis in these radiation chimeras sug- 
gested that the function of the immune system in controlling metastatic 
growth was distinct from the control of growth of the local tumor, a 
phenomenon which in later years constituted a central focus in my scien- 
tific work. 

Ill. Initial Realities: Tumor-Specific 
Transplantation Antigen 

The question of the possible expression of tumor-specific antigens is 
as old as the entire field of cancer research. Yet all attempts, prior to 
1956, to demonstrate antigens specific to cancerous cells ended in a long 
series of disappointments. The sharp end of this initial unfruitful era of 
tumor immunology is marked by dramatic observations reported in 
1956 by Prehn and Main following an earlier report by Folley (1953): 
They induced in mice of the C57BL strain tumors by meth- 
ylcholanthrene. They then transplanted pieces of a given tumor to syn- 
geneic recipients resulting in progressive growth. Yet, if these primary 
growing grafts were either surgically removed or made to shrink follow- 
ing ligation of blood supply, a secondary graft of the same tumor was 
immunologically rejected. The rejection was tumor specific since prima- 
ry grafts of normal tissues from the original tumor-bearing organism 
did not prime syngeneic animals to reject the tumor graft. Thus, for t-he 
first time, tumor specific transplantation antigen (TSTA) was demon- 
strated. Each tumor had a specific individual TSTA. Transplants of a 
given tumor did not immunize syngeneic animals against grafts of dif- 
ferent methylcholanthrene-induced tumors from mice of the same 
strain (Prehn and Main, 1956). In fact, TSTA seemed to have elicited an 
immune response even in autochtunous animals (Klein et al., 1960). To 
test whether the TSTA is tumor individual specific or whether the speci- 
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ficity reflects minor genetic differences between mice of the same strain, 
my student, A. Globerson, and I induced a few subcutaneous sarcomas 
in each mouse with benzpyrene. We demonstrated that each tumor with- 
in the same mouse had a different TSTA (Globerson and Feldman, 
1964). Prehn's observations thus signified the initiation of a new era of 
tumor immunology characterized by a renewed conviction that immu- 
nogenic tumor-specific antigens may exist, although at that time the 
evidence was confined to tumors induced by polycyclic hydrocarbons. 

IV. Actual Realities: T Cell Recognition of Cell 
Surface Epitopes 

Attempts to purify and characterize TSTA have been, until recently, 
progressing very slowly. Since rejection of chemically induced tumors 
seemed mediated by T lymphocytes, the analysis of tumor antigens 
gained support by one of the most exciting discoveries of cellular immu- 
nology: the MHC restriction of immune recognition of cell surface epi- 
topes by T cells. It appeared that cell surface antigens are not recognized 
via their native conformation, but in fact, protein antigens undergo 
intracellularly partial proteolysis, yielding peptides that bind to MHC 
molecules. The peptide-MHC complexes are translocated to the cell 
surface where the MHC molecules function as peptide presenters to T 
lymphocytes. MHC class I1 present peptides to helper T cells (Harding 
et al., 1990), whereas MHC class I present peptides to precursors and 
mature cytotoxic T cells (CTLs). In humans, class I molecules include 
HLA-A, -B, and -C; in mice, they are represented by the H-2K, -D, and 
-L molecules. The MHC class I molecules consist of a 43-47 kDa heavy 
chain that includes three extracellular domains ( a l ,  a2, and a3), a trans- 
membrane domain, and a short cytoplasmic region. This heavy chain is 
noncovalently associated with a 12-kDa molecule, the P2-microglobulin. 
X-ray crystallography analysis of HLA-A2 (Bjorkman et al., 1987a,b) and 
of HLA-AW 68 (Garrett et al., 1989) showed that the a 1  and a2 domains 
are supported by the a3+2 microglobulin domain. The peptide-binding 
site is shaped like a groove, containing six pockets, that bind peptides of 
8-20 amino acids (Bjorkman et al., 1987a; Garret et al., 1989). Such 
peptides derive from intracellularly synthesized antigenic proteins, such 
as viral proteins, or  proteins in tumor cells mutated following the trans- 
forming processes. The peptides, following translocation to the endo- 
plasmic reticulum, are assembled there with newly synthesized MHC 
class I and p-2 microglobulin molecules. The MHC-peptide complexes 
are then transported via the Golgi to the cell surface. In fact, the assem- 
bly of the peptides with the MHC class I stabilizes the latter (Ljunggren 
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et al., 1990). It appeared, therefore, that CTLs could be activated and 
expanded if tumor cells present to them tumor-specific peptides via 
MHC class 1. The CTLs thus generated could kill tumor cells provided 
the tumor cells express MHC class I and tumor-specific peptides. Such 
CTLs could then have therapeutic implications. 

On the basis of these principles, I find interest in the experiments of 
Srivastava which were aimed at the identification and purification of 
‘TSTA (reviewed in Srivastava, 1993). Proteins were isolated by Srivastava 
from MCA-induced sarcomas capable of inducing specific transplanta- 
tion immunity against each of the tumors. Such proteins seemed, there- 
fore, to represent the TSTA of these tumors. Yet the purification of 
these proteins led to an unexpected paradox: they were found to belong 
to a family of proteins known as heat-shock proteins (HSP). These pro- 
teins, however, are among the most conserved proteins of the living 
systems. How could that be reconciled with the individual specificity of 
antigens of tumors induced by polycyclic hydrocarbons? 

Srivastava and his group identified at first a heat-shock protein of 96 
kDa (gp96), whereas Ulrich (1986) isolated from tumor cells an HSP of 
84 and 86 kDa. It  appeared that they belonged to the same family of 
HSP; an immunogenic gp96 was also subsequently isolated from tumor 
cells of uv-induced fibrosarcomas, which are also known to manifest in- 
dividual tunior-specific TSTA, and in the Meth-A sarcoma an hsp70 was 
identified as an additional TSTA. Since sequence analysis failed to dis- 
cover polymorphisms among HSP genes of different tumors, it seemed 
that the specific immunogenicity could not be attributed to the HSP per 
se. Rather, it appeared that the gp96 was a carrier of tumor-specific 
peptides, arid Srivastava suggested that such peptides, derived from 
tumor proteins, are transported to the class I MHC molecules in the 
endoplasmic reticulum (EK) via the gp96 proteins. The gp96 thus func- 
tions as a peptide acceptor (“chaperone”) in the EK lumen. In fact, 
tumor peptides not only seem to bind to HSP and generate immu- 
nogenic complexes capable of inducing tumor-specific class I-restricted 
CTL, but they also confer protection against a tumor graft. Preparations 
of gp96 obtained from influenza virus or SV4O-infected cells induced in 
animals antigen-specific MHC class I-restricted CTL against the viral- 
infected cells. The concept of HSP chaperoning antigenic peptides is an 
attractive concept. It does, however, require further studies in which 
elution and characterization of antigen-specific peptides which form 
gp96 and hsp7O will be carried out, followed by reconstitutions by the 
peptides of empty gp96 and hsp70, and testing such reconstituted mole- 
cules for their capacity to induce specific CTL against tumors on viral- 
infected cells. 
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Be the function of HSPs in controlling cellular immune response as it 
may, our principle is beyond doubt: cytotoxic immune reactivity is medi- 
ated by MHC class I molecules presenting specific peptides to precur- 
sors of CTLs. 

If host immune reactivity mediates not only rejection of tumor grafts 
but also participates in controlling tumor progression, then tumors 
which have lost cell surface expression of MHC class I could gain growth 
properties. Conversely, reexpression of MHC class I genes should con- 
fer immunogenic properties resulting in decreased tumorigenicity. The 
first study that used H-2 gene transfer to manipulate tumorigenicity was 
that of Hui et al. (1984) who experimented with K36.16 line of Gross 
leukemia virus transformed AKR cells, originated in an H-2K mouse. 
The tumor cells are H-2KK nonexpressors, and transfection with H-2KK 
gene converted them to nontumorigenic cells. The abolishment of tumor- 
igenicity was a function of their acquisition of immunogenic properties: 
the H-2KK-restricted viral epitopes elicited specific CTL which pre- 
vented tumor growth. When tested in T-cell depleted mice, the transfec- 
tants did grow progressively. 

V. MHC Class I Genes Control the Metastatic 
Phenotype of Tumor Cells 

We aimed at studying solid metastatic tumors in mice as models for 
human malignant tumors. It was previously demonstrated that the cell 
population of a metastatic tumor is heterogeneous with regard to the 
capacity of its individual cells to generate metastasis (Fidler and Kripke, 
1977). The first question we raised was whether there is a causal relation- 
ship between the imbalanced expression of MHC class I and the metasta- 
tic phenotypes within a given tumor. With Shraga Segal and our student 
Shulamit Katzav we initially studied the T I 0  sarcoma induced by meth- 
yleholanthrene in an (H-2K x H-2b) F1 mouse. By cloning its cells we 
observed that neither the metastatic nor the nonmetastatic clones of this 
tumor express the H-2K alleles. Yet there were clear differences in MHC 
class I expression between the metastatic and the nonmetastatic clones: 
metastatic clones, such as the IE7, expressed both the H-2DK and the 
H-2Dt), whereas nonmetastatic clones expressed the H-2Db only (De- 
Baetselier et al. 1980; Katzav et al., 1981, 1982, 1983a,b). Immunoselec- 
tion in vivo indicated that when the IE7 clone was made to lose the cell 
surface expression of H-2Db, the retained H-2DK was associated not only 
with the retention, but in fact with an increase of its metastatic compe- 
tence (Katzav et al., 1983c, 1984). 

To test whether induced expression after transfection with H-2K 
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genes would affect the metastatic properties, we collaborated with Dr. G. 
Hammerling of the DKFZ (The Center for Cancer Research) in Heidel- 
berg for the transfection of cells ofthe IE7 clone (H-2Db++, H-2Dk+) with 
the H-2K”, H-2Kk genes or with H-2Kb + H-2Kk genes. The expression 
of either of the H-2K genes resulted in the abolishment of the metastatic 
phenotype, i.e., in the conversion of a malignant to a benign phenotype. 
This was associated with the acquisition of immunogenic properties: the 
H-2K transfectants elicited in syngeneic animals H-2K-restricted CTL. 
This was the first demonstration that transfer of syngeneic MHC class I 
genes into cells of a metastatic phenotype converted malignant to benign 
phenotypes (Wallich et al., 1985). 

To further analyze the MHC class I control of the metastatic phe- 
notype of tumors, we turned to a tumor that has originated spontaneously 
in a C57BL(H-2”) mouse: the 3LL Lewis lung carcinoma. Our studies on 
the lung carcinoma and on murine melanomas were carried out with Dr. 
Lea Eisenbach, who joined my laboratory in 1982 and devoted her excel- 
lent talents to the study of cancer metastasis designing experiments and 
leading the graduate students of our group. Cloning the cell population 
of the 3LL carcinoma, she first tested whether the differences between 
metastatic phenotypes and nonmetastatic phenotypes within the same 
tumor derive from differences in proteolytic enzymes which were 
claimed to function in cell dissemination. Previous studies of Liotta at 
the NIH demonstrated that cells of malignant tumors but not of benign 
tumors secrete collagenate type IV, capable of degrating collagen type 
IV, which is an important component of basement membranes of blood 
capillaries, thus enabling cell penetration through blood vessels (Garbisa 
et al., 1980). Yet studies of metastatic and nonmetastatic clones of the 
same metastatic tumors indicated that both phenotypes secrete collage- 
nate type IV (Eisenbach et al., 1985a). Plasminogen activator (Wang et ul., 
1950) also did not seem to act as a rate-limiting factor in controlling the 
metastatic properties of clones generated from malignant tumors 
(Eisenbach et ul., 1985b). It seemed, therefore, that metastatic compe- 
tence of the different phenotypes within the murine malignant tumors 
that we studied is expressed at stages subsequent to the initial stage of 
cell dissemination. Hence, the interaction of the tumor cells, following 
intravasation, with the host immune system seemed a possible stage at 
which differential expression of the metastatic competence could take 
place. Since MHC class I molecules control host immune responses to 
cell surface antigens, Lea Eisenbach generated and tested a large num- 
ber of clones of the Lewis lung carcinoma to discover that nonmetastatic 
clones expressed, like normal cells, both the H-2K” and the H-2Db, 
whereas in the metastatic clones H-2Kb expression was dramatically re- 
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duced. In fact, it appeared that the lower the cell surface H-2K/H-2D 
ratio, the higher was the metastatic competence of the clone (Eisenbach 
et al., 1983, 1984a,b). Transfection of metastatic clones with H-2Kb 
genes, performed by our student Dani Plaksin, leading to cell surface 
expression of H-2K, resulted in the conversion of malignant clones to 
low or nonmetastatic phenotypes (Plaksin et al., 1988). Since such trans- 
fectants did generate metastasis when transplanted to immune sup- 
pressed animals, the abolishment of the metastatic phenotype was attri- 
buted to H-2K-restricted immunogenic competence acquired by the 
transfectants. The H-2K molecules were thus assumed to present tumor- 
specific peptides to the host T cells. This was confirmed in experiments 
showing that the transfectants elicited in syngenesis animals H-2Kb re- 
stricted antitumor CTLs. Since the highly metastatic clones were not 
completely H-2K nonexpressors, we tested whether the low density of 
H-2K, which was not sufficient to confer immunogenicity on the tumor, 
was sufficient to make the cells susceptible to CTLs elicited by the H-2K” 
transfectants. In uitro positive results led to the first treatment of tumor- 
bearing animals with gene-manipulated tumor cells as cellular vaccines: 
animals grafted with cells of a highly metastatic clone were subjected for 
9 days following transplantation, when the local tumor was well estab- 
lished, to weekly vaccinations with inactivated (X-irradiated and mito- 
mycine treated) H-2Kb-transfected cells. The immune response elicited 
by the transfectants caused significant suppression or complete preven- 
tion of tumor metastasis. It appeared that the H-2Kb of the tumor cells 
presenting to CTLs tumor-specific peptides induced a response that 
prevented metastatic growth (Plaksin et al., 1988). We obtained similar 
results of suppressed metastatic competence, yet here also of reduced 
tumorigenicity, following transfection of B- 16 melanoma with H-2Kb 
gene (Porgador et al., 1990). 

Could H-2K of other haplotypes present 3LL tumor-specific peptides 
to CTL, thus converting, following transfection, metastatic to non- 
metastatic phenotypes? Our graduate student Cohava Gelber per- 
formed these experiments, transfecting cells of the metastatic clone 
D122 with H-2Kk, H-2Kc1, or H-2Kb1l1* genes, then measuring the tu- 
morigenic and metastatic properties of the transfectants in H-2K- and 
H-2D-matched recombinant congenic recipients. H-2K transfectants 
with each of the three H-2K genes grew locally in H-2-matched mice, but 
the generation of metastasis was abolished by each of the “foreign” H-2K 
alleles (Gelber et al., 1989). These results suggested that putative tumor- 
associated antigens (3LL-TAAs) produced different immunogenic pep- 
tides, each presented by a different H-2K restriction molecule. 

Furthermore, Hammerling et al. demonstrated that transfection of 
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3LL cells with human class I CW3 genes followed by their transplanta- 
tion into C57BL/6-CW3 transgenic mice also resulted in abrogation of 
the metastatic phenotype. It appeared that human HLA molecules pre- 
sented a murine tumor peptide to the mouse T lymphocyte (Hammer- 
ling et al., 1989). 

All our in vivo studies on gene-modified 3LL tumor cells were made in 
syngeneic homozygous recipients. To get closer to the human situation, 
we tested the metastatic properties of our H-2K gene transfectants in 
compatible heterozygous recipients. These studies were performed by 
our then M.Sc. student, Ofer Mandelboim. Thus, tumor cells trans- 
fected with H-2K13 or H-2Kk genes were tested in (H-2b X H-2k) F,  mice 
and cells transfected with H-2K" or H-2Kd were tested in (H-2" x H-2d) 
F, mice. These single transfectants, which following transplantation into 
syngeneic homozygous animals, manifested abrogation of the metastatic 
competence, when tested in compatible heterozygous animals retained 
their metastatic phenotypes. We therefore subsequently doubly trans- 
fected the tumor cells with the two parental H-2K genes of each of the 
heterozygous recipient mice. Such double H-2K transfectants, when 
tested in compatible heterozygous mice, showed complete loss of their 
metastatic phenotype. In fact, even the growth of the local grafts of the 
double transfectants was either immunologically rejected or very much 
growth arrested (Mandelboim et al., 1992). Such double transfectants 
were then tested as cellular vaccines in tumor-bearing animals. They 
were found to arrest metastatic growth when injected to animals bearing 
well-established tumor. The dramatic difference between the growth 
properties of the single H-2K transfectants and those of the double 
transfectants was unexpected. Measuring the levels of induced precur- 
sors of CTL between the two types of recipients provided a basis for the 
empirical observations on the difference in metastasis formation be- 
tween the heterozygous and homozygous recipients, yet did not actually 
explain it. It did, however, raise fundamental questions regarding differ- 
ences between the repertoire of T cells in heterozygous, as distinct from 
homozygous, animals. 

Be the theory underlying the experimental results we obtained as it 
may, since human organisms are heterozygous the implication of our 
experiments for the generation of antimetastatic cellular vaccines by 
MHC class I gene insertion is that one would have to modify human 
tumor cells by insertion of HLA genes of the two parental haplotypes of 
each patient. We therefore searched for ways to bypass the necessity of 
generating vaccines tailor made according to the HLA genotype of each 
cancer patient. 

We observed, like many others, that human malignant tumors mani- 
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fest significant levels of suppression of HLA class I gene expression 
(reviewed in Elliot et al., 1989). Furthermore, in studies we carried out at 
the Memorial Sloan Kettering with Carlos Cordon Cardo and Zvi Fuchs, 
we observed that the frequency of HLA expressor tumor cells among 
the metastatic cell population was significantly lower than that among 
the populations of the primary tumor of the same patients. What was 
particularly significant was the observation that the disseminating intra- 
vascular tumor cells were practically HLA nonexpressors, suggesting 
that HLA nonexpressors had a selective advantage for metastatic dis- 
semination (Cordon-Cardo et al., 1991). It therefore appears that gene 
manipulation of human tumor cells which would result in high expres- 
sion of HLA molecules could abolish their metastatic phenotype and 
make such cells candidates for cellular vaccines. Hence, bypassing the 
necessity for modifying tumor cells by HLA gene transfection according 
to the genotype of each individual patient by inserting genes that would 
upregulate the suppressed MHC genes of tumor cells seemed worth 
studying. 

VI. Upregulating the Expression of Endogenous 
H-2K Genes 

To test whether the H-2K gene of a highly metastatic low H-2K ex- 
pressor is structurally intact, Dani Plaksin cloned the gene from a D122 
genomic library and observed that no gross mutations, deletions, or 
rearrangements occurred in the K b  genomic clones. It thus appeared 
that the endogenous H-2K genes of the low expressor tumor cells are 
structurally intact, and that transacting factors suppressed its expression 
in the highly metastatic phenotypes (Plaksin et al., 1993). Following 
transfection with the H-2K genes, the suppressor factors are diluted by 
excess of promoter sequences. Hence, Lea Eisenbach undertook the 
study of the transcriptional mechanism controlling the differential ex- 
pression of MHC class I genes in high compared to low metastatic 
clones. Studies in several laboratories revealed that transcription factors 
involved in regulating MHC gene expression manifest binding to 
enhancer-like sequences of the murine MHC. The mouse MHC promo- 
ters contain two enhancer-like sequences: enhancer A, -203- 158; en- 
hancer B, -120-61; and an interferon responsive sequence at -163-19 
(Kimura et al., 1986). The NFkB nuclear factor is a heterodimer of p50 
and p65, whereas the KBFl is a homodimer of the p50 kDa DNA- 
binding subunit of the NFkB. The NFkB and the KBFI bind to the same 
sequences (Kieran et al., 1990; Ghosh et al., 1990). Since high levels of 
H-2K transcripts were observed in low metastatic phenotypes, whereas 
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they were hardly detectable in high metastatic cells, we tested whether 
this is correlated with different transcription factors expressed in cells of 
high compared to low metastatic phenotypes. Plaksin conducted the 
experiments and observed that KBF1, the p50 homodimer, appears at 
higher levels in extracts of D122, a high metastatic clone, than in A9, a 
low metastatic clone. The p50 homodimer in the high metastatic cells 
was in excess of NFkB (the p50-p65 homodimer). In contrast, in the A9, 
the low metastatic clone, the NFkB was in excess of KBF1. This sug- 
gested that the p50 is associated with H-2K suppression, whereas the 
p65 is associated with H-2K activation. Indeed, transfection of A9 cells 
with p50 expression vector resulted in a significant decrease in both Kb- 

specific mRNA and in cell surface H-2Ktl molecules. In contrast, trans- 
fection of D122 cells with p65 resulted in almost complete elimination of 
KBFl from the nuclear extract, in upregulation of Kb transcripts, and in 
elevated expression of cell surface Kb molecules (Plaksin et al., 1993). It 
appeared, therefore, that changing the balance between NFkB and 
KBF 1, i.e., between p50-p65 heterodimers and p50-p50 homodimers, 
changed transcriptional activity of the Kb promoter. Elevated KBFl is 
correlated with suppression of the gene, whereas elevated NFkB is corre- 
lated with activation of the gene. Kb activated D122-p65 cells, when 
tested upon transplantation, showed decreased metastasis formation 
and increased survival. Yet the levels of these biological effects were 
lower than those obtained following transfection with the H-2Kt1 gene. 

A parallel study of the regulation of MHC class I expression derived 
from our earlier observation that low metastatic high H-2K expressor 
clones showed higher levels of c-fos mRNA and protein than high meta- 
static low H-2K expressors. The expression of c-fos seemed causally re- 
lated to the activation of H-2K, since transfection of D122 cells with c$os 
resulted in induction of transcription and of cell surface appearance of 
H-2K but not of some other gene products and in a concomitant reduc- 
tion in the metastatic competence (Kushtai et al., 1988, 1990). In human 
leukemic cell lines (U937, HL60) induction of differentiation by TPA to 
macrophage-like cells was associated with a transient induction of c-jos 
and increased expression of HLA. On the other hand, induction of 
differentiation in HL60 cells by DMSO, that does not involve signaling 
through cTfos resulted in decreased levels of HLA. In murine erythro- 
leukemia cells, that express constitutively c-fos, differentiation by DMSO 
caused decreased expression of c-fos and in accordance abolishment of 
H-2 expression (Barzilay et al., 1987). 

Transcriptional regulation of c-fos is mediated via heterodimers of 
cfos and members of the Jun family of protooncogenes (c-jun, jun B, 
and jun D). Indeed, we observed that transcripts of c-fos, cjun, and jun- 
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B appear in much higher levels in the low metastatic H-2K expressors 
clone A9 than in the high metastatic, low H-2K expressor D122 of the 
3LL Lewis lung carcinoma, and a similar correlation was observed 
among clones of the K1735 melanoma. Although transfection of our 
tumor cells showed that the c-fos and c-jun are reciprocally inducible, we 
found that double transfectants with fused c-fos plus cjun constructs, 
ensuring the integration of the same copy number of c-fos and c-jun 
genes, resulted in the highest immunogenic effect: Not only was metas- 
tasis formation completely abolished, but even growth of the local tumor 
was, in most mice, immunologically prevented by a T cell response. Such 
double transfectants of c-fos plus c-jun could thus serve as an efficient 
cellular vaccine (Yamit-Hezi, M. Sci. Thesis, 1993). 

However, the application of protooncogenes for gene therapy of hu- 
man cancer may elicit significant reservations. Since &interferon (6-IFN) 
is a known inducer of MHC class I expression, w e  initiated a long series 
of studies on the function of inserted %interferon genes in upregulating 
the expression the endogenously suppressed H-2K genes and thereby 
on the generation of antimetastatic cellular vaccines. These will be dis- 
cussed under Section IX, A. 

VII. The Tumor-Specific Immunogenic Epitope of a 
Murine Lung Carcinoma Is an Octapeptide Mutein 

of Connexin 37 

We demonstrated that transfection of H-2Kb gene converted a highly 
metastatic to a nonmetastatic highly immunogenic phenotype capable of 
eliciting H-2Kb-restricted antitumor CTLs. We subsequently aimed at 
isolating and characterizing the H-2Kb-bound tumor-specific immu- 
nogenic peptides of the Lewis lung carcinoma and Ofer Mandelboim 
carried out this study. Crude peptide fractions (M,>5000) from H-2K- 
transfected tumor cells were separated by reverse-phase HPLC, and 
individual fractions were loaded on RMA-S cells, of H-2b origin, which 
are defective in their capacity to process proteins and hence express 
“empty” H-2K molecules. Such cells were acted upon by CTLs gener- 
ated against H-2Kb-transfected 3LL cells. The most active fractions con- 
ferring susceptibility to the antitumor CTL were rechromatographed, 
and an active peak was sequenced, manifesting a major peptide, Phe- 
Glu-Gln-Asn-Thr-Ala-Gln-Pro (or Ala). An NBRF data bank search 
revealed homology with a peptide from the mouse gap-junction protein, 
connexin 37. Synthetic octapeptides were prepared with Pro (MUT1) or 
Ala (MUT2) at position 8, and both were found to stabilize H-2Kb mole- 
cules on the RMA-S cells. RMA-S cells thus loaded by either of the 
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synthetic peptides, then injected to syngeneic mice, induced antitumor 
CTL, which manifested specificities identical to CTLs generated against 
H-2K 3LL transfectants. It is important to note that the CTLs produced 
against the octapeptides also lysed cells of another H-2b-originated lung 
carcinoma, the CMT-64, but did not lyse cells of other H-2b-originated 
tumors. Thus, the octapeptides may represent a general lung carcinoma 
tumor-associated antigen (Mandelboim et al., 1994). 

RT-PCR tests on RNAs isolated from D122, H-2Kb-transfectant 3LL, 
and from normal H-2b lung tissue indicated that both the normal con- 
nexin 37 protein and the Gln-mutated forms are expressed in the tumor 
cells. Mutations in connexin 37 may be causally related to the malignan- 
cy of lung carcinomas by impairing contact inhibition which in normal 
lung cells might be mediated by the normal gap-junction protein, the 
connexin 37. The cross-reactivity w e  observed with the nonrelated 
CMT-64 lung carcinoma suggests that common lung carcinoma immu- 
nogenic peptides may exist (Mandelboim et al., 1994). Since recent stud- 
ies of ours indicated that peptide vaccination of tumor-bearing animals 
elicited an antimetastatic immune response, immunotherapy by means 
of peptide epitopes might represent an effective antimetastatic modality. 

VIII. The New Era of Molecularly Characterized 
Tumor-Associated Antigens 

Do the observations we made in our studies of a murine lung carcino- 
ma reflect a general reality of murine tumors? Are they relevant to 
human cancer? In fact, very extensive investigations were carried out 
during the past decade in which mouse and human tumors were sub- 
jected to analytical studies indicating the existence of immunogenic 
tumor-associated antigens. These constitute a new era of exciting obser- 
vations of tumor-specific epitopes and of their coding genes. Although it 
is impossible to deduce at this point in time the probability of their 
application to clinical modalities of tumor immunotherapy, the basic 
observations made recently are of great interest. Here, I shall refer to 
just a few systems, which seem to me to be particularly significant, and 
will start with the unique series of observations made by Terry Boon and 
his associates studying both mouse and human tumors. 

A. MURINE TUMORS 

With regard to mouse tumors, Boon started with a rather artificial 
system in which experimental induction of antigens in an existing tumor 
was achieved: he used a line of a DBA/2 originated mastocytoma named 
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P815. Mutagen treatment of the tumor resulted in immunogenic mu- 
tants that lost tumorigenicity in syngeneic mice (tum- variants) because 
they acquired the capacity to elicit specific CTLs against the induced 
tum- transplantation antigens (P35B) (Szikora et al., 1990; Van den 
Eynde et al., 1991). Clones of these CTLs were produced, and when 
tested against transfectants with DNA from tum- cells could identify 
recipient cells expressing the turn molecule (i.e., antigen P35B). The 
gene P35B that was thus found to code for the tumor-rejection antigen 
is 6 kb long containing 11 exons, differing from its normal allele by a 
point mutation. A mutated peptide (replacing a Ser by an Asn residue) 
was thus presented to CTLs via MHC class 1 molecules. Another tum 
antigen discovered following mutagen treatment is the P9 1 A, coded by a 
mutation of another gene on its exon 4, etc., each specifying a different 
immunogenic peptide presented by MHC class 1 to precursors of syn- 
geneic CTLs (Sibille et al., 1990; Chomez et al., 1992). Thus, tum com- 
prises a class of genes which in P814, under the influence of mutagens, 
expressed new epitopes recognized by CTL (Dyson et al., 1992). Cells 
carrying the mutant alleles have impaired tumorigenicity. Antigens thus 
detected following mutagen treatment might represent the individual 
antigenic specificity manifested among chemically induced tumors in the 
classical studies of Prehn and Main and in the uv-induced tumors. Yet 
parallel studies by Terry Boon’s group indicated that mouse tumors may 
also express cell surface tumor-rejection antigens resulting from the 
expression of genes that exist in normal cells but in an unexpressed form 
(Boon et al., 1992). The P815A and P815B antigens coded by the P1A 
gene of the P815 mastocytoma represent the category of normal genes 
that were made to express themselves following transformation. Wheth- 
er in spontaneous tumors of mice more tumor antigens result from gene 
mutations than from the activation of gene expression remains an open 
question. The  latter may constitute a category of antigens that are 
shared by tumors of the same histological type (Boon et al., 1992). They 
may then be more approachable targets for immunotherapy. The ques- 
tion then arises whether human tumors of the same histological type 
share tumor antigens, or whether a tumor of each individual expresses 
the antigens derived from different mutational events. 

B. HUMAN TUMORS 

Searching for endogenous peptides presented to T lymphocytes on 
human cancer cells, melanoma seemed the first attractive candidates for 
their exploration. They seemed attractive because (a) antigens in human 
melanomas recognized by HLA class 1-restricted T cells were identified 
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and characterized (Wolfel et al., 1989; Van den Eynde et al., 1989); (b) 
TIL cells infiltrating human melanomas manifested following in nitro 
growth in the presence of IL-2, cytotoxic activity against melanoma tar- 
get cells (Lotz, 1990; ltok et al., 1988; Aebersold et al., 1991; Rosenberg 
et al., 1988); (c) following their injection into cancer patients they caused 
regression of established melanoma lesions (Aebersold et al., 1991 ; 
Rosenberg et al., 1988); (d) antimelanoma cytotoxic cells are CD8+ T 
lymphocytes, recognizing cell surface epitopes in an HLA class I-re- 
stricted way (Horn et al., 1991; Kawakami et al., 1992; Muul et al., 1987; 
Topalian et al., 1989). 

Terry Boon’s studies on human tumors were focused on melanomas. 
Peripheral blood lymphocytes from a melanoma patient were stimulated 
to generate CTLs against a line of autologous human melanoma, and 
these CTLs recognized an antigen MZ2-E expressed on the autologous 
tumor cells. In fact, it is also expressed on melanomas of other patients 
and on some tumors of other histological types, but it is not expressed on 
normal cells (Degiovanni et al., 1990; Van der Bruggen et al., 1991). The  
tumor antigen-a nonapeptide-is presented to CTLs via HLA-1 and 
is coded by a third exon of the gene MAGE- 1, which is expressed in 40% 
of melanoma samples (Marchand et al., 1993). HLA-A2 was also ob- 
served to stimulate autologous CTLs, yet here the immunogenic peptide 
derived from a cDNA that corresponds to transcripts of the tyrosinase 
gene. This gene is active in all human melanomas tested (Traversari et 
al., 1992). Although, unlike MAGE-1, it is also expressed on normal 
melanocytes, it could furnish a target for specific immunotherapy of 
human melanoma, even if effects of destruction of normal melanocytes 
will have to be expected (Wolfel et al., 1993). HLA-A2 appears to repre- 
sent the most common class I-restricting element of the antimelanoma 
CTLs. Hence, the question of the nature of the peptides presented via 
the HLA-A2+ molecules constituted an obvious challenge. Lotz et al. 
(1993) eluted peptides from cell lines of HLA-A2+ melanomas. They 
were demonstrated to contain TIL-reactive epitopes. Six epitopes have 
been identified (Pl-P6), three of which (Pl,  P2, and P4) may represent 
the three clonal melanoma determinants discovered previously (Knwuth 
et al., 1989; Wolfel et al., 1989). Yet the sequence of these peptides was 
not determined. This was recently achieved by C. L. Slingluff et al. 
(1994), demonstrating that of several thousand peptides presented by 
the HLA-A2.1, at least 9 are recognized by melanoma-specific CTLs. 
One of these peptides, a nine-residue entity, was sequenced and shown 
to represent an epitope for CTL lines established from each of five 
different melanoma patients. This peptide may then be a candidate for 
a synthetic experimental antimelanoma vaccine. 
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A completely different set of human tumor-associated antigens was 
studied by Olivera Finn, focusing on glycosylated mucin molecules ex- 
pressed on pancreatic, breast, and ovarian tumors. CTLs from cancer pa- 
tients manifested an HLA nonrestricted cytotoxicity, yet the T cell recep- 
tor is an alpha-beta heterodimer typically found on MHC-restricted 
T cells (Barnd et al., 1989). The epitope SM3 is part of multiple tandem 
repeats of a 20 amino acid sequence of the protein core of the mucin, 
and it therefore explains the lack of MHC restriction (Jerome et al., 
199 1) .  The  specificity of the CTL reactivity was elegantly demonstrated 
by testing CTL infiltrated into ovarian, pancreatic, or breast tumors. 
Several lines were generated from such CTLs which recognized in an 
MHC-nonrestricted pattern mucin- 1 expressor carcinoma cells but not 
nonexpressor cells. Such CTL did lyse EBV-transformed cells that were 
made with polymorphic epithelial mucin complementary DNA follow- 
ing transfection to express mucin core-peptide. These CTLs did not 
lyse targets that were transfected with an expression construct contain- 
ing a murine frameshift mutant cDNA. Yet, although the different lines 
of EBV and Burkitt lymphoma cells were transfected with the identical 
murine construct, they expressed different subsets of tumor-associated 
epitopes. This indicates that the specificity of these epitopes for tumors 
is not due to genetic alterations of the murine gene in tumors, but rather 
from post-translational modifications of normal gene products. Incom- 
plete glycosylation of mucin might determine the appearance of differ- 
ent epitopes (Jerome et al., 1992; Ioannides et al., 1993). 

IX. Tumor Cells Transduced by Cytokine Genes 
I have reviewed in some detail the recent progress made with regard 

to the studies of Terry Boon’s groups and of Olivera Finn since both of 
them are excellent examples of a new molecular approach to the old 
question of whether or not spontaneous tumors express tumor- 
associated antigens which can represent molecular targets for immu- 
notherapy of cancer. Yet for immunotherapy as a clinical modality the 
expression of cell surface antigens on tumor cells presented by MHC 
molecules (i.e., of tumor-specific peptides) is necessary but may not be 
sufficient. Immunotherapy depends on the capacity to elicit within the 
cancer patient high enough levels of immune effector cells that could 
either eliminate tumor cells or at least prevent tumor progression. The 
immunogenic effects of antigens were demonstrated to be, among other 
factors, a function of a group of proteins collectively defined as cyto- 
kines or lymphokines synthesized and secreted by a variety of cells and 
each manifesting a large spectrum of cellular effects. They act locally 
as autocrine or paracrine signals, and most of them reveal regulatory 
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functions on cells of the immune system. Because of their local, para- 
crine function it appeared that the introduction of cytokine genes into tu- 
mor cells might amplify host antitumor responses significantly better than 
systemic administration of the cytokines. Cytokirie gene therapy, based 
on the introduction of tumor cells modified via gene transfer to secrete 
IL-2 (Fearon et al., 1990; Bubenik et al., 1990; Gansbacher et al., 1990), 
IL-4 (Tepper et al., 1989; Blankenstein et al., 1990; Golumtek et al., 1990), 
IL-7 (Hock et al., 1991), 6-IFN (Watanabe et al., 1989; Restifo et al., 1992), 
TNF-a (Blankenstein et al., 1991), or GM-CSF (Colombo et al., 1991; 
Dranoff et al., 1991) was tested in a large number of murine tumors. 
Such cytokine gene-transduced tumors, in most cases, lost their tumor- 
igenic properties while acquiring increased immunogenic potency, mani- 
fested in the capacity to (a) induce CTLs and additional immune effec- 
tor cells, (b) immunize against a subsequent graft of parental tumor cells, 
(c) prevent growth of coinjected parental tumor cells, or (d) elicit an 
immune response effective in rejecting 1-3 day old tumors. In most 
tested cases CD8+ and CD4+ cells seemed to participate in the protective 
effects. Yet, in the first demonstration of the effects of an inserted cyto- 
kine gene (Tepper et al., 1989), tumor cells transduced with IL-4 genes 
seemed to be infiltrated during their rejection by eosinophils, suggesting 
that the latter mediated the immunogenic effect. These studies estab- 
lished basic principles of the introduction of cytokine genes for immu- 
notherapy of tumors, yet in most of these studies immunogenic animal 
tumors were used as distinct from metastatic nonimmunogenic models. 
Furthermore, in most studies immunization of healthy animals, followed 
by challenge of a subsequent parental tumor, rather than immunization 
of tumor-bearing metastatic cells, was investigated. None of the studies 
tested the effects of cytokine gene-transduced tumor cells on widely 
spread spontaneous metastasis, following surgical removal of the local 
tumor, which should represent models of immunotherapy via gene ther- 
apy of human tumors. We carried out studies on the properties of meta- 
static tumor cells transduced with cytokine genes, in particular on their 
function as cellular vaccines in animals bearing metastatic tumors. All 
these studies in our laboratory were performed by Angel Progador (re- 
viewed in Porgador et al., 1993a, 1994). 

A. TUMOR CELLS TRANSDUCED 
BY Y-INTERFERON GENES 

We have known that y-IFN is a potent inducer of MHC class I gene 
expression. More recently it was shown that genes involved in processing 
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and transport of peptides for MHC class I binding are also upregulated 
by y-IFN. Hence, it seemed probable that the insertion of y-IFN gene 
into tumor cells might increase their immunogenic properties. In fact, in 
earlier studies y-IFN genes were introduced into two murine tumors: a 
murine neuroblastoma (Watanabe et al., 1989) and a methylcholanthrene- 
induced fibrosarcoma (Gansbacher et al., 1990). In both models y-IFN- 
secreting tumor cells manifested reduction or abolishment of their tu- 
morigenic properties. The y-IFN-producing cells showed high elevation 
of MHC class I expression and of the capacity to induce CTLs. When 
injected into mice they induced protection against a subsequent graft of 
parental tumor cells. 

Aiming at the induction of immunity against tumor metastasis we  
used retroviral vectors to introduce y-IFN genes into cells of the high 
metastatic clone D122 (Porgador et al., l993b). As a function of the 
vector used, two types of IFN infectants were isolated: y-IFN high secre- 
tors (128-256 IU/ml) and y-IFN very low or nonsecretors (<21 IU/ml). 
In both infectants the expression of endogenous MHC class I was signifi- 
cantly upregulated, the secretors manifesting somewhat higher levels of 
MHC class I expression. Testing their biological properties we observed 
the following: both types, when inactivated by irradiation and then in- 
jected to normal mice, elicited similar levels of CTLs, and both protected 
mice to a similar extent against a subsequent graft of parental tumor 
cells. Thus, high levels of expression of MHC class I determined the 
induction of CTLs, and the latter seemed to have determined the state 
of protection against parental grafts. However, when mice carrying an 
established tumor of the metastatic clone were vaccinated, clear differ- 
ences were observed between the IFN secretors and the nonsecretors. 
y-I FN secretors were significantly more effective than nonsecretors in 
inducing host response against tumor metastasis. This suggested that 
effector cells additional to CTLs are induced by the secretors, and these 
are involved in preventing growth of tumor metastasis. Indeed, we 
found that the irradiated secretors induced, in addition to CTL, the 
generation of natural killer (NK) cells which seemed functional in ar- 
resting metastatic growth in tumor-bearing animals. Furthermore, to get 
closer to a model of immunotherapy of human cancer, we vaccinated 
animals from which the local tumor was surgically removed at a stage in 
which lung micrometastasis had already formed. Only the IFN secretors 
elicited immunity which nearly cured tumor metastasis completely. 
These observations suggest that y-IFN-transduced tumor cells should be 
considered as candidates for a therapeutic modality in postoperative 
situations of human cancer. 
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B. TUMOR CELLS TRANSDUCED BY IL-6 GENES 
When tumor cells were transfected with IL-6 genes, we observed a 

correlation between the levels of IL-6 production by the transfected cells 
and in uitro growth retardation. The growth arrest was not a function of 
an autocrine effect of the secreted IL-6, since neutralizing antibodies to 
IL-6 did not prevent the growth arrest, neither did exogenous IL-6 
inhibit the in uitro growth of D122 cells. The IL-6 transfectants signifi- 
cantly reduced their metastatic competence, most probably by inducing 
CD8+ immune responses. When used as inactivated cellular vaccines, 
highly positive IL-6 transfectants protected the mice against metastatic 
growth of a subsequent graft of parental cells. Furthermore, when mice 
carrying a local parental tumor were similarly vaccinated, growth of lung 
metastasis was significantly reduced. Yet, a much smaller effect was ob- 
tained in postsurgical vaccination of established metastasis. Similar re- 
sults were obtained when IL-6-transduced B 16-F 10.9 melanoma cells 
were tested. 

C. TUMOR CELLS TRANSDUCED BY IL-2 GENES 

Interleukin-2, secreted primarily by activated CD4 lymphocytes, is a 
potent activator of CTL proliferation, of helper T cells, of NK cells, and 
of macrophages. An optimal therapeutic effect of IL-2 might be 
achieved by a local rather than a systemic application of IL-2, thus de- 
creasing IL-2 toxicity and enabling optimal local levels of the cytokine at 
the tumor site. Gene insertion into murine tumor cells showed that 
secretors of IL-2 manifested reduced tumorigenicity and induced pro- 
tective immunity against subsequent grafts of parental tumor cells, while 
eliciting antitumor CTLs. To explore the effects on metastatic cells, IL-2 
gene was inserted via retroviral vectors into cells of the D122 clone, and 
both high and low secretors showed abolishment of tumorigenicity fol- 
lowing transplantation (Porgador et al., 1993~). In nude mice the low 
secretors retained their tumorigenic properties, and only the high secre- 
tors manifested reduction in tumorigenicity. Similar differences with 
regard to experimental metastasis were observed following intravenous 
injection of high and low IL-2 secretors. These results suggested that 
high IL-2 secretors seem to induce, in addition to T cell effectors, the 
generation of non-T cells. CTL again seemed sufficient for protective 
immunization against a subsequent graft of parental tumor cells, and 
here too vaccination with inactivated 1L-2 infectants of mice carrying a 
small established tumor of parental cells prevented the generation of 
metastasis by the parental tumor. Yet, curing established metastasis fol- 
lowing postsurgical vaccination was significantly less effective. Successful 
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treatment of established micrometastasis in a postsurgical protocol was 
achieved with cellular vaccines generated by double transfectants with 
H-2K + IL-2 genes, but not with H-2K + IL-6 or IL-2 + IL-6 genes. 
Cellular vaccines with combinations of genes should therefore be tested 
for the rejection of overt metastasis. 

X. Target Organ Specificity of Metastasis 

The ability of disseminating tumor cells to grow in a certain target 
organ constitutes the final limiting step of the metastatic cascade. Since 
different tumors tend to generate metastasis in different organs, it ap- 
peared that target organ specificity of metastasis might be based on 
specific paracrine growth signals generated in the different organs act- 
ing on the invading tumor cells. This concept, coined as the “seed” and 
“soil” hypothesis, was formulated by Paget in 1889, yet the experimental 
data were mostly limited to the demonstrations that organ conditioned 
media induced growth of tumor cells in culture which generate metasta- 
sis in these organs. Indeed, working with murine tumors which gener- 
ated metastasis in the lungs, we observed that cells of clones of a high 
metastatic phenotype, but not of clones of a low metastatic phenotype, 
were growth induced in culture by lung-conditioned media. Assuming 
that the lung conditioned media contained growth factors capable of 
stimulating the metastatic cells, we explored putative receptors on such 
tumor cells. Having found that membrane vesicles from high metastatic 
clones showed a higher tyrosine kinase activity than membrane vesicles 
from low metastatic clones, we screened our tumor clones with probes of 
various tyrosine kinase domains of oncogenes and of growth factor re- 
ceptors. We discovered that the high metastatic clones differentially ex- 
pressed an mRNA homologous to v-fms, oncogene. In these studies per- 
formed by our students, Myoung Sol do and Cheryl Fitzer-Attas, a 
cDNA library was prepared from cells of the high metastatic clone, and 
applying the fms probe we isolated and sequenced a 6.5-kb cDNA encod- 
ing the murine PDGF, receptor. To test whether expression of this gene 
would confer metastatic properties, we transfected cells of low metasta- 
tic clones, and observed that the transfectants acquired metastatic capac- 
ity exclusively to the lungs. We further found that lung conditioned 
media, but not kidney or liver, contain high levels of PDGF-like growth 
factors. It is therefore tempting to assume that the lung cell-secreted 
PDGF stimulate paracrinicity tumor cells expressing PDGF, receptors 
thus determining the lung as the target organ for 3LL metastasis (Do et 
al., 1992; Fitzer-Attas, 1993). 

Will downregulation of PDFF,R expression downregulate metastasis? 
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We prepared a mammalian expression vector containing a c-terminal 
truncated form of PDFF,R by site-directed mutagenesis. Since forma- 
tion of heterodimers between a normal receptor molecule and a trun- 
cated one was shown to abolish phosphorization and signal transduction 
in a PDGF,R system, we transfected the PDFF,R truncated gene into 
cells of one highly metastatic clone. The transfectants showed a signifi- 
cantly reduced metastatic competence, compared to that of parental 
cells or to mock transfectants, indicating that PDFF,R expression con- 
trols the completion of the metastatic process. 

This is the first system that clearly demonstrates a role of a growth 
factor receptor in proliferation in a specific target organ without any 
effect on local tumor growth. Specific blocking of such receptors might 
constitute another treatment modality for tumor metastasis. The use of 
anti-receptor antibodies or soluble receptors and of tyrosine kinase in- 
hibitors (tyrophostins) on growth of murine lung metastasis is being 
investigated. 

The approach aimed at controlling the growth of tumor metastasis by 
blocking growth factor receptors operating in metastatic growth recently 
gained significant support from the exciting observations of Dr. Men- 
delsohn’s group, who are studying the function of monoclonal anti- 
bodies to EGF receptors in substantially enhancing the effects of dox- 
orubicin and cis-diamminedichloroplatinum (cis-DDP) on established 
xenografts of cells of human tumor lines. T w o  anti-EGF receptor anti- 
bodies mAbs (528, isotype Ig62e and 225, isotype IgG1) were used in 
combination with either doxorubicin or  cis-DDP in nude mice carrying 
established xenografts of two human cell lines: the A43 1 squamous cell 
carcinoma and the MDA-468 breast carcinoma, which express high lev- 
els of EGF receptors. The combination of both agents had a dramatic 
tumoricidal effect in vzvo, manifested either in eradication of well- 
established tumors or in growth inhibition significantly greater than that 
produced by doxorubicin or DDP alone (Baselga et al., 1993; Fan et al., 
1993). This constitutes the first demonstration that treatment of well- 
established tumors with a combination of anti-receptor antibodies and 
a chemotherapeutic agent resulted in tumor-free animals at 100 days 
follow-up. Based on these observations, clinical trials of combined thera- 
py with human chimerized mAb 225 plus cis-DDP or doxorubicin will be 
initiated. 

XI. Conclusion 

It seems conceivable that tumor progression is based on a series of 
genetic changes in which mutations or  deletions of suppressor genes, 
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modification of protooncogenes, or of genes which control growth sig- 
nals and their receptors convert benign to malignant phenotypes. Yet, in 
many situations, therapeutic modalities have to be applied when a state 
of malignancy was already fully achieved. In such cases, the local tumor 
may still be heterogeneous with regard to the metastatic phenotype of its 
cell population. This heterogeneity, in our murine models, did not seem 
to be based on differential amplification of oncogenes or of modification 
of suppressor genes (p53, Rb, NM23). Furthermore, transfection of 
cells from our low metastatic clones with transforming oncogenes (V- 
Ha-ras, v-fos) did not result in the appearance of high metastatic phe- 
notypes (Eisenbach et al., 1986). In fact, many protooncogenes are sim- 
ilarly expressed in low and high metastatic clones of the same tumors 
(Eisenbach et al., 1988). We therefore studied differences relevant to the 
category of interaction of tumors with host immune systems, focusing on 
tumor cell interaction with T lymphocytes. 

One of the primary functions of T lymphocytes is identification and 
elimination of cells expressing abnormal proteins within the vertebrate 
organism. This is primarily a function of cytotoxic T lymphocytes which 
recognize, on the organism cell surface, peptides derived from intra- 
cellular proteins and transported in association with MHC class I mole- 
cules to the cell surface. CTLs recognizing abnormal peptides, derived 
from either exogenous viral proteins or  from endogenous mutated 
tumor proteins, appear to function as the potent defense effectors 
against viral infection or cancerous cells. Yet autonomous host resistance 
to tumors by MHC-restricted CTLs is hardly functional against the local 
tumors. Rather, it seems to be operating primarily against the dissem- 
inating nonmetastatic phenotypes within the heterogeneous tumor cell 
population. This is deduced from our observation that (a) the metastatic 
phenotypes of murine and human tumors are characterized by impaired 
expression of MHC class I, in particular of the H-2K gene; and (b) 
restoration of H-2K expression following H-2K gene transfection con- 
verted metastatic to benign phenotypes, most probably by restoring the 
presentation to CTL of tumor-specific peptides. H-2K transfectants 
could be used, following inactivation, as cellular vaccines in tumor- 
bearing animals. The upregulation of the endogeneously suppressed 
H-2K was achieved by insertion of b-interferon gene. &Interferon gene- 
transduced cells manifesting, in addition to MHC class I expression, 
local secretion of the cytokine, were found to be potent cellular vaccines 
when injected at advanced states of the disease, i.e., following surgical 
removal of the local tumor when lung micrometastasis is already formed. 
The requirement for effective antimetastatic vaccination of both class I 
expression and cytokine secretion was demonstrated in experiments in 
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which cellular vaccines were generated by transfection with both H-2K 
and IL-2 genes. We have identified, sequenced, and synthesized the 
tumor-specific octapeptides presented via the H-2Kb molecule to CTLs, 
which appears to be a mutein of connexin 37. The immunogenic effects 
of the octapeptides in tumor-bearing animals eliciting a cellular re- 
sponse which eradicated metastasis makes the isolation of this peptide a 
model for the generation of antimetastatic vaccines composed of syn- 
thetic peptides. Vaccination of patients with progressing human tumors 
with preparation of a single peptide may result in selection of antigen 
nonexpressors. Since class I MHC of heterozygous organisms is ex- 
pected to present a number of tumor-specific peptides, one should aim 
at a cocktail of different peptides, thus reducing the probability of selec- 
tion of antigen nonexpressor variants. Even then it is impossible to pre- 
dict to what extent immunotherapy, either via gene therapy or by vac- 
cination with the peptides themselves, might turn out to be an effective 
clinical modality. 
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I. Introduction 

Cancer of the breast is the most common neoplasm and the leading 
cause of cancer-related deaths among women in most developed and 
many developing countries (Parkin et al., 1984; Boring et al., 1992). For 
over half a century, the incidence of breast cancer has risen steadily, 
reaching as high as 4% per year in the mid-1980s (Harris et al., 1992). 
The recent increase is thought to be due to earlier detection (Marshall, 
1993). Nevertheless, the mortality rate has remained relatively constant 
for decades at -27 per 100,000 women (Harris et al., 1992; Marshall, 
1993). 

Risk factors associated with the disease include both personal and 
environmental sources which comprise family history of cancer, higher 
socioeconomic class, first childbirth after age 25, early age of menarche, 
late age of menopause, and high dietary fat intake (reviewed in Adami et 
al., 1990; Mettlin, 1992). Although the probability of breast cancer in- 
creases with age (Kessler, 1992), premenopausal women constitute at 
least 15% of breast cancer deaths (Muir et al., 1987). The statistics por- 
tray a dismal outcome; nevertheless, early diagnosis and treatment of 
breast cancer may result in a survival rate approaching 100% (American 
Cancer Society, 1993). Clearly, it is of public health importance to devel- 
o p  approaches for early diagnosis, treatment, and prevention of breast 
cancer. 

II. Somatic Changes in Human Breast Cancer 

A number of genetic alterations are frequently associated with cancer 
of the breast. These include the activation of protooncogenes, such as 
c-MYC, ZNT2, and HER2 (c-erbB2lneu) (reviewed in Groner and Hynes, 
1990; Callahan et al., 1992a,b). Loss of heterozygosity (LOH) appears to 
account for the majority of mutations in primary breast cancer. Such 
genetic losses are believed to hallmark tumor suppressor genes. Putative 
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tumor suppressor genes which appear to be involved in breast cancer are 
the retinoblastoma susceptibility gene ( R B I )  (reviewed by Groner and 
Hynes, 1990), BRCAl (reviewed by Easton et al., 1993), NM23-HI (Steeg 
et al., 1993), DCC (Fearon et al., 1990), and TP5? ($53). 

Of the numerous genetic alterations associated with cancer of the 
breast, changes in p53 are the most frequently identified. In breast tu- 
mors and tumor cell lines, the highest detectable LOH is at the p5? locus 
on chromosome 17p (Mackay et al., 1988; Cropp et al., 1990; Groner 
and Hynes, 1990; Sato et al., 1990, 1991; Thompson et al., 1990; Chen et 
al., 1991a; Varley et al., 1991; Callahan et al., 1992b; Knyazev et al., 
1993). The same is true for most, if not all, other types of tumors (re- 
viewed by Levine et al., 1991; Caron de Fromentel and Soussi, 1992; 
Stratton, 1992; Donehower and Bradley, 1993). Furthermore, the find- 
ing that both alleles of b53 are deleted and/or mutated in a majority of 
murine and human tumors suggests that mutation of $53 is central to 
carcinogenesis (Levine et al., 1991). To place in perspective the role p5? 
mutations in the genesis of breast cancer, an overview of what is cur- 
rently understood regarding the function of p53 is in order. 

Ill. History of p53 

A. ONCOGENE 

p53 was discovered in the late 1970s as a cellular protein which was 
bound to the large tumor antigen (T-ag) in simian virus 40 (SV40)- 
infected or  -transformed cells (DeLeo et al., 1979; Lane and Crawford, 
1979; Linzer and Levine, 1979). Early studies showed that p53 quantities 
were elevated 5- to 100-fold in many transformed and tumor cell lines 
(DeLeo et al., 1979; Lane and Crawford, 1979; Linzer and Levine, 1979; 
Reich et al., 1983); however, the protein was virtually undetectable in 
normal cells (DeLeo et al., 1979; Reich and Levine, 1984; Rogel et al., 
1985). The high levels of p53 in transformed cells were shown to be due 
to increased stability of the protein (Oren et al., 1981; Reich et al., 1983). 

In 1983 Zakut-Houri et al. predicted the complete amino acid se- 
quence of murine p53. A number of complete murine genomic and 
cDNA p53 clones were subsequently isolated and sequenced (Bienz et al., 
1984; Jenkins et al., 1984a; Parada et al., 1984; Pennica et al., 1984; 
Pinhasi and Oren, 1984). Expression analyses showed that p53 was capa- 
ble of immortalizing low-passage rat cells in culture (Jenkins et al., 
1984a) and cooperating with an activated TUS oncogene to transform 
primary cultures of rat embryo fibroblasts (Eliyahu et al., 1984; Parada 
et al., 1984). Reconstitution of p53 expression in an Abelson murine 
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leukemia virus-transformed cell line resulted in lethal tumors when the 
cells were injected in vizm (Wolf et al., 1984), and overexpression of p5? in 
established rat cells caused tumorigenicity in nude mice (Eliyahu et al., 
1985). Consequently, p5? was categorized as a cellular oncogene. 

B. TUMOR SUPPRESSOR GENE 

The transforming properties of p53 were questioned when a murine 
p5? cDNA clone, p l l -4  (Pennica et al., 1984), failed to cooperate with the 
rm oncogene in transformation assays (Hinds et al., 1987; Finlay et al., 
1988). Hinds et al. (1989) demonstrated that pl l -4  contained the bona 
fide wild-type (WT) p5? cDNA and that mutation was required to ren- 
der the p53 protein oncogenic. Thereafter, it was shown that the nor- 
mal, WT p5? gene product could suppress the growth of transformed 
cells in uitro (Baker et al., 1990a; Diller et al., 1990; Mercer et al., 1990; 
Michalovitz et al., 1990), the transformation of cells in culture by other 
oncogenes (Eliyahu et al., 1989; Finlay et al., 1989), and the tumorigenic 
potential of cells in animals (Chen et al., 1990; Shaulsky et al., 1991a). 
These observations, along with evidence of deletions andlor mutations 
of p5? alleles in many human and animal tumors (Mowat et al., 1985; 
Baker et al., 1989; Nigro et al., 1989), indicated that WT p53 should be 
reclassified as a tumor suppressor gene. 

Due to the unrecognized use of mutant (MT) p5? in many studies 
published prior to 1990, much of those data have required reinterpreta- 
tion. Other points of complication regarding the phenotypes of M T  p53 
are noteworthy: first, there is a spectrum of phenotypes conferred by 
various MTs of p53, ranging from simple loss of growth suppressor 
activity to gain of oncogenic potential (Zambetti and Levine, 1993). 
These characteristics seem to depend upon the specific p5? mutation. 
Second, it is apparent that mutation of p5? is very common in many 
established cell lines (Harvey and Levine, 1991; Kress et al., 1992; Rit- 
tling and Denhardt, 1992; Ozbun et ad., 1993b). Moreover, the p5? ge- 
notype may be subject to further mutation and evolution as cells are 
cultured in vitro (Ozbun et al., 1993b). These Observations make inter- 
pretation of p5? functional studies carried out in vitro especially chal- 
lenging. 

C. SPECIAL p53 REAGENTS 

Several reagents have been instrumental in the study of p53. The 
monoclonal antibodies PAb240, PAb246, and PAb1620 recognize epi- 
topes present on different conformations of the murine and human p53 
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proteins. PAb240 (Greaves, 1988) and PAb1620 (Milner et al., 1987) rec- 
ognize both murine and human p53, whereas PAb246 (Yewdell et al., 
1986) is murine specific. PAb246 and PAb1620 react with topologically 
related epitopes which are sensitive to denaturation. PAb240 detects a 
conserved amino acid motif which is hidden in the genotypically WT 
tumor suppressor protein but is commonly displayed on p53 molecules 
which have sustained mutations (Stephen and Lane, 1992). Thus, reac- 
tivities with PAb2461PAb1620 or PAb240 seem to be mutually exclusive 
on a given p53 molecule. Moreover, p53 proteins which are reactive with 
PAb246/PAb1620 (PAb246+/PAbl620+ and PAb240”) are typically clas- 
sified as WT, whereas proteins recognized by PAb240 (PAb240+ and 
PAb246”/PAb 1620”) are categorized as MT. However, these simple classi- 
fications may not accurately reflect the genotype of p53 in every situa- 
tion, and consequently the wording “WT conformation” or “ M T  form” 
will be used herein to identify the folding of the p53 protein and not to 
imply a specific genotype. 

The murine p53 M T  which has an alanine to valine substitution at 
codon 135 (A135V) was shown to be conformationally and functionally 
temperature sensitive (ts) (Milner and Medcalf, 1990). The polypeptide 
is WT (PAb246+) at the permissive temperature of 32.5”C but is M T  
(PAb240+) at the nonpermissive temperature of 39°C. Furthermore, at 
32°C the protein acts as a growth suppressor, whereas at 39°C the pro- 
tein functions as a dominant oncogene (Michalovitz et d., 1990; Mar- 
tinez et al., 1991). Other phenotypes associated with temperature sensi- 
tivity will be discussed as appropriate below. 

IV. The p53 Gene 

A. STRUCTURE 

The human p53 gene has been cloned (Matlashewski et al., 1984; 
Zakut-Houri et al., 1985; Lamb and Crawford, 1986) and localized to the 
short arm of chromosome 17 (17~13.1) (McBride et al., 1986; Miller et 
al., 1986). The mouse genome contains both a functional murine p53 
gene that maps to chromosome 11 (Czosnek et al., 1984; Rotter et al., 
1984) and a processed, inactive pseudogene that resides on chromosome 
14 (ZaKut-Houri et al., 1983; Czosnek et d., 1984). p53 sequences have 
been determined from other vertebrates, including monkey (Rigaudy 
and Eckhart, 1989), chicken (Soussi et al., 1988a), rat (Soussi et al., 1988b), 
hamster (Legros et al., 1992), trout (Caron de Fromentel et al., 1992), and 
Xenopzu laeuis (Soussi et al., 1987). No p53 homologue has been found in 
species such as Drosophila, sea urchin, or yeast (Soussi et al., 1990). A 
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comparison of the organization of the p53 gene between human, mouse, 
rat and X. laevis revealed 11 similar exons (reviewed by Soussi et al., 
1990; Hulla and Schneider, 1993). Although the p53 introns vary in 
length among the species, the splice sites occur at essentially homologous 
positions, and the first exon is noncoding in all cases (Soussi et al., 1990). 

B. REGULATION 

Several regulatory elements have been mapped within the p53 gene 
(Fig. 1). Contrary to most class I1 eukaryotic promoters, p53 contains no 
consensus TATA or CAAT boxes (Bienz et al., 1984; Bienz-Tadmor et al., 
1985; Lamb and Crawford, 1986; Soussi et al., 1990). 

FIG. 1.  The structure of the murine p5? gene spanning 12 kilobases (modified from 
Donehower and Bradley, 1993). The 1 I exons (EI-El 1 )  are indicated by boxes at the 
bottom, with noncoding regions shaded (Bienz et al., 1984). Two major promoters (PI,  P2) 
have been described in the human p5? gene (Reisman et al., 1988). PI is enlarged to 
indicate the known cis-acting elements: a controversial negative regulatory element (NRE) 
(Bienz-Tadmor el al., 1985; Lamb and Crawford, 1986; Reisman et al., 1988; Reisman and 
Rotter, 1989; Tuck and Crawford, 1989), p53 factor-] (PF-I) (Ginsberg et al., 1990). Spl 
motif (Reisman et al., 1993), NF- I-like binding site (Ginsberg et al., 1990). p53-responsive 
element (p53-RE) including the NF-KB site (Deffie et al., 1993), and basic helix-loop-helix 
(bHLH) motif (Ronen et al., 1991). The three transcriptional start sites are indicated by 
numbered arrows (Bienz et al., 1984; Tuck and Crawford, 1989) and are reconciled to the 
first base of murine p53 exon 1 [ + I  was denoted as -216 by Bienz et al. (1984)). The 
human major transcriptional start site at +I05 is indicated by a bold arrow (Tuck and 
Crawford, 1989). A heavy line indicates the predicted hairpin structure at the 5’ end of 
murine exon 1 (Hienz et al., 1984). The positive regulatory element contained within intron 
4 is shown by a closed circle (Beenken et al., 1991; Lozano and Levine, 1991). 
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C. EXPRESSION 

The size of messenger RNA (mRNA) transcripts from the p53 gene 
ranges from 1.8 to 3.0 kb depending upon the species; the disparity 
results from the variable length of the 3’ untranslated region (Soussi et 
al., 1987). Differential splicing has been described for $53 mRNA, al- 
though the biological relevance of such transcripts has not been deter- 
mined (Arai et al., 1986; Bendori et al., 1987; Matlashewski et al., 1987; 
Han and Kulesz-Martin, 1992). 

p53 has been shown to be overexpressed in a variety of human and 
animal tumors but the cause is generally attributed to an accumulation 
of the protein rather than the message (reviewed by Levine et al., 1991; 
Montenarh, 1992; Donehower and Bradley, 1993). Nonetheless, p53 
mRNA was reported to be present in higher amounts in several murine 
tumors (Rogel et al., 1985). 

Expression of p53 mRNA seems to correlate with the proliferative 
state of cells. In murine fetal development, expression of p53 mRNA 
peaked during organogenesis (Days 9-1 l), whereas the mRNA levels 
were considerably reduced from Day 1 1  and beyond (Rogel et al., 1985). 
An analogous observation was made during chicken embryogenesis 
(Louis et al., 1988). Furthermore, the amount ofp53 mRNA decreased in 
cells induced to differentiate (Oren et al., 1982; Reich et al., 1983; Dony 
et al., 1985; Khochbin et al., 1988; Khochbin and Lawrence, 1989). In a 
synchronous 3T3 cell population, an increase in the synthesis and 
steady-state levels of p53 mRNA (and protein) was detected prior to 
DNA synthesis late in the G, phase of the cell cycle (Reich and Levine, 
1984). In the mouse mammary gland, p53 mRNA levels were relatively 
high during pregnancy, downregulated during lactation (differentia- 
tion), and then rose again after weaning when involution (programmed 
cell death or  “apoptosis”) of the gland began (Strange et al., 1992). 

V. The p53 Protein 

A. STRUCTURE 

The murine and human p53 proteins are 390 and 393 amino acids in 
length, respectively (Zakut-Houri et al., 1983, 1985; Pennica et al., 1984). 
The nucleic acid sequence homology is 81% between the two but is 
unequally distributed over the molecule (Zakut-Houri et al., 1985). A 
comparison of predicted p53 amino acid sequences from human, mur- 
ine, monkey, rat, chicken, trout, and frog reveals five clusters of amino 
acids (designated I,  11,111, IV, V) which are highly conserved (see Fig. 2) 
(reviewed by Soussi et al., 1987, 1990; Montenarh, 1992). 
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FIG. 2. Functional domains of murine p53. An open bar designates the 390 amino acid 
(aa) murine p53 polypeptide; all sequences were reconciled to the numbering of Pennica et 
al. (1984). Evolutionarily conserved domains are illustrated by shading on the protein 
(Soussi et al., 1990); shown below are the corresponding aa residues. p53-specific monoclo- 
nal antibody epitopes are indicated above the protein: PAb248 (Wade-Evans and Jenkins, 
1985; Greaves, 1988); PAb246 (Wade-Evans and Jenkins, 1985); PAb240 (Stephen and 
Lane, 1992); and PAb421 (Wade-Evans and Jenkins, 1985). Serine phosphorylation sites 
are denoted by a circled P with an arrow indicating the putative kinase: 9 (and possibly 7 
and 12) by a casein kinase I-like protein (Milne et al., 1992a); 15 and 37 by DNA-activated 
protein kinase (Lees-Miller et al., 1992); 312 by cdc2 kinase (Bischoff el al., 1990b; 
Sturzbecher et al., 1990); and 389 by casein kinase I1 (Meek et al., 1990). The acidic (aa 1- 
75), hydrophobic (aa 75-150), and basic (aa 265-390) regions of p53 are shown by heavy 
lines (Pennica el al., 1984). Conserved cysteinyl residues (C) with homology to non-zinc- 
finger zinc-binding protein domains are indicated (Hainaut and Milner, 1993b). A small 
RNA (5.8s rRNA) is covalently linked to serine 389 (Samad and Carroll, 1991; Fontoura et 
al., 1992). The transactivation domain (aa 1-42) (Unger et al., 1992). transactivation re- 
pressing region (aa 90-157) (Liu et al., 1993), major nuclear localization signal (aa 310- 
319) (Addison et al., 1990; Shaulsky et al., 1990b), the core region responsible for specific 
DNA binding (aa 99-289) (Pavletich et al., 1994), PEST sequences (aa 21 1-230) (Rogers et 
al., 1986), nonspecific DNA-binding motif (aa 343-390) (Shohat-Foord et al., 1991), and 
the minimal transformation domain (Shaulian et al., 1992; Reed el al., 1993; Unger et al., 
1993) are designated. The smallest region of the protein required for growth suppression 
is shown (Shaulian et al., 1992; Reed et al., 1993; Unger el al., 1993). Regions of p53 
required for protein-protein interactions are indicated: p53 self-oligomerization (aa 337- 
352) (Sturzbecher et al., 1992); adenovirus 5 Elb-55-kDa protein (aa 14-66) (Braithwaite et 
al., 1991); SV40 large T antigen (aa 168-202 and 233-289) (Jenkins el al., 1988); EBV 
BLZFl (aa 343-390) (Zhang et al., 1994); hsp70 (aa 16-35) (Lam and Calderwood, 1992); 
hsc70/dnaK (aa 363-390) (Hupp et al., 1992); mdm2 (aa 1-52) (Chen et al., 1993a); TBP, 
the TATA-binding protein (aa 20-57) (Liu et al., 1993; Truant et al., 1993); and replication 
protein A (Dutta et al., 1993). 



TUMOR SUPRESSOR p53 MUTATIONS AND BREAST CANCER 79 

B. PHOSPHORYLATION 

The most-studied modification of the p53 protein is phosphorylation 
(see Fig. 2). Phosphorylation of p53 was found to be regulated during 
the cell cycle, as it was underphosphorylated in Go/G, compared with S 
phase (Bischoff et al., 1990b). However, Segawa et al. (1993a) showed a 
correlation between a higher phosphorylation state for p53 in vitro and 
an increase in p53 activity in the presence of the G, cyclin, cyclin E, and 
its associated kinase, cdk2. 

Murine WT p53 was phosphorylated at serine 389 (human 392) by 
casein kinase I1 (CKII) (Meek et al., 1990), a reaction that appears to be 
required for the ability of p53 to bind to DNA with sequence specificity 
(see below) (Hupp et al., 1992). In addition, an S389A M T  p53 was 
unable to act as a growth suppressor in vitro (Milne et al., 1992b). These 
data suggest that the antiproliferative activity of p53 is dependent upon 
sequence-specific DNA binding, which in turn may be regulated in part 
by phosphorylation at (murine) serine 389. 

Purified human p53 was phosphorylated in vitro by cdc2 (Stiirzbecher 
et al., 1990); the primary site was serine 315 (analogous to mouse serine 
3 12) (Bischoff et al., 1990b; Stiirzbecher et al., 1990). The cdc2-mediated 
phosphorylation of p53 seems to be constant throughout much of the 
cell cycle, except for being lower in G, (Bischoff et al., 1990b). However, 
alteration of human serine 315 or mouse serine 312 to a non- 
phosphorylatable residue had no detectable effect on phenotype (Meek 
and Eckhart, 1990; Nigro et al., 1992). 

p53 was phosphorylated at multiple sites in vitro by double-stranded 
DNA-activated protein kinase (DNA-PK) (Lees-Miller et al., 1990): ser- 
ine residues 7, 9, and possibly 18 and 37 were phosphorylated on syn- 
thetic murine p53 (Wang and Eckhart, 1992), and peptides from human 
p53 were phosphorylated on residues 15 and 37 (Lees-Miller et al., 
1992). Whereas changing amino acid 37 (S37A) of human p53 had no 
detectable effect, M T  S15A reduced the ability to block the cell cycle 
-50%. This suggests that phosphorylation of serine 15 may activate the 
growth-suppressive activities of p53 (Fiscella et al., 1993). Interestingly, 
residue 15 (human) is the most highly evolutionarily conserved serine in 
the N-terminus (Soussi et al., 1990). 

Casein kinase I (CKI) was able to phosphorylate WT murine p53 
expressed in Escherichia coli (Milne et al., 1992a). The major serine resi- 
due targeted by CKI was 9; serines 7 and 12 were minor phosphoryla- 
tion sites (Milne et al., 1992a). p53 was shown to be an in vivo and in vitro 
substrate for protein kinase C (PKC); the phosphorylation site was lo- 
calized to the C-terminus by V8 protease mapping (Baudier et al., 1992). 
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Takahashi and Suzuki (1993) found evidence that growth stimulation 
of human breast cancer MCF7 cells by insulin-like growth factor I 
caused tyrosine phosphorylation of the endogenous WT p53; however, 
the phosphorylation sites were not mapped. 

C. RNA LINKAGE 

Phosphopeptide mapping of mouse p53 indicated a covalently linked 
RNA at serine 389 (Samad et al., 1986). This was identified as the 157- 
nucleotide 5.8s rRNA, an essential component of the ribosome (Fon- 
toura et al., 1992). The functional significance of the linkage is currently 
unclear. 

D. SUBCELLULAR DISTRIBUTION 

The major nuclear localization signal (NLS) of p53 is highly con- 
served among human, monkey, mouse, and rat but poorly homologous 
in chicken, frog, and trout (Soussi et al., 1990). The NLS was sufficient to 
target proteins to the nucleus (Addison el al., 1990); however, other 
factors apparently influence the localization of p53, as many p53 pro- 
teins with an intact NLS reside in the cytoplasm (Rotter et al., 1983; 
Hinds et al., 1987; Gannon and Lane, 1991; Ginsberg et al., 1991b; 
Martinez et al., 1991; Slingerland et al., 1993). 

The cellular distribution of p53 varies throughout the cell cycle 
(Shaulsky et al., 1990a). Because the NLS is structurally linked to a cdc2 
site (see Fig. 2), phosphorylation may have a role in regulating localiza- 
tion (Addison et al., 1990). Newly synthesized p53 accumulated in the 
cytoplasm during GI growth-stimulated 3T3 cells (Shaulsky et al., 
1990a). The protein then localized in the nucleus for -3 hr beginning at 
S phase and, following the initial round of DNA synthesis, accumulated 
again in the cytoplasm (Shaulsky et al., 1990a). Takahashi and Suzuki 
(1994) showed cytoplasmic accumulation of p53 during maximum DNA 
synthesis of a number of normal human cell types. In herpesvirus- 
infected cells, p53 relocated to nuclear sites were DNA replication pro- 
teins were found, suggesting a role in the replication of DNA in normal 
cells (Wilcock and Lane, 1991). DNA-damaging agents caused the accu- 
mulation of nuclear p53 in fibroblasts and epithelial cells of murine, 
simian, and human origin (Fritsche et al., 1993) and in murine thy- 
mocytes (Clarke et al., 1993; Lowe et al., 1993). These data indicate that 
nuclear WT p53 may participate in the cellular response to DNA dam- 
age and apoptosis (reviewed by Lane, 1992, 1993), whereas during DNA 
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synthesis under normal circumstances, WT p53 may be inactivated by 
nuclear exclusion. 

E. EXPRESSION AND STABILITY 

In nontransformed cells, the p53 protein typically has a half-life of 
20-40 min (Oren et al., 198 1; Reich et al., 1983; Reich and Levine, 1984; 
Calabretta et al., 1986). p53 levels in both mouse and human cells rise 
during progression into the cell cycle and peak in late G,, just before S 
phase (Reich and Levine, 1984; Steinmeyer et al., 1990). For the most 
part, protein levels of p53 mirror the decrease in mRNA levels during 
late embryogenesis and cellular differentiation (Chandrasekaran et al., 
1982; Oren et al., 1982; Reich et al., 1983; Shen et al., 1983; Dony et al., 
1985; Rogel et al., 1985; Khochbin et al., 1988; Louis et al., 1988; 
Khochbin and Lawrence, 1989). 

The conformation of p53 may dictate how rapidly the protein is 
turned over. PEST sequences (regions rich in proline, glutamic acid, 
serine, and threonine) localized between amino acids 2 1 1 and 230 (mur- 
ine p53) were proposed to confer instability to the protein (Rogers et al., 
1986) but many M T  p53 proteins which maintain the PEST sequences 
manifest extended half-lives (Stiirzbecher et al., 1987a; Hinds et al., 
1990; Dittmer et al., 1993). Interestingly, these residues encompass the 
PAb240 (MT) epitope (see Fig. 2) (Stephen and Lane, 1992). Huibregtse 
et al. (1991, 1993) suggested that the cellular E6-associated protein (E6- 
AP) is responsible for the normal, ubiquitination-dependent degrada- 
tion of p53 (Gronostajski et al., 1984; Ciechanover et al., 1991). E6-AP is 
necessary to facilitate binding of the human papillomavirus (HPV) types 
16 and 18 E6 oncoproteins to p53, thus promoting rapid degradation of 
p53 (Huibregtse et al., 1991). Only p53 proteins in the WT (PAb1620+) 
conformation were effectively targeted for rapid degradation by E6 and 
E6-AP although the epitope itself was not the basis for recognition 
(Crook and Vousden, 1992; Medcalf and Milner, 1993). Thus, rapid 
turnover of p53 correlates with the PEST sequences being folded such 
that they are not exposed on the surface of the p53 protein (i.e., WT p53 
is PAb240", and this unexposed epitope in WT p53 includes a portion of 
the PEST region). 

WT p53 can be detected transiently in some cell types following vari- 
ous stimuli which induce differentiation (Kastan et al., 1991b), apoptosis 
(Lowe and Ruley, 1993), and DNA damage (Hall et al., 1993). A variety of 
DNA-damaging agents promote the nuclear accumulation of p53 
(Maltzman and Czyzyk, 1984; Fritsche et al., 1993; Hall et al., 1993; Zhan 
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et al., 1993), which seems to begin at various points in the cell cycle 
(Fritsche et al., 1993). An increase in the levels of p53 concomitant with 
inhibition of replicative DNA synthesis in response to DNA damage was 
reported (Kastan et al., 1991a). The stockpiling of p53 in the nucleus was 
due to increased protein stability or increased translation, as no changes 
in p53 mRNA levels were observed (Maltzman and Czyzyk, 1984; Kastan 
et al., 1991a, 1992; Kuerbitz et al., 1992; Tishler et al., 1993). 

VI. Quaternary Structure of the p53 Protein 

The p53 gene product interacts with a number of proteins, both 
cellular and viral in origin (Tables I and 11). 

A. OLIGOMERIZATION 

High-molecular-weight complexes of p53 from primate and rodent 
cells have been detected (McCormick et al., 1981; Kraiss et al., 1988; 
Schmieg and Simmons, 1988; Milner et al., 1991). Oligomerization of 
p53 appears to be rapid and stable (Kraiss et al., 1988), forming predom- 
inantly homotetrameric complexes (Stenger et al., 1992; Sturzbecher et 
al., 1992; Friedman et al., 1993). An a-helical plus basic residue motif is 
apparently the major structural determinant of p53 oligomerization, 
whereby the a-helical region is responsible for dimerization, and then 

TABLE I 
ASSOCIATION OF TUMOR SUPPRESSOR PROTEINS WITH GENE PRODUC~S OF DNA TUMOR VIRUSES 

Tu nmr 
suppressor 

Virus Viral proteins proteins Reference 

Simian virus 40 

Adenovirus 2, 5 

Large T antigen PRb Reviewed by Ludlow (1993 

Ela PRb Reviewed by Moran (1993) 
r 5 3  

Elb (5.5 kDa) p53 
Human papillomavirus 16, 18 E7 

E6 
Epstein-Barr virus EBNA-5 

BZLFl 

PRb 

PRb Reviewed by Klein (1993) 

p53 Zhang et al. (1994) 

Reviewed by Vousden ( 199 
p53 

p53 

Hepatitis B virus X protein P53 Wang et al. ( 1  994a) 
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TABLE I1 
INTERACTION OF p53 WITH CELLULAR GENE PRODUCTS 

Protein Functions 

P53 

hsc70 

E6-AP 
cdc2, CKII 

RPA 

S100b 

SPI 

WTl 

TBP 

CBF 

mdm2 

ERCC3 

Required for p53 activity 

Protein folding and 
trafficking 
Promotes p53 degradation 
Protein kinases 

DNA replication factor 

Cell cycle and differentiation 
Transcription factor 
(housekeeping genes) 
Transcription factor (tissue 
specific) 
Transcription factor 
(general) 

Transcription factor (CAAT 
box) 
Possible transcription factor; 
inhibits p53 activity 
Basic transcription factor 
(repair) 

Reference 

El-Deiry et al. (1992); Shaulian et al. 
(1992, 1993); Zauberman et al. (1993) 
Pinhasi-Kimhi et al. (1986); Hinds et al. 
(1987); Sturzbecher et al. (1987a) 
Huibregtse el nl. ( 1  99 1, 1993) 
Milner et nl. (1989, 1990); Kraiss et al. 
(1 990); Herrmann et 01. (1 99 1 ) 

Dutta et al. (1993); He et a/. (1993); Li 
and Botchan (1993) 
Baudier et nl. ( 1  992) 
Borellini and Glazer (1993) 

Maheswaran et al. (1993) 

Seto ct a1. (1992); Liu et al. (1993); 
Martin et nl. (1993); Kagimov et nl. 
( 1  993) 
Agoff et al. ( 1993) 

Hinds et al. (1990); Momand et nl. 
(1992); Wu etal. (1993) 
Wang et nl. (1994a) 

trimer and tetramer formation is facilitated by the basic amino acids 
located toward the C-terminus (Stiirzbecher et al., 1992). The minimal 
domain required for dimerization was mapped between murine amino 
acids 331 and 353 (Fig. 2) (Hupp et al., 1992; Shaulian et al., 1992, 1993). 
There is some disagreement concerning the role of tetramerization in 
p53 function (Hainaut et al., 1994). Although tetramerization seems to 
be important in the nonspecific nucleic acid binding of p53 (Friedman et 
al., 1993), there is no evidence that it is required for sequence-specific 
DNA binding (Wang et al., 1994b). Most data suggest that simple dimer- 
ization is sufficient to contribute to WT p53 function (El-Deiry et al., 
1992; Shaulian et al., 1992, 1993; Slingerland et al., 1993; Tarunina and 
Jenkins, 1993; Zauberman et al., 1993; Pietenpol et al., 1994). I t  has 
been proposed that p53 binds to DNA as a dimer mediated by (murine) 
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residues 34 1-355 and that further oligomerization of dimers formed 
via the extreme C-terminus would inactivate p53 function (Hupp et al., 
1992; Tarunina and Jenkins, 1993). Thus, tetramerization may function 
to attenuate the growth-suppressive activities of WT p53 dimers specifi- 
cally binding to and transactivating DNA sequences. 

B. COMPLEX FORMATION 
WITH VIRAL ONCOPROTEINS 

Since its discovery 15 years ago, the functional significance of p53 
interaction with viral gene products (see Table I)  has been extensively 
pursued (see reviews by Levine, 1990a; Howley, 1991; Ludlow, 1993; 
Moran, 1993; Vousden, 1993). The common result of such associations 
is to inactivate the WT suppressor functions of p53. 

Although at least five different DNA viruses encode proteins which 
target p53, no consensus binding site has been defined in the viral gene 
products. Different p53 binding motifs are employed in each case (Fig. 
2; for review see Prives and Manfredi, 1993). SV40 T-ag and HPV E6 
proteins were shown to bind only W T  forms of p53 (Lin and Simmons, 
1990; Werness et al., 1990; Huibregtse et al., 1991; Cook and Vousden, 
1992; Medcalf and Milner, 1993). In addition, SV40 T-ag, adenovirus 
(Ad) Elb-55K, HPV E6, Epstein-Barr virus BLZF1, and hepatitis B 
virus X (HBX) proteins inhibit the transactivation activity of WT p53 
(Farmer et al., 1992; Lechner et al., 1992; Mietz et al., 1992; Yew and 
Berk, 1992; Jiang et al., 1993; Segawa et al., 1993b; Wang et al., 1994a; 
Zhang et al., 1994). The ability of T-ag and HBX to block transactivation 
of p53 was mediated through an inhibition of sequence-specific DNA 
binding activity by p53 (Bargonetti et al., 1992; Wang et al., 1994a). That 
these viral gene products inhibit DNA binding and transcriptional acti- 
vation functions of p53 strongly supports the hypothesis that these 
properties are central to the ability of p53 to mediate control of cell 
growth. Furthermore, the abrogation of p53 functions may be crucial to 
the replication and/or transforming abilities of these DNA viruses. 

C. CELLULAR PROTEIN ASSOCIATIONS 

The  p53 polypeptide also interacts with a number of cellular proteins 
(Table 11). As p53 has been shown to act as a transcriptional modulator, 
it is of interest that p53 interacts with several cellular transcription fac- 
tors, including the CCAAT-binding factor (CBF) (Agoff et al., 1993), the 
TATA-binding protein (TBP) (Seto et al., 1992); Spl (Borellini and 
Glazer, 1993), ERCC3 (Wang et al., 1994a), and Wilms’ tumor suppressor 



TUMOR SUPRESSOR p53 MUTATIONS AND BREAST CANCER 85 

gene product (WTI) (Maheswaran et al., 1993), and mdm2 (Hinds et al., 
1990; Momand et al., 1992). 

VII. Functional Properties of WT p53 

A. GROWTH SUPPRESSION 

In addition to p53 inhibition of oncogene-mediated transformation, 
the expression of WT p53 may result in negative growth effects in vari- 
ous cells in  nitro. The exact effect of p53 on growth seems to be cell-type 
specific. Consistent with the idea that p53 acts as a growth suppressor 
protein, many investigators have reported difficulty in obtaining cell 
lines which stably express a transfected W T  $53 gene (Eliyahu et al., 
1989; Baker et al., 1990a; Chen et al., 1990; Diller et al., 1990; Casey et al., 
1991; Isaacs et al., 1991; Johnson et al., 1991; Kuerbitz et al., 1992). 
Additionally, W T  p53 cotransfected with a selectable marker reduces the 
colony-forming efficiency of cells upon selection (Baker et al., 1990a; 
Diller et al., 1990; Mercer et al., 1990; Isaacs et al., 1991; Johnson et al., 
1991; Feinstein et al., 1992). Few studies have investigated the effects of 
WT p53 replacement on cells in vino. Reduced tumorigenicity in nude 
mice was described following introduction of WT p53 into cell lines 
established from human tumors, including osteosarcoma (Chen et al., 
1990), neuroepithelioma (Chen et al., 1991b), leukemia (Cheng et al., 
1992), colon carcinoma (Shaw et al., 1992), and breast carcinoma (Wang 
et al., 1993). Shaulsky et al. (1991a) demonstrated that WT p53 was able 
to restrain tumor development in a murine pre-B cell line lacking endog- 
enous p53 expression when the cells were injected into syngeneic ani- 
mals. 

Deletion analyses showed that the majority of the p53 polypetide 
domains are required for growth suppression function, as assayed by the 
ability of p53 to suppress oncogene-mediated focus formation (Shaulian 
et al., 1992; Reed et al., 1993; Unger et al., 1993). An exception is the 
report of Barak and Oren (1992) in which removal of the C-terminal30 
amino acids of murine p53 had no measurable effect on growth sup- 
pressor activity. Deletion of this region also activates the latent specific 
DNA-binding activity of p53, suggesting that the C-terminus may serve 
to attenuate the growth-suppressive function conferred by DNA bind- 
ing (Hainaut and Milner, 1992; Hupp et al., 1992). These data illustrate 
that transactivation and nucleic acid binding are important for growth 
suppressor function. Surprisingly, deletion of the p53 transactivation 
domain reduced transformation suppressive effects by only -40% (Un- 
ger et al., 1993). The acidic domain of herpesvirus protein VP16 was able 
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to substitute for the transactivation domain of p53; that the fusion pro- 
tein retained full growth suppression functions implies the transactiva- 
tion activity required for growth suppression of p53 is nonspecific (Reed 
et al., 1993). In addition, Pietenpol et al. (1994) found that the yeast 
GCN4 dimerization domain could functionally replace the oligomeriza- 
tion region of p53, demonstrating that the core DNA-binding sequence 
is all that is essential for p53-specific growth suppression. 

The regulated expression of p53 in certain tissues suggests a role in 
differentiation. Consistent with this, differentiation was induced by the 
introduction of WT p53 into two lymphoid cell lines, both of which 
failed to express endogenous p53 (Shaulsky et al., 1991a; Feinstein et al., 
1992). The finding that WT p53 can transactivate the enhancer region 
of the muscle-specific creatine kinase (MCK) gene implies a function in 
myogenesis (Weintraub et al., 1991). 

p53 seems to have a role in apoptosis, a type of programmed cell 
death, in numerous cell types. During involution of the murine mamma- 
ry gland, p53 mRNA levels peaked concomitant with apoptotic cell death 
and tissue remodeling (Strange et al., 1992). Apoptosis was demon- 
strated in a human colon tumor cell line both in vitro and in vivo (tumor 
regression in a nude mouse) upon conditional expression of WT p53 
(Shaw et al., 1992). Introduction of human WT p53 was followed by 
growth suppression and induction of apoptosis in three-dimensional 
spheroids from human non-small-cell lung carcinoma lines in culture 
(Fujiwara et al., 1993). 

The ts A 135V M T  of mouse p53 has been used to demonstrate apop- 
tosis following a shift to the permissive temperature (WT) in Burkitt 
lymphoma cells (Ramqvist et al., 1993), murine myeloid leukemia cells 
(Yonish-Rouach et al., 1991), and murine erythroleukemia cells (Ryan et 
al., 1993). Yonish-Rouach et al. (1991) reported that apoptosis was abated 
following induced differentiation. Ryan et al. (1993) utilized syn- 
chronized cell cultures to show that WT p53-induced cell death occurred 
predominantly at the G, phase where the cells had growth arrested. 
However, G, arrest was not sufficient to induce cell death, suggesting the 
apoptosis in those cells was a distinct feature of p53 activity. Cellular 
expression of the oncoprotein Ela induced high levels of WT p53 fol- 
lowed by apoptosis (Debbas and White, 1993; Lowe and Ruley, 1993). 

Three laboratories established that dual pathways lead to apoptosis in 
murine thymocytes (Clarke et al., 1993; Lotem and Sachs, 1993; Lowe et 
al., 1993). Utilizing gene-targeted disruption of the p53 gene in the 
germline of mice as first described by Donehower et al. (1992), a p53 
gene-dosage effect on the initiation of apoptosis brought on by agents 
causing DNA damage in vivo and in vitro was observed (Clarke et al., 
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1993; Lotem and Sachs, 1993; Lowe et al., 1993). However, thymocytes 
from the p53 null mice were unchanged in their response to other 
apoptosis-inducing agents, such as glucocorticoids, calcium, and in vitro 
aging (Clarke et al., 1993; Lotem and Sachs, 1993; Lowe et al., 1993). In 
addition, hematopoietic cells from transgenic mice harboring M T  p53 
transgenes or from p53 null mice were more tolerant of ionizing radia- 
tion (i.e., apoptosis was not induced) than were cells from mice with WT 
p53 (Lee and Bernstein, 1993; Lotem and Sachs, 1993). It was concluded 
that WT p53 is necessary for radiation-induced apoptosis in the thymus 
but is not required for all apoptotic pathways (Clarke et al., 1993; Lane, 
1993; Lotem and Sachs, 1993; Lowe et al., 1993). 

Recent studies suggest a role for p53, along with pRb, in the senes- 
cence (cellular aging) of human fibroblasts. Interaction with both pRb 
and p53 was necessary for the ability of viral oncoproteins to extend the 
life span of cells before the “crisis” which precedes senescence (Shay et 
al., 1993). Unlike an antisense oligomer specific for Rb, an antisense p53 
oligomer alone was unable to extend the life span of normal human 
fibroblasts (Hara et al., 1991). However, a cooperative effect in potentiat- 
ing the life span of the cells was observed using a combination of the 
antisense p53 and Rb oligomers (Hara et al., 1991). These results indicate 
that there may be separate pathways to senescence in fibroblasts and that 
Rb and p53 may act cooperatively. Bischoff et al. (1990a, 1991) showed 
that nontumor fibroblasts from persons with germline p53 mutations 
(e.g., Li-Fraumeni syndrome) had increased life spans and escaped 
senescence in vitro. However, Shay et al. (1993) found that human mam- 
mary epithelial cells had different immortalization requirements than 
did human fibroblasts or keratinocytes. Both E6 and E7 proteins of HPV 
16 were necessary to produce rare immortalized fibroblasts and ker- 
atinocytes. In mammary epithelial cells, the E6 protein alone was suffi- 
cient, suggesting that only p53, and not Rb, was affected (reviewed by 
Shay et al., 1993). 

Expression of the CIPI (SDII or WAFl) gene was shown to be upregu- 
lated in cells induced to synthesize increased levels of WT p53 (El-Deiry 
et al., 1993); transcription of the same gene was found to be upregulated 
10- to 20-fold in senescent diploid human fibroblasts (Noda et al., 1994). 
These observations suggest a role for W T  p53 in the onset of senescence 
in normal fibroblasts. 

Early studies suggested that p53 has a positive role in the control of 
cell cycling and cellular proliferation. Cellular growth and DNA synthe- 
sis were blocked by either microinjection of monoclonal antibodies to 
p53 or expression of antisense p53 RNAs (Mercer et al., 1982, 1984; 
Shohat et al., 1987; Deppert et al., 1990). The interpretation of p53 as a 
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positive regulator appears to conflict with the modern dogma of p53 as a 
growth suppressor protein; however, it does agree with other studies 
indicating that p53 may behave as a growth promoter in some instances, 
an activity which is conformation dependent (discussed below and re- 
viewed by Milner, 1991). 

The growth suppression induced by the expression of WT p53 has 
been demonstrated to result from failure of cells to progress through the 
cell cycle, and the p53-induced blockage appears to be at the G,/G,-S 
boundary (Mercer et al., 1990; Martinez et al., 1991; Nigro et al., 1992). 
p53 appears to function in G, arrest in response to at least three types of 
stimuli. First, overexpression of exogenous p53 results in a currently 
undefined proliferative block of cells (Baker et al., 1990a; Diller et al., 
1990; Mercer et al., 1990; Martinez et al., 1991; Feinstein et al., 1992). 
Second, agents which induce DNA strand breaks (e.g., uv and y-irradia- 
tion and several drugs) cause nuclear accumulation of p53 which is 
temporally in phase with arrest at G, (Maltzman and Czyzyk, 1984; 
Kastan et al., 1991a, 1992; Kuerbitz et al., 1992; Hall et al., 1993). Third, 
gene amplification was drug [N-( phosphonacety1)-L-aspartate [PALA]] 
induced only in cells which lacked W T  p53, whereas cells with WT p53 
were growth arrested at G ,  (Livingstone et al., 1992; Yin et al., 1992). 
Therefore, it appears that WT p53 is a G,-S checkpoint which delays 
DNA synthesis to allow damage repair, thus preventing the inheritance 
of genomic mutations and amplifications in daughter cells. At this time it 
is unclear whether the same molecular mechanisms are utilized in each 
instance. If the DNA damage is irreparable (e.g., high doses of radia- 
tion), the proportionately high expression of p53 may activate the cell 
death pathway; however, the response of cells to increased levels of p53 
(apoptosis or GI arrest) seems to be cell-type specific, as is the conse- 
quence of p53 loss. 

The effects of W T  p53 in growth arrest do not appear to be all 
encompassing, as WT p53 is not necessary for all instances of G, arrest. 
Cells containing M T  p53 were appropriately blocked in GI in response 
to agents such as mimosine and methotrexate (Yin et al., 1992), and cells 
expressing either WT or M T  forms of p53 were equally affected by the 
alkylating agent ethyl methanesulfonate (Lee and Bernstein, 1993). 
Some tumor cell lines underwent PALA-induced gene amplification in 
the presence of the WT p53 gene, indicating the presence of alternate 
pathways for the regulation of gene amplification (Livingstone et al., 
1992). Furthermore, there was no direct impact of p53 status or G ,  
checkpoint status on the radiosensitivity of some colorectal carcinoma 
cells (Slichenmyer et al., 1993). 

One way in which p53 might block cells from DNA replication is by 
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functionally inhibiting the DNA replication protein, replication protein 
A (RPA). In herpesvirus-infected cells, p53 colocalized with DNA repli- 
cation proteins, including RPA (Wilcock and Lane, 1991), and both 
physical and functional p53-RPA interactions have been demonstrated 
in vitro (Dutta et al., 1993; He et al., 1993; Li and Botchan, 1993). RPA is a 
tripartite protein complex (13, 34, and 70 kDa) which appears to be the 
earliest factor recruited into the DNA replication initiation complex. 
The binding of RPA to single-stranded DNA (ssDNA) is necessary for 
the unwinding of the origin sequence, the first step in replication of 
DNA, and it has also been implicated in the process of DNA repair, 
recombination, and possibly transcription (He et al., 1993; Li and 
Botchan, 1993; Pietenpol and Vogelstein, 1993; and references therein). 
The functional significance of RPA association with p53 is not clear, 
although it was suggested that the specific binding of RPA to p53 could 
interfere with DNA replication (Li and Botchan, 1993). He et al. (1993) 
proposed that RPA might stimulate the unwinding of DNA by helicases, 
such as T-ag, and that replication would be initiated when DNA poly- 
merase-a was recruited into the RPA-helicase complex. Whereas p53 
competes with DNA polymerase-a for binding to T-ag and subsequently 
blocks T-ag replication functions i n  vitro and in  vivo (Braithwaite et al., 
1987; Gannon and Lane, 1987; Stiirzbecher et al., 1988b; Wang et al., 
1989; Friedman et al., 1990), it follows that the ability of p53 to inhibit 
RPA from binding ssDNA and possibly to associate with DNA poly- 
merase-a could be two means by which p53 might interfere with the 
replication of SV40 and cellular DNA. It should be interesting to deter- 
mine whether p53 is able to prevent RPA from associating with DNA 
pol y merase-a. 

A second means whereby p53 may act globally to block cell cycle 
progression is by transactivation of genes such as CIPI (WAF1 lSDI1)  (El- 
Deiry et al., 1993, 1994; Harper et al., 1993). p21-Cipl is a potent protein 
kinase inhibitor specific for cyclin-dependent kinases (Harper et al., 
1993). Expression of Cipl suppressed the growth of tumor cells respon- 
sive to WT p53 (El-Deiry et al., 1993) and inhibited DNA synthesis in 
young, proliferating cells (Noda et al., 1994). Thus, expression of WT 
p53 may be necessary for the transactivation of other tumor suppressor 
genes with a subset of activities of WT p53 growth suppression. The 
synthesis of these genes could well be cell-type specific, which would help 
explain the various outcomes of WT p53 expression (i.e., differentia- 
tion, senescence, apoptosis, transient GI-S blockage). 

The underphosphorylated form of p53 found in G,/G, is believed to 
exert negative control of the cell cycle (Bischoff et al., 1990b). However, 
preventing the phosphorylation of human p53 at serine 15 reduced the 
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block at the G, to S transition (Fiscella et al., 1993). Interaction with the 
SlOOb protein, implicated in cell cycle control, inhibited phosphoryla- 
tion of p53 by PKC and also prompted disassembly of p53 oligomers, 
required for p53 activity (Baudier et al., 1992). Thus, the regulation of 
p53 activity by phosphorylation is likely to be very complex throughout 
the cell cycle. 

B. DNA BINDING 

The p53 protein has both nonspecific and sequence-specific DNA- 
binding activity. Lane and Cannon (1983) first demonstrated the bind- 
ing of p53 to double-stranded DNA (dsDNA). Other reports confirmed 
that murine and human p53 bound nonspecifically to dsDNA (Stein- 
meyer and Deppert, 1988; Kern et al., 1991a; Shohat-Foord et al., 1991); 
murine p53 also bound ssDNA (Steinmeyer and.Deppert, 1988). The 47 
amino acids at the C-terminus apparently contain the nonspecific DNA- 
binding region (Shohat-Foord et al., 199 1). However, structural analyses 
of this DNA-binding region revealed none of the motifs characteristic of 
DNA-binding proteins, suggesting that p53 contains a novel DNA- 
binding site (Soussi et al., 1990; Shohat-Foord et al., 1991). 

Purified synthetic human WT p53, in tetrameric complexes, bound to 
ssRNA and ssDNA with a higher affinity than to a p53-specific, dsDNA- 
binding site (from SV40, see Table 111) (Oberosler et al., 1993). The 
binding activity inhibited the helicase function of T-ag and E. coli DNA 
helicases I and I1 and was able to catalyze the renaturation of comple- 
mentary RNA and DNA molecules (Oberosler et al., 1993; Bakalkin et 
al., 1994). The  annealing activity was blocked by both PAb421 and 
PAb1620 monoclonal antibodies (see Fig. 2) (Oberosler et al., 1993). 
These findings indicate that the Clterminal region of p53 might be 
responsible for binding to ss nucleic acids; further, the results implicate a 
more direct activity of p53 in the inhibition of DNA synthesis. 

The finding that p53 could act as a transcriptional activator suggested 
that p53 might interact with DNA in a sequence-specific manner. In 
addition, purified recombinant WT p53 was shown to bind to Sp 1 boxes 
close to the SV40 replication origin (Table 111) (Bargonetti et al., 1991). 
A consensus of DNA sequences was defined which were specifically asso- 
ciated with WT p53 by immunoprecipitation (using p53 monoclonal 
antibodies PAb421 and/or PAb1801) (Kern et al., 1991b). These DNA 
fragments included repeats of the TGCCT motif (Table 111) which has 
been observed in putative replication origins (Kern et al., 1991b and 
references within); the consensus contained two copies of the 10-bp 
motif 5’-RRRC(A/T)(T/A)GYYY-3’ separated by 0- 13 bp (El-Deiry et 



TABLE 111 
DNA ELEMENTS TO WHICH p53 BINDS 

Sequencea Comments Reference 

TCGAGCTAACTCCGCCCAGTTCCCC 
ATTCT CCGCC C C A T ~  
TGCCTTGCCTGGACTTGCCTGGCCT 
TGCCT TTT 
AGACATGCCTGTGCTCCTCTTTTGC 
CTTCTGCCAT 
RRRC(A/T) (T/A)GYYY 

GCCCTGACGTGTCCCC 
GGACA TGCCC GGGCA TGTCC 

GAACATGTCTAAGCATGCTG 

TGGCAAGCCTATGACATGGCCGGGGCC 
TGCCTCTCTCTGCCTCTGACCCT- 

GACACTGGTCACACTTGGCTGCTT 
AGGAA T 
CCA GGACA TGCCC GGGCA AGCCC ATCG 
AGACA T e  AGACA TGTGT 
GGGACTTTCCCCTCCCACGT 
GGTCAAGTTGGGACACGTCCGGCGT 
CGGCTGTCGGAGGAGCTAAGTCCTG 
ACATG TCT 
AGCCGCCCGGGCTGGGG 
GAACATGTCCCAACATGTTG 

Spl boxes/SV40 genome 
dimer 
Human RGC (ribosomal 
gene cluster) 
Human THE-1 (extra- 
chromosomal circles) 
Human consensus 
(“PG”)/dimer 
HTLV I enhancer” 
Human “CON” 
(pa1indrome)b 
Human GADD45 
(intron 3) 
Murine MCK promoter 

Bargonetti et al. (1 99 1) 

Kern et al. (1991b); Farm 
et al. (1992) 
Kern et al. (1991b) 

El-Deiry et al. ( 1  992) 

Aoyama et al. (1 992) 
Funk et al. (1992) 

Kastan et al. (1992) 

Zamhetti et al. (1 992) 

Murine (promoter 
activity) 
Murine GLN LTR 
Murine 
Murine p53 promoter” 
Murine mdm2 (1st intron) 

c-erbA-a promoter 
Human CIPZ promoter 

Foord et al. (1993) 

Zauberman et al. (1993) 
Zauberman et al. (1993) 
Deffie et al. (1993) 
Wu et al. (1993) 

Shiio et al. (1993) 
El-Deiry et al. (1  993) 

s Bold, p53 consensus (PG) sequence (El-Deiry P t  al., 1992). Single underlining, GC, motif which enhanced the ability of p53 to direct 

6 N o  direct p53-DNA interaction observed. 
transactivation through the PG sequence (Shiio et al., 1993). Double underlining, NF-KB element (Deffie et al., 1993). 
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al., 1992). Although this consensus is highly homologous to other p53 
binding sites, p53 bound 5 to 15 times more tightly to this consensus 
than to the RGC and SV40 sequences, respectively (see Table 111) (El- 
Deiry et al., 1992); this consensus was designated “PG” (for poly-grip) 
(El-Deiry et al., 1992; Kern et al., 1992). The 10-bp dimer structure 
contains a mirror-image “half-site” which, arranged in any combination 
of directions, was sufficient for p53 binding (El-Deiry et al., 1992). This 
type of DNA symmetry implied that p53 must be bound as a tetramer, in 
agreement with reports of p53 forming homotetramers both in vitro and 
in vivo (McCormick et al., 1981; Kraiss et al., 1988; Schmieg and Sim- 
mons, 1988; Stenger et al., 1992; Stiirzbecher et al., 1992; Friedman et 
al., 1993). However, it is also plausible that conformation, rather than 
tetramerization, is important for DNA binding (Halazonetis et al., 1993; 
Wang et al., 1994b). 

Recently, the region necessary for specific DNA binding was mapped 
to the conformational “core” of the protein (human residues 102-292; 
mouse 99-289) (Srinivasan et al., 1993; Bargonetti et al., 1994; Pavletich 
et al., 1994; Wang et al., 1994b). This core region encompasses conserved 
regions II-V, the area where most mutations have been documented 
(Fig. 2). p53 reportedly is sensitive to the effects of sulfhydryl modifying 
agents (i.e., oxidants), and its specific DNA-binding ability is dependent 
upon the presence of reactive (i.e., reduced) sulfhydryl groups (Hainaut 
and Milner, 1993a; Hupp et al., 1993). Conserved cysteinyl residues in 
this region are believed to be important in zinc binding (Fig. 2); chela- 
tion of zinc renders p53 unable to bind to DNA with sequence specificity 
(Hainaut and Milner, 1993a; Srinivasan et al., 1993). Further, antibody 
PAb421 (specific to the C-terminus, see Fig. 2) stimulated the DNA 
binding of p53 by 290% to the p53 sequence (Hupp et al., 1992). Other 
factors involving the C-terminus which enabled p53 to bind to PG DNA 
sequences included deletion or  proteolysis of the 30 amino acids at the 
C-terminus, interaction with the E. coli hsc70 homologue dnaK, and 
phosphorylation by CKII (see Fig.2) (Hupp et al., 1992). 

Specific p53-DNA-binding sequences confer responsiveness to trans- 
activation of a test gene by p53 (Farmer et al., 1992; Funk et al., 1992; 
Scharer and Iggo, 1992; Foord et al., 1993). Shiio et al. (1992, 1993) 
identified an additional DNA motif (GC,) which enhanced the ability of 
p53 to direct transactivation through the PG sequence. This GC, ele- 
ment (Table 111, underlined) exists in other sequences found to contain 
p53-responsive elements (p53-RE) (Aoyama et al., 1992; Funk et al., 
1992; Zambetti et al., 1992; Zauberman et al., 1993). It was noted that an 
additional factor(s) was required for p53 binding to these sequences 
(Aoyama et al., 1992; Funk et al., 1992). Thus, it is interesting that the 
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GC3 element was shown to bind to a nuclear factor in cells lacking en- 
dogenous p53 (Shiio et al., 1993); this nuclear factor could be a p53- 
interactive protein. 

Sequence-specific DNA binding by p53 was shown to be biologically 
relevant using elements from genes known to be transactivated by p53 
(Table IV). Dissection of the MCK enhancer promoter, which was shown 
to be strongly transactivated by W T  p53 (Weintraub et al., 1991; Zambet- 
ti et al., 1992), revealed two types of p53-DNA-binding elements: two 
TGCCT repeats spaced by 12 bp (Kern et al., 1991b) were adjacent to an 
Spl-like motif (Bargonetti et al., 1991; Zambetti et al., 1992). A PG ele- 
ment was identified within the third intron of the human and hamster 
GADD45 gene, the induction of which is dependent upon synthesis of 
p53 in response to DNA damage (Kastan et al., 1992). The GADD45 PG 
element bound p53 only in .cells treated with DNA-damaging agents 
(Zhan et al., 1993), indicating that p53 DNA-binding activity can be 
induced by such agents. In addition, WT p53 was able to transactivate 
the cellular retrovirus-like GLN element (Zauberman et al., 1993), the 
$153 gene (Deffie et al., 1993), and the CIPlIWAFl gene (El-Deiry et al., 
1993, 1994) within their natural contexts. CIPlIWAFl was also induced 
in WT p53-containing cells in response to agents causing DNA damage, 
G, arrest, and apoptosis (El-Deiry et al., 1994). 

In total, the reports regarding DNA binding show that p53 is able to 
bind ss and ds nucleic acids with differing affinities. Furthermore, p53 
has a strong affinity for the consensus sequence (PG), whereas p53 affini- 
ty decreased with an increasing number of mismatches. This implies that 
the array of DNA elements with which p53 can interact may vary de- 
pending upon the intracellular conditions (e.g., lower affinity sites may 
only be utilized when the concentrations of p53 reach a certain thresh- 
old, such as following DNA damage). Alternatively, modification of the 
p53 protein or interactions with other cell-type-specific proteins may 
modulate p53 affinity for various DNA motifs. 

C. TRANSCRIPTIONAL ACTIVATION AND REPRESSION 

The first 42 amino acids in the acidic N-terminal region of p53 act as a 
potent transcriptional activator (Fig. 2) (Fields and Jang, 1990; 
O’Rourke et al., 1990; Raycroft et al., 1990; Unger et al., 1992). In addi- 
tion, overexpression of the W T  p53 protein has been demonstrated to 
either transactivate or  repress a number of cellular and viral promoters 
linked to reporter genes (Table IV). 

The ability of p53 to bind to DNA with sequence specificity correlates 
with the ability to transactivate transcription in yeast (Kern et al., 1992; 
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TABLE 1V 
TRANSCRIPTIONAL MODULATION BY WT p53 

Cellular/ 
viral Element" Effecth Reference 

Cellular MCK (E-P) 
GLN LTR 

P53 (PI 

c-erbA-a (P) 
CIPl 

EGF R 
(a)l collagen (P) 

Human Hrml (P) 
MHC class I (P) 
Rb 
PCNA (P) 
MDRl lpgp l  

IL-6 (P) 

c-jun (P) 
c-fos (P) 

c-erbB2 
hsc70 (P) 
llSP70 (P) 
MHC class I 
GADD45 

p-actin (P) 

Viral RSV LTR 

SV40 (early P) 

HIV LTR 

A 
A 
A, R 

A 
A 
0 
0 
0 
0 
R, @ 
R, @ 
R 
R 

R 
R 

R 

R 
R 
R 
R 
R 

R 

R, 0 

R 

(1993) 
Shiio et al. (1993) 
El-Deiry et al. ( 1  993) 
Aoyania el al. (1992); Chin et a/. 

Deffie et al. (1993) 
Aoyama et al. (1992); Chin rt al. 

Ginsberg et al. (1 99 la) 

1992) 

1992) 

Weintraub rt 01. (1991) 
Zauberrnan et al. (1993) 
Ginsberg et al. (1991a); Deffie et al. 

Shiio el al. (1992); Deffie el al. (1993) 
Subler ct al. (1992); Mack et al. (1993) 
Chin et al. (1992); Zastawny el a/. (1993) 
Santhanam ef al. (1991); Margulies and 
Sehgal ( 1993) 
Ginsberg et al. (1991a) 

Ginsberg el al. (1991a); Santhanani et 
al. (1991); Aoydma el al. (1992) 
Aoyama el al. ( I  992) 
Ginsberg et al. (1 99 la) 
Agoff el al. (1993) 
Santhanam el al. ( 1  99 1) 

Zhan et al. (1993) 
Ginsberg et al. (1991a); Santhanam et 
al. (1991); Aoyama et al. (1992); Chin et 
al. (1992); Zhan et (11. (1993) 

Jackson el al. (1993); Aoyama el al. 
(1992); Chin rt al. (1992); Subler el ol. 
( 1992) 
Jackson el al. (1993); Aoyania el al. 
(1992); Chin el (11. (1992); Shiio el al. 
(1992); Subler el al. (1992); Subler rt al. 
(1992); Zhan el al. (1993) 
Subler el al. (1992); Zhan et al. (1993) 

(continued) 
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TABLE IV (Continued) 

Cellular/ 
viral Element. Effect * Reference 

HSV UL9 (P) R Subler el al. ( 1992) 

CMV (early P-E) R 

HTLV I 

Jackson el al. (1993); Subler et al. 
(1992) 

Aoyarna et al. (1992); Deb et al. (1992); 
Subler et al. (1992) 

Ad major late (P) 8 Deffie et al. (1993) 

A, R 

n E, enhancer; P. promoter. 
A, activation; R, repression; 0, no effect. 

Scharer and Iggo, 1992) and mammalian cells (Funk et al., 1992; Kern et 
al., 1992; Zambetti et al., 1992). However, some data suggests that DNA 
binding is not an absolute requirement for transactivation or tumor 
suppression. Although dimerization-defective p53 molecules (i.e., 
monomers) retained the activities of suppressing oncogene-mediated 
focus formation (Shaulian et al., 1992; Slingerland et al., 1993) and trans- 
activation (Shaulian et al., 1993; Tarunina and Jenkins, 1993), they were 
not able to bind detectably to certain specific DNA sequences in vitro 
(Shaulian et al., 1993; Tarunina and Jenkins, 1993; Zauberman et al., 
1993). It is not clear whether monomeric p53 mediates transactivation 
via other proteins interacting with a p53-RE, but other factors do seem 
to be required for p53 interactions with some DNA elements (see Table 
111) (Aoyama et al., 1992; Funk et al., 1992). 

The  reported ability of WT p53 to modulate transcription of a certain 
promoter has been variable (Table IV). For example, results using the 
SV40 early promoter ranged from a 50-fold reduction to no effect 
(Aoyama et al., 1992; Chin et al., 1992; Shiio et al., 1992; Subler et al., 
1992; Jackson et al., 1993). It is noteworthy that an array of cell lines 
(e.g., HeLa, NIH 3T3, CV-1) was used in the experiment but HeLa cells 
were utilized in reports of 50-fold (Jackson et al., 1993) and 16-fold 
reductions (Subler et al., 1992) and no effect on the SV40 early promo- 
ter (Shiio et al., 1992). The differences in p53-mediated repression when 
certain promoters were directly compared in different cell lines were 
attributed to cell-type specificity (Weintraub et al., 1991; Subler et al., 
1992; Jackson et al., 1993). The level of p53 overexpression probably 
influenced the results, as carefully controlled experiments showed that 
repression was dependent upon the dose of WT p53-expressing plasmids 
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(Chin et al., 1992; Lechner et al., 1992; Jackson rt al., 1993). Finally, 
the species (human or murine ) of p53 may have influenced the results. 
The observations indicate the only limited comparisons should be made 
between these types of experiments; Table IV serves merely to summa- 
rize available reports concerning the transactivational activity of p53. 

Different mechanisms appear to govern the ability of p53 to activate 
some promoters and to repress others. None of the promoters repressed 
by WT p53 (Table IV) has been shown to contain a p53-RE. However, 
promoters activated by p53 (e.g., SV40, MCK, c-erbA-a, HTLV I, GLN 
LTR, p53, CIPI IWAFl) contain p53-RE; GADD45 and mdm2 have a p53- 
RE within an intron (see Table 111). Seto et al. (1992) defined a mecha- 
nism by which p53 could negatively regulate certain genes: WT p53 
associates with the TATA-binding protein (TBP) and may interfere with 
the ability of TBP to initiate transcription from a minimal promoter. 

TBP forms a central portion of the transcription factor IID (TFIID) 
multiprotein transcriptional preinitiation complex; the association of 
these factors is an ordered process in which TBP, along with TFIIA, 
binds to the promoter (Martin et al., 1993; Ragimov et al., 1993 and 
references therein). TBP is common to both TATA and initiator 
( pyrimidine-rich sequences) activities but distinct combinations of TBP- 
associated factors (TAFs) are utilized in each case (Mack et al., 1993 and 
references therein). p53 was shown to interact with TBP contained with- 
in the holo-TFIID complex (Liu et al., 1993). The p53-TBP complex 
may bind to the TATA box element (Martin et al., 1993), although a 
conflicting study reported that WT, but not MT, p53 prevented the 
stable association of TBP and TFIIA with the TATA element (Ragimov 
et al., 1993). The TPB-binding domain was localized to the acidic transac- 
tivational region between p53 amino acids 20 and 57 (Fig. 2) (Jackson et 
al., 1993; Liu et al., 1993). The segment of p53 between amino acids 93 
and 160 was shown to decrease the transcriptional activation potential of 
the acidic domain by lOO-fold, suggesting that these residues function to 
attenuate the strong transactivational domain at the N-terminus of p53 
(Liu et al., 1993). 

Overexpression of WT p53 specifically repressed transcription initia- 
tion from promoters dependent upon the TATA element but had no 
effect upon promoters which direct transcription via an initiator motif 
(Mack et al., 1993). It was suggested that as p53 complexes with TBP it 
excludes a TAF required for TATA-mediated, but not for initiator- 
mediated, transcription (Seto et al., 1992; Mack et al., 1993). The fact that 
overexpression of p53 was needed to produce repression of specific 
genes is physiologically consistent with the accumulation of p53 in cells 
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exposed to DNA-damaging agents and the transient ( p53-mediated) GI 
block that follows (Maltzman and Czyzyk, 1984; Kastan et al., 1991a; 
Fritsche et al., 1993; Hall et al., 1993; Kessis et al., 1993; Tishler et al., 
1993). 

Preliminary studies indicate that p53 can repress some promoters by 
mechanisms other than through the TBP. p53 was shown to complex 
with another transcription factor, the CBF, and repress CBF-directed 
transcription from the promoter of human HSP70 (Agoff et al., 1993). 
Downregulation of the interleukin-6 (IL-6) promoter by WT p53 was 
facilitated through a C/EBPP-binding site (Santhanam et al., 1991; Mar- 
gulies and Sehgal, 1993); however, there was no evidence that p53 could 
bind the C/EBPP transcription factor (Margulies and Sehgal, 1993). 

D. HYPOTHESIS FOR p53 BIOLOGICAL FUNCTIONS 
IN GROWTH CONTROL 

A relatively straightforward model for p53 function in growth sup- 
pression and arrest of cells in G, includes three possible roles for p53; 
these roles need not be mutually exclusive (Fig. 3). The first is by tran- 
scriptional repression of TATA-mediated gene expression (Seto et al., 
1992; Mack et al., 1993). A second may be through p53-RE-induced 
expression of genes which prevent passage from G, to S (e.g., transac- 
tivation of GADD45 and CIPIIWAFI) (Hartwell, 1992; Kastan et al., 
1992; El-Deiry et al., 1994). The third activity of p53 could be direct 
control of DNA replication by blocking the replication machinery (e.g., 
helicase, RPA, and ERCC) (Dutta et al., 1993; He et al., 1993; Li and 
Botchan, 1993; Oberosler et al., 1993; Wang et al., 1994a). 

It is also plausible that high-affinity p53 binding to DNA elements has 
additional effects on control of DNA replication. This hypothesis is 
based upon a number of observations. First, the p53 consensus motif 
TGCCT is associated with DNA replication origins (Bargonetti et al., 
1991 ; Kern et al., 199 1 b). Second, the affinity of p53 for ss nucleic acids is 
higher than that for the dsDNA consensus motif (Oberosler et al., 1993). 
It is possible that p53 binds to the consensus motif in a ssDNA form. 
Finally, p53 is able to reanneal ss nucleic acids (Oberosler et al., 1993; 
Bakalkin et al., 1994). Together, these findings suggest a model for the 
binding of p53 to replication origins and subsequent prevention of un- 
scheduled (virally induced) or damaged DNA replication (Fig. 3). These 
activities might help explain the more global suppressive effects of the 
expression of WT p53 in many cell types. 
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FIG. 3 Putative signal pathway for the activity of p53 (modified from Zambetti and 
Levine, 1993). Signals such as DNA damage (Kastan et al., 199la, 1992; Kuerbitz et al., 
1993) or  the oncogene Ad E l a  protein (Lowe and Ruley, 1993) Cause an increase of cellular 
p53 protein and ultimately result in a G, block. In contrast, no such increase in p53 is 
found in cells from patients with ataxia-telangiectasia, which lack the normal delay in 
DNA synthesis following exposure to ionizing irradiation (Kastan et al., 1992). Negative 
control by WT p53 may be mediated through interaction with TBP which inhibits the 
expression of genes with TATA-dependent promoters (Seto et al., 1992; Liu et al., 1993; 
Martin et al., 1993; Ragimov et al., 1993). Conversely, WT p53 may transactivate genes 
which contain p53-RE. Such genes include the mdm2/HDM2 oncogene which is involved in 
the autoregulatory loop of p53 activity (Wu et al., 1993); the growth arrest and DNA 
damage gene GADD45 (Hartwell, 1992; Kastan et al., 1992); and CIPIWAFI (El-Deiry et al., 
1993), which is upregulated in senescent cells (Noda et al., 1994) and whose product 
inhibits cyclin-dependent kinases (Harper et al., 1993). A third possible way in which p53 
may cause cell cycle block is by directly inhibiting DNA replication. This could OCCUI- by 
functionally inactivating the DNA replication protein RPA (Dutta el al., 1993; He et al., 
1993; Li and Botchan, 1993) and/or by directly binding to DNA replication origins to 
prevent unwinding. Perturbation of WT p53 activity by mutation of the gene, cytoplasmic 
sequestering of the protein, or  inactivation of the protein by DNA tumor virus oncopro- 
teins or  overexpressed mdmSIHDM2 protein can lead to uncontrolled cell proliferation, 
and ultimately to tumorigenesis (reviewed by Zambetti and Levine, 1993). 

VIII. Properties and Phenotypes of p53 Mutants 

Donehower et al. (1992) showed that p53 was not essential for cell 
survival or for development and differentiation in vivo by engineering a 
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mouse in which both p53 alleles were deleted. These mice, however, 
were susceptible to tumors at early ages, indicating that WT p53 is re- 
quired for long-term normalcy of cells (Donehower et al., 1992). This 
system is an important tool with which to study normal p53 functions. 
However, the relevance of thep53 null mouse to human tumorigenesis is 
limited by the fact that human tumors rarely lose p53 expression com- 
pletely but rather synthesize M T  p53 (reviewed by Caamano et al., 1992; 
Caron de Fromentel and Soussi, 1992). In this respect, heterozygote 
mice, carrying one WT allele and one null allele of p53, may be a better 
model. 

A variety of mutations have been shown to exert common effects on 
the structure and function of p53, resulting in a protein that is phe- 
notypically distinct from the WT gene product (see Table V). Not only 
do many p53 MTs lose the ability to act as a growth suppressor (i.e., a 
loss of function), they also behave as dominant oncogenes (i.e., a gain of 
function). In general, gain-of-function M T  forms of p53 are capable of 
immortalizing primary rodent cells in culture (Jenkins et al., 1984a; 
Rovinski and Benchimol, 1988) and of cooperating with an activated ras 
oncogene to transform such cells (Eliyahu et al., 1984, 1988; Parada et al., 
1984; Finlay et al., 1988; Hinds et al., 1990). M T  p5? was also found to 
enhance transformation by acting synergistically with other oncogene 
pairs, such as Ad Ela plus ras, HPV E6 plus rus, and myc plus ras (Eliyahu 
et al., 1989; Finlay et al., 1989; Peacock et al., 1990; Crook et al., 1991a). 
Expression of certain p53 MTs adds to the growth advantage of cells in 
culture by increasing the plating efficiency of G4 18-resistant colonies 
(Finlay et al., 1989; Gerwin et al., 1992; Dittmer et al., 1993), stimulating 

TABLE V 
GENERALIZED PHENOTYPES O F  W T  VERSUS M T  p53' 

Phenotype WT M T  

Half-life 20-30 min 2 2  hr 
- PAb246/ 1620 reactivity + 

PAb240 reactivity - 
Hsc7O binding - 

Rm cooperation - 

Increase in growth advantage in vitro 
Growth suppression + 
Specific DNA binding + 
TATA-mediated transcriptional repression t 

+ 
+ 
+ 
+ 
t 

Cellular immortalization - 

- 

- 
- 
- 

See text for specific references. 
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oncogene-mediated focus formation (Eliyahu et al., 1989), augmenting 
saturation density and colony formation in soft agar (Chen et al., 1990; 
Dittmer et al., 1993), and increasing resistance to the negative growth 
factor, transforming growth factor+, (Gerwin et al., 1992). MT p53 was 
found to increase the life span of normal human epithelial cells prior to 
senescence but the M T  was unable to immortalize the human cells (Wy- 
llie et al., 1993). Further, there appears to be a strong selection for 
mutation of p53 during the establishment of murine cell lines in vitro 
(Harvey and Levine, 1991; Kress et al., 1992; Rittling and Denhardt, 
1992; Jerry et al., 1993; Ozbun et al., 1993b). 

Few studies have examined the growth advantage that M T  p53 may 
provide in vivo, aside from approaches using nude mice. In one instance, 
expression of a mutated p53 gene in murine leukemia cells lacking en- 
dogenous p53 resulted in cells which were more malignant when in- 
jected into syngeneic animals (Wolf et al., 1984; Shaulsky et al., 1991a). A 
second study showed that transfection of a M T  p53 increased the meta- 
static capacity of bladder carcinoma cells inoculated intravenously into 
syngeneic mice (Pohl et al., 1988). Analysis of two M T  p53 alleles from a 
case of human acute myelogenous leukemia revealed each p53 allele to 
have a different missense mutation, suggesting a recessive activity in 
vivo. However, when overexpressed in vitro, each M T  was capable of 
acting as a dominant oncogene by cooperating with an activated ras 
oncogene (Slingerland and Benchimol, 199 1). Employing a syngeneic in 
vitro-in vivo mouse mammary epithelial cell (MMEC) system (see below), 
we have found that the cellular environment influences the ability of a 
given M T  p53 to provide a cell with a growth advantage (Ozbun et al., 
1993b). Analysis of the FSK3 MMEC line showed a population mixed 
with respect to p53 genotypes. One subpopulation of M T  (2334-234) 
p53-expressing cells was selected in a preneoplastic mammary out- 
growth in vivo (TM3), whereas another minor population of M T  
(A135P) p53-expressing cells was selected during passage of FSK3 cells 
in culture (Ozbun et al., 1993b). When FSK3 cells were subdivided and 
cultured in parallel in vitro, p53 genotypes continued to evolve and di- 
verge, suggesting that selective pressures exerted on MMEC popula- 
tions in vivo are different from pressures present in vitro (Ozbun et al., 
1993b). Together, these findings indicate the caution should be exer- 
cised when attempting to correlate the effects of p53 mutations assayed 
in cell culture systems with the in situ phenotypes of M T  p53 in tumor- 
igenesis. 

The general back of in vivo functional data on p53 has made it difficult 
to correlate the phenotypes M T  p53 may possess in an artificial culture 
system with phenotypes observed in the milieu of a whole animal. Recent- 
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ly, substantial effort has been directed at determining how a p53 M T  
gains the ability to act as a dominant oncogene. 

A. CONFORMATION AND STABILITY 

M T  forms of p53 are typically PAb240+ (Gannon et al., 1990; Stephen 
and Lane, 1992) and PAb246"/PAb162O0 (Milner and Cook, 1986; 
Yewdell et al., 1986; Milner et al., 1987; Finlay et al., 1988; Stiirzbecher et 
al., 1988a; Hinds et al., 1989; Cook and Milner, 1990), whereas the WT 
p53 conformation is PAb246+/PAb1620+ and PAb240" (Cook and Mil- 
ner, 1990; Gannon et al., 1990). However, a number of exceptions have 
been noted: (i) a variable fraction of the p53 molecules in cells expres- 
sing a M T  p53 gene can be PAb246+, a phenomenon termed "pseudo- 
wild type" (Bartek et al., 1990b; Gannon et al., 1990); (ii) WT p53 briefly 
loses PAb246 reactivity (PAb246") during cell division (Milner, 1984; 
Milner and Watson, 1990; Mosner and Deppert, 1992; Ullrich et al., 
1992; Zhang et al., 1992); (iii) when translated in vitro, genotypically WT 
p53 can fold into either the WT or M T  conformation (Cook and Milner, 
1990), and cotranslation of WT and M T  p53 results in the formation of 
mixed oligomers, both in the M T  (PAb240+) conformation (Milner and 
Medcalf, 1991). The PAb246+ and PAb246" conformations have been 
proposed to represent functionally distinct forms of the p53 protein: 
PAb246" acts as a growth promoter, and PAb246+ is a growth suppressor 
(Cook and Milner, 1990; Milner, 1991). 

The mechanisms involved in the conformational regulation of p53 
have been extensively studied by Milner and co-workers, primarily using 
lymphocyte cultures (Milner, 1984; Milner and Cook, 1986; Gamble and 
Milner, 1988) and in vitro transcription/translation (Hainaut and Milner, 
1993a,b). The folding of p53 translated in vitro was shown to be depen- 
dent upon metal ions, specifically zinc; the WT conformation of ge- 
notypically WT p53 is increasingly lost in the presence of zinc chelators 
(Hainaut and Milner, 1993b). The zinc requirement is mediated by cys- 
teinyl residues in the protein, and two motifs with homology to known 
"non-zinc-finger" zinc-binding protein domains are located within p53 
in conserved regions 11, 111, IV, and V (Fig. 2) (Hainaut and Milner, 
1993b). In addition, sulfhydryl oxidizing agents perturb the WT confor- 
mation and subsequently inhibit the sequence-specific DNA-binding 
ability of p53 (Hainaut and Milner, 1993a; Hupp et al., 1993). The con- 
formational change from WT to M T  (i.e., growth suppressor to growth 
promoter) is fully reversible, although the entropic equilibrium appears 
to favor the M T  growth-promoter form. The addition of zinc or sul- 
fhydryl reducing agents reverses the folding and DNA-binding ability, 
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FIG. 4. A hypothetical model depicting the factors that may influence the folding and 
consequently the phenotype, of the p53 protein, shown as a dimer. The ts M T  of p53 
(A135V) is W T  at the permissive temperature (32°C) and M T  at the nonpermissive tem- 
perature (39°C) (Milner and Medcalf, 1990). Oxidation, chelation of zinc, and/or mutation 
results in the conversion from WT to M T  p53 (Hainaut and Milner, 1993a,b; Hupp et al., 
1993). Zinc, reducing agents, or ATP is required to facilitate the change of p53 from M T  to 
WT (Hainaut and Milner, 1992, 1993a,h; Hupp et al., 1993). The ATPase activity of hsc70, 
bound only to M T  p53, may contribute to the ATP-dependent switch from M T  to WT 
(Clarke el al., 1988). 

suggesting that reduction of thiols favors the WT conformation and 
suppressor activity (Hainaut and Milner, 1993a; Hupp et al., 1993). Al- 
though ATP is not required for the rapid shift from WT to M T  p53, it is 
necessary for the full, and more lengthy, conversion of M T  to WT form 
of p53 upon temperature shift (Fig. 4) (Hainaut and Milner, 1992). 
Redox modulation apparently is important in the function of other 
transcriptional factors; indeed, this may provide a biochemical mecha- 
nism whereby p53 exerts both positive and negative growth activities in 
response to diverse physiological stimuli (Hainaut and Milner, 1993a; 
Hupp et al., 1993 and references therein). It was proposed that, because 
the two zinc-binding loops flank the Pab240 epitope (see Fig. 2), a diver- 
sity of mutations in the conserved domains could disrupt this conforma- 
tionally critical region and, subsequently, the WT conformation and 
activities (Hainaut and Milner, 1993a,b). 

Additional observations support that conformation is an important 
regulator of p53 function. Only p53 in the WT form is targeted by DNA 
tumor virus oncoproteins (Lin and Simmons, 1990; Medcalf and Milner, 
1993), and only WT p53 is rapidly degraded by HPV E6 and E6-AP 
(Crook and Vousden, 1992; Medcalf and Milner, 1993). Only “MT”  p53 
interacts with the heat-shock cognate 70 protein, hsc70 (see below). In 
addition, the murine A 135V M T  p53 switches conformation coincident 
with phenotypic characteristics upon temperature change (Milner and 
Medcalf, 1990). 
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The conformation and stability of p53 appear to be intrinsically 
linked. Increased stability of the protein is one of the most frequent 
phenotypes associated with p53 mutation (Finlay et al., 1988; Halevy et 
al., 1989; Hinds et al., 1990; Iggo et al., 1990; Kraiss et al., 1991; Dittmer 
et al., 1993). Although the biochemical basis for M T  p53 stabilization is 
unclear, both the specific mutation and cell-type-specific factors appear 
to influence the stability of p53 (Halevy et al., 1989; Zambetti and Le- 
vine, 1993). However, a murine p53 miniprotein including amino acids 
302-390 was capable of complexing to WT p53 and extending its half- 
life to 3-4 hr (Shaulian et al., 1992). This miniprotein abrogated WT p53 
sequence-specific DNA binding and exhibited other dominant oncogen- 
ic activities (discussed below; Shaulian et al., 1992). Thus, an increase 
in the half-life of p53 directly correlates with the transformed pheno- 
type but inversely correlates with functions which are attributed to the 
WT tumor/growth suppressor p53 protein (Kraiss et al., 1991). It fol- 
lows that the loss of tumor suppressor activity must somehow disengage 
p53 from its normal pathway of rapid turnover, resulting in cellular 
accumulation. 

B. SUBCELLULAR DISTRIBUTION 

Cytoplasmic localization is a common feature of many, but not all, M T  
forms of p53 (Hinds et al., 1987; Gannon and Lane, 1991; Ginsberg et 
al., 1991b; Martinez et al., 1991; Slingerland et al., 1993). The ts M T  
appears to act dominantly by sequestering WT p53 in the cytoplasm at 
critical times during the cell cycle (Martinez et al., 1991). A labile cellular 
protein was shown to be necessary for the retention of ts M T  p53 in the 
cytoplasm (Gannon and Lane, 1991). Thus, it would appear that M T  
p53 proteins are inhibited to variable extents in their normal subcellular 
transport such that some M T  molecules spend more time in the cyto- 
plasm than in the nucleus. However, nuclear localization is apparently 
necessary for the activity of p53, as both WT suppressor and M T  on- 
cogenic activities of different p53 proteins were completely abolished 
upon mutation of the nuclear localization signal (Shaulsky et al., 1991b). 
In some cases nuclear localization contributed to, rather than hindered, 
the transforming activity of M T  p53 (Shaulsky et al., 1990b, 1991b). 

C. hsc70 BINDING 

Heat-shock proteins (hsp) are members of a family of proteins gener- 
ally defined as molecular chaperones, functionally involved in the trans- 
port, folding, and assembly of numerous proteins (Hainaut and Milner, 
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1992 and references therein). Hsps are induced to different degrees by 
certain types of stress, including heat, DNA damage, ethanol, or devel- 
opmental signals (Clarke et al., 1988 and cited references). 

Transforming M T  forms of p53 were shown to stably interact with the 
70-kDa heat-shock protein cognate, hsc70, whereas WT p53 did not 
(Pinhasi-Kimhi et al., 1986; Hinds et al., 1987; Sturzbecher et al., 1987a, 
1988a; Finlay et al., 1988; Ehrhart et al., 1989; Hainaut and Milner, 
1992; Lam and Calderwood, 1992). It appears that sequences at both the 
N- and C-termini of p53, as well as the folding of p53, are involved in the 
interaction with hsc70 (see Fig. 2) (Sturzbecher et al., 1988a; Hainaut 
and Milner, 1992; Hupp et al., 1992, 1993; Lam and Calderwood, 1992). 
The ability of p53 to complex with hsc70 correlates with both stabiliza- 
tion of p53 (Gronostajski et al., 1984; Pinhasi-Kimhi et al., 1986; Finlay et 
al., 1988; Sturzbecher et al., 1988a) and M T  conformation (Hinds et al., 
1987; Sturzbecher et al., 1987a, 1988a; Finlay et al., 1988; Hainaut and 
Milner, 1992, 1993b). However, a cause-effect relationship between sta- 
bility and hsc70 binding has not been established. 

p53-hsc70 complexes have been localized to both the cytoplasm and 
the nucleus of cells (Sturzbecher et al., 1987a). The ratio of hsc70 to p53 
appears to be 1: 1 (Pinhasi-Kimhi et al., 1986; Hainaut and Milner, 1992), 
although a significant proportion of cellular hsc70 seems to be mono- 
meric (Pinhasi-Kimhi et al., 1986; Clarke et al., 1988). p53 expressed E. 
coli interacted with a bacterial hsp, dnaK, indicating conservation of 
function (Clarke et al., 1988). Physiological levels of ATP dissociated 
purified complexes of p53-hsc70 or p53-dnaK in vitro, suggesting that 
the intrinsic ATPase activity of the heat-shock protein regulates the sta- 
bility of the complex (Clarke et al., 1988). Hsp70 was shown to associate 
with ts M T  p53 just subsequent to the rapid conformational change of 
p53 from WT (30°C) to M T  (37"C), and the addition of a nonhydrolyz- 
able ATP analog substantially stabilized the hsp70-MT p53 complexes 
(Hainaut and Milner, 1992). However, other evidence indicates that ad- 
ditional ATP-mediated actions, aside from the hsc70 ATPase, are neces- 
sary for the refolding of p53 into the WT conformation (Hainaut and 
Milner, 1992). These data suggest that the interaction of hsc70 with M T  
p53 may be a reaction to the M T  conformation and that the hsc70 
ATPase activity may be involved in the ATP-dependent conformational 
change from M T  to WT p53 protein (see Fig. 4). Furthermore, the fact 
that direct association with dnaK activated the cryptic sequence-specific 
DNA binding of p53 suggests another means whereby hsc70 may regu- 
late p53 function (Hupp et al., 1992; Lane et al., 1993). Interestingly, 
overexpression of rat hsc70 suppressed oncogene-mediated transforma- 
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tion (A135V p53 plus rm or  my plus rm), although the mechanism of this 
suppression is unknown (Yehiely and Oren, 1992). 

D. PHOSPHORYLATION STATE 

Whether the phosphorylation state of p53 influences its transforma- 
tion ability is not known. p53 was more highly phosphorylated in SV40- 
transformed cells than in parental nontransformed cell lines (Stiirz- 
becher et al., 1987b; Meek and Eckhart, 1988; Scheidtmann and Haber, 
1990), suggesting an involvement with cellular transformation. How- 
ever, no qualitative differences in phosphorylation sites were observed 
among primary, immortalized, established, SV40-transformed, or chem- 
ically transformed mouse cells (Patschinsky and Deppert, 1990). A lim- 
ited amount of data indicate the M T  v e r s w  WT p53 proteins may be 
phosphorylated differently; phosphorylation of human serine 15 (mur- 
ine 12) appeared to be dependent upon the ability of p53 to fold into the 
WT conformation (Ullrich et al., 1993). No other major differences in 
the phosphorylation of M T  p53 have been described (Picksley et al., 
1992; Slingerland et al., 1993; Ullrich et al., 1993). The fact that no 
naturally occurring p53 genes have been isolated with mutation(s) at the 
conserved serine residues thought to be phosphorylation sites suggests 
that the ability to regulate its phosphorylation state is also important for 
oncogenic forms of p53. 

E. DNA BINDING AND TRANSACTIVATION ACTIVITIES 

The domains of p53 required for the activities of DNA binding and 
transactivation are undoubtedly important for its tumor suppressor 
functions. Further, that mutations have rarely been reported in the 
N-terminal transactivation region or in the C-terminal oligomerization 
domain suggests that such p53 MTs may not be functional and implies 
further that these sequences may be necessary for the acquired activities 
of M T  p53. M T  p53 proteins that fail to suppress growth generally are 
impaired for activities of nonspecific nucleic acid affinity (Steinmeyer 
and Deppert, 1988; Kern et al., 1991a; Shohat-Foord et al., 1991; Fried- 
man et al., 1993; Oberosler et al., 1993), sequence-specific DNA binding 
(Bargonetti et al., 1991, 1992; Kern et al., 1991b; El-Deiry et al., 1992; 
Foord et al., 1993; Zhang et al., 1993), and transactivation (Fields and 
Jang, 1990; Raycroft et al., 1990, 1991; Aoyama et al., 1992; Farmer et al., 
1992; Kern et al., 1992; Scharer and Iggo, 1992; Zambetti, et al., 1992; 
Deffie et al., 1993; Zhang et al., 1993). 
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Most MT-WT p53 heterocomplexes appear to be unable to bind to a 
p53-RE (Bargonetti et al., 1992; Kern et al., 1992). However, a M T  from a 
Li-Fraumeni family (R248W) complexed to WT p53 could bind to the 
RCG motif at levels close to that of pure WT p53 complexes but homo- 
oligomeric R248W (MT-MT) p53 complexes were unable to bind to the 
sequence (Bargonetti et al.,  1992). These data indicate that some p53 
MTs may have a dominant negative effect on WT p53 by abrogating 
sequence-specific DNA-binding activity, whereas other MTs may have a 
WT activity in the presence of genuine WT p53. Cotransfection of WT 
with some M T  forms of p53 resulted in transactivation via a p53-RE 
which was decreased proportionally to the ratio of M T  to WT to WT 
p53 (Weintraub et al., 1991; Farmer et al.,  1992; Kern et al., 1992; Schar- 
er and Iggo, 1992). Further, there was variability between different MTs 
and their ability to abrogate WT p53-mediated transactivation (Chen et 
al., 1993b). Inhibition from the PG element was due to a failure of 
the mixed (WT-MT) p53 oligomers to bind to the DNA sequences 
(Kern et al., 1992). Thus, different M T  proteins exhibit varying abilities 
to bind to distinct p53-RE (i.e., various M T  p53 proteins bound to cer- 
tain DNA elements but failed to bind to others) (Bargonetti et al., 1991, 
1992; Kern et al., 1991b; El-Deiry et al., 1992; Zhang et al., 1993). These 
reports demonstrate the heterogeneity in the transactivational activities 
of various p53 MTs is dependent upon the protein’s ability to bind to 
the specific p53-RE. Therefore, the possibility exists that some MTs 
retain the ability to activate or  repress a subset of p53-regulated genes, 
which would help to explain the difference in the transforming poten- 
tials of various MTs. This may also have implications for the preponder- 
ance of certain p53 MTs (i.e., mutational “hot-spots”) in certain tumor 
types. 

The gain-of-function activity reported for many p53 MTs may be 
explained, in part, by the finding that promoters normally repressed by 
WT p53 were activated by M T  forms of p53 (Table VI). This was shown 
to be physiologically relevant in at least two cases. First, the multidrug 
resistance gene ( M D R l )  is overexpressed in a number of human cancers; 
WT p53 repressed transcription from the M D R l  promoter, whereas 
M T  p53 specifically upregulated the expression of MDRl  (Chin et al., 
1992). These results were confirmed in cells lacking endogenous pS3 in 
which five different missense M T  p53 proteins activated the M D R l  pro- 
moter to varying levels (Dittmer et al., 1993). Second, IL-6 expression is 
often increased in neoplastic cells, and in contrast to WT p53, M T  p53 
stimulated expression from the IL-6 promoter (Margulies and Sehgal, 
1993). 
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TABLE VI 
PROMOTERS TRANSACTIVATED BY M T  p53 PROrEINS 

Promotera Reference 

IL-6 
M D R l  
pgpl (hamster mdr) 
RBI Shiio et al. (1992) 
PCNA Deb et al. (1992) 
CMV IE Deb et al. (1992) 
RSV LTK Deb et al. (1992) 
HTLV I LTR Deb et al. (1992) 

Margulies and Sehgal ( 1  993) 
Chin et u1. (1992); Dittrner et al. (1993) 
Zastawny et al. (1993) 

0 PCNA, proliferating cell nuclear antigen; CMV IE, cytomegalovirus 
immediate early; RSV LTR, rous sarcoma virus long terminal repeat; HTLV 
LTR, human T cell leukemia virus LTR. 

F. TRANSFORMATION ABILITY 

In  one model, the mechanism by which p53 acts oncogenically is 
through a dominant negative interaction with WT p53 (Baker et al., 
1989; Eliyahu et al., 1989; Finlay et al., 1989). It is assumed that the M T  is 
capable of abrogating or attenuating the suppressive effects of the WT 
protein (Herskowitz, 1987). Evidence in support of this hypothesis 
comes from studies showing that M T  p53 can oligomerize with WT 
(presumably in the same manner that WT p53 forms dimers) (Eliyahu et 
al., 1988; Rovinski and Benchimol, 1988; Finlay et al., 1989; Milner and 
Medcalf, 1991). In addition, the ability to form dimers appears to be 
critical for the transformation ability of various p53 MTs (Slingerland et 
al., 1993). The smallest segment of p53 required for in vitro transforma- 
tion of cells with endogenous p53 includes murine p53 residues 320- 
360 (Fig. 2) (Shaulian et al., 1992; Reed et al., 1993; Unger et al., 1993). 
The fact that only 29 residues (321-349 in mouse) are highly conserved 
among species suggests that this region, common to the oligomerization 
domain (Fig. 2), is most important for transformation (Reed et al., 1993). 
No synergism was observed using a miniprotein (amino acids 302-360) 
and the A135V p53 MT, suggesting that the two mutants transform cells 
through the same mechanism (Shaulian et al., 1992). These data suggest 
that oligomerization with endogenous WT p53 could be a major factor 
in the transforming potential of a given M T  p53. However, this is proba- 
bly not the only mechanism, as certain MTs that demonstrate equivalent 
interactions with WT p53 transform with different efficiencies (Halevy 
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et al., 1990). Few mutations have been mapped to the C-terminal region; 
perhaps such mutations would interfere with the oligomeriz- 
ing/transforming domain, and the M T  monomers would be unable to 
provide any selective growth advantage to cell. However, whether a min- 
iprotein which contains the oligomerization region can promote trans- 
formation in v i vo  or enhance transformation by M T  p53 in cells which 
express no WT p53 remains to be tested. 

Other data, generated from both in vitro and in uivo experiments, 
argue against the dominant negative theory as the sole mechanistic ex- 
planation for M T  p53 activity. First, a substantial excess of M T  over WT 
p53 is typically required to stimulate transforming capabilities in  vitro 
(Eliyahu et al., 1989; Finlay et al., 1989; Chen et al., 1990; Johnson et al., 
1991; Michalovitz et al., 1991; Weintraub et al., 1991). Second, only rarely 
are WT p53 alleles found together with M T  p53 alleles in tumors in vivo 
(Chiba et al., 1990; Davidoff et al., 1991c; Halevy et al., 1991). Rather, it is 
most common for one allele to contain a missense mutation accom- 
panied by the deletion of the other allele (Nigro et al., 1989; Baker et al., 
1990b; Slingerland et al., 1991), suggesting that M T  p53 acts in a reces- 
sive, not a dominant negative fashion in vivo. Third, the introduction of 
many MT forms of p53 into cells which lack endogenous p53 expression 
enhances the transformed phenotype in vitro and tumorigenicity i n  vivo,  
suggesting a gain of function beyond the simple ability to block the 
activity of WT p53 (Wolf et al., 1984; Chen et al., 1990; Shaulsky et al., 
1991a; Dittmer et al., 1993). Fourth, approximately 90% of cervical carci- 
nomas express HPV oncoproteins E6 and E7 and, consequently, have 
undetectable levels of WT p53 protein (reviewed by Howley, 1991; 
Vousden, 1993). Metastases arising from HPV-positive tumors often 
have acquired mutations in p53 (Crook and Vousden, 1992). Among the 
remaining tumors which lack HPV, many have p53 genes with missense 
mutations (Crook et al., 1991b,c, 1992), and these carcinomas are typ- 
ically more aggressive and invasive than those with HPV (Riou et al., 
1990). These data suggest that cells with M T  p53 are more malignant 
than those which simply lack WT p53. 

IX. p53 Mutations and Breast Cancer 
A. TYPES OF p53 ALTERATIONS 

Mutations in p53 are generally found to be somatic in breast tumors, 
although inherited mutations have been demonstrated in patients from 
cancer-prone families in which females tend to have a high incidence of 
breast cancer (Malkin et al., 1990; Srivastava et al., 1990; Prosser et al., 
1992). 
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FIG. 5. T h e  distribution and frequency of documentedp53 point mutations in sporad- 
ic and familial human breast cancer. Above the axis are sporadic $153 mutations (Nigro et 
al., 1989; Bartek et al., 1990b; Malkin et al., 1990; Prosser et al., 1990; Borresen et al., 1991, 
1992; Chen et al., 1991a; Davidoff et al., 1991b,c; Devilee et al., 1991; Kovach et al., 1991; 
Osborneetal., 1991; Runnebaum etal., 1991; Varleyetal., 1991; Colesetal., 1992; Sommer 
et al., 1992; Thompson et al., 1992; Thor et al., 1992; Carrere etal., 1993). Asterisks denote 
nonsense mutations. Below the axis are mutations from families with inherited cancer 
syndromes (Malkin et al., 1990; Srivastavaetal., 1990; Law etal., 1991; Metzger et al., 1991; 
Santibaiiez-Koref et al., 1991; Caron de Fromentel and Soussi, 1992; Prosser et al., 1992; 
Sameshima et al., 1992; Sidransky et al., 1992). The shaded bars indicate the evolutionarily 
conserved domains (11, 111, IV, V; aa 117-142, aa 171-181, aa 234-258, aa 270-286, 
respectively) of the human p53 protein from Soussi et al. (1990). The hatched line at the 
bottom includes exons 5-8, the regions commonly sequenced 

It is important to recognize limitations common to many of the stud- 
ies of p53 mutations in human breast cancers. The two techniques most 
commonly used to study p53 are nucleic acid sequencing and immu- 
nohistochemical staining for protein accumulation. Early studies report- 
ing $53 mutations in tumors, tumor cell lines, and xenografts found that 
most MTs were concentrated in the four highly conserved domains 
which are encompassed by exons 5-8 (regions 11, 111, IV, V) of the 
protein (Baker et al., 1989; Nigro et al., 1989). The majority of subse- 
quent investigations analyzed the p53 gene or cDNA only across these 
exons; however, p53 mutations have been detected outside of this region 
(Fig. 5, Table VII). Thus, the number ofp53 mutations in human cancer 
may be underestimated. Furthermore, some reports concluded that the 
p53 gene was WT based upon sequence analysis of only exons 5-8 
(Bqh-resen et al., 1991; Moll et al., 1992; Sommer et al., 1992). 

Detection of p53 by immunohistochemistry (IHC) is generally inter- 
preted to indicate mutation in the coding sequences, because the WT 
protein is normally present at undetectable levels in cells (Rodrigues 
et al., 1990; Purdie et ul., 1991). As summarized above, a number of 
missense mutations within the coding sequences of p53 have been 
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TABLE Vll  
SUMMARY OF N ~ N M I S S E N S E  p53 MLITATIONS I N  HUMAN BREAST CANCER 

Codon(s) 
affected Result Reference 

33- 126" 
140 
144 
167 
172 
175- 180 
187 splice site 
20 1 
233 
235-239 
252-254 
255 
3290 
lntron 90 
3fi4-393a 

Exon 4 deleted 
Frnieshift 
1 Amino acid deleted 
1 bp  deleted (frameshift) 
2 bp deleted (stop codon) 
ln-frame deletion 
Exon fi deleted (stop codon) 
1 bp deleted (frameshift) 
Frameshift 
14 bp deleted (frameshift 
3 Amino acids deleted 
1 Amino acid deleted 
1 bp deleted (frameshift) 
Splice junction mutation 
Exon 1 1  deleted 

Osborne et al. (1991) 
Coles et (11. (1992) 
Sommer et 01. (1992) 
Varley el al. ( 1  991) 
Berrensen el al. (1991) 
Davidoff et al. ( 199 I b) 
Jolly et al. (1994) 
Prosser el al. (1990) 
Somnier et al. ( 1  992) 
Kovach et (11. (1991) 
Sommer et al. ( 1992) 
Coles el d. ( 1  992) 
Kovach rt al. ( 199 1 ) 
Sommer et al. (1992) 
Runnebaum p t  al. (1991) 

0 Outside of regions nomially sequenced (see Fig. 5) 

demonstrated to increase the protein's stability. However, in most breast 
cancer studies employing IHC, no verification of mutations in p53 was 
made, and lack of detectable mutations across exons 5-8 was interpreted 
to indicate that WT p53 was stabilized (Borresen et al., 1991; Moll et al., 
1992; Sommer et al. 1992; Allred et al., 1993). The recent finding that 
the mdm2 oncogene product can bind to, stabilize, and inactivate the 
normal functions of WT p53 may partially explain the significance of 
accumulation of WT p53 in tumorigenesis (Momand et al., 1992; Finlay, 
1993; Wu et al., 1993). Therefore, it may be accurate to interpret accu- 
mulation of p53 as an alteration which inactivates the tumor suppressor 
activity, but it is likely improvident to simply assume that increased stabil- 
ity indicates a p53 genetic alteration (Wynford-Thomas, 1992; Vojtesek 
and Lane, 1993). Additionally, not all p53 mutations which inactivate the 
tumor suppressor function are predicted to result in protein accumula- 
tion (e.g., nonsense, frameshifts, deletions). It is important not to overin- 
terpret results based on incomplete sequence analysis or IHC. 

There are six possible types of mutations in p53, all of which could 
potentially disrupt the tumor suppressor activity of p53: (i) LOH (reduc- 
tion in gene dosage); (ii) complete deletion (loss of expression); (iii) 
partial deletions and frameshifts (fusions or  truncations); (iv) splicing 
errors (domain deletions, truncations, or frameshifts); (v) nonsense 
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(truncations); and (vi) missense (amino acid substitutions). All of these 
mutations have been observed in one or another human tumor type; 
however, missense mutations leading to amino acid changes are the most 
common $153 alterations in human breast cancer, as in other tumors 
(reviewed by Lane and Benchimol, 1990; Levine, 1990b; Hollstein et al., 
1991; Michalovitz et al., 1991; Stratton, 1992; Donehower and Bradley, 
1993). Complete loss of p53 expression has not been reported for hu- 
man breast tumors, although it has been noted in a number of other 
tumor types, e.g., osteosarcoma (Masuda et al., 1987; Romano et al., 
1989; Miller et al., 1990; Hovig et al., 1992), erythroleukemia (Mowat et 
al., 1985; Wolf and Rotter, 1985; Ben-David et al., 1988, 1990), and lung 
(Sameshima et al., 1990). Furthermore, mice deficient in endogenous 
p53 develop a diverse array of tumor types but very few cases of mam- 
mary carcinoma (Donehower et al., 1992). This suggests a requirement 
for a putative oncogenic contribution conferred by many p53 mutations 
in mammary tumorigenesis. 

Some breast cancer studies report greater than 60% LOH on chromo- 
some 17p (Mackay et al., 1988; Davidoff et al., 1991b). Early studies 
showed that allelic loss on chromosome 17p was accompanied by a muta- 
tion in the other p5? allele (Nigro et al., 1989; Prosser et al., 1990). 
However, a proportion of breast tumors with point mutations in p53 also 
expressed a WT allele (Davidoff et al., 1991b; Osborne et al., 1991) or 
had no evidence of LOH at 17p (Deng et al., 1994), suggesting that LOH 
may be a later event. This is consistent with the idea that MTp53 initially 
provides a cell with a growth advantage and that a further advantage is 
obtained upon loss of the remaining WT p53 allele (Nigro et al., 1989). 
Conversely, whether simple reduction of p53 gene dosage contributes to 
tumorigenesis in vivo has not been demonstrated directly. Supportive of 
this possible mechanism is the finding that a number of breast tumors 
with LOH near the p53 gene had no detectable mutation in the remain- 
ing allele (although only exons 5-8 were sequenced), and there was no 
p53 accumulation in the tumors (Davidoff et al., 1991b; Osborne et al., 
199 1). Alternatively, this may indicate there is the involvement of a gene 
on 17p other than $153 in a subset of breast tumors. It appears that 
neither LOH nor mutation of p53 are prerequisite for the other event to 
occur in breast tumorigenesis. 

Most studies report no detection of the p53 protein using IHC during 
any state of normal mammary gland differentiation (Bartek et al., 
1990a; Davidoff et al., 1991b; Varley et al., 1991; Marchetti et al., 1993). 
However, Moll et al. (1992) observed cytoplasmic expression of p53 in a 
normal lactating breast tissue sample but found no mutations in exons 
4- 10 of the p53 cDNA. Some cytoplasmic p53 was detected in normal 
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asynchronous human breast epithelial cells (Takahashe and Suzuki, 
1994). They found predominantly cytoplasmic distribution of p53 dur- 
ing maximal DNA synthesis when the cells were epidermal growth factor 
stimulated following growth arrest. Cytoplasmic p53 was also found in 
other normal, exponentially growing human cell types (Takahashi and 
Suzuki, 1994), indicating that nuclear exclusion might be a mechanism 
of inactivating the growth-suppressive effects of p53 during active DNA 
synthesis. 

Nuclear accumulation of the p53 gene product has been documented 
in as many as 53% of breast tumors analyzed by IHC (Cattoretti et al., 
1988; Bdrtek et al., 1990a,b, 1991; Davidoff et al., 1991a,b; Horak et al., 
1991; Iwaya et al., 1991; Ostrowski et al., 1991; Varley et al., 1991; Walker 
et al., 1991; Heyderman and Dagg, 1992; Sommer et al., 1992; Thor et 
al., 1992; Allred et al., 1993; Silvestrini et al., 1993; Singh et al., 1993). 
That protein stabilization results from mutation of $153 has been shown 
directly in many cases of breast cancer (Bartek et al., 1990b; Bgrresen et 
al., 1991; Davidoff et al., 1991b; Varley et al., 1991; Sommer et al., 1992; 
Thor et al., 1992; Marchetti et al., 1993; Singh et al., 1993). However, in a 
few cases, no mutations were detected across the conserved regions, 
suggesting accumulation of WT p53 (B@rresen et al., 1991). 

Detection of p53 protein in the cytoplasm of breast cancer cells also 
has been reported (Cattoretti et al., 1988; Bartek et al., 1990a; Chang et 
al., 1991; Doglioni et al., 1991; Horak et al., 1991; Iwaya et al., 1991; 
Varley et al., 1991; Heyderman and Dagg, 1992; Sommer et al., 1992; 
Domagala et al., 1993; Stenmark-Askmalm et al., 1994). The histological 
type of breast cancer may also influence the localization of p53 accu- 
mulation, as Domagala et al. (1993) found cytoplasmic staining of p53 
primarily in lobular carcinomas. In some instances the p53 nucleotide 
sequence of these cytoplasmic proteins was determined across exons 5-8 
but no mutations were detected (Moll et al., 1992; Sommer et al., 1992). 
Accumulation of cytoplasmic p53 was detected in the MCF7 breast can- 
cer cell line, which has genotypically WT p53 across exons 4-9. Growth- 
arrested MCF7 cells were found to have cytoplasmic p53 coincident with 
DNA replication upon both serum stimulation (Suzuki et al., 1992; Tak- 
ahashi et al., 1993) and insulin-like growth factor I stimulation (Tak- 
ahashi and Suzuki, 1993). Thus, inactivation of WT p53 functions by 
nuclear exclusion also may have a role in mammary tumorigenesis. As 
the cytoplasmic p53 was tyrosine phosphorylated in insulin-like growth 
factor I-stimulated MCF7 cells, it was proposed that phosphorylation 
might function to inactivate p53 at the onset of cellular DNA replication 
(Takahashi and Suzuki, 1993). 
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B. mdm2 INTERACTION 

A 90-kDa protein, identified as the product of the murine double 
minute 2 (mdm2) gene, was demonstrated to coimmunoprecipitate with 
p53 from cell lines transformed with M T  p53 and activated ras on- 
cogenes (Hinds et al., 1990; Momand et al., 1992). mdm2 was first identi- 
fied as an amplified gene associated with double minutes in a sponta- 
neously transformed Balb/c 3T3 derivative (3T3DM) (Cahilly-Snyder et 
al., 1987); additionally, overexpression of mdm2 in rodent cells resulted 
in their tumorigenicity in nude mice (Fakharzadeh et al., 1991). The 
human homologue of mdm2 (HDM2) maps to chromosome 12q13-14 
(Oliner et al., 1992). This chromosomal region is reportedly altered in a 
number of human malignancies, including soft tissue sarcomas (Turc- 
Care1 et al., 1986; Mandahl, 1989; Meltzer et al., 1991; Oliner et al., 
1992), osteosarcomas (Oliner et al., 1992; Ladanyi et al., 1993), gliomas 
(Reifenberger et al., 1993), and breast carcinomas (Sheikh et al., 1993). 

Although no specific function has been assigned to mdm2, the amino 
acid sequence suggests an involvement in transcriptional regulation 
(Fakharzadeh et al., 1991). mdm2 apparently controls the activity of p53 
in G,,  and p53 and mdm2 seem to be subject to autoregulatory feedback 
control (see Fig. 3) (Wu et al., 1993). In 3T3DM cells, both mdm2 and 
p53 had half-lives of 20 min and both were localized in the nucleus 
(Olson et al., 1993). mdm2 and mdm2-p53 complex levels increased as 
the cells reached late G, phase in the cell cycle following serum stimula- 
tion (Olson et al., 1993). Although mdm2 binds both M T  and WT p53, 
enhanced mdm2 binding is observed in cells which express higher levels 
of WT p53 (Barak and Oren, 1992). The rise in detection of p53-mdm2 
complexes in these cells was attributed to an increase in mdm2 protein 
resulting from elevation of mdm2 mRNA levels in response to WT p53 
protein (Barak et al., 1993; Wu et al., 1993). Moreover, WT p53 activated 
expression from a p53 DNA-binding sequence (see Table 111) located in 
the first intron of the mdm2 gene (Wu et al., 1993). 

Recent studies indicate that wzdm2 overexpression may be another mech- 
anism by which cancer cells overcome p53-regulated growth control 
without selecting for p53 mutations per se. In a number of the tumors in 
which mdm2 was amplified, the p53 gene was determined to be WT 
(Oliner et al., 1992; Reifenberger et al., 1993). Additionally, transfection 
of WT p53 into cells which express two M T  p53 alleles (Eliyahu et al., 
1988) resulted in the overexpression of mdm2 (Otto and Deppert, 1993). 
Finlay (1993) showed that mdm2 behaved much like a M T  p53 gene; 
overexpression of mdm2 immortalized primary REFS and cooperated 
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with an activated rus oncogene to transform such cells. Also, mdm2 was 
able to abrogate the growth-suppressive activities of WT p53 in transfor- 
mation assays in uitro (Finlay, 1993) and to inhibit the WT p53 activities 
of sequence-specific DNA binding (Zauberman et al., 1993) and transac- 
tivation (Momand et al., 1992; Oliner et al., 1993). Consistent with this, 
mdm2 appears to bind p53 in the N-terminal transactivation domain 
(see Fig. 2) (Chen et al., 1993a; Oliner et al., 1993; Olson et al., 1993). 
These findings support the idea that mdm2 binds to and functionally 
inactivates p53 in a manner similar to that of the DNA tumor virus 
oncoproteins. In summary, p53 upregulates expression of mdm2 which, 
in turn, negatively regulates the activity of p53 (see Fig. 3). I t  is currently 
unclear whether mdm2 is able to simply inactivate the tumor suppressor 
function of p53 or whether the interaction has an added oncogenic 
function. 

Overexpression of HDM2 mRNA has been correlated with estrogen 
receptor (ER) expression in human breast cancer cell lines; however, 
HDM2 gene amplification was not detected (Sheikh et al., 1993). Further, 
estrogen stimulation enhanced the levels of HDM2 mRNA in cells trans- 
fected with the ER gene (Sheikh et al., 1993). It is interesting that ER- 
negative breast tumors generally have a high frequency ofp53 mutation, 
whereas ER-positive tumors have lower incidences of M T  p53 but over- 
expression of HDM2 (Allred et al., 1993; Sheikh et al., 1993). Thus, it was 
proposed that p53 accumulation in breast tumors with no detected p53 
mutations may arise from an HDM2-p53 interaction (Allred et al., 
1993; Sheikh et al., 1993). 

C. SUMMARY 0 ~ p 5 3  MUTATIONS 

Up to 40% of primary breast carcinomas have been shown to express 
M T  p53 genes (Osborne et al., 1991). A feature of p53 mutations in all 
tumors is that their distribution does not appear to be random. The 
majority are clustered between amino acids 130 and 290, with most 
occurring within four evolutionarily conserved regions of the protein 
(see Figs. 2 and 5) (reviewed by Hollstein et al., 1991; Levine et al., 1991; 
Caron de Fromentel and Soussi, 1992; Donehower and Bradley, 1993). 
However, this may reflect in part the bias in a majority of studies to 
analyze only those regions and not the extreme 5' and 3' ends of the p53 
coding region (summarized above). 

Germline p53 mutations have been detected in many families with the 
Li-Fraumeni syndrome (LFS) cancer predisposition (see Fig. 5). Al- 
though p53 protein levels in the LFS cells were reportedly no higher 
than those in normal cells (Malkin et al., 1990), biochemical and genetic 
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analyses of nontumor cells from two members of a cancer family indi- 
cated accumulation of p53 despite finding the gene was WT (Barnes et 
al., 1992). These findings indicate that p53 in families predisposed to 
cancer may be inactivated by a number of mechanisms, just as occurs in 
sporadic tumors. 

Several types of observations suggest that the germline mutation in 
p53 is important in the process of tumorigenesis in persons with LFS. A 
comparison of tumors from five members of a LFS family indicated that 
each of the tumors had maintained the germline p53 M T  allele, whereas 
the WT allele was lost, suggesting that loss of WT p53 contributes to 
tumor formation (Srivastava et al., 1992). A functional assessment of 
certain M T  p53 proteins common to familial cancers showed that the 
majority of the MTs had lost the WT ability to suppress the growth of 
tumor cells lacking p53 (Frebourg et al., 1992). A thorough investigation 
of the in vitro properties of more than six LFS-associated mutations 
found that the proteins demonstrated a spectrum of both WT and M T  
p53 characteristics (e.g., listed in Table V), depending upon the specific 
mutation (Milner and Medcalf, 1991; Hao et al., 1993; Mukhopadhyay 
and Roth, 1993; Srivastava et al., 1993). Furthermore, unlike normal 
human fibroblasts which have never been observed to undergo sponta- 
neous immortalization in culture, nontumor fibroblasts from LFS cancer 
patients escaped senescence and had extended life spans (Bischoff et al., 
1990a). Together, these findings suggest that LFS p53 MTs may not have 
a fully transforming phenotype in the presence of WT p53. This would 
help to explain how cells might tolerate the expression of a M T  and a 
WTp53 allele but become transformed upon loss of the single WT allele. 
However, similar to the variable functionality of p53 MTs in sponta- 
neous tumors, the spectrum of phenotypes in LFS is probably depen- 
dent upon the specific p53 mutation. 

Compared with other human tumor types, somatic p53 M T  in breast 
cancer appears to be more dispersed over the regions between exons 5 
and 9 (Levine et al., 1991; Caron de  Fromentel and Soussi, 1992; Done- 
hower and Bradley, 1993). However, codons 175, 245, and 273 are fre- 
quently targeted for mutation in breast tumors, accounting for 23% of 
105 documented p53 mutations (see legend to Fig. 5 for references). 
Codons 175 and 273 are also highly targeted for mutations in many 
other tumor types (Caron de Fromentel and Soussi, 1992; Donehower 
and Bradley, 1993). 

An analysis of the p53 mutations in sporadic breast tumors indicated 
a high proportion of GC-TA transversions, a strong implication for 
environmental carcinogens (Borresen et al., 1991; Coles et al., 1992). 
However, the highly mutated codons 175 and 273 were shown to be 
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methylated in vivo (Rideout et al., 1990), consistent with CG-TA transi- 
tions at CpG dinucleotides, a change attributed to cytosine deamination 
(i.e., 5-methylcytosine + thymidine) and common in spontaneous muta- 
tions (Coles et al., 1992). The overall pattern ofp53 mutations in breast 
tumors is distinct from that in other human tumors in which the predomi- 
nant p53 mutations occur at CpG dinucleotides (Hollstein et al., 1991; 
Caron de Fromentel and Soussi, 1992). The germline p53 mutations 
observed in familial cancers also tend to be CG-TA transitions at CpG di- 
nucleotides (Caron de  Fromentel and Soussi, 1992). These comparisons 
indicate that multiple factors probably are involved in breast tumor- 
igenesis. Exposure and susceptibility of specific tissues to environmental 
carcinogens helps to explain the differences in frequency and distribu- 
tion of p53 mutations among various tumor types (Caron de Fromentel 
and Soussi, 1992). Another possibility, that has not been addressed ex- 
perimentally, is that tissue-specific p53 mutations (hot spots) may be 
selected based upon their ability to promote growth by interacting with 
tissue-specific factors. Of interest is a recent report of a correlation 
between histological types of breast tumors and the distribution of p53 
mutations (Marchetti et al., 1993). Of mutations in exon 5, 63% were in 
medullary carcinomas, whereas the mutations in lobular and ductal 
types were more dispersed in exons 6, 7, and 8 (Marchetti et al., 1993). 
The significance of this correlation is not currently clear, although the 
immune system may have some involvement (see below). 

D. ANTIBODY RESPONSE 

Cancer patients may develop an antibody response to p53 which is 
dependent upon the specific mutation (Winter et al., 1991; Davidoff et 
al., 1992) and is correlated with poor prognosis for breast cancer 
(Schlichtholz et al., 1992). Approximately 10-15% of breast cancer pa- 
tients have circulating p53 antibodies (Crawford et al., 1982; Schli- 
chtholz et al., 1992; Lubin et al., 1994), most of which were found to be of 
the IgG class (Lubin et al., 1994). Patients with tumors that expressed 
M T  p53 forms capable of forming a complex with hsc70 had mounted 
an immune response to p53 (typically more transforming MTs); con- 
versely, those who synthesized M T  p53 proteins that failed to bind to 
hsc70 had no detectable p53 antibodies (Davidoff et al., 1992). A signifi- 
cant association was demonstrated between hsc70 binding and p53 muta- 
tion in exons 5 and 6, whereas the proteins unable to complex hsc7O 
were mutated in exons 7 and 8 (Davidoff et al.,  1992). The exceptions 
were mutations at cysteine residues in exons 7 and 8 which enabled the 
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M T  p53 proteins to bind to hsc70 and elicit an immune response 
(Davidoff et al., 1992). 

The biochemical basis for the p53-induced immune response is un- 
known; however, several lines of evidence suggest that it is dependent 
upon a self-immunization process resulting from the accumulation of 
the protein rather than a mutational alteration causing a novel epitope. 
First, a significant relationship was found between tumor levels of p53 
protein and the patient’s p53 antibody response (Lubin et al., 1994). 
Second, the sera appeared to recognize both WT and M T  forms of p53 
(Schlichtholz et al., 1992; Labrecque et al., 1993). Third, the immu- 
nodominant regions of p53 were localized at both N- and C-terminal 
regions of the protein (Schlichtholz et al., 1992; Lubin et al., 1994), which 
are hydrophilic and include areas rarely found to contain mutations. 
Fourth, the patient responses were identical to those of animals immu- 
nized with high levels of p53 (Schlichtholz et al., 1992; Lubin et al., 1994). 
Additionally, SV40 tumor-bearing animals make antibodies to the p53 
protein (Linzer and Levine, 1979), which is known to be WT and accu- 
mulates to high levels via interaction with T-ag (Lin and Simmons, 
1990). The mechanism of immune presentation is unclear as there is no 
evidence for p53 protein in human serum samples (Winter et al., 1991; 
Hassapoglidou et al., 1993). 

E. PROGNOSTIC SIGNIFICANCE 

Although accumulation of p53 has been noted in benign breast dis- 
ease (Heyderman and Dagg, 1992), most investigations suggest that de- 
tection of p53 expression may be a valuable prognostic indicator for 
breast tumors (Davidoff et al., 1991a; Horak et al., 1991; Iwaya et al., 
1991; Walker et al., 1991; Callahan, 1992; Porter et al., 1992; Thor et al., 
1992; Allred et al., 1993; Thor and Yandell, 1993). The factors having a 
statistically significant correlation with p53 detection and poor prog- 
nosis varied among studies and included the following: low estrogen 
receptor expression (ER negative) and high expression of epidermal 
growth factor receptor (EGFR positive) (Cattoretti et al., 1988; Walker et 
al., 1991), only ER negativity (Iwaya et al., 1991; Thompson et al., 1992), 
only EGFR positivity (Horak et al., 1991), and only low progesterone 
receptor expression (Davidoff et al., 199 la). Whether overexpression of 
HER2 (c-erbB2) correlates with p53 accumulation is controversial (Chang 
et al., 1991; Horak et al., 1991; Iwaya et al., 1991; Walker et al., 1991). 
Thor et al. (1992) and Friedrichs et al. (1994) concluded that high p53 
expression was an independent prognostic marker, whereas Ostrowski et 
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al. (1991) surmised that detection of p53 expression was likely to be of 
no clinical value. Stenmark-Askmalm et al. (1994) found the former to be 
true when both cytoplasmic and nuclear accumulation of p53 were con- 
sidered. The best consensus on the value of p53 accumulation as a prog- 
nostic indicator was that detection of p53 expression by IHC was an 
independent predictor of early disease recurrence in patients whose 
lymph nodes were not involved (i.e., node-negative tumors) (Isola et al., 
1992; Thor et al., 1992; Allred et al., 1993; Knyazev et al., 1993; Sil- 
vestrini et al., 1993). This same later conclusion was reached in a pilot 
study employing single-stranded conformation polymorphism analysis 
to screen for mutations across p53 exons 5-9 (Ellege et al., 1993). It was 
stressed in the IHC studies that an absence of guidelines for performing 
IHC (e.g., antibodies and tissue fixatives used and length of patient 
follow-up time) aimed at relating p53 expression to known prognostic 
factors makes comparisons of the studies difficult, and thus limits the 
clinical usefulness of the IHC assays at present (Callahan, 1992; Thor 
and Yandell, 1993). 

Most breast tumors analyzed for p53 alterations are invasive ductal 
carcinomas which make up 6 5 4 0 %  of malignant breast neoplasms 
(Marchetti et al., 1993). In studies including various histological types of 
breast tumors, those considered more prognostically favorable (e.g., 
medullar, mucinous, papillary, and lobular) had a lower incidence of p53 
mutation (Davidoff et al., 1991a; Marchetti et al., 1993). No p53 muta- 
tions were found in the mucinous and papillary types, which are associ- 
ated with a high degree of differentiation and a more favorable prog- 
nosis. Surprisingly, medullary carcinomas had the highest proliferative 
index (i.e., growth rate) and the highest frequency of $53 mutations 
(Davidoff et al., 1991a; Marchetti et al., 1993). Domagala et al. (1993) 
made essentially the same observations using IHC to analyze nuclear 
p53 accumulation. These studies indicate the lack of a simple correlation 
between alteration of p53 and prognostic significance; however, the spe- 
cific p53 mutation and subsequent antibody response may partially help 
to explain this apparent conundrum. 

Patient antibody response to p53 was tightly associated with the pres- 
ence of high histologically graded breast tumors, indicative of poor 
prognosis (Schlichtholz et al., 1992). This is especially interesting in light 
of the finding that only the more transforming p53 MTs (by in vitro 
analyses) were shown to elicit an immune response (Davidoff et al., 
1992). This is further support in favor of the hypothesis that certain p53 
MTs may have an added function in vivo. The fact that no increase in the 
presence of p53 antibodies was found in patients with relapse or metas- 
tases suggests that induction of the antibodies is an early event, indepen- 



TUMOR SUPRESSOR p53 MUTATIONS AND BREAST CANCER 119 

dent of disease progression (Schlichtholz et al., 1992). The presence of 
p53 antibodies may, therefore, be an early marker of disease risk. 

Accumulation of p53 was also seen in breast carcinomas in situ (a 
relatively early stage tumor), albeit at much lower frequencies ( 13-20%) 
(Bartek et al., 1990a; Davidoff et al., 1991c; Thor et al., 1992). This 
indicates that mutation of p53 may be an early event in malignant trans- 
formation. From patients in whom the early tumors expressed MT p53 
genes, the same MTs were found in more advanced tumors (secondary 
and metastatic) (Davidoff et al., 1991~). This suggests a role for the M T  
p53 in breast cancer progression. Additionally, compared with sporadic 
breast cancers, increased incidences of p53 protein accumulation were 
observed in cancers from patients with Li-Fraumeni syndrome, familial 
breast cancer, and the familial breadovarian cancer syndrome (Thor et 
al., 1992). Thus, p53 mutation may either have an added role or act at an 
earlier step in the familial cancer disorders. 

If mutation of the p5? gene is an early event in breast tumorigenesis, 
this might help explain the array of mutations and genomic losses associ- 
ated with the disease, considering that p53 is believed to function in 
preserving the integrity of the genome by regulating DNA replication 
(reviewed by Hartwell, 1992; Lane, 1992). This is also consistent with the 
correlation between LOH and 17p and DNA aneuploidy in primary 
breast tumors (Chen et al., 1991a). 

F. EVIDENCE FOR TUMOR SUPPRESSOR ACTIVITY 

Although the growth suppressor activity of p53 has been demon- 
strated in many types of tumor cells and cell lines, relatively few studies 
have focused on breast tumor cells. WT p53 has been introduced into 
three established breast cancer cell lines and a murine mammary cell line 
known to express only M T  p53 genes. Casey et al. (1991) transfected 
human cell lines (MDA-MB468 and T47D) with plasmids containingp53 
(WT or MT), expressed from the CMV promoter, plus a neomycin- 
resistance gene (neoR). M T  p53 had no deleterious effects on these cell 
lines but the cells did not tolerate expression of WT p53. Only 10% of 
the neoR cell colonies contained intact exogenous WT p53, and - 1% 
(&) of the neoX colonies expressed WT p53 mRNA; sequence determina- 
tion of the exogenous WT p53 in this single clone revealed that a muta- 
tion had occurred following transfection (Casey et al., 1991). Thus, high 
expression of WT p5? was incompatible with the in vitro growth of 
two human breast cancer cell lines. Retroviral-mediated introduction of 
WT p53, expressed from the Mo-MuLV LTR, into human breast can- 
cer cell lines (MDA-MB468 and BT549) resulted in a reduction in both 
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colony-forming ability in agar and tumorigenicity in nude mice (Wang 
et al., 1993). However, the growth rates of the cell lines in uitro were unaf- 
fected by WTp53. Wang et al. (1993) reasoned that their ability to propa- 
gate breast tumor cell line colonies expressing WT p53, compared with 
the inability demonstrated by Casey et al. (1991), might be due to a gene 
dosage effect (i.e., retroviral transfer results in a single integration, 
whereas transfection generally results in high copy numbers). Thus, the 
WTp53 gene was likely to be much more highly expressed in the former 
study compared with the latter report. 

In contrast to the cell lines with endogenous M T  p53, the human 
breast tumor cell line MCF7 expresses p53 which is WT across exons 4- 
9, and the cells were unaffected both in vitro and in vivo by exogenous 
WT p53 expressed at high levels (Casey et al., 1991). It was concluded 
that some breast cancers arise without inactivation of p53. However, it 
seems equally possible that an alteration has occurred either in another 
pathway or downstream of p53 (e.g., overexpression of mdm2); this 
change might override the requirement for p53 mutation and would 
presumably render the cells refractory to the effects of WT p53. 

In no instances did introduction of exogenous M T  p53 (A143V) in- 
crease the growth potential ( plating efficiency, growth rate, or saturation 
density) of human breast cancer cell lines which expressed endogenous 
M T  p53 (and no WT) (Casey et al., 1991), suggesting that an additional 
M T  p53 gene has no added effect in the absence of W T  p53. 

Merlo et al. (1994) infected HC 1 1 ,  a murine mammary cell line, with a 
retrovirus expressing WT p53 from the inducible metallothionine pro- 
moter. Clones containing the input WT p53 DNA were dramatically 
growth inhibited when expression was induced with cadmium, and W T  
p53-expressing cells were more anchorage dependent than the parental, 
untransfected cells (Merlo et al., 1994). In no cases was DNA fragmenta- 
tion observed in the WT p53- expressing cells, suggesting that activation 
of apoptosis was not responsible for the inhibition of growth (Merlo et 
al., 1994). 

X. Systems for Studying Genetic Changes Involved 
in Breast Cancer 

A. LIMITATIONS OF THE HUMAN SYSTEM 

For the most part, studies of breast cancer in the human system have 
been limited to analysis of tumor cells and several established breast 
tumor cell lines. Technical difficulties associated with analysis of small 
early lesions, as well as the impracticability of studying human pre- 
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neoplasia in vivo, have precluded efforts to determine at what stages in 
mammary tumorigenesis genetic changes occur. 

B. I N  Vivo MURINE MODELS 

Mouse model systems offer a number of advantages and have pro- 
vided much of the information regarding the alterations involved in 
mammary cancer (reviewed by Medina, 1982). Inbred mouse strains are 
a great asset as they allow in vivo analyses by virtue of easy transplanta- 
tion and manipulation. In addition to the occurrence of spontaneous 
tumors, mammary neoplasias can be easily induced at variable inci- 
dences and with reproducible results using a variety of agents (Medina, 
1982 and references therein). 

Two minimal changes in growth control required for mammary tu- 
morigenesis include cellular immortalization and liberation from envi- 
ronmental constraints (reviewed by Medina, 1982, 1988). The acquisi- 
tion of immortality is an early, preneoplastic step, and this preneoplastic 
intermediate in tumorigenesis appears to be common to both human 
and mouse mammary systems (Medina, 1988; Page and Dupont, 1990). 
Hyperplastic alveolar nodules (HAN) are the best-characterized early 
lesions. Morphologically, HAN are similar to the differentiated alveolar 
cells typically present in pregnant mammary gland. In addition, pre- 
neoplastic cells resemble their normal homologues in that they are de- 
pendent upon local environmental factors responsible for regulation, 
thus their growth is limited to the mammary fat pad (Medina, 1982, 
1988). However, unlike their normal alveolar counterparts, the pre- 
neoplastic HAN cells are transformed and have an increased probability 
of tumor formation (Medina, 1982, 1988). 

Murine infection with the retrovirus mouse mammary tumor virus 
(MMTV) is associated with clonal outgrowth of HAN and malignant 
mammary tumors (Varmus, 1982). Insertional mutagenesis has afforded 
the identification of five murine genes which are activated in mammary 
tumors induced by MMTV; wntl, int2, int3, hst, and wnt3 (reviewed by 
Peters, 1990; Callahan et al., 1992a). However, there is no evidence for 
viral etiology in human breast cancer, and only the INT2 and HST genes 
have been implicated in the genesis of human breast tumors (Callahan et 
al., 1992a). 

Several in vivo models using transgenic mice carrying oncogenes have 
been developed for breast cancer. Nevertheless, such transgenes alone 
are not sufficient to induce mammary cancer (Callahan et al., 1992a,b 
and references therein). These studies support the multistep model for 
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tumorigenesis of the breast (Newbold, 1985; Barrett, 1987; Vogelstein 
and Kinzler, 1993). 

C. IN VITRO SYSTEMS 

Many efforts to understand tumorigenesis in vivo have utilized im- 
mortalized and transformed cells propagated in vitro. Cell culture sys- 
tems have established the stage-wise progression of neoplastic transfor- 
mation (for review see Barrett and Fletcher, 1987). The studies of 
Newbold et al. (1982) provided initial evidence that immortalization may 
be essential for tumorigenesis. Added support came from the finding 
that normal cells could be immortalized by the introduction of certain 
oncogenes (reviewed by Hunter, 199 1). Although cell culture systems 
provide the advantage of being able to quantitatively analyze defined 
cellular populations, there are major environmental differences be- 
tween in vivo and in vitro systems which must be considered (Barrett and 
Fletcher, 1987). 

Studies in the murine mammary system have greatly benefited from 
the ability to manipulate and analyze lesions in viva  However, until 
recently, there were few cell lines which could serve as in vitro models for 
the in vivo stages of tumorigenesis. This was due primarily to the diffi- 
culty of reproducibly establishing murine mammary epithelial cell lines 
(MMECL) which maintained the in vivo morphogenic abilities of mam- 
mary epithelial cells. Although preneoplastic lines induced by a variety 
of agents exist, most have been serially transplanted in viuo for 1 or 2 
decades (Medina, 1988). Consequently, it is questionable whether the 
genetic changes present in these lines are directly relevant to the pre- 
neoplasia. 

D. MMECL IN VITRO-IN VIVO SYSTEM 

Recently, Kittrell et al. (1992) described a protocol for reproducibly 
establishing MMECL in vitro. These cells maintain their morphogenic 
ability when transplanted at low passages into the cleared mammary fat 
pad of syngeneic animals. In some instances the cells fill the fat pads as 
normal ductal outgrowths, whereas other lines give rise to preneoplastic 
HAN lesions (Kittrell et al., 1992). The in vivo outgrowths can be rees- 
tablished in vitro or can be serially transplanted to other animals, allow- 
ing analysis of the genetic alterations involved in the early stages of 
mammary tumorigenesis (Kittrell et al., 1992). 

The parental (FSK) cell lines have similar growth requirements of 
insulin and epidermal growth factor (EGF) in a low serum medium 
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(Kittrell et al., 1992). In general, the FSK cell lines at passages (P) 1-4 
gave rise to normal ductal outgrowths, at P6-12 ductal or  alveolar hy- 
perplasias were occasionally produced, and no outgrowths were yielded 
after P12. It was concluded that some factor necessary for successful 
morphogenesis in vivo was lost or diluted during passage of the cell lines 
in vi tro (Kittrell et al., 1992). 

The four ductal mammary epithelial outgrowth (EL) lines resemble 
normal ductal outgrowths except that the EL lines are immortal in vivo 
(Medina and Kittrell, 1993). The EL lines demonstrate a normal ductal 
morphology, are dependent upon ovarian hormones, and are non- 
tumorigenic, indicating that immortalization is not tightly linked to pre- 
neoplasia (Medina and Kittrell, 1993). 

The six T M  preneoplastic outgrowth lines share a number of charac- 
teristics reported for other transplantable HAN lines and fit the criteria 
for mouse mammary preneoplasias (Medina et al., 1993a and references 
therein). In general, the outgrowth lines are morphologically charac- 
terized as alveolar hyperplasias (Medina et al., 1993a). They demonstrate 
moderate dependence upon ovarian hormones for growth and alveolar 
differentiation and display various extents of constitutive expression of 
casein, a milk protein (Medina et al., 1993a). The T M  lines give rise to 
tumors at higher incidences than do normal mammary cells, producing 
mainly type B adenocarcinomas (Medina et al., 1993a). Finally, the T M  
outgrowth lines are immortal (Medina et al., 1993a). The exception to 
these characteristics is the T M 3  outgrowth. Although T M 3  is immortal, 
it never has produced a tumor and is completely ovarian dependent for 
growth and alveolar differentiation, like normal mammary cells (Medina 
et al., 1993a). 

A comparison of the T M  cell lines established from the preneoplastic 
in vivo outgrowths with their respective FSK cell lines showed that the 
T M  cell lines had a decreased dependence upon EGF and serum for 
their growth in vitro (Medina et al., 1993b). The TM3 cell line was an 
exception in that it was highly EGF dependent (Medina et al., 1993b). 
Considering the growth requirements for the preneoplastic lines, there 
is a striking association between ovarian independence and EGF inde- 
pendence in the tumorigenic TM2, 4, 6, and 9 lines. Conversely, EGF 
dependence correlated with ovarian dependence in TM3 which has pro- 
duced no tumors (Medina et al., 1993a,b). EGF is an important growth 
factor in normal mouse mammary development, and loss of EGF re- 
sponsiveness is common in the transformation of rodent mammary tu- 
mors (Medina et al., 1993b and references therein). Further, the EGF 
receptor-related protein c-neu (HER2) is overexpressed in human breast 
tumors (Groner and Hynes, 1990; Callahan et aE., 1992b). 
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Expression of certain genes implicated in mammary cancer was also 
analyzed in normal mammary cells and compared to those in T M  cell 
lines, outgrowths, and tumors: there was no alteration of the c-neu, 
c-H-ras, c-my, or Rb genes in any of the cells (Medina et al., 1993b). 
However, there was an increase in the synthesis of the endogenous 
MMTV-LTR mRNA levels, consistent with observations made in other 
preneoplasias (Medina et al., 1993b). Also in accord with data from hu- 
man breast tumors, T M  tumors contained virtually no transcript from 
gelsolin, a gene product involved in polymerization of actin filaments 
RNA (Medina et al., 1993b). 

Expression of p53 was investigated in the outgrowths, their cell lines, 
and tumors (Jerry et al., 1993; Ozbun et al., 1993a). An excellent correla- 
tion was seen between the alteration of p53 and the development of 
preneoplasia in vivo (Ozbun et al., 1993a). IHC analysis of the p53 pro- 
tein in the EL cells showed that the protein was not overexpressed (Medi- 
na and Kittrell, 1993). This suggested that none of the EL lines con- 
tained M T  p53 and indicated that mutation of p53 was not necessary for 
the in vivo immortalization of MMEC. Conversely, all five HAN out- 
growths demonstrated alteration of p53; furthermore, the mutations 
were maintained in the tumors arising from the preneoplasias (Table 
VIII) (Jerry et al., 1993). 

TABLE VIII 
p.53 MUTA1.IONS IN OWrCHOWTH CELL. LINES A N D  TUMORS 

p.53 Status: amino acid changes (IlHC expression)cl 

Outgl-owth Cell line Tumor 

TM2H Single allele 
112 stop (none) 

Single allele 
I12 stop (none) 

T M 3  Single allele NIAb 
233-234 serine insertion 
(nucle 11s) 

C 138T (nucleus) C138T (nucleus) 

V 170M (cytoplasm)< 

TM4 123-129 deletion 123- 129 deletion 

T M 9  W T  W T  (nucleus) 

T M l O  NIAd NDi' (nucleus) 

" Adaptrd f.rom Jerry el nl. (19%) and Ozbun el nl. (1993a). 
* N o  tumors have arisen froni T M J .  

I H C  was performed only on the TMY outgrowth in U ~ V O ,  not on the cell line. 
r' N o  cell line was established froni TM10. 
p T h e  T M  10 tumor was not sequenced as there was n o  cell line with which to 

make a comparison. 
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The expression of p53 detectable by IHC was apparently inconsistent 
between the outgrowths and tumors in uiuo (Table VIII). For example, 
only a fraction of the TM4 and TM3 HAN outgrowth cells in situ stained 
positively in the nuclei; however, virtually all nuclei were positive in the 
TM4 and TM3 cultured cell lines and the TM4 tumors (Jerry et al., 
1993). Cytoplasmic localization of WT p53 was found for the T M 9  out- 
growths, whereas in the TM9 tumors the WT p53 was only present in 
the nuclei (Jerry et al., 1993). As with studies of human breast cancer, 
these results indicate that the growth environment in uiuo may modulate 
the expression and localization of p53 and that other factors besides 
actual mutation may interfere with the normal function of p53. 

Observations from the MMEC outgrowths and outgrowth cell lines 
indicate that at least two, and probably three, separate steps are neces- 
sary for evolution to preneoplasia (illustrated in Fig. 6). This is compati- 
ble with the theory that multiple stages are required for tumorigenesis 
(Newbold, 1985; Barrett, 1987; Vogelstein and Kinzler, 1993). Overall, 
data from this murine in uitro-in uiuo system have provided evidence and 
examples for multiple, defined stages between normal mammary cells 
and preneoplasia prior to tumor formation. Alterations in p53 appear to 
be an early event in this system (Fig. 6) and are reminiscent of many 
studies of p53 in human breast cancer. For example, p53 is frequently 
mutated and is stabilized in breast tumors (Bartek et al., 1990b; Bgrresen 
et al., 1991; Davidoff et al., 1991b; Varley et al., 1991; Sommer et al., 
1992; Thor et al., 1992; Marchetti et al., 1993; Singh et al., 1993). Also, in 

TM3 

Preneoplasia I 

Tumors 
\ EL5,7,11,12 (EGF-dependent) 

Normal Immortalized 
Cells * Ductal Cells < f TM2,4,9,10 

Preneoplasia II 
(EG F-independent) 

TM2,4,9,10 T 
p53 Alterations 

FIG. 6. Model for progression to mammary neoplasia in the murine system. The EL 
outgrowth lines represent a minimal alteration; the cells behave normally in v i m  but are 
immortal (Medina and Kittrell, 1993). TM3 outgrowth cells appear to be an intermediate 
lesion between immortal (EL) mammary cells and fully hyperplastic (other TM) cells 
(Medina et al., 1993b). This suggests that at least two forms of preneoplasia can arise and 
that the properties of immortality and hyperplasia are separable from the tumorigenic 
properties which characterize mammary tumorigenesis. p53 alterations are important in 
the formation of the preneoplastic stage (Jerry el al., 1993; Ozbun et al., 1993a). 
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many cases accumulation of p53 was not a result of mutation and was 
localized both in the cytoplasm (Moll et al., 1992; Sommer et al., 1992; 
Suzuki et al., 1992; Takahashi et al., 1993; Takahashi and Suzuki, 1993) 
and in the nucleus (Bfirresen et al., 1991). 

XI. Summary 

Alterations in the tumor suppressor gene p53 are the most commonly 
identified changes in cancer, including neoplasia of the breast. The ac- 
tivity of p53 is regulated post-translationally. Phosphorylation state, sub- 
cellular localization, and interaction with any of a number of cellular 
proteins are likely to influence the function of p53. The exact effect of 
p53-mediated growth suppression seems to be cell-type specific but ap- 
pears to be directly related to the ability of p53 to act as a specific 
transcriptional activator. The role that transcriptional repression plays 
in the function of W T  p53 is less clear. It is also possible that p53 has a 
more direct activity in DNA replication and repair. 

Most documented p53 mutations result in single amino acid substitu- 
tions which may confer one or more of a spectrum of transforming 
abilities on the protein. Mutation may lead to nuclear accumulation of 
p53 protein; however, inactivation of p53 by nuclear exclusion and in- 
teraction with the mdm2 protein also appear to be important in tumor- 
igenesis. Used in conjunction with other established factors, accumula- 
tion of cellular p53 may be a useful prognostic indicator in breast cancer. 

A syngeneic mouse model system yielded evidence that p53 mutations 
are important in the early, preneoplastic stages of mammary tumor- 
igenesis. This murine system may provide the ability to investigate the 
functions of p53 in the early stages of breast cancer which are technically 
difficult to examine in the human system. 

REFERENCES 

Adami, H.-O., Adams, G., Boyle, P., Ewerts, M.,  Lee, N. C., Lund, E., Miller, A. B., Olson,  

Addison, C.,  Jenkins, J. R.,  and Sturzbecher, H. W. (1990). Oncogene 5, 423-426. 
Agoff, S. N., Hou, J., and Linzer, D. H.  (1993). Science 259, 84-87. 
Allred, D. C., Clark, G. M.,  Elledge, R., Fuqua, S. A. W., Brown, R. W., Chamness, C .  C., 

Osborne, C. K . ,  and McGuire, W. L. (1993). J .  Natl. Cancer Imt. 85, 200-206. 
American Cancer Society (1993). “Cancer Facts & Figures - 1993, Atlanta,” p. 1 1 .  
Aoyama, N., Nagase, T., Sawazaki, T., Mizuguchi, G., Nakagoshi, H. ,  Fujisawa, J.-I., 

Arai, N., Nomura D., Yokota, K. ,  Wolf, D., Brill, E., Shohat, O., and Rotter, V. (1986). Mol. 

H., Steel, M. ,  Trichopoulos, D., et al. (1990). Int. J. Cancer (Suppl. 5). 22-39. 

Yoshida, M.,  and Ishii, S. (1992). Proc. Natl. Acad. Sci. USA 89, 5403-5407. 

Cell. Biol. 6, 3232-3239. 



TUMOR SUPRESSOR p53 MUTATIONS AND BREAST CANCER 127 

Bakalkin, G . ,  Yakovleva, T., Selivanova, G., Magnusson, K. P., Szekely L., Kiseleva, E., 
Klein, G., Terenius, L., and Wiman, K. G. (1994). Proc. Natl. Acad. Sci. USA 91, 413- 
417. 

Baker, S. J., Fearon, E. R., Nigro, J. M., Hamilton, S. R., Preisinger, A. C., Jessup, J. M., 
vanTuinen, P., Ledbetter, D. H., Barker, D. F., Nakamura, Y., et al., (1989). Science 244, 
217-22 1. 

Baker, S. J., Markowitz, S., Fearon, E. R., Willson, J. K., and Vogelstein, B. (1990a). Science 

Baker, S. J., Preisinger, A. C., Jessup, J. M., Paraskeva, C., Markowitz, S., Willson, J. K. V., 

Barak, Y., Juven, T., Haffner, R., and Oren, M. (1993). EMBOJ.  12, 461-468. 
Barak, Y., and Oren, M. (1992). EMBOJ. 11, 21 15-2 121. 
Bargonetti, J., Friedman, P. N.  Kern, S.E., Vogelstein, B., and Prives, C. (1991). Cell 65, 

Bargonetti, J., Reynisdottir, I., Friedman, P. N., and Prives, C. (1992). Genes Dew. 6, 1886- 

Bargonetti, J., Manfredi, J. J., Chen, X., Marshak, D. R., and Prives, C. (1994). GenesDev. 7 ,  

Barnes, D. M., Hanby, A.M., Cillet, C. E., Mohammed, S., Hodgson, S., Bobrow, L. G., 
Leigh, I. M., Purkis, T., MacGeoch, C., Spurr, N. K., et al. (1992). Lancet 340,259-263. 

Barrett, J. C. (1987). In “Mechanisms of Environmental Carcinogenesis. Vol. 11: Multistep 
Models of Carcinogenesis” (J. C. Barrett, Ed.), pp. 117-126. CRC Press, Boca Raton, 
FL. 

Barrett, J. C., and Fletcher, W. F. (1987). In  “Mechanisms of Environmental Carcinogen- 
esis. Vol. 11: Multistep Models of Carcinogenesis” (J. C. Barrett, Ed.), pp. 73-1 16. CRC 
Press, Boca Raton, FL. 

Bartek, J., Bartkova, J., Vojtesek, B., Staskova, Z., Lukas, J., Rejthar, A,, Kovarik, J., Mid- 
gley, C. A., Cannon, J. V., and Lane, D. P. (1991). Oncogene 6, 1699-1703. 

Bartek, J., Bartkova, J., VojtCsek, B., Staskova, Z., Rejthar, A., Kovarik, J., and Lane, D. P. 
(1990a). Int. J .  Cancer 46, 839-844. 

Bartek, J., Iggo, R., Cannon, J., and Lane, D. P. (1990b). Oncogene 5, 893-899. 
Baudier, J., Delphin, C., Grunwald, D., Khochbin, S., and Lawrence, J. J. (1992). Proc. Nutl. 

Beenken, S. W., Karsenty, G., Raycroft, L., and Lozano, G. (1991). Nucleic Acids Res. 99, 

Ben-David, Y., Lavigueur, A., Cheong, G. Y., and Bernstein, A. (1990). New Biol. 2, 1015- 

Ben-David, Y., Prideaux, V. R., Chow, V., Benchimol, S., and Bernstein, A. (1988). Oncogene 

Bendori, R., Resnitzky, D., and Kimchi, A. (1987). Virology 161, 607-61 1. 
Bienz, B., Zakut-Houri, R., Givol., D., and Oren, M. (1984). EMBOJ. 3,2179-2183. 
Bienz-Tadmor, B., Zakut-Houri, R., Libresco, S., Givol, D., and Oren, M. (1985). EMBOJ. 

Bischoff, F. Z., Strong, L. C., Yim, S. O., Pratt, D. R., Siciliano, M. J., Giovanella, B. C., and 

Bischoff, F. Z., Yim, S. O., Pathak, S., Siciliano, M. J., Giovanella, B. C., Strong, L. C., and 

Bischoff, J. R., Friedman, P. N., Marshak, D. R., Prives, C., and Beach, D. (1990b). Proc. 

Borellini, F., and Glazer, R. 1. (1993).J. B i d .  Chem. 268, 7923-7928. 

249,912-915. 

Hamilton, S., and Vogelstein, B. (1990b). Cancer Res. 50, 7717-7722. 

1083- 109 1. 

1898. 

2565-2574. 

Acad. Scz. USA 89, 11627-1 1631. 

4747-4752. 

1023. 

3, 179-185. 

4, 3209-32 13. 

Tainsky, M. A. (1991). Oncogene 6, 183-186. 

Tainsky, M. A. (1990a). Cancer Res. 50, 7979-7984. 

Natl. Acad. Sci. USA 87, 4766-4770. 



128 MICHELLE A. OZBUN AND JANET S. BUTEL 

Boring, C. C., Squires, T. S., and Tong, T. (1992). CA CancerJ. Clzn. 41, 19-36. 
Bgrresen, A.-L., Hovig, E., Smith-S@rensen, B., Malkin D., Lystad, S., Andersen, T. I., 

Nesland, J. M., Isselbacher, K. J., and Friend, S. H. (1991). Proc. Null. Acad. Sci. USA 88, 
8405-8409. 

Bgrresen, A.-L., Ikdahl, T., Garber, J., Barbier-Piraux, N. ,  Thorlacius, S., Eyfjord, J., 
Ottestad, L., Smith-S@rensen, B., Hovig, E., Malkin, D., et al. (1992). Cancer Res. 52, 

Braithwaite, A. W., Blair, G. E., Nelson, C. C., McGovern, J., and Bellett, A. J. (1991). 
Oncogene 6, 78 1-787. 

Braithwaite, A. W., Sturzbecher, H. W., Addison, C., Palmer, C., Rudge, K., and Jenkins, J. 
R. ( 1  987). Nature (London) 329, 458-460. 

Caarnano, J., Ruggeri, B. A., and Klein-Szanto, A. J. P. (1992). In “Comparative Molecular 
Carcinogenesis” (A. J. P. Klein-Szanto, M. W. Anderson, J. C. Barrett, and T. J. Slaga, 
Eds.) pp. 33 1-355. Wiley-Liss, New York. 

Cahilly-Snyder, L., Yang-Feng, T., Francke, U., and George, D. L. (1987). Somclt. Cell Mol .  
Genet. 13, 235-244. 

Calabretta, B., Kaczmarek, L., Selleri, L., Torelli, G., Ming, P. M., Ming, S. C., and Mercer, 
W. E. (1986). Cancer Res. 46, 5738-5742. 

Callahan, R. (1992). J .  Natl. Cancer Inst .  84, 826-827. 
Callahan, R., Cropp, C., Gallahan, D., Liscia, D., Merlo, G., Smith, G. H., and Lidereau, R. 

(1992a). In “Comparative Molecular Carcinogenesis” (A. J. P. Klein-Szanto, M. W. An- 
derson, J. C. Barrett, and T. J. Slaga, Eds.), pp. 117-136. Wiley-Liss, New York. 

Callahan, R., Cropp, C. S., Merlo, G. R., Liscia, D. S., Cappa, A. P. M., and Lidereau, R. 
(1992b). Cancer 69, 1582-1588. 

Caron d e  Frornentel, C., Pakdel, F., Chapus, A., Baney, C., May, P., and Soussi, T. (1992). 
Gene 112, 241-245. 

Caron de Fromentel, C., and Soussi, T. (1992). Genes Chrom. Cancer 4, 1-15. 
Carrere, N., Leblanc, R. M., Begueret, J., Blouin, P., and  Cheyrou, A. (1993). Hum. Mol.  

Casey, G., Lo-Hsueh, M., Lopez, M. E., Vogelstein, B., and Stanbridge, E. J. (1991). On- 

Cattoretti, G., Rilke, F., Andreola, S., DArnato, L., and Delia, D. (1988). 1nt.J. Cancer 41, 

Chandrasekaran, K., Mora, P. T., Nagarajan, L., and Anderson, W. B. (1982). J.  Cell. 

Chang, K., Ding., I., Kern, F. G.,  and Willingham, M. C. (1991).J. Hislochem. Cytochem. 39, 

Chen, J., Marechal, V., and Levine, A. J .  (1993a). Mol. Cell. B id .  13, 4107-41 14. 
Chen, J.-Y., Funk, W. D., Wright, W. E., Shay, J. W., and Minna, J. D. (1993b). Oncogene 8, 

Chen, L.-C., Neubauer, A., Kurisu, W., Waldman, F. M., Ljung, B.-M., Goodson, W., 111, 
Goldrnan, E. S., Moore, D., 11, Balazs, M., Liu, E., el al. (1991a). Proc. Natl. Acad. Sci. 

3234-3236. 

Genet. 2, 1075. 

cogene 6, 1791-1797. 

178-183. 

Physiol. 113, 134- 140. 

128 1-1287. 

2 159-2 166. 

USA 88,3847-385 1. 
Chen, P.-L., Chen, Y., Bookstein, R., and Lee, W.-H. (1990). Science 250, 1576-1580. 
Chen, Y., Chen, P.-L., Arnaiz, N., Goodrich, D., and Lee, W.-H. (1991b). Oncogene6, 1799- 

1805. 
Cheng, J., Yee, J.-K., Yeargin, J., Friedmann, T., and Haas, M. (1992). Cancer Res. 52, 222- 

226. 
Chiba, I., Takahashi, T., Nau, M. M., D’Arnico, D., Curiel, D. T., Mitsudomi, T., 



TUMOR SUPRESSOR p53 MLWATIONS AND BREAST CANCER 129 

Buchhagen, D. L., Carbone, D., Piantadosi, S., Koga, H., et al. (1990). Oncogene 5, 1603- 
1610. 

Chin, K.-V. Ueda, K., Pastan, 1.. and Gottesman, M. M. (1992). Science 255, 459-462. 
Ciechanover, A,, DiGiuseppe, J. A,, Bercovich, B. Orian, A,, Richter, J. D., Schwartz, A. L., 

Clarke, A. R., Purdie, C. A., Harrison, D. J., Morris, R. G., Bird, C. C., Hooper, M. L., and 

Clarke, C. F., Cheng, K., Frey, A. B., Stein, R., Hinds, P. W., and Levine, A. J. (1988). Mol. 

Coles, C., Condie, A., Chetty, U.,  Steele, C. M., Evans, H. J., and Prosser, J. (1992). Cancer 

Cook, A., and Milner, J. (199O).J. Cancer 61, 548-552. 
Crawford, L., Pim, D. C., and Bulbrook, R. D. (1982). Int. J.  Cancer 30, 403-408. 
Crook, T., Fisher, C., and Vousden, K. H. (1991a).J. Virol. 65, 505-510. 
Crook, T., Wrede, D., and Tidy, J., Scholefield, J., Crawford, L., and Vousden, K. H. 

Crook, T., and Vousden, K. H. (1992). EMBOJ. 11, 3935-3940. 
Crook, T., Wrede, D., and Vousden, K. H. (1991~). Oncogene 6, 873-875 
Crook, T., Wrede, D., Tidy, J. A., Mason, W. P., Evans, D. J., and Vousden, K. H .  (1992). 

Cropp, C. S., Lidereau, R., Campbell, G., and Champene, M. H. (1990). Proc. Natl. Acad. 

Czosnek, H. H., Bienz, B., Givol, D., Zakut-Houri, R., Pravtcheva, D. D., Ruddle, F. H., 

Davidoff, A. M., Herndon, J. E., 11, Glover, N. S., Kerns, B.-J. M., Pence, J. C., lglehart, J. 

Davidoff, A. M., Humphrey, P. A,, lglehart, J. D., and Marks, J. R. (1991b). Proc. Natl. Acad. 

Davidoff, A. M., Kerns, B.-J. M., Iglehart, J. D., and Marks, J. R. (1991~). Cancer Res. 51, 

Davidoff, A. M., Iglehart, J. D., and Marks, J. R. (1992). Proc. Natl. Acad. Sci. USA 89,3439- 

Deb, S., Jackson, C. T., Subler, M. A,,  and Martin, D. W. (1992).J. Virol 66, 6164-6170. 
Debbas, M., and White, E. (1993). Genes Deu. 7, 546-554. 
Deffie, A,,  Wu, H., Reinke, V., and Lozano, G., (1993). Mol. Cell. Biol. 13, 3415-3423. 
DeLeo, A. B., Jay, G., Apella, E., Dubois, G. C., Law, L. W., and Old, L. J. (1979). Proc. Natl. 

Deng, G., Chen, L.-C., Schott, D. R., Thor, A., Bhargava, V., Ljung, B.-M., Chew, K., and 

Deppert, W., Buschhausen, D. G., Patschinsky, T., and Steinmeyer, K. (1990). Oncogene 5, 

Devilee, P., van Vliet, M., van Sloun, P., Kuipers Dijkshoorn, N., Hermans, J., Pearson, P. 
L., and Cornelisse, C. J. (1991). Oncogene 6, 1705-171 1. 

Diller, L., Kassel, J., Nelson, C. E., Gryka, M. A., Litwak, C., Gebhardt, M., Bressac, B., 
Ozturk, M., Baker, S. J., Vogelstein, B., el al. (1990). Mol. Cell. Biol. 10, 5772-5781. 

Dittmer, D., Pati, S., Zambetti, G., Chu, S., Teresky, A. K., Moore, M., Finlay, C., and 
Levine, A. J. (1993). Nature Genet. 4,42-45. 

Doglioni, C., Pelosio, P., Mombello, A,, Scarpa, A., and Chilosi, M. (1991). Hematol. Pathol. 

and Brodeur, G. M. (1991). Proc. Natl. Acad, Sci. USA 88, 139-143. 

Wyllie, A. H. (1993). Nature (London) 362, 849-852. 

Cell. Biol. 8, 1206-1215. 

Res. 52,5291-5298. 

(1991b). Oncogene 6, 1251-1257. 

Lancet 339, 1070-1073. 

Sci. USA 87, 7737-7741. 

and Oren, M. (1984). Mol. Cell. Biol. 4, 1638-1640. 

D., and Marks, J. R. (1991a). Surgery 110, 259-264. 

Sci. 88, 5006-5010. 

2605-2610. 

3442. 

A d .  Sci. USA 76,2420-2424. 

Smith, H. S. (1994). Cancer Res. 54, 499-505. 

1701- 1706. 

5, 67-73. 



130 MICHELLE A.  O Z B U N  AND J A N E T  S .  BUTEL 

Domagala, W., Harezga, B., Szadowska, A., Markieski, M., Weber, K., and Osborn, M. 

Donehower, L. A,, and Bradley A. (1993). Biochim. Biophys. Acta 1155, 181-205. 
Donehower, L. A., Harvey, M., Slagle, B. L., McArthur, M. J., Montgomery, C. A., Butel, J. 

Dony, C., Kessel, M., and Gruss, P. (1985). Nature (London) 317, 636-639. 
Duttd, A., Ruppert, J. M., Aster, J. C., and Winchester, E. (1993). Nature (London) 365, 79- 

Easton, D. F., Bishop, D. T., Ford, D., Cockford, G. P., and T h e  Breast Cancer Linkage 

Ehrhart, J. C., Duthu, A,, Ullrich, S., Appella, E., and May, P. (1989). J. Viral. 63, 165-174. 
El-Deiry, W. S.,  Harper, J. W., O’Connor, P. M., Velculescu, V. E., Canman, C. E., Jackman, 

J., Pietenpol, J. A., Burrell, M., Hill, D. E., Wang, Y., et al., ( 1  994). Cancer Res. 54, 1 164- 
1174. 

El-Deiry, W. S., Tokino, T., Velculescu, V. E., Levy, D. B., Parsons, R., Trent, J. M., Lin, D., 
Mercer, W. E., Kinzler, K. W., and Vogelstein, B. (1993). Cell 75, 817-825. 

El-Diery, W. S., Kern, S. E., Pietenpol, J. A., Kinzler, K. W., and Vogelstein, B. (1992). 
Nature Genet. 1, 45-49. 

Eliyahu, D., Michalovitz, D., Eliyahu, S., Pinhasi-Kimhi, O., and Oren, M. (1989). Proc. Natl. 
Acad. Sci. USA 86,8763-8767. 

Eliyahu, D., Goldfinger, N., Pinhasi-Kimhi, O., Shaulsky, G., Skurnik, Y., Arai, N., Rotter, 
V., and  Oren, M. (1988). Oncogene 3, 313-321. 

Eliyahu, D., Michalovitz, D., and Oren, M. (1985). Nature (London) 316, 158-160. 
Eliyahu, D., Raz, A., Gruss, P., Givol, D., and Oren, M. (1984). Nature (London) 312, 646- 

Ellege, R. M., Fuqua, S. A. W., Clark, G. M., Pujol, P., Allred, D. C., and McGuire, W. L. 

Fakharzadeh, S. S., Trusko, S. P., and George, D. L. (1991). EMBO J .  10, 1565-1569. 
Farmer, G., Bargonetti, J., Zhu, H., Friedman, P., Prywes, R., and Prives, C. (1992). Nature 

(London) 358, 83-86. 
Fearon, E. R., Cho, K. R., Nigro, J. M., Kern, S. E., Simons, J. W., Ruppert, J. M., Hamilton, 

S. R., Presinger, A. C., Thomas, G., Kinzler, K. W., et al. (1990). Science 247, 49-56. 
Feinstein, E., Gale, R. P., Reed, J., and Canaani, E. (1992). Oncogent 7, 1853-1857. 
Fields, S., and Jang, S. K. (1990). Science 249, 1046-1049. 
Finlay, C. A. (1993). Mol. Cell. Biol. 13, 301-306. 
Finlay, C. A,, Hinds, P. W., and Levine, A. J. (1989). Cell 57, 1083-1093. 
Finlay, C. A., Hinds, P. W., Tan, T.-H., Eliyahu, D., Oren, M., and Levine, A. J. (1988). Mol. 

Fiscella, M., Ullrich, S. J., Zdmbrano, N., Shields, M. T., Lin, D., Lees-Miller, S. P., Ander- 

Fontoura, B. M. A., Sorokina, E. A., David, E., and Carroll, R. B. (1992). Mol. Cell. Biol. 12, 

Foord, O., Navot, N., and Rotter, V. (1993). Mol. Cell. Biol. 13, 1378-1384. 
Frebourg, T., Kassel, J., Lam, K. T., Gryka, M. A., Barbier, N., Andersen, T. I., Bckresen, 

Friedman, P. N., Chen, X., Bargonetti, J., and Prives, C. (1993). Proc. Natl. Acad. Sci. USA 

Friedman, P. N., Kern, S. E., Vogelstein, B., and Prives, C. ( 1  990). Proc. Natl. Acad. Scz. USA 

Friedrichs, K., Gluba, S., Eidtmann, H., and Jonat, W. (1994). Cancer 72, 3641-3647. 

(1993). Am. J.  Pathol. 141, 669-674. 

S., and Bradley A. (1992). Nature (London) 356, 2 15-22 I .  

82. 

Consortium. (1993). Am J. Hum. Genet. 52, 678-701. 

649. 

(1993). Breast Cancer Res. Treat. 26, 225-235. 

Cell. Biol. 8, 531-539. 

son, C. W., Mercer, W. E., and Appella, E. (1993). Oncogene 8, 1519-1528. 

5145-515 I .  

A.-L., and Friend, S. H. (1992). Proc. Natl. Acad. Sci. USA 89, 6413-6417. 

90, 33(19-3323. 

87,9275-9279. 



TUMOR SUPRESSOR p53 MUTATIONS AND BREAST CANCER 13 1 

Fritsche, M., Haessler, C., and Brandner, G. (1993). Oncogene 8, 307-318. 
Fujiwara, T., Grimm, E. A,, Mukhopadhyay, T., Cai, D. W., Owen-Schaub, L. B., and Roth, 

Funk, W. D., Pak, D. T., Karas, R. H., Wright, W. E., and Shay, J. W. (1992). Mol. Cell. Biol. 

Gamble, J., and Milner, J. (1988). Virology 162, 452-458. 
Cannon, J. V., Greaves, R., Iggo, R., and Lane, D. P. (1990). EMBOJ.  9, 1595-1602. 
Cannon, J. V., and Lane, D. P. (1987). Nature (London) 329, 456-458. 
Cannon, J. V., and Lane, D. P. (1991). Nature (London) 349, 802-806. 
Gerwin, B. I., Spillare, E., Forrester, K., Lehman, T. A., Kispert, J., Welsh, J. A., Pfeifer, A. 

M. A., Lechner, J. F., Baker, S. J., Vogelstein, B., et al. (1992). Proc. Natl. Acad. Sci. USA 

Ginsberg, D., Mechta, F., Yaniv, M., and Oren, M. (1991a). Proc. Natl. Acad. Sci. USA 88, 

Ginsberg, D., Michael-Michalovitz, D., Ginsberg, D., and Oren, M. (1991b). Mol. Cell. Biol. 

Ginsberg, D., Oren, M., Yaniv, M., and Piette, J. (1990). Oncogene 5, 1285-1290. 
Greaves, R. F. (1988). Ph.D. Thesis, University of London. 
Groner, B., and Hynes, N. E. (1990). Int. J. Cancer, (Suppl. 5) 40-46. 
Gronostajski, R. M., Goldberg, A. L., Pardee, A. B. (1984). Mol. Cell. Biol. 4, 442-448. 
Hainaut, P., Hall. A,, and Milner, J. (1994). Oncogene 9, 299-303. 
Hainaut, P., and Milner, J. (1992). EMBOJ.  11, 3513-3520. 
Hainaut, P., and Milner, J. (1993a). Cancer Res. 53, 4469-4473. 
Hainaut, P., and Milner, J., (1993b). Cancer Res. 53, 1739-1742. 
Halazonetis, T. D., Davis, L. J., and Kandil, A. N. (1993). EMBOJ.  12, 1021-1028. 
Halevy, O., Hall, A., and Oren, M. (1989). Mol. Cell. Biol. 9, 3385-3392. 
Halvey, O., Michalovitz, D., and Oren, M. (1990). Science 250, 113-116. 
Halevy, O., Rodel, J., Peled, A., and Oren, M. (1991). Oncogene 6, 1593-1600. 
Hall, P. A., McKee, P. H., Menage, H. D. P., Dover, R., and Lane, D. P. (1993). Oncogene 8, 

Han, K.-A,, and Kulesz-Martin, M. F. (1992). Nucleic Acids Res. 20, 1979-1981. 
Hao, M., Finlay, C .  A., and Lozano, G. (1993). Oncogene 8, 299-306. 
Hara E., Tsurui, H., Shinozaki, A., Nakada, S., and Oda, K. (1991). Biochem. Biophys. Res. 

Harper, J. W., Adami, G. R., Wei, N., Keyornarsi, K., and Elledge, S. J. (1993). Cell 75,805- 

Harris, J. R., Lippman, M.E., Veronesi, U., and Willett, W. (1992). N .  Engl. J. Med. 327, 

Hartwell, L. (1992). Cell 71, 543-546. 
Harvey, D. M., and Levine, A. J. (1991). Genes Dev. 5, 2375-2385. 
Hassapoglidou, S., Diamandis, E. P., and Sutherland, D. J. A. (1993). Oncogene 8, 1501- 

He, Z., Brinton, B. T., Greenblatt, J . ,  Hassel, J. A., and Ingles, C .  J. (1993). Cell 73, 1223- 

Herrmann, C. P., Kraiss, S., and Montenarh, M. (1991). Oncogene 6, 877-884. 
Herskowitz, I. (1987). Nature (London) 329, 2(19-222. 
Heyderman, E., and Dagg, B. (1992). Lancet 338, 1532. 
Hinds, P. W., Finlay, C.  A., Frey, A. B., and Levine, A. J. (1987). Mol. Cell. Biol. 7 ,  2863- 

Hinds, P., Finlay, C., and Levine, A. J. (1989).J. Virol. 63, 739-746. 

J. A. (1993). Cancer Res. 53, 4129-4133. 

12,2866-2871. 

89,2759-2763. 

9979-9983. 

1 I, 582-585. 

203-207. 

Commun. 179,528-534. 

8 16. 

3 19-328. 

1509. 

1232. 

2869. 



132 MICHELLE A. OZBUN A N D  JANET S. BUTEL 

Hinds, P. W., Finlay, C. A,, Quartin, R. S., Baker, S. J., Fearon, E. R., Vogelstein, B., and 

Hollstein, M., Sidransky, D., Vogelstein, B., and Harris, C. C. (1991). Science 253, 49-53. 
Horak, E., Smith, K., Bromley, L., LeJeune, S., Greenall, M., Lane, D., and Harris, A. L. 

Hovig, E., Andressen, A,, Fangan, B. M., and Bbrresen, A.-L. (1992). Cancer Genel. Cylo- 

Howley, P. M. (1991). Cancer Res. 51, 5019s-5025s. 
Huibregtse, J. M., Scheffner, M., and Howley, P.M. (1991). EMBO J. 13, 4129-4135. 
Huibregtse, J. M., Scheffner, M., and Howley, P. M. (1993). Mol. Cell. Biol. 13, 775-784. 
Hulla, J. E., and Schneider, R. P. (1993). Nucleic Acids Kes. 21, 713-717. 
Hunter, T. (1991). Cell 64, 249-270. 
Hupp, T. R., Meek, D. W., Midgley, C. A., and Lane, D. P. (1992). Cell 71, 875-886. 
Hupp, T. R., Meek, D. W., Midgley, C. A., and Lane, D. P. (1993). Nucleic Acids Res. 21, 

Iggo, R., Gatter, K., Bhrtek, J., Lane, D., and Harris, A. L. (1990). Oncogene 5,423-426. 
Isaacs, W. B., Carter, B. S., and Ewing, C. M. (1991). Cancer Res. 51,4716-4720. 
Isola, J., Visakorpi, T., Holli, K., and Kallioniemi, 0.-P. (1992). J. Natl. Cancer Init.  84, 

Iwaya, K., Tsuda, H., Hiraide, H., Tamaki, K., Tamakuma, S., Fukutomi, T., Mukai, K., 

Jackson, P., Bos, E., and Braithwaite, A. W. (1993). Oncogene 8, 589-597. 
Jenkins, J. R., Chumakov, P., Addison, C., Sturzbecher, H. W., and Wade-Evans, A. (1988). 

Jenkins, J. R., Rudge, K., and  Currie, G. A. (1984a). Nature (London) 312,651-654. 
Jenkins, J. R., Rudge, K., Redmond, S., and Wade-Evans, A. (1984b). Nucleic Acids Res. 12, 

Jerry, D. J., Ozbun, M. A,, Kittrell, F. S., Lane, D. P., Medina, D., and Butel, J. S. (1993). 

Jiang, D., Srinivasan, A., Lozano, G., and Robbins, P. D. (1993). Oncogene 8, 2805-2812. 
Johnson, P., Gray, D., Mowat, M., and Benchimol, S. (1991). Mol. Cell. Biol. 11, 1 - 1 1 .  
Jolly, K. W., Malkin, D., Douglas, E. C., Brown, T. F., Sinclair, A. E., and Look, A. T. 

(1994). Oncogene 9, 97-102. 
Kastan, M. B., Onyekwere, O., Sidransky, D., Vogelstein, B., and Craig, R. W. (1991a). 

Cancer Kes. 51, 6304-63 1 1 .  
Kastan, M. B., Radin, A. I., Kuerbitz, S. J., Onyekwere, 0.. Wolkow, C. A., Civin, C. I., 

Stone, K. D., Woo, T., Ravindranath, Y.,  and Craig, R. W. (1991 b). Cancer Res. 51,4279- 
4286. 

Kastan, M. B., Zhan, Q., El-Deiry, W. S., Carrier, F., Jacks, T., Walsh, W. V., Plunkett, B. S., 
Vogelstein, B., and Fornace, A. J., Jr. (1992). Cell 71, 587-597. 

Kern, S. E., Kinzler, K. W., Baker, S. J., Nigro, J. M., Rotter, V., Levine, A. J., Friedman, P., 
Prives, C., and Vogelstein, B. (1991a). Oncogene 6, 131-136. 

Kern, S. E., Kinzler, K. W., Bruskin, A., Jarosz, D., Friedman, P., Prives, C., and Vogelstein, 
B. (199 I b). Science 252, 1708- 17 1 1. 

Kern, S. E., Pietenpol, J. A., Thiagalingam, S., Seymour, A., Kinzler, K. W., Vogelstein, B. 
(1992). Science 256, 827-830. 

Kessis, T. D., Slebos, R. J., Nelson, W. G., Kastan, M. B., Plunkett, B. S., Han, S. M., 
Lorincz, A. T., Hedrick, L., and Cho, K. R. (1993). Proc. Natl. Acad. Sci, USA 90, 3988- 
3992. 

Levine A. J. (1990). Cell Growth Differ. 1, 57 1-580. 

(1991). Oncogene 6, 2277-2284. 

genet. 64, 178-182. 

3167-3 174. 

1109-1 114. 

and Hirohashi S. (1991). Jpn. J.  Cancer Res. 82, 835-840. 

J.  Virol. 62, 3903-3906. 

5609-5626. 

Cancer Res. 53, 3374-3381. 

Kessler, L. G. (1992). Cancer 69 (Suppl.) 1896-1903. 



TUMOR SUPRESSOR p53 MUTATIONS AND BREAST CANCER 133 

Khochbin, S., and Lawrence, J. J. (1989). EMBO J. 8, 4107-41 14. 
Khochbin, S., Principaud, E., Chabanas, A., and Lawrence, J. J. (1988). J.  Mol. B i d .  200, 

Kittrell, F. S. ,  Oborn, C. J., and Medina, D. (1992). Cancer Res. 52, 1924-1932. 
Klein, G. (1993). FASEB J.  7, 821-825. 
Knyazev, P. G., Imyanitov, E. N. ,  Chernitsa, 0. I., and Nikiforova, I. F. (1993). 1nt.J. Cancer 

Kovach, J. S., McGovern, R. M., Cassady, J. D., Swanson, S. K., Wold, L. E., Vogelstein, B., 

Kraiss, S., Quaiset-, A., Oren, M., and Montenarh, M. (1988).J. Virol. 62, 4752-4755. 
Kraiss, S., Barnekow, A., and Montenarh, M. (1990). Oncogene 5, 845-855. 
Kraiss, S., Spiess, S., Reihsaus, E., and Montenarh, M. (1991). Exp. Cell Res. 192, 157-164. 
Kress, S., Konig, J., Schweizer, J., Lohrke, H., Bauer-Hofmann, R., and Schwartz, M. 

Kuerbitz, S. J., Plunkett, B. S., Walsh, W. V., and Kastan, M. D. (1992). Proc. Natl. Acad. Scz. 

Labrecque, S., Neor, N., Thomson, D., and Matlashewski, G. (1993). Cancer Res. 53,3468- 

Ladanyi, M., Cha, C., Lewis, R., Jhanwar, S. C., Huvos, A. G., and Healy, J. H .  (1993). 

Lam, K. T., and Calderwood, S. K. (1992). Biochem. Biophys. Res. Commun. 184, 167-174. 
Lamb, P., and Crawford, L. (1986). Mol. Cell. Biol. 6, 1379-1385. 
Lane, D. P. (1992). Nature (London) 358, 15-16. 
Lane, D. P. (1993). Nature (London) 362, 786-787. 
Lane, D. P., and Benchimol, S. (1990). Genes Dev. 4, 1-8. 
Lane, D. P., and Crawford, L. V. (1979). Nature (London) 278, 261-263. 
Lane, D. P., and Gannon, J. (1983). Cell Biol. Int. Rep. 7, 513-514. 
Lane, D. P., Midgely, C., and Hupp, T. (1993). Phil. Tram. R .  Soc. London B 339, 369-373. 
Law, J. C., Strong, L. C., Chidambaram, A., and Ferrell, R. E. (1991). CancerRes. 51,6385- 

Lechner, M. S., Mack, D. H., Finicle, A. B., Crook. T., Vousden, K. H., and Laimins, L. A. 

Lee, J. M., and Bernstein, A. (1993). Proc. Natl. Acud. Sci. USA 90, 5742-5746. 
Lees-Miller, S. P., Chen, Y. R., and Anderson, <:. W. (1990). Mol. Cell. Biol. 10,6472-6481. 
Lees-Miller, S. P., Sakaguchi, K., Ullrich, S. J., Appella, E., and Anderson, C. W. (1992). 

Legros, Y., McIntyre, P., and Soussi, T. (1992). Gene 112, 247-250. 
Levine, A. J. (1990a). Virology 177, 595-605. 
Levine, A. J. (1990b). Br. J.  Cancer 61, 548-552. 
Levine, A. J., Momand, J., and Finlay, C. A. (1991). Nature (London) 351, 453-456. 
Li, R., and Botchan, M. R. (1993). Cell 73, 1207-1221. 
Lin, J.-Y., and Simmons, D. T. (1990). Virology 176, 302-305. 
Linzer, D. I. H., and Levine, A. J. (1979). Cell 17, 43-52. 
Liu, X., Miller, C. W., Koeffler, P. H., and Berk, A. J. (1993). Mol. Cell. B i d .  13,3291-3300. 
Livingstone, L. R., White, A., Sprouse, J., Livanos, E., Jacks, T., and Tisty, T. D. (1992). Cell 

Lotem, J., and Sachs, L. (1993). Blood 82, 1092-1096. 
Louis, J. M., McFarland, V. W., May, P., and Mora, P. T. (1988). Biochim. Biophys. Acta 950, 

Lowe, S. W., and Ruley, H. E. (1993). Genes Dev. 7, 535-545. 

55-64. 

53, 11-16. 

and Sommer, S. S. (1991).J. Natl. Cancer Imt. 83, 1004-1009. 

(1992). Mol. Carcinogen. 6, 148-158. 

USA 89,7491-7495. 

347 1. 

Cancer Res. 53, 16-18. 

6387. 

(1992). EMBOJ.  11, 3045-3052. 

Mol. Cell. Biol. 12, 5041-5049. 

70, 923-935. 

395-402. 



134 MICHELLE A.  O Z B U N  A N D  J A N E T  S. BUTEL 

Lowe, S. W., Schmitt, E. M., Smith, S. W., Osborne, €3. A., and Jacks, T. (1993). Nature 

Lozano, G., and Levine, A. J. (1991). Mol. Carcinogen. 4, 3-9. 
Lubin, R., Schlichtholz, B., Bengoufa, D., Zalcman, G., Tredaniel, J., Hirsh, A,, Caron de 

Fromentel, C., Preudhomme, C., Fenaux, P., Fourier, G., el al. (1994). Cancer Res. 53, 

(London) 362, 847-849. 

5872-5876. 
Ludlow, J. W. (1993). FASEB J.  7, 866-871. 
Mack, D. H., Vartikar, J., Pipas, J. M., and Laimins, L. A. (1993). Nulure (London) 363,281- 

Mackay, J., Elder, P. A,, Steel, C. M., Forrest, A. P. M., and Evans, H. J. (1988). Lancet ii, 

Maheswaran, S., Park, S., Bernard, A., Morris, J. F., Rauscher, F. J., 111, D. E., and Haber, 
D. A. (1993). Proc. Natl. Acad Sci. USA 90, 5100-5104. 

Malkin, D., Li, F. P., Strong, L. C., Fraumeni, J. F., Jr., Nelson, C. E., Kim, D. H., Kassel, J., 
Gryka, M. A., Bischoff, F. Z., Tainsky, M. A., et al. (1990). Science 250, 1233-1238. 

Maltzman, W., and Czyzyk, L. (1984). Mol. Cell. Biol. 4, 1689-1694. 
Mandahl, N. (1989). Genes Chrom. Cancer 1, 9-14. 
Marchetti, A., Buttitta, F., Pellegrini, S., Campani, D., Diella, F., Cecchetti, D., Callahan, 

Margulies, L., and Sehgal, P. B. (1993). J. Biol. Chem. 268, 15096- 15 100. 
Marshall, E. (1993). Science 259, 6 18-62 1. 
Martin, D. W., MuAoz, R. M., Subler, M. A., and Deb, S. (1993). J .  Eiol. Chem. 268, 13062- 

Martinez, J., Georgoff, I., Martinez, J., and Levine, A. J. (1991). Genes Dev. 5, 151-159. 
Masuda, H., Miller, C., Koeffler, H. P., Battifora, H., and Cline, M. J. (1987). Proc. Natl. 

Matlashewski, G., Lamb, P., Pim, D., Peacock, J., Crawford, L., and Benchimol, S. (1984). 

Matlashewski, G., Pim, D., Banks, L., and Crawford, L. (1987). Oncogene Res. 1, 77-85. 
McBride, 0. W., Merry, D., and Givol, D. (1986). Proc. Natl. Acad. Sci. USA 83, 130-134. 
McCormick, F., Clark, R., Harlow, E., and Tqan, R. (1981). Nature (London) 292, 63-65. 
Medcalf, E. A,, and Milner, J. (1993). Oncogene 8, 2847-2851. 
Medina, D. (1982). In  “The Mouse in Biomedical Research” (H. L. Foster, J. D. Small, and 

J. G. Fox, Eds.), pp. 373-396. Academic Press, New York. 
Medina, D. (1988). Carcinogenesis 9, 11 13-1 119. 
Medina, D., and Kittrell, F. S. (1993). Carcinogenesis 14, 25-28. 
Medina, D., Kittrell, F. S., Liu, Y.,F, and Schwartz, M. (1993a). Cancer Kes. 53, 663-667. 
Medina, D., Kittrell, F. S., Oborn, C. J., and Schwartz, M., (199313). Cancer Res. 53, 668- 

Meek, D. W., and Eckhart, W. (1988). Mol. Cell. Biol. 8, 461-465. 
Meek, D. W., and Eckhart, W. (1990). Oncogene 5 ,  137-145. 
Meek, D. W., Simon, S., Kikkawa, U., and Eckhart, W. (1990). EMBO J. 9,3253-3260. 
Meltzer, P. S., Jankowski, S. A., Cin, P. D., Sandberg, A. A,, Paz, I. B., and Coccia, M. A. 

Mercer, W. E., Nelson, D., DeLeo, A. B., Old, L. J., and Baserga, R. (1 982). Proc. Natl. Acad. 

Mercer, W. E., Avignolo, C., and Baserga, R. (1984). Mol. Cell. Biol. 4, 276-281. 
Mercer, W. E., Shields, M. T., Amin, M., Sauve, G. J., Appella, E., Romano, J. W., and 

283. 

1384-1385. 

R., and Bistocchi, M. (1993). Cancer Res. 53, 4665-4669. 

13067. 

Acad. Sci. USA 84, 7716-7719. 

E M B O  J. 3,3257-3262. 

674. 

(199 1). Cell Growth Differ. 2, 495-50 1. 

Sci. USA 79, 6309-6312. 

Ullrich, S. J. (1990). Proc. Natl. Acad. Sci. USA 87, 6166-6170. 



TUMOR SUPRESSOR p53 MUTATIONS AND BREAST CANCER 135 

Merlo, G. R., Venesio, T., Taverna, D., Marte, B. M., Callahan, R., and Hynes, N. E. (1994). 

Mettlin, C. (1992). Cancer 69, (Suppl.) 1904-1910. 
Metzger, A. K., Sheffield, V. C., Duyk, G . ,  Daneshvar, L., Edwards, M. S., and Cogen, P. H.  

Michalovitz, D., Halevy, O., and Oren, M. (1990). Cell (Cambridge, Muss.) 62, 671-680. 
Michalovitz, D., Halevy, O., and Oren, M. ( l99l) . . j .  Cell. Biochem. 45, 22-29 

Oncogene 9, 443-453. 

(1991). Proc. Natl. Acud. Sci. USA 88, 7825-7829. 

Mietz, J. A., Unger, T., Huibregtse, J. M., and Howley, P. M. (1992). EMBOJ.  11, 5013- 
5020. 

Miller, C., Mohandas, T., Wolf, D., Prokocirner, M., Rotter, V., and Koeffler, H.  P. (1986). 

Miller, C. W., Aslo, A,, Tsay, C. Slamon, D., Ishizaki, K., Toguchida, J., Yamamuro, T., 

Milne, D. M., Palmer, R. H., Campbell, D. G., and Meek, D. W. (1992a). Oncogene 7, 1361- 

Milne, D. M., Palmer, R. H., and Meek, D. W. (1992b). Nucleic Acidr Res. 20, 5565-5570. 
Milner, J. (1984). Nature (London) 310, 143-145. 
Milner, J. (1991). Proc. R .  SOC. London B 245, 139-145. 
Milner, J., and Cook, A. (1986). Virology 154, 21-30. 
Milner, J., and Medcalf, E. A. (199O).J. Mol. Biol. 216, 481-484. 
Milner, J., and Medcalf, E. A. (1991). Cell 65, 765-774. 
Milner, J., Cook, A., and Sheldon, M. (1987). Oncogene 1,453-455. 
Milner, J., Gamble, J., and Cook, A. (1989). Virology 170, 424-432. 
Milner, J., Cook, A,, and  Mason, J. (1990). EMBOJ.  9, 2885-2889. 
Milner, J., and Watson, J. V. (1990). Oncogene 5, 1683-1690. 
Milner, J., Medcalf, E. A., and Cook, A. C. (1991). Mol. Cell. Bid.  11, 12-19. 
Moll, U. M., Riou, G., and  Levine, A. J. (1992). Proc. Natl. Acud. Sci. USA 89, 7262-7266. 
Momand, J., Zambetti, G. P., Olson, D. C., George, D., and Levine, A. J. (1992). Cell 69, 

Montenarh, M. (1992). Crit. Rev. 0ncogene.ui 3, 233-256. 
Moran, E. (1993). FASEB J. 7, 880-885. 
Mosner, J., and  Deppert, W. (1992). Oncogene 7, 661-666. 
Mowat, M. A,, Cheng, A,,  Kimura, N., Bernstein, A., and Benchimol, S. (1985). Nature 

(London) 314, 633-636. 
Muir, C., Waterhouse, J., Mack, T., Powell, J., and Whelan, S. (Eds.) (1987). International 

Agency for Research on Cancer and International Association of Cancer Registries 
(IARC Publication 88). 

Nature (London) 320, 84-85. 

Lampkin, B., and Koeffler, H. P. (1990). Cancer Res. 50, 7950-7954. 

1369. 

1237- 1245. 

Mukhopadhyay, T., and Roth, J. A. (1993). Cancer Res. 53,4362-4366. 
Newbold, R. F. (1985). In “Carcinogenesis” (J. C. Barrett and R. W. Tennant, Eds.), pp. 17- 

28. Raven Press, New York. 
Newbold, R. F., Overell, R. W., and Connell, J. R. (1982). Nature (London) 299, 633- 

635. 
Nigro, J. M., Baker, S. J., Preisinger, A. C., Jessup, J. M., Hostetter, R., Cleary, K., Bigner, 

S. H., Davidson, N., Baylin S., Devilee, P., et al. (1989). Nature (London) 342, 705-708. 
Nigro, J. M., Sikorski, R., Reed, S., and Vogelstein, B. (1992). Mol. Cell. Biol. 12, 1357- 

1365. 
Noda, A.,  Ning, Y., Venable, S. F., Pereira-Smith, 0. M., and Smith, J. R. (1994). Exp. Cell 

Res. 211, 90-98. 
Oberosler, P., Hloch, P., Ramsperger, U., and Stahl, H. (1993). EMBOJ.  12, 2389-2396. 



136 MICHELLE A. OZBUN A N D J A N E T  S. BUTEL 

Oliner, J. D., Pietenpol, J. A., Thiagalingam, S., Gyuris, J., Kinzler, K. W., and Vogelstein, 

Oliner, J. D., Kinzler, K. W., Meltzer, P. S., George, D. L., and Vogelstein, B. (1992). Nature 

Olson, D. C., Marechal, V., Momand, J., Chen, J., Romocki, C., and Levine, A. J. (1993). 

Oren, M., Maltznian, W., and Levine, A. J. (1981). Mol. Cell. Biol. 1, 101-1 10. 
Oren, M., Reich, N. C. ,  and Levine, A. J. (1982). Mol. Cell. Biol. 2, 443-449. 
O’Rourke, R. W., Miller, C. W., Kato, G. J., Simon, K. J., Chen, D.-L., Dang, C. V., and 

Koeffler, H. P. (1990). Oncogene 5, 1829-1832. 
Osborne, R. J., Merlo, G. R., Mitsudomi, T., Venesio, T., Liscia, D. S., Cappa, A. P. M., 

Chiba, I. Takahashi, T., Nau, M. M., Callahan, R., et al. (1991). Cancer Xes.  51, 6194- 
6198. 

Ostrowski, J. L., Sawan, A., Henry, L., Wright, C., Henry, J. A., Hennessy, C., Lennard, T. J. 
W., Angus, B., and Horne, C. H. W. (1991).J. Pathol. 164, 75-81. 

Otto, A., and Deppert, W. (1993). Oncogene 8, 2591-2603. 
Ozbun, M. A., Jerry, D. J., Kittrell, F. S., Medina, D., and Butel, J. S. (1993a). CancerRes. 53, 

Ozbun, M. A., Medina, D., and Butel, J. S. (1993b). Cell Growth Dzffer. 4, 81 1-819. 
Page, D. L., and Dupont, W. D. (1990). Cancer 66, 1326-1335. 
Parada, L. F., Land, H., Weinberg, R. A., Wolf, D., and Rotter, V. (1984. Nature (London) 

Parkin, D. M., Stjernsward, J., and Muir, C .  S. (1984). Bull. World Health Organization 62, 

Patschinsky, T., and Deppert, W. (1990). Oncogene 5, 1071-1076. 
Pavletich, N. P., Chambers, K. A., and Pabo, C. 0. (1994). Genes Dev. 7, 2556-2564. 
Peacock, J. W., Matlashewski. G. J., and Benchimol, S. (1990). Oncogene 5, 1769-1774. 
Pennica, D., Goeddel, D. V., HayHick, J. S., Reich, N. C., Anderson, C. W., and Levine A. J. 

Peters, G. (1990). Cell Growth Dyfer. 1, 503-510. 
Picksley, S. M., Meek, D. W., and Lane, D. P. (1992). Oncogene 7, 1649-1651. 
Pietenpol, J. A., Tokino, T., Thiagalingam, S., El-Deiry, W. S., Kinzler, K. W., and Vogel- 

stein, B. (1994). Proc. Natl. Acad. Scz. USA 91, 1998-2002. 
Pietenpol, J. A., and Vogelstein, B. (1993). Nature (London) 365, 17-18. 
Pinhasi, 0.. and Oren, M. (1984). Mol. Cell. Biol. 4, 2180-2186. 
Pinhasi-Kimhi, O., Michalovitz, D., Ben-Ze’ev, A., and Oren, M. (1986). Nature (London) 

Pohl, J., Goldfinger, N., Radler-Pohl, A. Rotter, V., and Schirrmacher, V. (1988). Mol. Cell. 

Porter, P. L., Gown, A. M., Kramp, S. G., and Coltrera, M. D. (1992). Am. J.  Pathol. 140, 

Prives, C., and Manfredi, J. J. (1993). Genes Dev. 7, 529-534. 
Prosser, J., Porter, D., Coles, C., Condie, A., Thompson, A. M., Chetty, U., Steel, C. M., and 

Prosser, J., Thompson, A. M., Cranston, G., and Evans, H .  J. (1990). OncogenP 5, 1573- 

Purdie, C. A., OGrady, J., Piris, J., Wyllie, A. H., and Bird, C. C. (1991). Am.J. Pathol. 138, 

Ragimov, N., Krauskopf, A., Navot, N., Rotter, V., Oren, M., and Aloni, Y. (1993). Oncogene 

B. (1993). Nature (London) 362, 857-860. 

(London) 358, 80-83. 

Oncogene 8, 2353-2360. 

1646-1652. 

312,649-651. 

163-182. 

(1984). Vzrology 134, 477-482. 

320, 182-185. 

nioi. 8, 2078-208 I .  

145- 153. 

Evans, H. J. (1992). Br. J.  Cancer 65, 527-528. 

1579. 

807-813. 

8, 1183-1 193. 



TUMOR SUPRESSOR p53 MUTATIONS AND BREAST CANCER 137 

Ramqvist, T., Magnusson, K. P., Wang, Y., Szekely, L., Klein, G., and Wiman, K. G. (1993). 

Raycroft, L., Schmidt, J. R., Yoas, K., Hao, M., and Lozano, G. (1991). Mol. Cell. Biol. 11, 

Raycroft, L., Wu, H., and Lozano, G. (1990). Science 249, 1049-1051. 
Reed, M., Wanf, Y., Mayr, G., Anderson, M. E., Schwedes, J. F., and Tegtmeyer, P. (1993). 

Reich, N. C., and Levine, A. J. (1984). Nature (London) 308, 199-201. 
Reich, N. C., Oren, M., and Levine, A. J. (1983). Mol. Cell. Biol. 3, 2143-2150. 
Reifenberger, G., Liu, L., Ichimura, K., Schmidt, E. E., and Collins, V. P. (1993). Cancer Res. 

Reisman, D., Elkind, N. B., Roy, B., Beamon, J., and Rotter, V. (1993). Cell Growth D;ffer. 4, 

Reisman, D., Greenberg, M., and Rotter, V. (1988). Proc. Natl. Acad. Sci. USA 85, 5146- 

Reisman, D., and Rotter, V. (1989). Oncogene 4, 945-953. 
Rideout, W. M., Coetzee, G. A,, Olumi, A. F., and Jones, P. A. (1990). Science 249, 1288- 

Rigaudy, P., and Eckhart, W. (1989). Nucleic Acids Res. 17, 8375. 
Riou, G., Favre, M., Jeanne], D., Bourhis, J., Le Doussal, V., and Orth, G. (1990). Lancet 

Rittling, S. R., and Denhardt, D. T. (1992). Oncogene 7, 935-942. 
Rodrigues, N. R., Rowan, A,, Smith, M. E., Kerr, 1. B., Bodmer, W. F., Cannon, J. V., and 

Rogel, A., Popliker, M., Webb, C. G., and Oren, M. (1985). Mol. Cell. Biol. 5, 2851-2855. 
Rogers, S., Wells, R., and Rechsteiner, M. (1986). Science 234, 364-368. 
Romano, J. W., Ehrhart, J. C., Duthu, A,, Kim, C. M., Appella, E., and May, P. (1989). 

Ronen, D., Rotter, V., and Reisman, D. (1991). Proc. Natl. Acad. Scz. USA 88, 4128-4132. 
Rotter, V., Abutbul, H., and Ben-Ze’ev, A. (1983). EMBOJ. 2, 1041-1047. 
Rotter, V., Wolf, D., Pravtcheva, D., and Ruddle, F. H. (1984). Mol. Cell. Biol. 4, 383-385. 
Rovinski, B., and Benchimol, S. (1988). Oncogene 2, 445-452. 
Runnebaum, I. B., Nagarajan, M., Bowman, M., Soto, D., and Sukumar, S. (1991). Proc. 

Ryan, J. J., Danish, R., Gottlieb, C. A,, and Clarke, M. F. (1993). Mol. Cell. Biol. 13, 711- 

Samad, A., Anderson, C. W., and Carroll, R. B. (1986). Sczence 232, 238-243. 
Samad, A,, and Carroll, R. B. (1991). Mol. Cell. Biol. 11, 1598-1606. 
Sameshima, Y., Akiyama, T., Mori, N., Mizoguchi, H., Toyoshima, K., Sugimura, T., Ter- 

ada, M., and Yokota, J. (1990). Biochem. Biophys. Res. Commun. 173, 697-703. 
Sameshima, Y., Tsunematsu, Y., Watanabe, S., Tsukamoto, T., Kawa-ha, K., Hirata, Y., 

Mizoguchi, H., Sugimura, T., Terada, M., and Yokota, J. (1992).J. Natl. Cancer Imt. 84, 

Santhanam, U., Ray, A., and Sehgal., P. B. (1991). Proc. Natl. Acad. Sci. USA 88,7605-7609. 
SantibaAez-Koref, M. F., Birch, J. M., Hartley, A. L., Jones, P. H., Craft, A. W., Eden, T., 

Sato, T., Akiyama, F., Sakamoto, G., Kasumi, F., and Nakumura, Y. (1991). CancerRes. 51, 

Sato, T., Tanigami, A., Yamakawa, K., Akiyama, F., Kasumi, F., Sakamoto, G., and Na- 

Oncogene 8, 1495-1500. 

6067-6074. 

Gene Expression 3, 95-107. 

53,2736-2739. 

57-65. 

5150. 

1290. 

335, 1171-1 174. 

Lane, D. P. (1990). Proc. Natl. Acad. Scz. USA 87, 7555-7559. 

Oncogene 4, 1483-1488. 

Natl. Acad. SCZ. USA 88, 10657-10661. 

719. 

703-707. 

Crowther, D., Kelsey, A. M., and Harris, M. (1991). Lancet 338, 1490-1491. 

5794-5799. 

kamura, Y. (1990). Cancer Res. 50, 7 184-7 189. 



138 MICHELLE A.  OZBUN AND .JANE?‘ S. BUTEI. 

Scharer, E., and Iggo, R. (1992). Nucleic Acids Res. 20, 1539-1545. 
Scheidtmann, K. H., and Haber, A. (1990). 1. Virol. 64, 672-679. 
Schlichtholz, B., Legros, Y., Gillet, D., Gaillard, C., Marty, M., Lane, D., Calvo, F., and 

Schmieg, F. I., and Simmons, D. T. (1988). Mol. Cell. Biol. 8, 1206-1215. 
Segawa, K., Hokuto, I., Minowa, A,,  Ohyama, K., and Takano, T. (1993a). FEBS Lett. 329, 

Segawa, K., Minowa, A., Sugasawa, K., Takano, T., and Hanaoka, F. (1993b). Oncogene 8, 

Seto, E., Usheva, A., Zambetti, G. P., Momand, J., Horikoshi, N., Weinmann, R., Levine, A. 

Shaulian, E., Zauberman, A,,  Ginsberg, D., and Oren, M. (1992). Mol. Cell. Biol. 12,5581- 

Shaulian, E., Zauberman, A., Milner, J., Davies, E. A., and Oren, M. (1993). E M B O J .  12, 

Shaulsky, G., Ben-Ze’ev, A,,  and Rotter, V. (1990a). Oncogene 5, 1707-1 71 1. 
Shaulsky, G., Goldfinger, N., Ben-Ze’ev, A., and Rotter, V. (1990b). Mol. Cell. B i d .  10, 

Shaulsky, G., Goldfinger, N., and Rotter, V. (1991a). Cancer Res. 51, 5232-5237. 
Shaulsky, G., Goldfinger, N., Tosky, M. S., Levine, A. J., and Rotter, V. (1991b). Oncogene 6, 

Shaw, P., Bovey, R., Tardy, S., Sahli, R., Sordat, B., and Costa, J. (1992). Proc. Natl. Acad. Sci. 

Shay, J. W., Wright, W. E., and Werbin, H. (1993). Erea t  Cancer Res. Treatment 25, 83-94. 
Sheikh, M. S., Shao, Z.-M., Hussain, A,, and Fontana, J. A. (1993). Cancer Res. 53, 3226- 

Shen, D.-W., Real, F. X., DeLeo, A. B., Old, L. J., Marks, P. A., and Rifkind, R. A. (1983). 

Shiio, Y., Yamamoto, T., and Yamaguchi, N., (1992). Proc. Natl. Acad. Sci. USA 89, 5206- 

Shiio, Y., Yamamoto, T., and Yamaguchi, N. (1993). Oncogene 8, 2059-2065. 
Shohat, O., Greenberg, M., Reisman, D., Oren, M., and Rotter, V. (1987). Oncogene 1,277- 

Shohat-Foord, O., Bhattacharya, P., Reich, Z., and Rotter, V. (1991). Nucleic Acids Res. 19, 

Sidransky, D., Tokino, T., Helzlsouer, K., Zehnbauer, B., Rausch, G., Shelton, B., Pres- 
tigiacomo, L., Vogelstein, B., and Davidson, N. (1992). Cancer Res. 52, 2984-2986. 

Silvestrini, R., Benini, E., Daidone, M. G., Veneroni, S., Boracchi, P., Cappelletti, V., Di 
Fronzo, G., and Veronesi, U. (1993).J. Natl. Cancer Inst .  85, 965-970. 

Singh, S., Simon, M., Meybohm, I., Jantke, I., Jonat, W., Madss, H., and Goedde, H. W. 
(1993). Human Genet. 90, 635-640. 

Slichenmyer, W. J., Nelson, W. G., Slebos, R. J., and Kastan, M. B. (1993). Cancer Res. 53, 
4 164-4 168. 

Slingerland, J. M., and Benchimol, S. (1991).J. Cell. Physzol. 148, 391-395. 
Slingerland, J. M., Jenkins, J. R., and Benchimol, S. (1993). EMBOJ.  12, 1029-1037. 
Slingerland, J. M., Minden, M. D., and Benchimol, S. (1991). Blood, 77, 1500-1507. 
Sommer, S. S.,  Cunningham, J., McGovern, R. M., Saitoh, S., Schroeder, J. J., Wold, L. E., 

Soussi, T., Caron De Fromentel, C., MCchali, M., May, M., and Kress, M. (1987). Oncogene 

Soussi, T. ( 1  992). Cancer Res. 52, 6380-6384. 

283-286. 

543-548. 

J., and Shenk, T. (1992). Proc. Natl. Acad. Sci. USA 89, 12028-12032. 

5592. 

2789-2797. 

6565-6577. 

2055-2065. 

USA 89,4495-4499. 

3228. 

Proc. Natl. Acad. Sci. USA 80, 5919-5922. 

5210. 

283. 

5191-5198. 

and Kovach, J. S. (1992). J .  Natl. Cancer Imt. 84, 246-252. 

1, 71-78. 



TUMOR SUPRESSOR p53 MUTATIONS AND BREAST CANCER 139 

Soussi, T., Bkgue, A., Kress, M., Stehelin, D., and May, P. (1988a). Nucleic Acidc Res. 16, 

Soussi, T., Caron De Fromentel, C., Breugnot, C., and May, E. (l988b). Nucleic Acids Res. 

Soussi, T., Caron De Fromentel, C., and May, P. (1990). Oncogene 5, 945-952. 
Srinivasan, R., Roth, J. A., and Maxwell, S. A. (1993). Cancer Res. 53, 5361-5364. 
Srivastava, S., Zou, Z., Pirollo, K., Blattner, W., and Chang, E. H. (1990). Nature (London) 

Srivastava, S., Tong, Y. A., Devadas, K., Zou, 2.-Q., Sykes, V. W., Chen, Y., Blattner, W. A,, 

Srivastava, S., Wang, S., Tong, Y. A,, Pirollo, K., and Chang, E. H. (1993). Oncogene 8, 

Steeg, P. S., La Rosa, A., Flatow, U., MacDonald, N. J., Benedict, M., and Leone, A. (1993). 

Steinmeyer, K., and Deppert, W. (1988). Oncogene 3, 509-515. 
Steinmeyer, K., Maacke, H., and Deppert, W. (1990). Oncogene 5, 1691-1699. 
Stenger, J. E., Mayr, G. A,, Mann, K., and Tegtmeyer, P. (1992). Mol. Carcinogen. 5, 102- 

Stenmark-Askmalm, M., Stil, O., Sullivan, S., Ferraud, L., Sun, X.-F., Carstensen, J., and 

Stephen, C. W., and Lane, D. P. (1992).J. Mol. Biol. 225, 577-583. 
Strange, R., Li, F., Saurer, S., Burkhardt, A., and Friis, R. R. (1992). Development 115,49- 

Stratton, M. R. (1992). Eur. J .  Cancer 28, 293-295. 
Sturzbecher, H.-W., Addison, C., and Jenkins, J. R. (1988a). Mol. Cell. Biol. 8,3740-3747. 
Sturzbecher, H.-W., Brain, R., Maimets, T., Addison, C., Rudge, K., and Jenkins, J. R. 

(1988b). Oncogene 3, 501-507. 
Sturzbecher, H.-W., Chumakov, P., Welch, W. J., and Jenkins, J. R. (1987a). Oncogene 1, 

201-21 1. 
Sturzbecher, H.-W., Montenarh, M., and Henning, R. (1987b). Virology, 160,445-455. 
Sturzbecher, H.-W., Maimets, T., Chumakov, P., Brain, R., Addison, C., Simanis, V., 

Rudge, K., Philp, R., Grimaldi, M., Court, W., et al. (1990). Oncogene 5, 795-801. 
Sturzbecher, H.-W., Brain, R., Addison, C., Rudge, K., Remm, M., Grimaldi, M., Keenan, 

E., and Jenkins, J. R. (1992). Oncogene 7, 1513-1523. 
Subler, M. A., Martin, D. W., and Deb, S. (1992).J. Viral. 66, 4757-4762. 
Suzuki, K., Ono, T., and Takahashi, K. (1992). Biochem. Biophys. Res. Commum. 183, 1175- 

Takahashi, K., Sumimoto, H., Su,zuki, K., and Ono, T. (1993). Mol. Carcinogen. 8, 58- 

Takahashi, K., and Suzuki, K. (1993). 1nt.J. Cancer 55,453-458. 
Takahashi, K., and Suzuki, K. (1994). Oncogene 9, 183-188. 
Tarunina, M., and Jenkins, J. R. (1993). Oncogene 8, 3165-3173. 
Thompson, A. M., Anderson, T. J., Condie, A., Prosser, J., Chetty, U., Carter, D. C., Evans, 

H. J., and Steel, C. M. (1992). Int. J .  Cancer 50, 528-532. 
Thompson, A. M., Steel, C. M., Chetty, U., Hawkins, R. A., Miller, W. R., Carter, D. C., 

Forrest, A. P., and Evans, H. J. (1990). Br. J .  Cancer 61, 74-78. 
Thor,  A. D., Moore, D. H., 11, Edgerton, S. M., Kawasaki, E. S., Reihsaus, E., Lynch, H. T., 

Marcus, J. N., Schwartz, L., Chen, L.-C., Mayall, B. H., el al. (1992).J. Natl. CancerImt. 
84, 845-855. 

11383. 

16, 11384. 

348, 747-749. 

Pirollo, K., and Chang, E. H. (1992). Oncogene 7, 987-991. 

2449-2456. 

Br. Cancer Res. Treatment 25, 175- 187. 

106. 

Nordenskjold, B. ( 1994). Eur. J .  Cancer 30A, 175- 180. 

58. 

1183. 

66. 

Thor, A. D., and Yandell, D. W. (1993). J.  Natl. Cancer fmt. 85, 176-177. 



140 MICHELLE A. O Z B U N  AND JANE?' S .  BUTEI. 

Tishler, R. B., Calderwood, S. K., Coleman, C. N., and Price, B. D. (1993). Cancer Res. 53, 

Truant, R., Xaio, H.,  Ingles, C. J., and Greenblatt, J. (1993).J. Bzol. Chem. 268,2284-2287. 
Tuck, S. P., and Crawford, L. (1989). Mol. Cell. Biol. 9, 2163-2172. 
Turc-Carel, C., Limon, J., Cin, P. D., Rao, U., Karakousis, C., and Sandberg, A. A. (1986). 

Ullrich, S. J., Mercer, W. E., and Appella, E. (1992). Oncogene 7, 1635-1643. 
Ullrich, S. J., Sakaguchi, K., Lees-Miller, S. P., Fiscella, M., Mercer, W. E., Anderson, C. W., 

Unger, T., Mietz, J. A., Scheffner, M., Yee, C. L., and Howley, P. M. (1993). Mol. Cell. Biol. 

Unger, T., Nau, M. M., Segal, S., and Minna, J. D. (1992). EMBOJ. 11, 1383-1390. 
Varley, J. M., Brammer, W. J., Lane, D. P., Swallow, J. E., Dolan, C., and Walker, R. A. 

Varmus, H. E. (1982). Cancer Survey 1, 309-320. 
Vogelstein, B., and Kinder, K. W. (1993). Trends Genet. 9, 138-141. 
Vojtksek, B., and Lane, D. P. (1993). J .  Cell Sci. 105, 607-612. 
Vousden, K. (1993). FASEB J.  7,872-879. 
Wade-Evans, A., and Jenkins, J. R. (1985). EMBOJ. 4, 699-706. 
Walker, R. A,, Dearing, S. J., Lane, D. P., and Varley, J. M. (1991).J. Pathol. 165, 203-21 1. 
Wang, E. H., Friedman, P. N., and Prives, C. (1989). Cell 57, 379-392. 
Wang, N. P., To, H., Lee, W.-H., and Lee, E. Y. (1993). Oncogene 8, 279-288. 
Wang, X. W., Forrester, K., Yeh, H., Feitelson, M. A., Gu, J., and Harris, C. C. (1994a). Proc. 

Wang, Y., Reed, M., Wang, P., Stenger, J. E., Mayr, G., Anderson, M. E., Schwedes, J. F., 

Wang, Y., and Eckhart, W. (1992). Proc. Natl. Acnd. Sci. USA 89, 4231-4235. 
Weintraub, H., Hauschka, S., and Tapscott, S. J. (1991). Proc. Nntl. Acad. Sci. USA 88,4570- 

Werness, B. A., Levine, A. J., and Howley, P. M. (1990). Scimce 248, 76-79. 
Wilcock, D., and Lane, D. P. (1991). Nature (London) 349, 429-431. 
Winter, S. F., Minna, J. D., Johnson, B. E., Takahashi, T., Gazdar, A. F., and Carbone, D. P. 

Wolf, D., Harris, N., and Rotter, V. (1984). Cell 38, 119-126. 
Wolf, D., and Rotter, V. (1985). Proc. Natl. Acad. Sci. USA 82, 790-794. 
Wu, X., Bayle, J. H., Olson, D., and Levine, A. J. (1993). Genes Den. 7, 1126-1 132. 
Wyllie, F. S., Lemoine, N. R., Barton, C. M., Dawson, T., Bond, J., and Wynford-Thomas, 

Wynford-Thomas, D. (1992). J .  Pathol. 166, 329-330. 
Yehiely, F., and Oren, M. (1992). Cell Growth Dqfer. 3, 803-809. 
Yew, P. R., and Berk, A. J. (1992). Nature (London) 357, 82-85. 
Yewdell, J. W., Cannon, J. V., and Lane, D. P. (1986).J. Vzrol. 59, 444-452. 
Yin, Y., Tainsky, M. A., Bischoff, F. Z., Strong, L. C., and Wahl, G.  M. (1992). Cell 70,937- 

Yonish-Rouach, E., Resnitzky, D., Lotem, J., Sachs, L., Kimchi, A,, and Oren, M. (1991). 

Zakut-Houri, R., Bienz-Tadmor, B., Givol, D., and Oren, M. (1985). EMBOJ. 4, 12.51- 

Zakut-Houri, R., Oren, M., Bienz, B., Lavie, V., Hazum, S., and Givol, D. (1983). Nature 

22 12-2216. 

Cancer Genet. Cytogenet. 23, 291-299. 

and Appella, E. (1993). Proc. Natl. Acad. Sci. USA 90, 5954-5958. 

13,5186-5194. 

( 1  99 1 ). Oncogene 6, 4 13-42 1 .  

Natl. Acad. Sci. USA 91,2230-2234. 

and Tegtmeyer, P. (1994b). Genes Deu. 7, 2575-2586. 

4571. 

(1991). Cancer Res. 51, 4168-4174. 

D. (1993). Mol. Carcinogen. 7, 83-88. 

948. 

Nature (London) 352, 345-347. 

1255. 

(London) 306, 594-597. 



TUMOR SUPRESSOR p53 MUTATIONS AND BREAST CANCER 14 1 

Zambetti, G. P., Bargonetti, J., Walker, K. Prives, C., and Levine, A. J. (1992). Genes Dev. 6, 

Zarnbetti, G. P., and Levine, A. J. (1993). FASEB.1. 7, 855-865. 
1143-1 152. 

Zastawny, R. L., Salvino, R., Chen, J., Benchimol, S., and Ling, V. (1993). Oncogene& 1529- 
1535. 

Zauberrnan, A., Barak, Y., Ragirnov, N., Levy, N., and Oren, M. (1993). EMBOJ.  12,2799- 

Zhan, Q., Carrier, F., and Fornace, A. J., Jr. (1993). Mol. Cell. B i d .  13, 4242-4250. 
Zhang, Q., Gutsch, D., and Kenney, S. (1994). Mol. Cell. B i d .  14, 1929-1938. 
Zhang, W., Funk, W. D., Wright, W. E., Shay, J. W., and Deisseroth, A. B. (1993). Oncogene 

Zhang, W., Hu, G., Estey, E., Hester, J., and Deisseroth, A. (1992). Oncogene 7, 1645-1647. 

2808. 

8, 2555-2559. 



This page intentionally left blank This Page Intentionally Left Blank



p53: A CELL CYCLE REGULATOR 
ACTIVATED BY DNA DAMAGE 

Galina Selivanova and Klas G. Wiman 

Microbiology and Tumor Biology Center, The Karolinska Institute 
S-171 77 Stockholm, Sweden 

I. Introduction 
11. Biological Activities of p53 

A. Induction of G1 Arrest and Suppression of Tumor Cell Growth 
B. Involvement of p53 in Differentiation 
C. Induction of Apoptosis 
D. p53 as Guardian of the Genome 

A. Regulation of DNA Replication 
B. Sequence-Specific DNA Binding 
C. Transcriptional Activation 
D. Genes Activated by Wild-Type p53 
E. Transcriptional Repression 
F. Promotion of DNA Renaturation and Strand Transfer 

IV. Interactions with Viral and Cellular Proteins 
A. Complexing with Viral Oncoproteins 
B. p53-Associated Cellular Proteins 

V. Regulation of p53 Function 
A. Regulation of p53 Protein Levels 
B. Phosphorylation of p53 
C. Activation of p53 through Conformational Alteration 
D. DNA Strand Breaks: Direct Activator of p53? 
References 

111. Biochemical Functions of p53 

I. Introduction 

Mutations in the p53 tumor suppressor gene occur at high frequency 
in a large variety of human tumors (Hollstein et al., 1991; Harris, 1993). 
These mutations include deletions of the entire gene, leading to com- 
plete loss of p53 expression, and missense point mutations that give rise 
to mutant p53 proteins lacking wild-type p53 activity. The fact that the 
great majority of p53 mutations are missense mutations indicates a posi- 
tive selection for mutant p53 rather than complete p53 loss during 
tumor development. In this respect, p53 differs from other tumor sup- 
pressor genes, e.g., the retinoblastoma (RB) gene, which is usually inacti- 
vated by nonsense mutations. All in all, p53 mutations occur in around 
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50% of human tumors and represent the most common genetic change 
in cancer cells. 

The high frequency of p53 alterations in human cancer suggests that 
this gene plays a critical role in normal control of cell growth. A number 
of biological and biochemical functions have now been ascribed to wild- 
type p53. Importantly, mutant p53 proteins derived from human tu- 
mors are defective in some of these functions, suggesting that such 
functions are relevant for p53-mediated growth control and tumor sup- 
pression. Further studies of p53 may open possibilities for clinical thera- 
py of cancer in the future, for instance, the design of drugs that restore 
wild-type p53 function in tumor cells. This article will review some of 
the recent progress in the exciting p53 field. On the basis of this infor- 
mation, we propose a model for activation of p53 in response to DNA 
damage. 

II. Biological Activities of p53 

A. INDUCTION OF G1 ARREST AND SUPPRESSION 
OF TUMOR CELL GROWTH 

Expression of exogenous wild-type p53 in various transformed cells 
carrying mutant p53 or completely lacking p53 inhibits cell proliferation 
(Baker et al., 1990; Casey et al., 1991; Diller et al., 1990; Johnson et d., 
1991; Martinez et al., 1991; Mercer et al., 1990; Michalovitz et al., 1990). 
More specifically, using constitutively expressed wild-type p53 (Diller et 
al., 1990), wild-type p53 driven by the dexamethasone-inducible MMTV 
promoter (Mercer et al., 1991), or a temperature-sensitive mouse mutant 
p53 gene (Martinez et al., 1991), wild-type p53 was shown to block cell 
cycle progression in the G1 phase. 

The generation of p53 gene knockout mice (Donehower et al., 1992) 
has allowed a direct examination of the role of p53 in development and 
tumorigenesis. Mice homozygous for an inactivated p53 allele appeared 
normal at birth but were highly susceptible to tumors. By 6 months of 
age, 74% of the animals had tumors, and all of the animals were dead 
within 10 months. Mice carrying one wild-type and one inactivated p53 
allele were also susceptible to spontaneous tumors, although these tu- 
mors developed with a much longer latency period. At least some of the 
tumors that arose in the heterozygous animals had lost the remaining 
wild-type p53 allele. These experiments thus confirm that p53 plays an 
important role as tumor suppressor in vivo. Moreover, the normal ap- 
pearance of the p53 knockout mice at birth suggests that the presence of 
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wild-type p53 is not an absolute requirement for cell division, differen- 
tiation, and embryogenesis. 

Studies of the in vitro growth properties of cells derived from p53- 
deficient mice lend further support to the notion that p53 acts as a cell 
cycle checkpoint control in G1. p53-deficient (-/-) mouse embryo fi- 
broblasts divide more rapidly under normal and low density conditions 
and contain fewer cells in G1 compared to wild-type (+/+) and hetero- 
zygous (+/-) cells (Harvey et al., 1993). In addition, the p53-negative 
fibroblasts do not reach senescence. An enhanced proliferative potential 
in vitro was also observed in epithelial cells of the lens, mammary gland, 
and seminal vesicles, and in neural precursor cells, but not in hepato- 
cytes and cardiac muscle cells from p53-deficient mice (Tsukada et al., 
1993). 

B. INVOLVEMENT OF p53 IN DIFFERENTIATION 

Wild-type p53 has also been implicated in B cell differentiation. Shaul- 
sky et al. (1991) showed that constitutive expression of exogenous wild- 
type p53 in a p53-negative pre-B cell line resulted in a more differenti- 
ated phenotype. Furthermore, treatment of pre-B and B cells with the 
differentiation inducer lipopolysaccharide caused an increased expres- 
sion of p53 mRNA. Wild-type p53 was shown to transactivate the promo- 
ter control sequences of the kappa light-chain gene (Aloni-Grinstein et 
al., 1993). Exogenous wild-type p53 induced expression of the differen- 
tiation marker hemoglobin in human erythroid chronic myelogenous 
leukemia cells (Feinstein et al., 1992) and in Friend virus-transformed 
mouse erythroleukemia cells (Johnson et al., 1993). Hence, loss or muta- 
tion of p53 may prevent differentiation and thereby block cells in a less 
mature proliferating state. 

Recent data also indicate that p53 is involved in control of meiosis 
during spermatogenesis in mice (Almon et al., 1993). Increased p53 
expression was observed in tetraploid primary spermatocytes of the 
meiotic pachytene phase in the spermatogenic pathway (Schwartz et al., 
1993). 

These observations are in apparent conflict with the results obtained 
with the p53 knockout mice, whose normal phenotype at birth indicates 
that p53 is not required for normal differentiation during embry- 
ogenesis. It remains possible, however, that the p53 null mice show more 
subtle defects in, for instance, B cell development and spermatogenesis, 
that have so far been undetected. Alternatively, other cellular proteins 
may substitute for the differentiation-inducing but not for the tumor 
suppressor activity of p53 in the p53-deficient mice. 
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C. INDUCTION OF APOPTOSIS 

Using a temperature-sensitive mutant p53 construct, expressed as 
mutant p53 at 37°C and wild-type p53 at 32"C, Yonish-Rouach et al. 
(1991) found that wild-type p53 can trigger cell suicide, or apoptosis, in 
p53-negative mouse myeloid cells. Cells grown at 32°C showed charac- 
teristic morphological changes, and DNA from these cells gave rise to a 
ladder on agarose gel electrophoresis, a hallmark of apoptotic death. 
Expression of wild-type p53 has been shown to elicit apoptosis in other 
cell types as well, including a human colon tumor-derived cell line (Shaw 
et al., 1992), mouse erythroleukemia cells (Ryan et al., 1993; Johnson et 
al., 1993), a Burkitt lymphoma line carrying mutant p53 (Ramqvist et al., 
1993), and a p53-negative v-myc retrovirus-induced mouse T lymphoma 
line (Wang et al., 1993a). Based on the latter two studies, performed in 
our laboratory, we proposed that cell suicide by apoptosis is a conse- 
quence of contradictory growth signaling: stimulation of proliferation 
by constitutively expressed myc and induction of growth arrest by wild- 
type p53. Apoptosis may be viewed as a default option in a situation in 
which G1 arrest is prevented by deregulated expression of growth stim- 
ulatory genes (Oren, 1994). 

The idea that apoptosis could result from mutually incompatible sig- 
nals is further supported by studies of apoptosis induced by the ade- 
novirus E1A oncoprotein. Like myc, ElA has growth-promoting capacity. 
E 1A causes accumulation of p53, and subsequently apoptosis (Debbas 
and White, 1993; Lowe and Ruley, 1993). It is significant, however, that 
induction of apoptosis by E1A occurs only in cells with intact wild-type 
p53 function. Likewise, coexpression of wild-type p53 and E2F-1, a 
transcription factor that activates c-my and other growth-promoting 
genes and that is liberated from a complex with the RB protein by E l  A, 
was shown to induce apoptosis in mouse embryo fibroblasts (Wu and 
Levine, 1994). 

E 1 A-induced apoptosis can be suppressed by mutant forms of p53, 
and by the adenovirus E I B  55K and 19K oncogene products. The E1B 
55K protein binds p53 and blocks its functions, whereas the E1B 19K 
protein averts apoptosis in a more indirect way. Our own experiments 
showed that wild-type p53-triggered apoptosis is blocked by bcl-2, a gene 
known to inhibit some apoptotic pathways (Wang et al., 1993b). Similarly, 
Chiou et al. (1994) demonstrated that bcl-2 prevents p53-induced apop- 
tosis but not growth arrest. Thus, bcl-2 can serve as a modulator of p53 
function. A possible mechanism by which ElB 19K and bcl-2 prevent 
p53-induced apoptosis is inhibition of p53-mediated transcriptional re- 
pression, as suggested by Shen and Shenk (1994). 
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The molecular mechanisms that mediate p53-induced apoptosis re- 
main unknown, but a clue comes from the demonstration that wild-type 
p53 upregulates expression of the bax gene and simultaneously down- 
regulates bcl-2 expression (Selvakumaran et al., 1994; Miyashita et al., 
1994). Overexpression of b m  can accelerate apoptosis and interfere with 
the apoptosis-inhibiting function of bcl-2 by forming heterodimers with 
bcl-2. The ratio between bax and bcl-2 probably determines whether a cell 
will enter apoptosis or  survive after receiving an apoptotic signal (Oltvai 
et al., 1993). 

D. p53 AS GUARDIAN OF THE GENOME 

Several studies have suggested that one important physiological func- 
tion of wild-type p53 is to curb cell cycle progression or induce apoptosis 
following certain types of DNA damage. Ionizing irradiation causes a 
rapid accumulation of p53 protein (Kastan et al., 1991). The observed 
accumulation appears to be a result of increased p53 protein stability 
and depends on ongoing translation (Kuerbitz et al., 1992). Fritsche et al. 
(1993) reported that p53 accumulates in the nucleus following treatment 
of cells with DNA-damaging agents such as cisplatin, mitomycin C, 
etoposid and other drugs, as well as energy-rich irradiation. The accu- 
mulation of p53 can be detected a few hours after treatment, depending 
on the agent used, and may remain detectable in surviving cells for at 
least 20 days. 

Introduction of DNA restriction enzyme or nuclease in the nuclei of 
cultured cells, and even the process of DNA transfection itself, can in- 
duce p53 accumulation (Lu and Lane, 1993; Nelson and Kastan, 1994). 
An increase in p53 protein levels has also been demonstrated in uiuo 
after uv irradiation of human skin (Hall et al., 1993). DNA strand breaks 
were shown to be both necessary and sufficient to trigger wild-type p53 
accumulation in cells exposed to DNA-damaging agents (Nelson and 
Kastan, 1994). 

A cause and effect relationship between expression of wild-type p53 
and the G1 arrest that occurs after irradiation was established by the 
demonstration that ionizing irradiation induces G 1 arrest in p53- 
negative cells after transfection of wild-type p53, but not in cells with 
endogenous wild-type p53 following transfection of mutant p53 (Kuer- 
bitz et al., 1992). Burkitt lymphoma cells expressing mutant p53 failed to 
arrest in G1 following irradiation (O’Connor et al., 1993). The ability of 
p53 to induce G1 arrest correlated with the radiosensitivity of the 
Burkitt lymphoma cells. Moreover, experiments using bone marrow cells 
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derived from mutant p53-transgenic mice demonstrated that expression 
of mutant p53 conferred increased resistance to ionizing irradiation 
(Lee and Bernstein, 1993). 

Studies of thymocytes from p53 knockout mice have confirmed that 
p53 is required for irradiation-induced apoptotis (Clarke et al., 1993; 
Lowe et al., 1993). These cells entered apoptotis after treatment with 
glucocorticoids, but were extraordinarily resistant to the induction of 
apoptosis by irradiation, both in vivo and in vitro. Analysis of sponta- 
neous and irradiation-induced apoptosis in the gastrointestinal tract of 
normal and p53-deficient mice revealed that the loss of p53 renders the 
epitelial cells essentially radioresistant in vivo (Merrit et al., 1994). This 
result is consistent with earlier studies by Kastan el al. (1992), showing 
that primary p53-negative fibroblasts derived from p53 null mice do not 
arrest in G1 following ionizing irradiation. Loss of p53 function alone, 
with no other genetic abnormalities, is thus sufficient for the loss of 
irradiation-induced G1 arrest. Kastan et al. (1992) also demonstrated 
that expression of the GADD45 gene, known to be induced by DNA 
damage, was dependent on wild-type p53 function. In addition, cells 
from patients with the radiosensitive cancer-prone syndrome ataxia tel- 
angiectasia (AT) showed a defective p53 response to ionizing irradiation 
(Kastan et al., 1992; Khanna and Lavin, 1993). p53 accumulated nor- 
mally in these cells after uv treatment, however (Khanna and Lavin, 
1993), suggesting that there is more than one pathway responsible for 
induction of p53. Lu and Lane (1993), on the other hand, did not find 
any defects in the p53 response in AT cells, but found that cells from at 
least some patients with Bloom’s chromosome instability syndrome 
failed to accumulate p53 after uv treatment. These findings implicate a 
gene or  genes that are defective in AT and Bloom’s syndrome cells 
upstream of p53 in a signal transduction pathway that controls cell cycle 
progression following DNA damage. 

The fact that cells defective in wild-type p53 function are unable to 
undergo the G1 arrest necessary to repair damaged DNA implies that 
cells carrying mutant p53 or no p53 should sustain a larger number of 
genetic lesions than cells expressing functional wild-type p53. In agree- 
ment with this notion, p53-negative mouse embryo fibroblasts were sig- 
nificantly more prone to gene amplification, measured as frequency of 
CAD gene amplification using a PALA selection assay, than fibroblasts 
carrying wild-type p53 (Livingstone et al., 1992). A large fraction of the 
p53-negative fibroblasts showed aneuploidy already at passage 3 in cul- 
ture. A higher incidence of cells with abnormal chromosome numbers 
was evident also among mouse embryo fibroblasts heterozygous for an 
inactivated p53 allele, but not until passage 25 (Harvey et al., 1993). 
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Similarly, human fibroblasts expressing the human papilloma virus 
(HPV) E 6  gene, whose product binds to and causes the degradation of 
p53, showed altered cell cycle regulation and increased ability to amplify 
the CAD gene (White et al., 1994). 

Taken together, these data suggest that p53 protects cells from ge- 
nomic injury. If DNA is damaged, the p53 protein accumulates and 
blocks entry into S phase. The transient delay at the G1 checkpoint 
permits repair of damaged DNA prior to DNA replication. If the repair 
fails, p53 may trigger apoptosis, and thus prevent propagation of cells 
that have sustained mutation (Lane, 1992). 

Ill. Biochemical Functions of p53 

A. REGULATION OF DNA REPLICATION 

Experiments using replication of viral DNA as a model system have 
indicated that p53 may fulfill a role in control of DNA replication. 
Mouse p53 can inhibit SV40 replication both in vivo and in vitro 
(Stiirzbecher et al., 1988; Braithwaite et al., 1987). Mutant p53 proteins 
did not inhibit SV40 replication, although some of them were able to 
form complexes with the SV40 large T antigen. Detailed examination of 
the mechanisms underlying inhibition of SV40 replication in vivo re- 
vealed that both mouse and human wild-type p53 can interfere with the 
initiation event of DNA replication. Binding to the large T antigen is 
probably not necessary for inhibition, since at least one p53 mutant that 
is unable to interact with large T still inhibits SV40 DNA replication 
(Stiirzbecher et al., 1992). p53 reduced binding of large T to the SV40 
origin of replication and abolished its helicase activity (Stiirzbecher et al., 
1988; Wang et al., 1989; Friedman et al., 1990). Additionally, p53 can 
compete with DNA polymerase-a for binding to the large T antigen 
(Gannon and Lane, 1987). Immunopurified wild-type but not mutant 
p53 protein was shown to bind specifically to DNA sequences adjacent to 
the SV40 origin of replication (Bargonetti et al., 1991). 

More recently, Oberosler et al. (1993) showed that p53 can inhibit the 
activity of various helicases in vitro,  including DNA helicase I and I1 of 
Escherichia coli and human p68 RNA helicase, probably without com- 
plexing with these proteins. Since the unwinding of DNA is a basic step 
in the initiation of DNA replication in vivo, p53 may directly inhibit 
DNA replication by blocking this process. 

Studies of herpes simplex virus type 1 (HSV-1)-infected cells provide 
additional evidence that p53 participates in control of DNA replica- 
tion. Immunostaining showed that p53 localized at sites of viral DNA 
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synthesis in herpes virus-infected cells, along with ICP8, the major DNA- 
binding protein of HSV-1, and cellular proteins including RPA, PCNA, 
and the RB protein (Wilcock and Lane, 1991). Furthermore, work by 
Kanda et al. (1994) implicates p53 in positive regulation of polyoma virus 
DNA replication through a p53 DNA binding site. The involvement of 
p53 in control of DNA replication is also supported by the observation 
that p53 can complex with the cellular DNA replication factor RPA, 
alternatively designated SSB, single-stranded DNA-binding protein 
(Dutta et al., 1993; Li and Botchan, 1993; He et al., 1993) (see Section 
1V.B). 

Work of Waga and colleagues (1994) has demonstrated yet another 
mechanism by which p53 may regulate DNA replication. The p21 pro- 
tein, which is the product of one of the genes induced by p53 (see 
Section III.D), was shown to inhibit the ability of PCNA to activate DNA 
polymerase 6 by complexing with PCNA and thus directly block DNA 
replication in vitro. 

B. SEQUENCE-SPECIFIC DNA BINDING 

The wild-type p53 protein binds DNA in a sequence-specific manner. 
As shown in Table I, several specific DNA-binding sites for p53 have 
been identified by various techniques. Using a modified DNA-binding 
immunoassay followed by PCR amplification of the selected human ge- 
nomic DNA fragments, El-Deiry et al. (1992) defined a consensus p53- 
binding site consisting of two copies of the 10 base pair element 
5'-PuPuPuC(A/T)(A/T)GPyPyPy-3', separated by up to 13 base pairs. 
Comparisons with previously identified p53-binding sites reveal reason- 
able similarity to the RGC- and MCK-binding sites, with a few mis- 
matches (Table I), whereas the SV40 sequence, previously shown to bind 
immunopurified p53 protein in vitro, is less related (Bargonetti et al., 

The specific DNA-binding activity of p53 has been mapped to the 
central portion of the protein, roughly corresponding to amino acid 
residues 100 to 300 (Fig. 1) (Bargonetti et al., 1993; Halazonetis and 
Kandil, 1993; Pavletich et al., 1993; Wage et al., 1993~). A great majority 
of the point mutations found in human tumors are located in this region 
(Harris, 1993). Tumor-derived mutant forms of p53 have reduced spe- 
cific DNA-binding activity, as a rule (for a review, see Zambetti and 
Levine, 1993), strongly suggesting that the specific DNA-binding activity 
of p53 is important for its tumor suppressor function. 

The p53 protein forms stable homooligomers (Stenger et al., 1992; 
Stiirzbecher et al., 1992; Friedman et al., 1993). Oligomerization is medi- 

1991). 



TABLE 1 
p53 DNA-BINDING ELEMENTS 

Consensus site 5'-PuPuPu C (A/T) (A/T) G PyPyPy-3' El-Deiry et al. (1992) 
p53 CON 
BC 
syncon 
PG 
RGC 
SV40 
MCK 
GLN LTR 
GADD45 
MDM2 
WAF1 

MgBH6 
P53 

GGACATGCCCGGGCATGTCC Funk et al. (1992) 
GGGCATGTCCGGGCATGTCC Halazonetis et al. (1992) 
AGCTTAGACATGCCTAGACATGCCTA Hupp el al. (1992) 
TTGCCTGGACTTGCCTGG x16 Kern etal .  (1991) 
GAT tGc CTTG CCT GGA CTTG CCT GGC CTTG CCTTTT Kern et al. (1991) 
GCCATGGGGCGCAGAATGGGGAACTGGGCGGAGTTAGCTCGA Bargonetti et al. (1992) 
TCGAG tGG CAAG CCT A tGA CATG gCC GGG CcTG CCTCTCTCTGC Zambetti et al. (1992) 
CCAGGACATGCCCGGGCAAGCCCCATG Zauberman et al. (1993) 
TGGTACAGAA CATG TCT AAG CATG CTg GGGACT Kastan et al. (1992) 
GGt CAAG T T g  GGA CAcG TTC AGc tAAG TCC tGA CATG TCT Barak et al. (1993); Wu et al. (1993) 
GAA CATG TCC cAA CATG T T g  El-Deiry et al. (1993) 
G GGA CTTt CCC TCCCACTGT Deffie et al. (1993) 
GACACTGGTC AcA CTTG gCT GCTTAGGAAT Foord et al. (1993) 

cycG AGACcTGCCCGGGCAAGCCT Okamoto and Beach (1994) 

Note. The underlined regions represent homology to the consensus site with mismatches identified by small lettering. Note that all genes known to be 
transactivated by p53 contain imperfect binding site (one to three mismatches per double 10-mer) without spacer nucleotides between the 10-mers. 
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FIG. 1. Functional domains of the human p53 protein and regions involved in com- 
plexing with cellular and viral proteins. The functional domains include the N-terminal 
transactivation domain, the zinc-containing sequence-specific DNA-binding domain, and 
the C-terminal region, containing the oligomerization domain. T h e  C-terminus also pos- 
sesses nonspecific DNA-binding activity. Phosphorylation sites for dsDNA-PK (Ser- 15 and 
Ser-37), p34-cdc2 (Ser-315), and CKII (Ser-392) are indicated. The TBP and MDM2 
interaction domains map to the N-terminal region, whereas RPA binds to both the N-ter- 
minal and the C-terminal part of the p53 protein. The  newly discovered 53BP1 and 56BP2 
proteins bind to the central core domain responsible for specific DNA binding. The  
adenovirus E I B  55K protein complexes with p53 through an N-terminal region that 
includes the transcriptional activation domain, while the SV40 large T antigen binds to the 
central core domain. The  EBV-encoded BZLFl protein interacts with a C-terminal region 
of p53. Five conserved regions are indicated (1-V). 

ated by a region in the C-terminal domain (Shaulian et al., 1992; 
Stiirzbecher et al., 1992; Pavletich et al., 1993) (Fig. 1). An a-helix, span- 
ning amino acid residues 334-356, was shown to be important for di- 
merization, whereas a basic region comprising residues 363-386 was 
implicated in formation of higher oligomeric complexes (tetramers) 
(Stiirzbecher et al., 1992). In contrast, Pavletich et al. (1993) found that a 
region corresponding to amino acid residues 3 1 1-367 is sufficient for 
tetramerization, while Wang el al. (1994b) identified a strong tetrameriz- 
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ation domain between amino acid residues 323 and 355 and a weaker 
oligomerization domain in the central core domain of p53. Analysis of 
the three-dimensional structure of the C-terminal region of p53 (amino 
acid residues 3 19-360) using multidimensional heteronuclear magnetic 
resonance (NMR) spectroscopy has supported the involvement of this 
domain in mediating tetramerization (Clore et al., 1994). 

The fact that p53 can form oligomers and that the consensus DNA- 
binding motif contains four copies of a pentamer sequence suggests that 
p53 binds DNA as a tetramer. Band shift assays using wild-type and 
dimeric and monomeric deletion mutant p53 proteins have demon- 
strated that in fact both p53 tetramers and dimers but not monomers 
bind specifically to DNA (Halazonetis and Kandil, 1993; Tarunina and 
Jenkins, 1993). On the other hand, Friedman et al. (1993) used South- 
western analysis and found that p53 monomers can also bind DNA. 

While the binding of in vitro translated p53 to the p53 CON sequence 
(Table I) requires complexing with other factors provided by the nuclear 
extract (Funk et al., 1992), p53 can efficiently bind the RGC and BC 
sequences in the absence of nuclear extract (El-Deiry et al., 1992; Hala- 
zonetis et al., 1993). p53 from cellular extracts seems to have the highest 
affinity for the p53 CON sequence, since oligonucleotides containing the 
RGC, MCK, or SV40 sequences could not compete out oligonucleotides 
containing the p53 CON sequence from the complex with p53 in a band 
shift assay (Zhang et al., 1993a). These results indicate that the recogni- 
tion of a given DNA sequence by p53 is modulated by the interaction 
with cellular proteins or factors. 

Some mutant p53 alleles clearly act as oncogenes, as demonstrated by 
their ability to transform cells in culture (Eliyahu et al., 1984; Parada et 
al., 1984; Jenkins et al., 1984; Zambetti et al., 1992b). In these cells, the 
mutant p53 protein interferes with the function of the endogenous wild- 
type p53 protein in a dominant negative fashion, by forming hetero- 
oligomers with the wild-type protein and forcing the latter into a mutant 
conformation, unable to bind DNA (Milner and Medcalf, 1991; Milner 
et al., 1991; Kern et al., 1992; Shaulian et al., 1992). Oligomerization- 
defective p53 mutants cannot transform rat embryo fibroblasts together 
with mutant ras (Slingerland et al., 1993). Furthermore, C-terminal min- 
iproteins of p53, containing amino acid residues 302-390 or 302-360, 
were found to oligomerize with wild-type p53, abrogate sequence- 
specific DNA binding by coexpressed wild-type p53, and transform rat 
embryo fibroblasts (Shaulian et al., 1992). 

A complex containing the DNA-binding core domain of p53 (amino 
acid residues 102 to 292) bound to a specific target DNA sequence has 
been crystallized and its structure determined (Cho et al., 1994). Analysis 
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of this structure reveals that the core domain consists of a p sandwich 
that functions as a scaffold for a loop-sheet-helix structure and two 
loops. Residues within the loop-sheet-helix motif interact in the major 
groove of DNA, whereas one of the two loops interacts in the minor 
groove through the arginine at position 248. The second loop stabilizes 
the loop that interacts directly with DNA. A tetrahedrally coordinated 
zinc atom helps to hold the two loops together. Importantly, the struc- 
tural analysis of the core domain reveals that amino acid residues fre- 
quently mutated in human tumors are located in the regions of the core 
domain that interact with DNA, i.e., the loop-sheet-helix and the two 
loops. These motifs correspond well to the four conserved regions of the 
core domain (Fig. 1). 

C. TRANSCRIPTIONAL ACTIVATION 

The N-terminal domain of p53 (amino acid residues 1-42; Fig. 1) is a 
strong transcriptional activator, as first shown in yeast using a GAL4- 
p53 fusion protein (Fields and Jang, 1990; O’Rourke et al., 1990; 
Raycroft et al., 1990). Due to its sequence-specific DNA binding activity, 
located in the central core domain, and N-terminal transcriptional acti- 
vator domain, the wild-type p53 protein can transactivate promoters 
that contain a specific p53-binding motif. Naturally occurring mutant 
p53 proteins usually have reduced or no transactivating activity (Farmer 
et al., 1992; Kern et al., 1992; Unger et al., 1992; Chen et al., 1993b). 

At least some mutant p53 proteins retain the ability to stimulate tran- 
scription through certain target DNA sequences, however. In cotrans- 
fection experiments, the mutant p53 proteins Trp-248, His- 175, and 
Glu-28 1 enhanced p53 CON-mediated transactivation of a reporter 
gene by wild-type p53, but decreased RGC-mediated transactivation 
(Zhang et al., 1993b). All three mutants failed to activate both RGC- and 
p53 CON-mediated transcription in the absence of wild-type p53. Some 
mutant p53 proteins (Val-143 and His-273) can bind p53 CON but not 
RGC in vitro, and can transactivate reporter gene expression from pro- 
moters containing a p53 CON motif, but not from those containing an 
RGC motif (Zhang et al., 1993a; Pietenpol et al., 1994; Chen et al., 
1993b). The Ile-246 and Leu-248 mutants are likewise able to activate 
transcription through the p53 CON element but not through the RGC 
element (Chen et al., 1993b). Nevertheless, when the ability of mutant 
p53 proteins to activate transcription via imperfect p53-binding sites 
from human genomic DNA was tested, all mutant proteins failed to 
transactivate (Pietenpol et al., 1994). The inability of these p53 mutants 
to transactivate correlated with an inability to suppress tumor cell 
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growth. Thus, the difference between wild-type and mutant p53 pro- 
teins is that the mutant proteins are unable to transactivate promoters 
containing target sequences with mismatches relative to the p53 consen- 
sus sequence, such as those found in the natural promoters induced by 
wild-type p53. 

It is conceivable that some mutant p53 proteins have an altered bind- 
ing specificity for DNA. As a result, they may illegitimately transactivate 
a new set of genes, different from the natural targets of p53. This idea 
provides an explanation for the observation that certain p53 mutations 
not only inactivate its wild-type function, but lead to a gain of function 
as well. Dittmer et al. (1993) found that introduction of mutant p53 in 
p53 null cells caused an increased plating efficiency in vitro or an en- 
hanced tumorigenic potential in vivo. In keeping with this notion, com- 
mon mutant forms of p53 can transactivate the promoter of the human 
multidrug resistance gene (Chin et al., 1992; Dittmer et al., 1993). 

Monomeric p53 deletion mutant proteins lacking the C-terminal oli- 
gomerization domain have been shown to transactivate a p53-responsive 
promoter and also suppress oncogene-mediated transformation, al- 
though they did not show detectable specific DNA binding in vitro (Shau- 
lian et al., 1993; Tarunina and Jenkins, 1993). These results could indi- 
cate that monomeric p53 is functionally active and can bind to a p53 
target DNA sequence in vivo, although the band shift assay employed 
did not allow detection of a weak interaction between the p53 monomers 
and DNA. If so, the formation of dimers and tetramers may not be 
essential for specific DNA binding and transactivation, but could be 
important for stabilizing the p53:DNA complex. Alternatively, the p53 
deletion mutants that lack the C-terminal oligomerization domain may 
still form oligomers in vivo and thus bind DNA, as suggested by the 
observation that the central core domain of p53 has weak oligomeriza- 
tion activity (Wang et al., 1994b). 

D. GENES ACTIVATED B Y  WILD-TYPE p53 

The muscle creatine kinase gene promoter harbors a consensus p53- 
binding site and is transactivated by wild-type p53 (Weintraub et al., 
1991; Zambetti et al., 1992a). Another p53-binding site, similar to the 
p53 CON element, resides within the LTR of an endogenous retrovirus- 
like element, GLN LTR (Zauberman et al., 1993). The expression of 
exogenous GLN elements was significantly induced upon activation of 
wild-type p53 in cells carrying a temperature-sensitive p53 mutant 
(Zauberman et al., 1993) So far, the relevance of MCK or GLN LTR 
transactivation for the known biological activities of p53 is unclear. p53 
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has also been shown to upregulate the RB and the epidermal growth- 
factor receptor gene promoters (osifchin et al., 1994; Deb et al., 1994), 
and induce bax mRNA and protein levels (Selvakumaran et al., 1994; 
Miyashita et al., 1994). In addition, Deffie et al. (1993) have shown that 
wild-type p53 can transactivate its own promoter through a sequence 
that is identical to the NF-KB-binding site and that also matches the El- 
Deiry consensus p53-binding site at 9 of 10 positions (Table I), although 
electrophoretic mobility shift assays failed to show significant binding of 
p53 to this site. Okamoto and Beach (1994) recently identified the mouse 
cyclin G gene as a transcriptional target of p53. This raises the possibility 
that cyclin G is involved in p53-mediated tumor suppression. 

As discussed under Section II.D, Kastan and colleagues (1992) have 
identified the GADD45 gene as a cellular target of p53. This gene is 
among a series of genes whose expression is stimulated when cells suffer 
DNA damage (Fornace et al., 1989). GADD45 has growth-suppressing 
properties on its own (Zhang et al., 1994b). A p53-responsive element 
that matches the consensus binding site at 19 of 20 nucleotides and binds 
purified p53 protein in vitro was identified in the third intron of the 
GADD45 gene (Table I; Kastan et al., 1992). 

Wild-type p53 induces expression of MDM2, a previously identified 
oncogene (Fakharzadeh et al., 1991; Barak et al., 1993; Wu et al., 1993). A 
p53 DNA-binding site containing a few mismatches in comparison with 
the El-Deiry consensus motif is located within the first intron of MDM2 
(Wu et al., 1993; Table I). The observations that the MDM2 gene prod- 
uct, p90, can form a complex with p53 (Barak and Oren, 1992; Momand 
et al., 1992) (see Section 1V.B) and that overexpression of MDM2 results 
in inhibition of p53-mediated transactivation (Momand et al., 1992) have 
led to the assumption that MDM2 serves as a feedback regulator of p53 
function (Wu et al., 1993). Overexpression of MDM2 may therefore 
promote oncogenesis by blocking the activity of wild-type p53 (Finlay, 
1993). 

The amount of MDM2 mRNA increases upon DNA damage in cells 
carrying wild-type p53, but not in cells expressing mutant p53 or no p53 
protein at all (Perry et al., 1993; Chen et al., 1994). Moreover, Price and 
Park (1994) found a defective induction of MDM2 mRNA levels in AT 
cells, where the accumulation of p53 protein in response to DNA dam- 
age is delayed andlor reduced. 

The p53-responsive element in the first intron of the MDM2 gene 
mediates transactivation of MDM2 from an internal promoter (Juven et 
al., 1993). This indicates that p53 can influence the relative abundance 
of different MDM2 transcripts within the cell, in addition to upregulat- 
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ing MDM2 expression. The  identification of multiple MDM2 proteins 
and MDM2-p53 protein complexes substantiates this notion (Olson et 
al., 1993; Haines et al., 1994). Among four MDM2 proteins studied, 
three were found to associate with the p53 protein and inhibit its transac- 
tivation function. In contrast, one of the proteins, lacking the first 49 
amino acids, was unable to complex with p53 and block p53-mediated 
transactivation (Haines et al., 1994). Although the full-length MDM2 
mRNA and the MDM2 mRNA initiated from the p53-dependent pro- 
moter in intron 2 are expected to have the same coding potential (exon 1 
and 2 in mouse MDM2 are noncoding), the full-length mRNA is primar- 
ily translated into truncated MDM2 proteins lacking the N-terminal p53- 
binding domain, whereas the p53-induced mRNA yields both truncated 
and full-length MDM2 proteins, at least in vitro (Barak et al., 1994). In 
conclusion, these data suggest that p53 can induce the expression of 
MDM2 proteins that are capable of binding to and inhibiting the func- 
tion of p53, while an MDM2 protein species that is unable to bind p53 is 
expressed largely independently of p53. 

Using a subtractive hybridization approach, El-Deiry and co-workers 
(1993) identified a gene designated WAFl, whose expression is directly 
induced by wild-type p53 and that is most likely an important down- 
stream effector of p53 function. The WAFl gene is localized to human 
chromosome 6p21.2 and its sequence, structure, and activation by p53 
are conserved in rodents. Introduction of WAFl cDNA suppresses the 
growth of various human tumor cells in culture. A 20-bp sequence with 
two mismatches in comparison with the El-Deiry consensus p53-binding 
site was identified 2.4-kb upstream of the WAFl coding sequence (see 
Table I). A WAFI promoter fragment containing this p53-binding site 
conferred p53-mediated transactivation upon a reporter gene. WAFl 
expression is induced in cells undergoing wild-type p53-associated G 1 
arrest or apoptosis (El-Deiry et al., 1994). More recently, Michieli et al. 
(1994) showed that WAFI can also be induced in a p53-independent 
manner . 

The same gene was also identified using entirely different strategies. 
Studies of the subunit composition of cyclin/cyclin-dependent kinase 
(cdk) complexes showed frequent loss of a p21 component in trans- 
formed cells (Xiong et al., 1993b). In vitro reconstitution of quaternary 
cyclin/cdk complexes revealed that p21 inhibits the activity of each mem- 
ber of the cyclin/cdk family. The novel gene, designated p21 (Xiong et 
al., 1993a) or  CZPl (cdk-interacting protein 1; Harper et al., 1993), was 
found to be identical to WAFl. This gene was also cloned as a cDNA 
differentially expressed in senescent cells (Noda et al., 1994). 
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The combined data on WAFl lp21 ICIPl suggest the following model 
for the function of wild-type p53 (Fig. 2): DNA damage triggers accu- 
mulation of p53 protein, leading to transactivation of WAFl lp21 ICIPI. 
If DNA damage has occurred prior to S phase, the WAFl protein can 
prevent phosphorylation of cyclin-dependent kinase substrates through 
inhibition of cyclin-dependent kinase activity, and subsequently block 
cell cycle progression. However, if DNA is damaged during S phase, p2 1 
can block DNA replication by binding to PCNA (as discussed under 
Section 1II.A). In tumor cells lacking wild-type p53 function, this path- 
way would be defective, permitting cell division in the presence of dam- 
aged DNA. This would either lead to mitotic failure or  the accumulation 
of mutations and chromosomal aberrations. 

E. TRANSCRIPTIONAL REPRESSION 

In addition to its ability to positively regulate specific promoters con- 
taining a p53 binding motif, p53 can repress transcription from a variety 
of promoters, including the c-fos, c-jun, c-myc, IL-6, and RB promoters 
(Ginsberg et al., 1991; Santhanam et al., 1991; Lecher et al., 1992; Shiio et 
al., 1992; Subler et al., 1992; Ragimov et al., 1993; Yonish-Rouach et al., 
1993; Osifchin et al., 1994). In contrast, the activity of an MHC class I 
gene promoter was not affected (Ginsberg et al., 1991; Ragimov et al., 
1993). Available evidence suggests that p53 inhibits transcription 
through a direct interaction with TBP, the TATA-binding protein (Seto 
et al., 1992; Truant et al., 1993; Liu et al., 1993). Mack et al. (1993) found 
that p53 specifically represses TATA-mediated but not initiator- 
mediated transcription, although transcription from both types of pro- 
moters requires TBP. Overexpression of p53 reduced TATA-mediated 
transcription initiation from a plasmid containing a tandem TATA and 
initiator element downstream of the SV40 2 l-bp repeats, while initiator- 
mediated transcription was unaffected. This suggests that p53-mediated 
repression of transcription is not simply a result of squelching TBP 
(Mack et al., 1993). Significantly, both wild-type and mutant p53 can bind 
TBP but only wild-type p53 interferes with the binding of TBP and 
TFIIA to the TATA motif (Ragimov et al., 1993). An inhibitory effect of 
p53 on TBP binding to the TATA motif in the absence of a p53-binding 
site has also been reported by Chen et al. (1993a). 

In addition, p53 has been shown to repress transcription by interac- 
tion with the transcription factor CBF (CCAAT binding factor). CBF in 
complex with E 1A activates transcription from the hsp7O promoter, 
whereas CBF in complex with p53 has the opposite effect. I t  is conceiv- 
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FIG. 2. p53-mediated cell cycle division arrest or apoptosis in response to DNA dam- 
age. Cellular p53 protein levejs rise upon DNA damage. p53 binds to a specific target DNA 
sequence in the WAFl promoter and stimulates WAFl transcription, resulting in increased 
levels of the WAFl protein, p2 1. This protein binds and blocks the activity of cyclin/cdk 
complexes. As a result, phosphorylation of cyclinkdk substrates is inhibited, leading to cell 
cycle arrest in the GI phase and/or cell suicide by apoptosis. Complexes containing p21, 
cyclin, and cdk also contain PCNA (proliferating cell nuclear antigen). T h e  interaction of 
p21 with PCNA may interfere with DNA replication. 

able that complexing with p53 changes the ability of CBF to interact 
properly with the hsp70 promoter (Agoff et al., 1993). 

Recent work has demonstrated that expression of the bcl-2 gene is 
downregulated by p53 (Selvakumaran et al., 1994; Miyashita et al., 1994). 
This effect appears to be mediated by a negative control element located 
in the 5’ untranslated region of bcl-2 (Miyashita et al., 1994b). 

While the low levels of p53 protein present in normal cells are proba- 
bly insufficient to shut off transcription through interaction with TBP 
and other factors required for efficient transcription, the accumulation 
of p53 protein in response to DNA damage is likely to result in signifi- 
cant p53-mediated repression of various promoters, including those of 
c-myc and other growth-promoting genes. 
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F. PROMOTION OF DNA RENATURATION 
AND STRAND TRANSFER 

Oberosler et al. (1993), Bakalkin et al. (1994), and Brain and Jenkins 
(1994) have independently demonstrated that wild-type p53 can catalyze 
renaturation of complementary single-stranded (ss) DNA oligonucleo- 
tides. p53 was also shown to promote strand exchange between double- 
stranded (ds) DNA and a complementary ssDNA strand (Bakalkin et al., 
1994), and to promote RNA reannealing and strand exchange (Ob- 
erosler et al., 1993). 

Some proteins or compounds promote spontaneous strand transfer, a 
process that can be blocked by a single mismatch in the region of branch 
migration (Panyutin and Hsieh, 1993). However, the p53-promoted 
strand exchange is due to an enzymatic activity of p53, since p53 cata- 
lyzed strand transfer of duplex substrates containing one or  four mis- 
matches relative to the acceptor DNA strand as efficiently as strand 
transfer of perfectly matched oligonucleotides (Bakalkin et al., 1994). 
The three mutant p53 proteins, Glu-213, Ile-237, and Tyr-238, failed to 
catalyze DNA renaturation and strand transfer (Bakalkin et al., 1994). 

The observation that p53 is able to reassociate nucleic acids suggests 
that p53 can counteract DNA and RNA helicases by promoting rean- 
nealing in processes like DNA replication, recombination, and repair, 
and RNA splicing. This activity may at least in part depend on the 
interaction of p53 with the DNA replication factor RPA (see Section 
1V.B). 

Wild-type p53 has significantly higher affinity for short (36-76 nucle- 
otides) than for longer (>462 nucleotides) ssDNA oligonucleotides, in- 
dicating that short ssDNA fragments and/or DNA ends are the prime 
targets for p53 (Bakalkin et al., 1994). Indeed, our electron microscopy 
analysis of p53-ssDNA complexes revealed preferential binding of p53 
to ssDNA ends (in 90% of complexes observed) (Bakalkin et al., 1994). 
These findings raise the possibility that p53 serves as a sensor of DNA 
strand breaks in vivo. This would be consistent with the observation that 
DNA strand breaks are necessary and sufficient to trigger p53 accumula- 
tion (Nelson and Kastan, 1994). It is possible that p53 may participate 
directly in DNA repair by promoting the renaturation of protruding 
ssDNA ends in cells that have suffered DNA damage. p53 could also 
promote the proper joining of incorrectly renatured DNA through its 
ability to catalyze strand transfer. If this p53 function is important in 
vivo, DNA strand breaks will not be efficiently repaired in cells lacking 
p53 or expressing mutant p53, resulting in genomic instability. Thus, 
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p53-mediated DNA reannealing and strand transfer could play a role in 
tumor suppression. 

IV. Interactions with Viral and Cellular Proteins 

A. COMPLEXING WITH VIRAL ONCOPROTEINS 

Transforming proteins encoded by three different DNA tumor vi- 
ruses, the SV40 large T antigen, the adenovirus E1B 55-kDa protein, 
and the human papilloma virus 16/18 E6 protein, can form complexes 
with p53 (Linzer and Levine, 1979; Lane and Crawford, 1979; Sarnow et 
al., 1982; Werness et al., 1990; Scheffner et al., 1990). The same viruses 
also encode proteins that bind the RB protein, the product of another 
tumor suppressor gene (for a review, see Wiman, 1993). The common 
association between the viral oncoproteins and p53 represents a remark- 
able case of convergent evolution and provides strong evidence that p53 
is a critical cell cycle regulator. Impairment of p53 function may serve 
the viral strategy by relieving the G1 block imposed by p53, allowing the 
infected cell to enter S phase and hence replicate viral DNA. 

Whereas complexing with the SV40 large T antigen or  the ElB 55- 
kDa protein leads to stabilization of p53 (Oren et al., 1981; Reich et al., 
1983), binding to the HPV 16/18 E6 protein results in the degradation 
of p53 via the ubiquitin-dependent proteolytic system (Scheffner et al., 
1990; Werness et al., 1990). As a result, cells producing HPV 16/18 E6 
protein express little or no p53. Complexing between E6 and p53 requires 
an additional cellular protein, E6-AP, that induces E6- and ubiquitin- 
dependent degradation of p53 (Huibregtse et al., 1993). The SV40 large 
T antigen interacts with the central DNA-binding domain of p53 (Fig. 1) 
and inhibits specific DNA binding (Bargonetti et al., 1992) as well as p53- 
mediated transactivation of a reporter gene (Mietz et al., 1992; Jiang et 
al., 1993; Segawa et al., 1993). Unlike large T, the adenovirus ElB 55- 
kDa protein binds to the N-terminal transactivating domain of p53 (Fig. 
1; Kao et al., 1990), suggesting that the E1B 55-kDa protein does not 
directly interfere with specific DNA binding. Instead, work by Yew et al. 
(1994) shows that the E1B 55-kDa protein is a general transcriptional 
repressor that inhibits transcription of p53 responsive genes by binding 
to p53. Thus, although the viral transforming proteins use different 
mechanisms to abrogate p53 function, the common denominator is loss 
of p53-mediated transactivation of specific target genes. 

More recent studies have shown that additional transforming DNA 
viruses encode proteins that interact with p53. The Epstein-Barr virus 
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(EBV)-encoded EBNA-5 protein, required for EBV-mediated B cell 
transformation, can complex with p53 and RB as well (Szekely et al., 
1993). The transforming protein X of hepatitis B virus and the 
immediate-early protein BZLFl of EBV have been shown to bind p53 
both in vitro and in vivo and to inhibit its sequence-specific DNA-binding 
and transactivation activity (Fietelson et al., 1993; Wang et al., 1994a; 
Zhang et al., 1994a). Moreover, Speir et al. (1994) found that the IE84 
protein of human cytomegalovirus (HCMV) interacts with p53 in coro- 
nary restenosis. p53 protein levels were induced upon HCMV infection 
of smooth muscle cells, and the viral IE84 protein, which is thought to 
participate in activating cellular DNA replication, was shown to physi- 
cally bind p53 and abrogate p53-mediated transactivation of a CAT re- 
porter gene. 

B. P53-ASSOCIATED CELLULAR PROTEINS 

p53 interacts with several cellular proteins that may play a role in 
regulating p53 function. The MDMS gene product, p90, can form oli- 
gomeric complexes with wild-type and mutant p53 and block p53- 
mediated transactivation of a p53-responsive promoter (Momand et al., 
1992; Hoppe-Seyler and Butz, 1993; Brown et al., 1993). Since MDM2 
expression is induced by p53, MDM2 may act as a p53 antagonist that 
modulates the p53 response to DNA damage (Chen et al., 1994). 

The region of p53 required for MDMS binding (residues 1-52) cor- 
responds almost exactly to the acidic transactivation domain of p53 
(Oliner et al., 1993; Chen et al., 1993c) and overlaps with the binding 
domains for the adenovirus ElB 55-kDa protein and the cellular TBP 
and RPA proteins (Fig. 1). The hydrophobic amino acid residues Leu-22 
and Trp-23, shown to be critical for the transactivating function of p53 
(Lin et al. 1994), are important for binding of both the MDM2 and the 
adenovirus ElB 55-kDa protein. 

Overexpression of MDM2 increases the tumorigenic potential of 
NIH3T3 cells (Fakharzadeh et al., 1991) and immortalizes primary rat 
embryo fibroblasts and transforms rat embryo fibroblasts together with 
an activated rus gene (Finlay, 1993). In addition, MDM2 can overcome 
wild-type p53-mediated suppression of transformed cell growth (Finlay, 
1993). Thus, MDM2 has the properties of an oncogene. MDM2 gene 
amplification has been observed in several types of human sarcomas 
carrying wild-type p53 (Oliner et al., 1992, Ladanyi et al., 1993), suggest- 
ing that p53 mutation and MDM2 overexpression represent two alterna- 
tive tumorigenic pathways, both involving loss of p53 function. How- 
ever, MDM2 overexpression, due to gene amplification or other genetic 
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lesions, has also been observed in tumors that overexpress p53 (p53 
overexpression is usually associated with missense mutation). Cordon- 
Cardo et al. (1994) found that around 1 1 % of soft tissue sarcomas over- 
expressed both MDM2 and p53. This group of patients had the shortest 
survival times. Therefore, the combination of MDM2 overexpression 
and p53 mutation appears to endow cells with a selective advantage 
during tumorigenesis, perhaps indicating that MDM2 overexpression in 
cells carrying wild-type p53 only partially inhibits wild-type p53 function 
and/or that mutant p53-MDM2 protein complexes may perform new 
functions that contribute to the malignant phenotype. 

The p53-binding domain of the MDM2 protein is located within 
amino acid residues 19 to 102, a region which is highly conserved (93% 
identity) between human and mouse, and is distant from the putative 
transactivation domain of MDM2. As discussed above, one form of the 
MDM2 protein lacks the p53-binding domain, indicating that this 
MDM2 protein can function independently of p53 (Haines et al., 1994). 

p53 also complexes with the TATA box-binding protein, TBP, now 
widely recognized as a universal eukaryotic transcription factor. TBP is 
part of the initiation complexes formed on TATA-containing and 
TATA-less RNA polymerase I, 11, and I11 promoters (for a review, see 
Hernandes, 1993). The wild-type p53 protein was shown to repress tran- 
scription in vitro from a minimal promoter by direct interaction with 
human TBP (Seto et al., 1992; Truant et al., 1993). p53 cooperates with 
either recombinant TBP or partially purified TFIID in binding to a 
DNA element containing both a p53-specific binding motif (RGC) and a 
TATA box (Chen et al., 1993a). These findings are consistent with the 
proposed mechanism of action of acidic transactivation domains and 
suggest that p53 activates transcription through the formation of a more 
stable p53-TFIID-promoter complex. Cotransfection of both p53 and 
TBP in Drosophila Schneider cells resulted in higher expression of a CAT 
reporter gene than the sum of the CAT expression seen when the plas- 
mids were transfected separately, indicating that p53 and TBP can act 
synergistically to activate transcription in viva (Chen et al., 1993a). 

The TBP-binding domain of p53 was mapped to the acidic transac- 
tivation domain between residues 20 and 57 (Fig. l), whereas p53 binds 
to the conserved region of TBP, including residues 220-271 (Liu et al., 
1993). p53 can interact with TBP when it is associated with multiple 
TAFs, since p53 binds to holo-TFIID at least as well as to isolated TBP 
(Liu et al., 1993). 

Removal of the 60 or 75 C-terminal amino acids, but not N-terminal 
residues, resulted in truncated p53 proteins incapable of repressing 
transcription from promoters lacking a p53-binding motif (Sang et al., 
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1994; Kanda et al., 1994). In contrast, such proteins were able to transac- 
tivate p53-responsive promoters. A role of the C-terminal domain in 
p53-mediated tumor suppression is suggested by the identification of a 
C-terminal truncated mutant p53 allele in a Li-Fraumeni family (Plum- 
mer et al., 1994). We and others have shown that the C-terminal domain 
is important for the DNA-reannealing activity of p53 (Brain and 
Jenkins, 1994; Bakalkin et al., 1995). The requirement of the C-terminal 
domain for repression of transcription may indicate that DNA reanneal- 
ing is involved in this process. Recent findings concerning the interac- 
tion of the acidic domain of p53 with the p62 component of the TFIIH 
transcription factor (Xiao et al., 1994), which was shown to have helicase 
activity, are consistent with the idea that inhibition of helicase activity by 
p53 is important for its transrepression function. Wild-type and mutant 
p53 can also form complexes with ERCC3, another component of 
TFIIH. This transcription factor has helicase activity and is involved in 
transcription-coupled DNA repair (Schaeffer et al., 1993; Wang et al., 
1994a). The interaction of p53 with TBP or other transcription factors 
at a promoter lacking a p53-binding motif may result in dissociation of 
the transcription initiation complex from the promoter, due to p53- 
mediated inhibition of the unwinding of the DNA strands necessary for 
opening of the promoter and initiation of transcription. 

Another putative cellular partner of p53 is the product of the Wilms 
tumor suppressor gene, WTl,  a transcription factor that binds to the 
early growth response gene 1 consensus sequence and mediates tran- 
scriptional repression (for a review, see Haber and Housman, 1992). 
Transfection of WT1 into Saos-2 cells, lacking endogenous p53, resulted 
in a 13.6-fold activation of transcription from a promoter containing an 
EGRl site. However, WT1 caused a 10-fold suppression of transcription 
from the same promoter in A1.5 cells, stably transfected with a 
temperature-sensitive p53 mutant, under conditions favoring the wild- 
type p53 conformation, and a 3-fold activation in the presence of mu- 
tant p53. These data suggest that transcriptional repression by WT1 is 
due to its interaction with wild-type p53. In contrast, cotransfection of 
WT1 with wild-type p53 consistently enhanced expression of a CAT 
reporter gene driven by a p53-responsive promoter in a cooperative 
manner (Maheswaran et al. 1993). 

DNA-binding heterocomplexes induced by GM-CSF in human 
erythroleukemia cells were shown to contain both p53 and the transcrip- 
tion factor Spl (Borellini and Glazer, 1993). The latter complexes proba- 
bly contained mutant p53, as indicated by the fact that Spl was most 
efficiently coimmunoprecipitated by the mutant p53-specific antibody 
PAb240. 
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Thus, it appears that p53 can interact with a whole range of transcrip- 
tion factors and modulate their activity. As a consequence, p53 may 
regulate the expression not only of these genes that harbor a p53 con- 
sensus binding site, but a large number of other genes as well. Moreover, 
the activity and DNA-binding specificity of p53 itself may be regulated 
through these interactions, perhaps allowing a more fine-tuned control 
of p53 function depending on the particular transcription factor envi- 
ronment of a given cell. This notion is supported by the observation that 
the ability of p53 to bind specific target DNA is influenced by the pres- 
ence of a nuclear extract (see Section 1II.B). 

The finding that p53 binds replication protein A (RPA) (Dutta et al., 
1993; Li and Bothchan, 1993; He et al., 1993) provides further evidence 
for the involvement of p53 in regulation of DNA replication. RPA con- 
sists of three polypeptides, p70, p34, and p13, and is conserved from 
Saccharomyces cerevisiae to man (Fairman and Stillman, 1988; Brill and 
Stillman, 1989). This single-stranded DNA-binding factor is a compo- 
nent of the initiation complex and is essential for the first step of DNA 
replication, i.e., DNA unwinding at the origin of replication (Stillman, 
1989, Borowiec et al., 1990). RPA itself has unwinding activity (Georgaki 
et al., 1992). The p53 protein can form complexes with purified RPA in 
vitro and also in vivo, since RPA was coimmunoprecipitated from cell 
lysates by p53-specific antibodies (Dutta et al., 1993). This finding is 
consistent with the previous colocalization of p53 and RPA in herpes 
virus-infected cells (Wilcock and Lane, 199 1). The major p53-binding 
domain in the RPA holocomplex is located in the N-terminal part of p70. 
As shown in Fig. 1, both the acidic transactivation domain (amino acid 
residues 1-73) and the C-terminal region of p53 (residues 289-393) can 
bind RPA (Dutta et al., 1993; Li and Botchan, 1993; He et al., 1993). 

Complexing with the full-length p53 protein inhibited binding of 
RPA to ssDNA in vitro (Dutta et al., 1993). This raises the possibility that 
the increase in p53 protein levels in response to DNA damage inhibits 
DNA replication by blocking the action of RPA. The interaction of the 
p53-RPA complex with helicases of the DNA replication machinery may 
result in inhibition of DNA unwinding due to p53-mediated reannealing 
of ssDNA. That, in turn, may lead to the dissociation of the replication- 
initiation complex and consequently to arrest of DNA replication. Also, 
p53 may sequester RPA at DNA strand breaks through its affinity for 
ssDNA ends, thus facilitating the assembly of repair complexes. How- 
ever, the fact that common mutant forms of p53 derived from human 
tumors (His-175 and His-273) can also bind RPA and interfere with its 
single-stranded DNA-binding activity indicates that there is no strong 
selection against p53-RPA complexing during tumor development. 
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Using the two-hybrid system, Iwabuchi et al. (1994) identified two 
novel p53-interacting proteins, designated 53BP1 and 53BP2. Both pro- 
teins bind to the central DNA-binding domain of p53 and appear to 
block specific DNA binding. Two mutant p53 proteins, His-175 and 
His-273, did not complex with 53BP1 and 53BP2. I t  will be important to 
determine whether naturally occurring mutant forms of p53 consistent- 
ly fail to bind 53BP1 and 53BP2. If so, these interactions are likely to be 
important for p53-mediated tumor suppression. A reasonable hypothe- 
sis is that 53BP1 and 53BP2 in some way regulate the specific DNA 
binding of p53. 

V. Regulation of p53 Function 

A. REGULATION OF p53 PROTEIN LEVELS 

p53 is normally an unstable protein with a half-life of 15-30 min 
(Gannon et al., 1990; Oren et al., 1981; Reihsaus et al., 1990). As a result, 
p53 levels in normal cells are almost undetectable and probably insuffi- 
cient to suppress growth. The observations that p53 is degraded via the 
ubiquitin-dependent proteolytic system in v i t m  through the interaction 
with the HPV 16/18 E6 and the cellular E6-AP proteins (Scheffner et 
al., 1990; Werness et al., 1990; Huibregtse et al., 1993) and that p53 
accumulates in certain cell lines defective in the ubiquitin pathway 
(Chowdary et al., 1994) suggest that the p53 levels are normally regu- 
lated in vivo through the ubiquitin-mediated proteolytic pathway. The 
N-terminal domain of p53 contains a PEST sequence thought to be the 
target for enzymes of the ubiquitin-dependent proteolytic system. The 
possibility that this domain is relevant for regulation of p53 stability is 
supported by the observation that a truncated p53 protein that lacked 
the N-terminal region was expressed at 40-fold higher levels than full- 
length p53 (Unger et al., 1993). 

When cells suffer DNA damage, the p53 protein accumulates, result- 
ing in G1 arrest or apoptosis. The accumulation of p53 is not due to 
increased transcription, but appears to occur by post-translational stabi- 
lization. The p53 protein that accumulates upon DNA damage retains a 
wild-type conformation, since it is not recognized by the mutant-specific 
monoclonal antibody PAb240 (Liu et al., 1994). This stabilization of the 
p53 protein clearly represents an important regulatory mechanism that 
allows the cell to switch on p53 only when it is needed, i.e., in the case of 
genomic injury, and maintain a proliferative potential under normal 
conditions. The molecular events that trigger accumulation of p53 are 
unknown, but stabilization may involve adoption of a more stable pro- 
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tein conformation, perhaps induced by phosphorylation (see below). In 
addition, cellular proteins or  factors that bind p53 may induce a confor- 
mational shift that is critical for recognition of p53 by enzymes of the 
ubiquitin-dependent proteolytic system. Changes in the expression or 
activity of these factors may thus modulate ubiquitin-mediated degrada- 
tion of p53. 

Many tumor cells express high levels of mutant p53 proteins, readily 
detected by immunohistochemistry (Bartek et al., 199 1). The prolonged 
half-life of mutant p53 proteins has been regarded as a direct conse- 
quence of conformational changes due to the missense point mutations. 
More recent evidence suggest that other factors determine the stability 
of p53 in tumor cells, however. Normal cells from individuals in certain 
cancer-prone families express high levels of wild-type p53 (Barnes et al. 
1992). Furthermore, a mouse temperature-sensitive mutant p53 protein 
was stable when transfected in human breast carcinoma cells carrying 
endogenous mutant p53, but unstable and expressed at low levels when 
transfected in another human breast carcinoma cell line that produces 
endogenous wild-type p53 (Vojtesek and Lane, 1993). Studies of fibro- 
blasts from Li-Fraumeni family individuals, carrying an inherited mu- 
tant p53 allele, have revealed that the mutant allele is expressed at low 
levels, like the wild-type allele. In contrast, tumor cells from these pa- 
tients, in which the wild-type p53 allele is lost, express high levels of 
mutant p53 protein. These findings demonstrate that p53 mutation per 
se is not sufficient for stabilization of the protein. Rather, the tumor cell 
environment appears to be the crucial factor that leads to increased 
stability of p53. This environment may in some aspects resemble the 
environment in normal cells exposed to DNA-damaging agents, as sug- 
gested by Lane (1994). 

B. PHOSPHORYLATION OF p53 

p53 is phosphorylated by several protein kinases, including casein 
kinases I and 11, cdc2, and cdk2, and DNA-activated protein kinase 
(DNA-PK) (for a review, see Meek, 1994). Phosphorylation sites in the 
p53 molecules are shown in Fig. 1. The functional significance of p53 
phosphorylation is poorly understood. Phosphorylation of human p53 
at Ser-392 by casine kinase I1 has been shown to activate specific DNA 
binding in vitro (Hupp et al., 1992). In mouse p53, Ser-386 is a target site 
for casein kinase I1 (Meek et al., 1990). Substitution of Ser-386 for Ala in 
mouse p53 resulted in loss of wild-type p53-mediated growth suppres- 
sion (Milne et al., 1992), suggesting that Ser-386 phosphorylation is func- 
tionally important. In contrast, Pietenpol et al. (1994) did not find any 
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effect of substitution of Ser-392 in human p53 for Ala or Asp on trans- 
activation of a reporter gene and suppression of transformed cell 
growth. This discrepancy may reflect a difference between mouse and 
human p53 with regard to the role of phosphorylation by casein kinase 
11, or may be due to differences in the experimental systems used. 

DNA-PK is a DNA-dependent Ser/Thr kinase that phosphorylates a 
number of nuclear proteins, including p53, Spl,  SV40 large T antigen, 
Oct-1 and Oct-2, RNA polymerase 11, and c-myc. Ser-15 and Ser-37 in 
human p53, and Ser-7 and Ser-18 in mouse p53 have been identified as 
target sites for DNA-PK (Lees-Miller et al., 1992). At least Ser-15 in 
human p53 is phosphorylated in vivo (Ullrich et al., 1993). While a p53 
mutant in which Ser-37 had been substituted for Ala was able to block 
cell cycle progression as efficiently as wild-type p53, the Ser to Ala 
change at residue 15 decreased the ability of p53 to prevent cells from 
entering S phase (Fiscella et al., 1993). Significantly, two out of three 
stable lines transfected with the Ser- 15 to Ala mutant failed to produce 
detectable levels of p53 protein, although p53-Ala-15 mRNA was ex- 
pressed. This may indicate that Ser-15 phosphorylation plays a role in 
stabilization of p53 (see below). 

In addition, the N-terminus of p53 has a target site for phosphoryla- 
tion by members of the mitogen-activated protein (MAP) kinase family. 
Serum stimulation of quiescent cells or  exposure of cells to uv irradia- 
tion causes MAP kinase activation. These findings raise the possibility 
that the MAP kinase pathway is involved in regulation of p53 activity 
following uv-induced DNA damage (Devary et al., 1992; Milne et al., 
1994; Meek, 1994). 

C. ACTIVATION OF p53 THROUGH 
CONFORMATIONAL ALTERATION 

The specific DNA binding of p53 is activated in vitro by binding of the 
monoclonal antibody PAb421 to the C-terminal end of p53 (Hupp et al., 
1992). Phosphorylation at Ser-392 by casein kinase 11, binding to the E. 
coli DnaK protein, and removal of the 30 C-terminal amino acids or 
partial proteolysis by trypsin has the same effect. These results imply 
that the C-terminal p53 domain negatively regulates specific DNA bind- 
ing. The C-terminal modifications may trigger an allosteric shift in the 
p53 molecule, leading to exposure of the specific DNA-binding site in 
the central core domain. Multidimensional NMR studies have suggested 
that the C-terminal tail of p53 (residues 361 to 393) may interact with the 
central core domain and thereby modulate its specific DNA-binding 
activity (Clore et al., 1994). Hence, p53 may normally exist in a latent 
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conformation (Hupp et al., 1992) and may only become activated in the 
presence of the proper signals upon DNA damage. Interestingly, the 
specific DNA-binding activity of several mutant p53 proteins can be 
rescued i n  vitro by PAb421, DnaK, or C-terminal truncation (Hupp et al., 
1993; Halazonetis and Kandil, 1993). 

An alternatively spliced mouse p53 mRNA (Arai et al., 1986; Han and 
Kulesz-Martin, 1992) is translated into a protein in which the C-terminal 
26 residues have been replaced by 17 unrelated residues and which is 
preferentially expressed during the G2 phase of the cell cycle (Kulesz- 
Martin et al., 1994). Since the C-terminal domain appears critical for 
regulation of specific DNA binding, the product of the alternatively 
spliced p53 mRNA may show constitutive or altered DNA binding and 
as a consequence, altered biological function. Recent data confirms this 
idea (Wu et al., 1994). 

Wild-type p53 is structurally flexible and appears to reversibly adopt a 
“mutant” conformation under certain conditions in vitro (Milner and 
Medcalf, 1991; Hainaut and Milner, 1992) and in  vivo during cell divi- 
sion (Milner, 1984; Milner and Watson, 1990; Ullrich et al., 1992; Zhang 
et al., 1992). On the basis of these and other results, Milner (1994) has 
proposed that p53 exists in three distinct conformational and functional 
states. The suppressor form is recognized by the human wild-type p53- 
specific monoclonal antibody PAb1620 but not by PAb42 1 (1620+/42 1-). 
This form suppresses cell proliferation and preserves quiescence. The 
promoter form, on the other hand, reacts with PAb421 but not with 
PAb1620 (1620-/421+). It is associated with mitogenic commitment and 
is thought to promote cell growth. The third form (1620+/421+) is pre- 
sent in dividing cells and acts as a sensor that can be converted to either 
of the other two forms of p53. Conversion to the suppressor form in G1- 
arrested cells is associated with loss of the 421 epitope and increased 
phosphorylation (Ullrich et al., 1992). One possibility is that the phos- 
phorylation at Ser-392 in human p53 required to activate specific DNA- 
binding results in the loss of the 421 epitope. 

The sensor form is stabilized by metal ions, probably zinc (Hainaut 
and Milner, 1993a) and reducing conditions (Hainaut and Milner, 
1993b). Thus, the folding of wild-type p53 is dependent on physiological 
parameters such as availability of metal ions (zinc) and reduction oxida- 
tion; chelating and oxidizing agents disrupt this structure and favor the 
promoter form. These data are consistent with the studies of the crystal 
structure of the central core domain of p53, showing that this domain 
contains a zinc atom that appears to stabilize the structural elements that 
are in direct contact with DNA (Cho et al., 1994). 

Only the 1620+ form of p53 can bind DNA in a sequence-specific 
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manner (Hainaut and Milner, 1993b; Halazonetis et al., 1993). It re- 
mains unclear whether specific DNA binding causes a conformational 
shift in the p53 molecule. Halazonetis et al. (1993) found that the bind- 
ing of wild-type p53 to a specific DNA-binding motif is associated with 
loss of the 1620 epitope, indicating a “mutant” conformation. The 
mutant-specific antibody PAb240 did not recognize p53 bound to DNA, 
however. Hainaut and Milner (1993b), in contrast, reported that p53 
bound to DNA is 1620+. 

The conformational flexibility of p53 is further demonstrated by the 
fact that the transactivating capacity of certain mutant human p53 pro- 
teins (Ala-143, Leu-173, and Ile-247) is temperature sensitive (Chen et 
al., 1993b; Zhang et al., 1994~). These mutants were able to transactivate 
a p53-responsive promoter at 30 or 32.5”C, but not at 37°C. The Ala-143 
mutant showed stronger specific binding to the CON and RGC DNA 
motifs at the lower temperature and was recognized by PAb1620 at 
32.5”C but not at 37°C. 

A majority of the point mutations found in tumors change the confor- 
mation of the p53 protein, exposing an epitope recognized by the mono- 
clonal antibody PAb240. The effect of different point mutations on the 
structure of p53 has been illuminated by the analyses of the crystal 
structure of the central core domain of p53 bound to DNA (Cho et al., 
1994). The p53 point mutations can be divided into two classes. The first 
class of mutations affect amino acid residues that directly contact DNA, 
e.g., Arg-248 and Arg-273. The structure of these mutant proteins is not 
significantly altered. They do not bind the heat-shock protein hsp70 and 
are not recognized by the mutant-specific PAb240 antibody. The second 
class of mutations, including mutations at for instance Val-143 and 
Arg-175, cause substantial denaturation of the p53 molecule, leading to 
loss of the wild-type specific PAb1620 epitope and exposure of the 
PAb240 epitope, which is not exposed on the native wild-type protein. 
These mutants bind hsp70 and are probably deficient in specific DNA 
binding due to extensive unfolding of the protein. Therefore, the crystal 
structure data suggest that the PAb240+ mutant conformation is not a 
well-defined alternative conformation. Rather, the 1620-/240+ mutants 
are at least partially denatured and unfolded. 

D. DNA STRAND BREAKS: DIRECT ACTIVATOR 
OF p53? 

Nelson and Kastan (1994) demonstrated that only DNA strand 
breaks, but not other DNA lesions, are capable of inducing p53 accu- 
mulation. This observation and our own finding that p53 binds to 
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FIG. 3. Model for stabilization of p53 through phosphorylation by DNA-PK in re- 
sponse to DNA damage. p53 binds DNA ends generated by DNA-damaging agents. DNA- 
PK, which is composed of a catalytic subunit and the Ku subunit, has affinity for DNA ends 
and is also activated by DNA ends. A p53 molecule colocalized on the same DNA molecule 
is phosphorylated by DNA-PK at Ser-15 and Ser-37. This induces stabilization of p53 and 
thus accumulation of the protein. 

ssDNA ends (Bakalkin et al., 1994) have led us to suggest that p53 may 
serve as a cellular sensor of DNA strand breaks. The interaction of p53 
with ssDNA ends in damaged DNA could trigger a conformational 
change of the protein, converting it to a more stable form, and hence, 
induce p53 accumulation. As shown in Fig. 3, this process may involve 
the DNA-dependent protein kinase, DNA-PK, that binds to and is acti- 
vated in vitro by DNA ends (Gottlieb and Jackson, 1993). This kinase is 
composed of one catalytic 350-kDa subunit and a DNA-binding compo- 
nent, Ku, originally identified as an antigen detected by sera from pa- 
tients with various autoimmune diseases (Mimori et d., 1981). Given the 
fact that DNA-PK is activated by DNA ends and that it phosphorylates 
p53 (see above), it is tempting to speculate that DNA damage triggers 
phosphorylation of p53 at Ser- 15 through activation of DNA-PK, lead- 
ing to stabilization of p53 and subsequently growth arrest or apoptosis 
(Fig. 3). This idea is consistent with the data indicating that the N-termi- 
nus is important for stability and is also supported by the fact that p53 
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FIG. 4. Model for activation of p53 through a conformational shift induced by the 
interaction with ssDNA ends. p53 interacts with ssDNA ends that arise after DNA damage 
through a C-terminal ssDNA-binding site. This triggers a conformational change in the 
p53 protein, leading to the activation of specific DNA binding mediated by the central core 
domain. p53 will now bind to its specific DNA target sequences and transactivate p53- 
responsive genes. 

and DNA-PK must be bound to DNA at nearby sites in order for DNA- 
PK to efficiently phosphorylate p53 (Lees-Miller et al., 1992). Similarly, 
the transcription factor Spl,  another substrate for DNA-PK, is only 
phosphorylated efficiently by DNA-PK if Spl and DNA-PK are co- 
localized on the same DNA molecule (Gottlieb and Jackson, 1993). 

We have mapped the ssDNA end-binding site to the C-terminal do- 
main (residues 320-393) of p53 (Bakalkin et al., 1995). As discussed 
above, various manipulations with the C-terminal p53 domain have 
been shown to activate specific DNA binding in vitro. These observa- 
tions have led us to propose the model shown in Fig. 4. According to 
this model, the interaction of the C-terminal domain with ssDNA ends 
causes a conformational change in the p53 protein analogous to that 
induced by different modifications of the C-terminus. This conforma- 
tional change may result in the activation of specific DNA binding by the 
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central core domain. Cellular factors (for instance, proteins encoded by 
putative AT genes), may recognize altered conformation of p53 and 
preserve it by binding andlor phosphorylation. The model also predicts 
that the conformational state that is activated for specific DNA binding 
has reduced affinity for ssDNA ends, leading to the release of p53 from 
ssDNA ends. Thus, the interaction of p53 with ssDNA ends generated 
by DNA damage would cause transcriptional activation of p53- 
responsive genes, including WAF1 and other growth-suppressive genes, 
and subsequently cell cycle arrest andlor initiation of an apoptotic pro- 
gram. 

When combined, the two models shown in Figs. 3 and 4 provide a 
molecular link between DNA damage and p53-mediated G1 arrest and 
apoptosis. A scenario could be envisioned in which phosphorylation by 
DNA-PK also plays a role in activating specific DNA binding of p53 and 
that the interaction with ssDNA ends stabilizes p53 through a conforma- 
tional shift and thus triggers accumulation of the protein. In any case, 
the proposed models should be amenable to experimental verification. 

ACKNOWLEDGMENTS 

T h e  authors are supported by the Swedish Cancer Society (Canderfonden), Ake Wibergs 
Stiftelse, Magn. Bergvalls Stiftelse, and Stiftelsen Wenner-Gren Center. 

REFERENCES 

Agoff, S. N., Hou, J., Linzer, D. I. H., and Wu, B. (1993). Science 259, 84-87. 
Alnion, E., Goldfinger, N., Kapon, A., Schwartz, D., Levine, A. J., and Rotter, V. (1993). 

Dev. Biol. 156, 107-116. 
Aloni-Grinstein, R., Zan-Bar, I., Alboum, I., Goldfinger, N., and Rotter, V. (1993). On- 

cogene 8, 3297-3305. 
Arai, N., Nornura, D., Yokota, K., Wolf, D., Brill, E., Shodat, O., and Rotter, V. (1986). Mol. 

Cell. Biol., 3232-3239. 
Bakalkin, G., Yakovleva, T., Selivanova G., Magnusson, K. P., Szekely, L., Kiseleva, E., 

Klein, G., Terenius, L., and Wiman, K. G. (1994). Proc. Natl. Acad. Sci. LISA 91, 413- 
417. 

Bakalkin, G., Selivanova, G., Yakovleva, T., Kiseleva, E., Kashuba, E., Magnusson, K. P., 
Szekely, L., Klein, G., Terenius, L., and Wiman, K. G. (1995). Nucleic Acids Res., in press. 

Baker, S. J., Markowitz, S., Fearon, E. R., Willson, J. K., and Vogelstein, B. (1990). Science 
249, 912-915. 

Barak, Y., and Oren, M. (1992). EMBOJ. 11, 2115-2121. 
Barak, Y.,Juven, T., Haffner, R., and Oren, M. (1993). EMBOJ.  12, 461-468. 
Barak, Y., Gottlieb, E., Juven-Gershon, T., and Oren, M. (1994). Genes Dev. 8, 1739-1749. 
Bargonetti, J., Friedman, P. N., Kern, S. E., Vogelstein, B., and Prives, C. (1991). Cell 65, 

Bargonetti, J., Reynisdottir, I., Friedman, P., and Prives, C. (1992). Genes Den. 6, 1886- 
1083-1091. 

1898. 



174 GALINA SELIVANOVA A N D  KLAS G. WIMAN 

Bargonetti, J., Manfredi, J. J., Chen X., Marshak, D. R., and Prives, C. (1993). Genes Dew. 7, 

Barnes, D. M., Hanby, A. M., Gillett, C. E., Mohommed, S., Hodgson, S., Bobrow, L. G., 
Leigh, I. M., Purkis, T., Macgeoch, C., Sprurr, N. K., Bartek, J., Vojtechek, B., Picksley, 
S. M., and Lane, D. P. (1992). Lancet 340, 259-263. 

Bartek, J., Bartkova, J., Vojtesek, B., Staskova, Z., Lukas, J., Rejthar, A., Kovarik, J., Midg- 
ley, C. A., Cannon, J. V., and Lane, D. P. (1991). Oncogene 6, 1699-1703. 

Borellini, F., and Glazer, R. 1. (1993).J. Biol. Chem. 268, 7923-7928. 
Borowiec, J. A., Dean, F. B., Bullock, P. A., and Hurwitz, J. (1990). Cell 60, 181-184. 
Brain, R., and Jenkins, J. (1994). Oncogene 9, 1775-1780. 
Braithwaite, A. W., Sturzbecher, H.-W., Addison, C., Palmer, C., Rudge, K., and Jenkins, 

Brill, S. J., and Stillman, B. (1989). Nature (London) 342, 92-95. 
Brown, D. R., Deb, S., Munoz, R. M., Subler, M. A., and Deb, S. P. (1993). Mol. Cell. Eiol. 

Casey, G., Lo-Hsueh, M., Loper, M. E., Vogelstein, B., and Stanbridge, E. S. (1991). On- 

Chen, X., Farmer, C., Zhu, H., Prywes, R., and Prives, C. (1993a). GenesDev. 7, 1837-1849. 
Chen, J. Y., Funk, W. D., Wright, W. E., Shay, J. W., and Minna, D. (199313). Oncogene 8, 

Chen, J., Marechal, V., and Levine, A. (1993~).  Mol. Cell. Biol. 13, 4107-41 14. 
Chen, C.-Y., Oliner, J. D., Zhan, Q., Fornace, A. J., Jr., Vogelstein, B., and Kastan, M. B. 

Chin, K. V., Ueda, K., Pastan, I., and Gottesman, M. M. (1992). Science 255, 459-462. 
Chiou, S.-K., Rao, L., and White, E. (1994). Mol. Cell. Eiol. 14, 2556-2563. 
Cho, Y., Gorina, S., Jeffrey, P. D., and Pavletich, N. P. (1994). Science 265, 346-35. 
Chowdary, D. R., Dermody J. J., Jha, K. K., and Ozer, H. L. (1994). Mol. Cell. Eiol. 14, 

Clarke, A. R., Purdie, C. A., Harrison, D. J., Morris, R. G., Bird, C. C., Hooper, M. L., and 
Wyllie, A. H.  (1993). Nature 362, 849-852. 

Clore, G. M., Omichinski, J. G., Sakaguchi, K., Zambrano, N., Sakamoto, H., Appella, E., 
and Cronenborn, A. M. (1994). Science 265, 386-391. 

Cordon-Cardo, C., Latres, E., Drobnjak, M., Oliva, M. R., Pollack, D., Woodruff, J. M., 
Marechal, V., Chen, J., Brennan, M. F., and Levine, A. J. (1994). Cancer Res. 54, 794- 
799. 

Deb, S. P., Munoz, R. M., Brown, D. R., Subler, M. A,, and Deb, S. (1994). Oncogene 9, 
1341-1349. 

Debbas, M., and White, E. ( I  993). Genes Deu. 7, 546-554. 
Deffie, A., Wu, H., Reinke, V., and Lozano, G. (1993). Mol. Cell. Biol. 13, 3415-3423. 
Devary, Y., Cottlieb, R. A., Srneal, T., and Karin, M. (1992). Cell 71, 1081-1091. 
Diller, L., Kassel, J., Nelson, C. E., Gryka, M. A,, Litwak, G., Gebhardt, M., Bressac, B., 

Ozturk, M., Baker, S. J., Vogelstein, B., and Friend, S. H.  (1990). Mol. Cell. Eiol. 10, 
5772-5781. 

Dittmer, D., Pati, S., Zambetti, G., Chu, S., Teresky, A. K., Moore, M., Finlay, C., and 
Levine, A. J. (1993). Nature Genet. 4, 42-46. 

Donehower, L. A., Harvey, M., Slagle, B. L., McArthur, M. J., Montgomery, C. A., Jr., 
Butel, J. C., and Bradley, A. (1992). Nature 356, 215-221. 

Dutta, A., Ruppert, J. M., Aster, J. C., and Winchester, E. (1993). Nature 365, 79-82. 
El-Deiry, W. S., Kern, S. E., Pietenpol, J. A,, Kinder, K. W., and Vogelstein, B. (1992). 

2565-2574. 

J. R. (1 987). Nature 329, 458-460. 

13,6849-6857. 

cogene 6, 1791-1797. 

2 159-2166, 

(1994). Proc. Natl. Acad. Sci. USA 91, 2684-2688. 

1997-2003. 

Nature Genet. 1, 44-49. 



p53: A CELL CYCLE REGULATOR ACTIVATED BY DNA DAMAGE 17.5 

El-Deiry, W. S., Tokino, T., Velculescu, V. E., Levy, D. B., Parsons, R., Trent, J. M., Lin, D., 
Mercer, W. E., Kinzler, K. W., and Vogelstein, B. (1993). Cell 75, 817-825. 

El-Deiry, W. W., Harper, J. W., OConnor, P. M., Velculescu, V. E., Canman, C. E. E., 
Jackman, J., Pietenpol, J. A., Burrel, M., Hill, D. E., Wiman, K. G., Mercer, W. E., 
Kastan, M. B., Kohn, K. W., Elledge, S. J., Kinzler, K. W., and Vogelstein, B. (1994). 
Cancer Res. 54, 1169-1 174. 

Eliyahu, D., Raz, A., Gruss, P., Givol, D., and Oren, M. (1984). Nature 312, 646-649. 
Fairman, M. P., and Stillman, B. (1988). EMBOJ. 7, 1211-1218. 
Fakharzadeh, S. S., Trusko, S. P., and George, D. L. (1991). EMBOJ. 10, 1565-1569. 
Farmer, G. E., Bargonetti, J., Zhu, H., Friedman, P., Prywes, R., and Prives, C. (1992). 

Feinstein, E., Gale, P. B., Reed, J., and Cannai, E. (1992). Oncogene 7, 1853-1857. 
Fields, S., and Jang, S. K. (1990). Science 249, 1046-1049. 
Fietelson, M. A., Zhu, M., Duan, L.-X., and London, W. T. (1993). Oncogene 8, 1 109-1 117. 
Finlay, C. A. (1993). Mol. Cell. Biol. 13, 301-306. 
Fiscella, M., Ullrich, S. J., Zambrano, N., Shields, M. T., Lin, D., Lees-Miller, S. P., Ander- 

Foord, O., Navot, N., and Rotter, V. (1993). Mol. Cell. Biol. 13, 1378-1384. 
Fornace, A. J., Jr., Nebert, D. W., Hollander, M. C., Luethy, J. D., Papathanasion, M., 

Fargoli, J., and Holbrook, N. J. (1989). Mol. Cell. Biol. 9, 4196-4203. 
Fornace, A. J., Jr., Jackman, J., Hollander, M. C., Hoffman-Liebermann, B., and Lieber- 

mann, D. A. (1992). Ann. NYAcad.  Sci. 663, 139-153. 
Friedman, P. N., Kern, S. E., Vogelstein, B., and Prives, C. (1990). Proc. Natl. Acad. Sci. USA 

87,9275-9279. 
Friedman, P. N., Chen, X., Bargonetti, J., and Prives, C. (1993). Proc. Natl. Acad. Sci. USA 

Fritsche, M., Haessler, C., and Brandner, G. (1993). Oncogene 8, 307-318. 
Funk, W. D., Pak, D. T., Karas, R. H., Wright, W. E., and Shay, J. W. (1992). Mol. Cell. Biol. 

Cannon, J. V., and Lane, D. (1987). Nature (London) 329, 456-458. 
Cannon, J. V., Greaves, R., Iggo, R., and Lane, D. P. (1990). EMBOJ. 9, 1595-1602. 
Georgaki, A,, Strack, B., Podust, V., and Hubscher, U. (1992). FEBS Lett. 308, 240-244. 
Ginsberg, D., Mechtor, F., Yaniv, M., and Oren, M. (1991). Proc. Natl. Acad. Sci. USA 88, 

Gottlieb, T. M., and Jackson, S. P. (1993). Cell 72, 131-142. 
Haber, D., and Housman, D. (1992). Adv. Cancer Res. 59,41-68. 
Hainaut, P., and Milner, J. (1992). EMBOJ. 11, 3513-3520. 
Hainaut, P., and Milner, J. (1993a). Cancer Res. 53, 1739-1742. 
Hainaut, P., and Milner, J. (1993b). Cancer Res. 53, 4469-4473. 
Haines, D. S., Landers, J. E., Engle, L. J., and George, D. L. (1994). Mol. Cell. Biol. 14, 

Halazonetis, T. D., Davis, L. J., and Kandil, A. N. (1993). EMBOJ. 12, 1021-1028. 
Halazonetis, T. D., and Kandil, A. N. (1993). EMBOJ. 12, 5057-5064. 
Hall, P. A,, McKee, P. H., Menage, H. du  P., Dover, R., and Lane, D. P. (1993). Oncogene 8, 

Han, K.-A,, and Kulesz-Martin, F. (1992). Nucleic Aczdr Res. 20, 1979-1981. 
Harper, J. W., Adami, G. R., Wei, N., Keyomarsi, K., and Elledge, S. J. (1993). Cell 75,805- 

Harris, C. C. (1993) Science 262, 1980-1981. 
Harvey, M., Sands, A. T., Weiss, R. S., Hegi, M. E., Wiseman, R. W., Pantazis, P., Ciovanella, 

Nature (London) 358, 83-86. 

son, C. W., Mercer, W. E, and Appella, E. (1993). Oncogene 8, 1519-1528. 

90, 3319-3323. 

12, 2866-287 1. 

9979-9983. 

1171-1178. 

203-207. 

8 16. 



176 GALINA SELIVANOVA A N D  KLAS G. WIMAN 

B. C., Fdinsky, M. A., Bradley, A,, and Donehower, L. A. (1993). Oncogene 8,  2457- 
2467. 

He, Z., Brinton, B., Greenblatt, J., Hassel, J. A., and Ingles, J. (1993). Cell 73, 1223-1232. 
Hernandes, N. ( 1993). Genes Dev. 7, 129 1- 1308. 
Hollstein, M., Sidransky, D., Vogelstein, B., and Harris, C. C. (1991). Science 253, 49-53. 
Hoppe-Seyler, F., and Butz, K. (1993).J. Virol. 67, 3111-3117. 
Huibregtse, J. M., Scheffner, M., and Howley, P. M. (1993). Mol. Cell. Biol. 13, 775-784. 
Hupp, T. R., Meek, D. W., Midgley, C. A,, and Lane, D. P. (1992). Cell 71, 875-886. 
Hupp, T. R., Meek, D. W., Midgley, C. A., and Lane, D. P. (1993). Nucleic Acid Res. 21, 

Iwabuchi, K., Bartel, P. L., Li, B., Marracino, R., and Fields, S. ( 1  994). Proc. Natl. Acad. Sci. 

Jenkins, J. R., Rudge, K., and Currie, G. A. (1984). Nature 312, 651-654. 
Jiang, D., Srinivasan, A,, Lozano, G., and Robbins, P. D. (1993). Oncogene 8, 2805-2812. 
Johnson, P., Gray, D., Mowat, M., and Benchimol, S. (1991). Mol. Cell. Biol. 11, 1-11. 
Johnson, P., Chung, S., and Benchimol, S. (1993). Mol. Cell. Biol. 13, 1456-1463. 
Juven, T., Barak, Y., Zauberrnan, A., George, D. L., and Oren M. (1993). Oncogene 8,341 1- 

Kanda, T., Segawa, K., Ohuchi, N., Mori, S., and Ito, Y. (1994). Mol. Cell. Biol. 14, 2651- 

Kao, C. C., Yew, P. R., and Berk, A. (1990). Virology 179, 806-814. 
Kastan, M. B., Onyekwere, 0.. Sidransky, D., Vogelstein, B., and Craig, R. W. (1991). 

Kastan, M. B., Zhan, Q., El-Deiry, W. S., Carrier, F., Jacks, T., wdlsh, W. V., Plunkett, B. S., 

Kern, S. E., Kinzler, K. W., Bruskin, A,, Jarosz, D., Friedman, P., Prives, C., and Vogelstein, 

Kern, S. E., Pietenpol, J. A., Thiagalingarn, S., Seymour, A., Kinzler, K. W., and Vogelstein, 

Khanna, K. K., and Lavin, M. F. (1993). Oncogene 8,  3307-3312. 
Kuerbitz, S. J., Plunkett, B. S., Walsh, W. V., and Kastan, M. B. (1992). Proc. Natl. Acad. Sci .  

Kulesz-Martin, M. F., Lisafeld, B., Huang, H., Kisiel, N. D., and Lee, L. (1994). Mol. Cell. 

Ladanyi, M., Cha, C., Lewis, R., Jhanwar, S. C., Huvos, A. G., and Healey, J. H. (1993). 

Lane, D., and Crawford, L. V. (1979). Nature 278, 261-263. 
Lane, D. (1992). Nature 358, 15-16. 
Lane, D. (1994). Int. J.  Cancer 57, 623-627. 
Lechner, M. S., Mack, D. H., Finicle, A. B., Crook, T., Vousden, K. H., and Laimins, L. A. 

Lee, J. M., and Bernstein, A. (1993). Proc. Natl. Acad. Sci. USA 90, 5742-5746. 
Lees-Miller, S. P., Sakaguchi, K., Ullrich, S. J., Appelkd, E., and Anderson, C. W. (1992). 

Li, R., and Botchan, M. (1993). Cell, 1207-1221. 
Lin, J., Chen, J., Elenbaas, B., and Levine, A. (1994). Genes Dev. 8, 1235-1246. 
Linzer, D. I. H., and Levine, A. J. (1979). Cell 17, 43-52. 
Livingstone, L. R., White, A., Sprouse, J., Livanos, E., Jacks, T., and T h y ,  T. (1992). Cell 

Liu, X., Miller, C. W., Koeffler, P. H., and Berk, A. J. (1993). Mol. Cell. Biol. 13,3291-3300. 

3167-3 174. 

USA 91,6098-6102. 

3416. 

2663. 

Cancer Res. 51, 6304-631 I .  

Vogelstein, B., and Fornace, A. J., Jr. (1992). Cell 71, 587-597. 

B. (1991). Science 252, 1708-171 1. 

B. (1992). Science 256, 827-832. 

USA 89, 7491-7495. 

Biol. 14, 1698- 1708. 

Cancer Res. 53, 16- 18. 

(1992). EMBO J. 11, 3045-3052. 

Mol. Cell. Biol. 12, 5041-5049. 

70,923-935. 



p53: A CELL CYCLE REGULATOR ACTIVATED BY DNA DAMAGE 177 

Liu, M., Dhanwada, K. R., Birt, D. F., Hecht, S., and Pelling, J. C. (1994). Carcinogenesb 15, 

Lowe, S. W., and  Ruley, H.  E. (1993). Genes Dev. 7, 535-545. 
Lowe, S. W., Schmidt, E. M., Smith, S. W., Osborne, B. A., and Jacks, T. (1993). Nature 362, 

Lu, X., and Lane, D. ( 1  993). Cell 75, 765-778. 
Mack, D. H., Vartikar, J., Pipas, J. M., and Laimins, L. (1993). Nature (London) 363, 281- 

Maheswaran, S., Park, S., Bernard, A., Morris, J. F., Rauscher, F. J., 111, Hill, D. E., and 

Martinez, J., Georgoff, I., Martinez, J., and  Levine, A. J. (1991). Genes Den 5, 151-159. 
Meek, D. W. (1994). Semin. Cancer Biol. 5, 203-210. 
Meek, D. W., Simon, S., Kikkawa, U., and Eckhart, W. (1990). EMBOJ. 9, 3253-3260. 
Mercer, W. E., Amin, M., Sauve, G. J., Appella, E., Ullrich, S. J., and Romano, J. W. (1990). 

Mercer, W. E., Shields, M. T., Lin, D., Apella, E., and Ullrich, S. J. (1991). Proc. Natl. Acad. 

Merritt, A. J., Potten, C. S., Kemp, C. J., Hickman, J. A., Balmain, A,, Lane, D. P., and Hall, 

Michalovitz, D., Halevy, O., and Oren, M. (1990). Cell 62, 671-680. 
Michieli, P., Chedid, M., Lin, D., Pierce, J. H., Mercer, W. E., and Givol, D. (1994). Cancer 

Mietz, J. A., Unger, T., Huibregtse, J. M., and Howley, P. (1992). EMBOJ. 11,5013-5020. 
Milne, D. M., Palmer, R. H., and Meek, D. W. (1992). Nucleic Acid Res. 20, 5565-5570. 
Milne, D. M., Campbell, D. G., Caudwell, F. B., and Meek, D. W. (1994).J. Biol. Chem. 269, 

Milner, J. (1984). Nature 310, 143-145. 
Milner, J. (1994). Semin. Cancer Biol. 5 ,  21 1-219. 
Milner, J., and Watson, J. V. (1990). Oncogene 5, 1683-1690. 
Milner, J., and Medcalf, E. (1991). Cell 65, 765-774. 
Milner, J., Medcalf, E., and Cook, A. (1991). Mol. Cell. Biol. 11, 12-19. 
Mimori, T., Akizuki, M., Yamagata, H., Inada, S., Yoshida, S., and Homma, M. (198l).J. 

Miyashita, T., Krajewski, S., Krajewska, M., Wang, H. G., Lin, H.-K., Liebermann, D. A,, 

Momand, J., Zambetti, G. P., Olson, D. C., George, D. L., and Levine, A. J. (1992). Cell 69, 

Nelson, W. G., and Kastan, M. B. (1994). Mol. Cell. Biol. 14, 1815-1823. 
Noda, A., Ning, Y., Venable, S. F., Pereira-Smith, 0. M., and Smith, J. R. (1994). Exp. Cell 

Oberosler, P., Hloch, P., Ramsperger, J., and  Stahl, H.  (1993). EMBOJ. 12, 2389-2396. 
OConnor,  P. M., Jackman, J., Jondle, D., Bhatia, K., Magrath, I., and Kohn, K. W. (1993). 

Okamoto, K., and Beach, D. (1994). EMBOJ. 13,4816-4822. 
Oliner, J. D., Kinzler, K. W., Meltzer, P. S., George, D. L., and Vogelstein, B. (1992). Nature 

Oliner, J. D., Pietenpol, J. A,, Thiagalingam, S., Gyuris, J., Kinzler, K. W., and Vogelstein, 

Olson, D. C., Marechal, V., Momand, J., Chen, J., Romocki, C., and Levine, A. (1993). 

1089- 1092. 

847-849. 

283. 

Haber, D. A. (1993). Proc. Natl. Acad. Sci. USA 90, 5100-5104. 

Oncogene 5 ,  973-980. 

USA 88, 1958-1962. 

P. A. ( 1  994). Cancer Res. 54, 6 14-6 17. 

Res. 65, 3391-3395. 

9253-9260. 

Clin. Invest. 68, 6 1 1-620. 

Hoffman, B., and Reed, J. C. (1994). Oncogene 9, 1799-1805. 

1237- 1245. 

Res. 211, 90-98. 

Cancer Res. 53, 4776-4780. 

358,80-83. 

B.  (1993). Nature 362, 857-860. 

Oncogene 8, 2353-2360. 



178 GALINA SELIVANOVA AND KLAS C. WIMAN 

Oltavi, Z. N., Millman, C. L., and Korsmeyer, S. J. (1993). Cell 74, 609-619. 
Oren, M., Maltzman, W., and Levine, A. J. (1981). Mol. Cell. Biol. 1, 101-110. 
Oren, M. (1994). Semin. Cancer Biol. 5, 221-227. 
ORourke, R. W., Miller, C. W., Kato, G. J., Simon, K. J., Chen, D. L., Dang, C. V., and 

Koeffer, H. P. (1990). Oncogene 5, 1829-1832. 
Osifchin, N. E., Jiang, D., Ohtani-Fujita, N., Fujita, T., Carroza, M., Kim, S.-J., Sakai, T., 

and Robbins, P. D. (1994). J .  Biol. Chem. 269, 6383-6389. 
Panyutin, I. G., and Hsieh, P. (1993).J. Mol. Biol. 230, 413-424. 
Parada, L. F., Land, H., Weinberg, R. A., Wolf, D., and Rotter, V. (1984). Nature 312,649- 

Pavletich, N. P., Chambers, K. A,, and Pabo, C. 0. (1993). Genes Dev. 7, 2556-2564. 
Perry, M. E., Piette, J., Zawadski, J. A., Harvey, D., and Levine, A. (1993). Proc. Natl. Acad. 

Pietenpol, J. A., Tokino, T., Thiagalingam, S., El-Deiry, W. S., Kinzler, K. W., and Vogel- 

Plummer, S. S., Sonti BAAez, M., Kurosaki, T., Liao, S., Noble, B., Fain, P. R., Culver, H.  A., 

Price, B. D., and Park, S. J. (1994). Cancer Rex 54, 896-899. 
Ragimov, N., Krauskopf, A,, Navot, N., Rotter, V., Oren, M., and Aloni, Y. (1993). Oncogene 

Ramqvist, T., Magnusson, K. P., Wang, Y., Szekely, L., Klein, G., and Wiman, K. G. (1993). 

Raycroft, L., Wu, H., and Lozano, G. (1990). Science 249, 1049-1051. 
Reich, N. C., Oren, M., and Levine, A. J. (1983). Mol. Cell. Biol. 3, 2143-2150. 
Reishaus, E., Koehler, M., Kraiss, S., Oren, M., an'd Montenarh, M. (1990). Oncogene 5, 

Ruppert, S. M., and Stillman, B. (1993). Mol. Cell. Biol. 13, 381 1-3820. 
Ryan, J. J., Danish, R., Gottlieb, C. A., and Clarke, M. F. (1993). Mol. Cell. Biol. 13, 71 1-  

Sang, B. C., Chen, J. Y., Minna, J., and Barhosa, M. S. (1994). Oncogene 9, 853-859. 
Santhanam, U., Ray, A., and Sehgal, P. (1991). Proc. Natl. Acad. Sci. USA 88, 7605-7609. 
Sarnow, P., Ho., Y. S., Williams, J., and Levine, A. J. (1982). Cell 28, 387-394. 
Schaeffer, L., Roy, R., Humbert, S., Moncollin, V., Vermeulen, W., Hoeijmakers, J. H.  J., 

Scheffner, M., Werness, B. A,, Huibregtse, J. M., Levine, A. J., and Howley, P. M. (1990). 

Schwartz, D., Goldfinger, N., and Rotter, V. (1993). Oncogene 8, 1487-1494. 
Segawa, K., Minova, A,, Sugasawa, K., Takano, T., and Hanaoka, F. (1993). Oncogene 8, 

Selvakumaran, M., Lin, H.-K., Miyashita, T., Wang, H. G., Krajewski, S., Reed, J. C., 

Seto, U., Usheva, A., Zambetti, G. P., Momand, J., Horikoshi, N., Weinmann, R., Levine, 

Shaulian, E., Zauberman, A., Ginsberg, D., and Oren, M. (1992). Mol. Cell. Biol. 12,5581- 

Shaulian, E., Zauberman, A., Milner, J., Davies, E. A., and Oren, M. (1993). EMBOJ. 12, 

Shaulsky, G., Goldfinger, N., Peled, A., and V. Rotter. (1991). Proc. N a L  Acad. Sci .  USA 88, 

651. 

Sci. USA 90, 11623-1 1627. 

stein, B. (1994). Proc. Natl. Acad. Scz. USA 91, 1998-2002. 

and Casey, G. (1994). Oncogene 9, 3273-3280. 

8, 1183-1 193. 

Oncogene 8, 1495- 1500. 

1683-1690. 

719. 

Chambon, P., and Egly, J.-M. (1993). Science 260, 58-63. 

Cell 63, 1 129- 1 136. 

543-548. 

Hoffman, B., and Liebermann, D. (1994). Oncogene 9, 1791-1798. 

A. J., and Shenk, T. (1992). Proc. Natl. Acad. Sci. USA 89, 12028-12032. 

5592. 

2789-2797. 

8982-8986. 



p53: A CELL CYCLE REGULATOR ACTIVATED BY DNA DAMAGE 179 

Shaw, P., Bovey, R., Tardy, S., Sahli, R., Sordat, B., and Costa, J. (1992). Proc. Natl. Acad. Sci. 

Shen, Y., and Shenk, T. (1994). Proc. Natl. Acad. Sci. USA 91, 8940-8944. 
Shiio, Y., Yamamoto, T., and Yarnaguchi, N. (1992). Proc. Natl. Acad. Sci. USA 89, 5206- 

Slingerland, J. M., Jenkins, J. R., and Benchimol, S. (1993). EMBOJ. 12, 1029-1037. 
Speir, E., Modali, R., Huang, E.-S., Leon, M. B., Shawl, F., Finkel, T., and Epstein, S. E. 

Stenger, J. E., Mayr, G. A., Mann, K., and Tegtmeyer, P. (1992). mol. Carcinogen. 5, 102- 

Stillman, B. A. (1989). Rev. Cell. Biol. 5 ,  197-245. 
Sturzbecher, H.-W., Addison, C., and Jenkins, J. R. (1988). Mol. Cell. Biol. 8, 3740-3747. 
Sturtzbecher, H.-W., Brain, R., Addison, C., Rudge, K., Remm, M., Grimaldi, M., Keenan, 

Subler, M. A,, Martin, D. W., and Deb, S. (1992).J. Viral. 66, 4757-4762. 
Szekely, L., Selivanova, G., Magnusson, K. P., Klein, G., and Wiman, K. G. (1993). Proc. 

Tarunina, M., and Jenkins, J. (1993). Oncogene 8, 3165-3173. 
Truant, R., Xiao, H., Ingles, C. J., and Greenblatt, J. (1993).J. Biol. Chem. 268,2284-2287. 
Tsukada, T., Tomooka, Y., Takai, S., Ueda, Y., Nishikawa, S., Yagi, T., Tokugana, T., 

Takeda, N., Suda, Y., Abe, S., Matsuo, I., and Ikawa, S. (1993). Oncogene8,3313-3322. 
Ullrich, S. J., Mercer, W. E., and Appella, E. (1992). Oncogene 7, 1635-1643. 
Ullrich, S. J., Sakaguchi, K., Lees-Miller, S. P., Fiscella, M., Mercer, W. E., Anderson, C. W., 

Unger, T., Nau, M. M., Segal, S., and Minna, J. D. (1992). EMBOJ. 11, 1383-1390. 
Unger, T., Mietz, J. A., Scheffner, M., Yee, C. L., and Howley, P. (1993). Mol. Cell. Biol. 13, 

Vojtesek, B., and Lane, D. P. (1993).J. Cell Sci. 105, 607-612. 
Waga, S., Hannon, G. J., Beach, D., and Stillman, B. (1994). Nature 369, 574-578. 
Wang, E. H., Friedman, P., and Prives, C. (1989). Cell 57, 379-392. 
Wang, Y., Szekely, L., Okan, I., Klein, G., and Wiman, K. G. (1993a). Oncogene 8, 3427- 

Wang, Y., Ramqvist, T., Szekely, L., Axelson, H., Klein, G., and Wiman, K. G. (1993b). Cell 

Wang, Y., Reed, M., Wang, P., Stenger, J. E., Mayr, G., Anderson, M. E., Schedes, J. F., and 

Wang, X. W., Forrester, K., Yeh, H., Feitelson, M. A., Gu, J.-R., and Harris, C. (1994a). 

Wang, P., Reed, M., Wang, Y., Mayr, G., Stenger, J. E., Anderson, M. E., Schwedes, J. F., 

Weintraub, H., Hauschka, S., and Tapscott, S. J. (1991). Proc. Natl. Acad. Sci. USA 88,4570- 

Werness, B. A., Levine, A. J., and Howley, P. M. (1990). Science 248, 76-79. 
White, A. E., Livanos, E. M., and Tlsty, T. (1994). Genes Dev. 8, 667-677. 
Wilcock, D., and  Lane, D. P. (1991). Nature 349, 429-431. 
Wiman, K. G. (1993). FASEBJ. 7, 841-845. 
Wu, X., Bayle, J. H., Olson, D., and Levine, A. J. (1993). Genes. Dev. 7, 1126-1 132. 
Wu, X., and Levine, A. J. (1994). Proc. Natl. Acad. Sci. USA 91, 3602-3606. 
Wu, Y., Liu, Y., Lee, L., Minez, Z., and Kulesz-Martin, M. (1994). EMBOJ. 13,4823-4830. 

USA 89,4495-4499. 

5210. 

(1994). Science 265, 391-394. 

106. 

E., and Jenkins, J. R. (1992). Oncogene 7, 1513-1523. 

Natl. Acad. Sci. USA 90, 5455-5459. 

and Appella, E. (1993). Proc. Natl. Acad. Sci USA 90, 5954-5958. 

5 186-5 194. 

343 1. 

Growth 0;f f . r .  4, 467-473. 

Tegtrneyer, P. ( 1  993c). Genes Dev. 7 ,  2575-2586. 

Proc. Natl. Acad. Sci. USA 91, 2230-2234. 

and Tegtmeyer, P. ( 1  994b). Mol. Cell. Biol. 14, 5 182-5 191. 

4571. 



180 GALINA SELIVANOVA A N D  KLAS G. WIMAN 

Xiao, H., Dearson, A., Coulombe, B., Truant, R., Zhang, S., Regier, S. L., Triezenberg, S. 
J., Reinberg, D., Flores, O., Ingles, C. J. and Greenblatt, J. (1994). Mol. Cell. Biol. 14, 

Xiong, Y., Hannon, G. J., Zhang, H., Casso, D., Kobayashi, R., and Beach, D. (1993a). 

Xiong, Y., Zhang, H., and Beach, D. (1993b). Genes Dev. 7 ,  1572-1583. 
Yew, P. R., and Berk, A. J. (1992). Nature 357, 82-85. 
Yew, P. R., Liu, X., and Berk, A. J. (1994). Genes Dev. 8, 190-202. 
Yonish-Rouach, E., Grunwald, D., Winder, S., Kimchi, A., May, E., Lawrence, J. J., May, P., 

Yonish-Rouach, E., Reznitzky, D., Lotem, J., Sachs, L., Kimchi, A., and Oren, M. (1991). 

Zambetti, G. P., Bargonetti, J., Walker, K., Prives, C., and Levine, A. J. (1992a). Genes Dev. 

Zambetti, G.  P., Olson, D., Labow, M., and Levine, A. J. (1992b). Proc. N a d  Acad. Sci. USA 

Zambetti, G. P., and Levine, A. J. (1993). FASEBJ. 7, 855-865. 
Zauberman, A., Barak, Y., Ragimov, N., Levy, N., and Oren, M. (1993). EMBOJ. 12,2799- 

Zhang, W., Hu, G., Estey, E., Hester, J., and Deisseroth, A. (1992). Oncogene 7, 1645-1647. 
Zhang, W., Funk, W. D., Wright, W. E., Shay, J. W., and Deisseroth, A. B. (1993a). Oncogene 

Zhang, W., Shay, J. W., and Deisseroth, A. B. (1993b). Cancer Res. 53, 4772-4775. 
Zhang, Q., Gutsch, D., and Kenny, S. (1994a). Mol. Cell. Biol. 14, 1929-1938. 
Zhang, Q., Lieberman, D. A., Alamo, I., Hollander, M. C., Ron, D., Kohn, K. W., Hoffman, 

Zhang, W., Guo, X.-Y., Hu, G.-Y., Lin, W.-B., Shay, J. W., and Deisseroth, A. (1994~). EMBO 

70 13-7024. 

Nature 366, 70 1-704. 

and Oren, M. (1993). Mol. Cell. Biol. 13, 1415-1423. 

Nature 352, 345-347. 

6, 1143-1152. 

89, 3952-3956. 

2808. 

8, 2555-2559. 

B., and Fornace, A. J. (1994b). Mol. Cell. Biol., in press. 

J. 13,2535-2544. 



CYCLINS AND CYCLIN-DEPENDENT 
KINASES: THEME AND VARIATIONS 

Jonathon Pines 

Wellcome/CRC Institute and Department of Zoology, Cambridge CB2 1 QR, 
United Kingdom 

I .  Introduction 
11. Checkpoints and the Cell Cycle 

111. Cyclins 
IV. Cyclins Are Regulated by Proteolysis 

VI. Modulation of the Cyclin-CDK Complexes: Phosphorylation and 
V. How CDKs Are Activated by Binding Cyclins 

Inhibitor Proteins 
A. Phosphorylation 
B. CDK Inhibitors 

VII. START 
VIII.  Fission Yeast START 

IX. Mammalian START 

XI. D-Type Cyclins Are Involved in Differentiation 
X. D-Type Cyclins as Regulators of Rb 

XII. The GI to S Cyclins 
XIII. S-Phase Cyclins 
XIV. Mitotic Cyclins 

XVI. With Apologies to Elgar 
XV. Nonmitotic Cell Cycle Cyclins 

References 

I. Introduction 

This is a review on cyclins, so it will come as no surprise that we will be 
primarily concerned with the cell cycle. Cyclins are the activating part- 
ners of a family of protein kinases, the cyclin-dependent kinases (CDK), 
and are intimately concerned with regulating and coordinating DNA 
replication and cell division. But it is increasingly apparent that the 
cyclin-CDK motif is used to control processes quite separate from the 
cell cycle, the most recent example being the response to phosphate 
starvation in budding yeast. As more and more diverse cyclins and their 
partner CDKs are identified, more and more cellular processes are likely 
to be found to be regulated by these highly flexible protein kinase com- 
plexes. In this overview I will introduce the features of the cyclins and 
their partner CDKs and the ways in which cyclin-CDK complexes can be 
regulated. I will go on to outline what we know of the specific roles of 

181 

ADVANCES IN CANCER RESEARCH, VOL. 66 Copyright 0 I995 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 



182 JONATHON PINES 

individual cyclin-CDKs in the cell cycle and finish with the non-cell cycle 
functions that have recently been elucidated. But first, a quick introduc- 
tion to the cell cycle. 

II. Checkpoints and the Cell Cycle 

The cell cycle describes the series of steps by which a cell coordinates 
the processes of DNA duplication and cell division, and is generally 
divided into four phases; cell division (M phase), the first gap phase (Gl), 
DNA replication (S phase), and the second gap phase (G2) (for a review 
see Murray and Hunt, 1993). A cell can also exit the cell cycle into a state 
of quiescence (GO) or into the meiotic cell cycle. The cell cycle proceeds 
via a number of “controlpoints” (schematically shown in Fig. 1). These 
are points at which the cell monitors the correct completion of a process, 
such as DNA replication, and whether conditions are favorable to go on 
to the next stage (Hartwell and Weinert, 1989). For example, in the 
absence of growth factors, tissue culture cells will exit from G1 phase 

Metaphase Completion 
(MAD mutants) 

Mitosis Initiation 

DNA Integrity 
(RAD mutants) 

START or R point -GO 
(Intercellular communication) 

DNA Synthesis Completion u 
DNA Synthesis Initiation 1- TGFP 

DNA Synthesis 

FIG. 1. Cell cycle controlpoints. Illustrated are some of the major control and “check- 
points” in the cell cycle. They include; START, at which the cell commits itself to another 
round of DNA replication; the initiation of DNA synthesis and of mitosis; the completion 
of DNA synthesis; and the detection of a correctly formed spindle and metaphase plate at 
the end of metaphase. Yeast mutants that are defective in detecting incorrect mitosis are 
MAD mutants. Between the completion of DNA replication and mitosis the integrity of the 
DNA is monitored, yeast mutants defective in this are RAD mutants. 
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into GO. This controlpoint (R) is roughly equivalent to START in yeast 
cells, at which the cell makes the decision whether to commit itself to 
another round of DNA replication, to sporulate under unfavorable con- 
ditions, or to mate if mating factors are present. Several controlpoints 
are regulated by a related family of protein serinehhreonine kinases, 
which share the need to bind a cyclin to be active; hence their designa- 
tion as CDKs (see Tables IA-IC). 

Ill. Cyclins 

Cyclins were originally identified (on July 23, 1983) by Tim Hunt as 
proteins that were strongly synthesized after fertilization of marine in- 
vertebrate eggs, and then rapidly and specifically destroyed at each mito- 
sis (Evans et al., 1983). After the first few cyclins were cloned and se- 
quenced, it was noted that they all had in common an - 100 amino acid 
region of homology, which was called the cyclin box (Hunt, 1991). Subse- 
quently, this part of the protein has been shown to be involved in binding 
to the CDK family of protein kinases (Kobayashi et al., 1992; Lees and 
Harlow, 1993). On the basis of sequence homology to the cyclin box 
consensus, there are now more than 12 different cyclins in budding 
yeast, and a similar number (named from A to H) in mammalian cells 
(Tables IA-IC). Genetic analyses in budding yeast have defined two 
broad classes of cyclins, the G1 or START cyclins and the G2 or mitotic 
cyclins, according to where they act in the cell cycle. 

IV. Cyclins Are Regulated by Proteolysis 

The two classes of cyclins can be distinguished according to their 
degradation pattern through the cell cycle. Thus, the G1 cyclins are 
short-lived proteins that are rapidly turned over (td -30 min) through- 
out the cell cycle. This instability is conferred by PEST sequences that 
are C-terminal to the cyclin box (reviewed in Reed et al., 1991). In con- 
trast the mitotic cyclins are stable through most of interphase, but are 
rapidly degraded when cells enter mitosis (Evans et al., 1983; Hunt et al., 
1992; Minshull et al., 1989). The mitotic cyclins are degraded by protea- 
somes in an ubiquitin-dependent pathway (Friedman and Snyder, 1994; 
Glotzer et al., 1991). The instability of the mitotic cyclins at cell division is 
conferred by a region of the protein N-terminal to the cyclin box called 
the “destruction box” (Glotzer et al., 1991), although both cyclin A and 
cyclin B2 are only be degraded if they can bind to cdc2 (Stewart et al., 
1994; Van der Velden and Lohka, 1994). The destruction box consensus 
sequence differs between the subclasses of the mitotic cyclins, the A and 



TABLE IA 
BUDDING YEAST CYCLIKS, CDKs, AND CDIs 

Cyclin Subfamily CDK CDI Phase Substrates Features 

Cln 1 
Cln2 
Cln3 
Clb5 
Clb6 
Clb3 
Clb4 
Clbl 
Clb2 
Hcs26 
OrfD 
Pho8O 
Ccl1 

GI cyclin 
G1 cyclin 
GI cyclin 
B-type 
B-type 
B-type 
B-type 
B-type 
B-type 
G1 
G1 
Hcs26/0rfD 

Cdc28 
Cdc28 
Cdc28 
Cdc28 
Cdc28 
Cdc28 
Cdc28 
Cdc28 
Cdc28 
Cdc28? 
Cdc28? 
Ph085 
Kin28 

Fad? 
Far1 
? 
Sic 1 
Sic 1 ? 
? 
? 
? 
? 

? 
Pho8 1 
i 

START 
START 
START 
S phase 
S phase 
G2 phase 
G2 phase 
M phase 
M phase 
START? 
START? 
None 
i 

SBF (activates) 
SBF (activates) 
SBF (activates) 
? 
? 
? 
? 
SBF (inhibits) 
SBF (inhibits) 

Forms a complex with Swi4 
Couples cell size to the cell cycle? 
Necessary for efficent DNA replication 
Necessary for efficent DNA replication 

Required for mitosis. Nondestructible mutant blocks in anaphase 

Pho4 Regulates phosphate metabolism 
? 
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TABLE IB 
FISSION YEAST C'YCLINS, CDKS, AND CDIs 

Cyclin Subfamily CDK CDI Phase Substrates Features 

cigl B-type cdc2 ruml? GI/S? 
cig2 B-type cdc2 r u m l ?  Gl/S? DSC-I? 
cdcl3 B-type cdc2 ruml? G2-M Primary mitotic cyclin 
pucl B-type cdc2 ? Meiosis 

B type cyclins, and may account for the different characteristics of their 
destruction. It is possible that the different destruction box sequences 
are recognized by different ubiquitin ligases, which might account for 
the differences in the timing of their destruction. However, this cannot 
be the whole story, because recent data show that the same ubiquitin 
conjugating enzyme in budding yeast (UBC9) is involved in the degrada- 
tion of an S phase and an M phase cyclin (Clb5 and Clb2, respectively; 
Seufert et al., 1994). Once cells enter mitosis the A-type cyclins are de- 
stroyed first, during metaphase. The B-type cyclins are degraded later, 
and this correlates with the transition from metaphase to anaphase 
(Hunt et al., 1992; Minshull et al., 1990). In addition, the B-type cyclins 
are able to activate the destruction of both A- and B-type cyclins in in 
vztro extracts, whereas the A-type cyclins cannot (Felix et al., 1990; Luca 
et al., 1991). Moreover, there is evidence to suggest that cyclin B-cdc2 
kinase activity activates a cyclin-specific ubiquitin ligase (Hershko et al., 
1994). 

A variety of proteins are degraded in sequence during mitosis, and 
this is important for the proper regulation of mitosis (Brown et al., 1994). 
However, it is not clear whether it is different proteases or different 
ubiquitin ligases that are activated in sequence, or alternatively, whether 
different substrates only become available to the ligases at different 
points in mitosis. Whatever the mechanism, the destruction of the dif- 
ferent cyclins responds to distinct checkpoints. Thus, if the mitotic spin- 
dle is prevented from forming correctly, for example by disrupting mi- 
crotubules with colchicine, then cyclin A is still degraded, but cyclin B 
remains stable and accumulates to supraphysiological levels (Hunt et al., 
1992). This led to the idea that cyclin B destruction was the signal for the 
cell to enter anaphase. However, recent data suggest that this is not the 
case. If cyclin B destruction is inhibited in Xenopus extracts using a vast 
excess of the N-terminus of cyclin B as a competitive inhibitor, the sister 
chromatids still separate even though cyclin B-cdc2 kinase activity re- 
mains high (Holloway et al., 1993; van der Velden and Lohka, 1993). 



TABLE IC 
MAMMALIAN CYCLINS 

Cyclin Subfamily CDK CDI Phase Substrates Features 
~~ ~~ 

A Mitotic cdc2, CDK2 p21? S, G2, M RF-A? E2F-1, centrosomes Interacts with p107, p130, E2F 
B1 Mitotic cdc2 p2 l?p24? Mitosis Lamins, caldesmon, vimentin Degraded at metaphase-anaphase 

B2 Mitotic cdc2 p21?p24? Mitosis Golgi/endoplasmic reticulum? Degraded at metaphase-anaphase 
B3 Mitotic cdc2 p2 1 ?p24? Mitosis ? Nuclear B type only in chicken cells so far 
C GI ? ? i 

D1 G1 CDK2, 4, 5, 6 p16, p21, p27 START Retinoblastoma? PRADl and B c l 1  protooncogene 
D2 GI CDK2, 4, 5 ,  6 p16, p21, p27 START Retinoblastoma? vin-1 protooncogene 
D3 GI CDK2, 4, 5 ,  6 p16, p21, p27 START Retinoblastoma? 
D3 GI CDK2, 4, 5, 6 p16, p21, p27 START Retinoblastoma? 
E GI CDK2 p21, p27 Gl/S  Retinoblastoma? RF-A? Interacts with p107, p130, E2F 
F -80 kDa, largest cyclin known 
G Cigl-like 

Nondestuctible mutant blocks cells in mitosis 

T-loop threonine H P4OMOL5 
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High cyclin B-cdc2 kinase activity apparently causes a block in late 
anaphase (Holloway et al., 1993; Surana et al., 1991). Therefore, cyclin B 
destruction is normally coincident with the beginning of anaphase, but 
does not initiate anaphase, perhaps because the ubiquitin ligases or pro- 
teases responsible for allowing chromatids to separate are activated at 
the same time as the cyclin B-specific proteolysis pathway. 

Recent evidence from budding yeast shows that the period of insta- 
bility of the mitotic cyclins extends into early interphase until cells pass 
START and become committed to another round of DNA replication 
(see below) (Amon et al., 1994). The mitotic cyclin-destruction system is 
inactivated by G1 cyclin-CDK activity, ensuring that in each new round 
of the cell cycle, G1 cyclins must accumulate before the mitotic cyclins 
(Amon et al., 1994). 

The specific degradation of the cyclins has profound implications for 
the control of the cell cycle because degrading a cyclin necessarily inacti- 
vates the partner kinase. Thus, one role of the cyclins is to enable the cell 
to turn on and off a specific set of protein kinases at particular points in 
the cell cycle. The other role of the cyclins is to target their partner 
kinase to particular parts of the cell. For example, the A-type cyclins are 
nuclear proteins, whereas the B-type cyclins remain in the cytoplasm 
until mitosis and subsequently associate with the mitotic apparatus (Gal- 
lant and Nigg, 1992; Ookata et al., 1992; Pines and Hunter, 1991). The 
different locations of the cyclin-CDK complexes necessarily restrict the 
substrates available, which is likely to be important in vim, because in 
vitro most cyclin-CDK complexes recognize the same basic consensus 
sequence; (K/R)-S/T-P-X-( K/R). 

V. How CDKs Are Activated by Binding Cyclins 

Clues to the mechanism by which the cyclins activate their partner 
CDK have been afforded by the resolution of the crystal structure of 
human CDK2 (De Bondt et al., 1993). A comparison between the crystal 
structure of the inactive, monomeric CDK2 with the active CAMP- 
dependent protein kinase (PKA) structure (Knighton et al., 1991) sug- 
gests that cyclin binding would need to alter the conformation of CDK2 
in two ways to activate it. First, the N-terminal lobe of CDK2 would have 
to change so as to alter the conformation of a bound ATP molecule. The 
scissile bond between the y and p phosphates needs to be brought into 
alignment with the hydoxyl group of the substrate. Second, a region in 
the middle of CDK2, called the T loop, needs to be moved away from its 
position where it obscures the substrate binding cleft of the enzyme. The 
T loop also includes a conserved threonine residue (T160 in CDK2) 
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which has to be phophorylated for full activity (Ducommun et al., 1991; 
Could et al., 1991) (reviewed in Draetta, 1993). Phosphorylation of T160 
in CDK2 would facilitate its interaction with basic residues on the C-ter- 
minal lobe of the protein if the T loop were to move into the conforma- 
tion of the analogous region in PKA. Both of these changes, altering the 
alignment of ATP and of the T loop, could be achieved if cyclin binding 
were to cause an alpha-helical region ( (~12)  of CDK2 to melt (De Bondt el 
al., 1993, reviewed in Pines, 1993). Whether this is indeed the means by 
which cyclins activate their partner CDKs awaits the resolution of an 
active cyclin-CDK complex crystal structure. 

In addition, it appears that binding different cyclins changes the spec- 
ificity of any one CDK. In part this may be through targeting to a 
different part of the cell, but it also appears as if the affinity for particu- 
lar substrates is also changed (Peeper et al., 1993). This facet is especially 
important in the yeasts in which one CDK is bound by several different 
cyclins according to the stage of the cell cycle, and thus has a different 
role to perform and different substrates to phosphorylate. Recent stud- 
ies modeling the sequence of cdc2 onto the crystal structures of CDK2 
and PKA predict that mutations known to prevent cyclin binding map to 
the active site of the enzyme. This suggests that cyclin residues could 
have a direct effect on substrate binding (Endicott et al., 1994). 

VI. Modulation of the Cyclin-CDK Complexes: 
Phosphorylation and Inhibitor Proteins 

The basic motif of a pool of inactive protein kinases which are acti- 
vated by proteins whose synthesis and destruction are regulated has an 
inherent flexibility, allowing any one type of cyclin-CDK to respond to a 
particular change in events through a change in the level of the cyclin. 
But further modulation is possible because once formed, the cyclin- 
CDK complexes can be activated or inhibited by phosphorylation and by 
binding a number of different inhibitor proteins (CDIs) (Fig. 2). 

A. PHOSPHORYLATION 

To be activated fully, the CDK component of the cyclin-CDK com- 
plex needs to be phosphorylated on a conserved threonine in the T loop 
(T160 in CDKS). The analogous residue (threonine or tyrosine) is phos- 
phorylated in most, if not all, other families of protein kinases. In PKA 
and the src family this is an autophosphorylation event, whereas in the 
MAP kinases two residues in this region are phosphorylated by the MEK 
protein kinases (see Marshall, 1994). The protein kinase responsible for 
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Activation Inhibition 

Niml 

(Activation) 

FIG. 2. Activation and inhibition of cyclin-dependent kinases. The activatory and in- 
hibitory phosphorylation sites of a generic cyclin-dependent kinase are shown, with the 
kinases and phosphatases responsible for their modulation. The activatory binding of a 
cyclin is shown as disrupting the a 12 helix (see text). The binding sites for the CDI proteins 
have not been mapped thus far. 

phosphorylating the T loop threonine of cdc2, CDK2, and CDK4 has 
been identified as p40M015 (Fesquet et al., 1993; Kato et al., 1994; Poon et 
al., 1993; Solomon et al., 1993), a protein that is -40% identical to cdc2 
in the kinase domain. This observation suggested that p40M015 might 
itself need to be activated by a cyclin-like partner, and this has just been 
shown to be the case. Cyclin H is the apparent partner for p40M015 
(Fisher and Morgan, 1994; Makela et al., 1994), but it is not yet clear to 
what influences, external or internal, cyclin H synthesis and degradation 
respond. Of course, this also raises the issue of whether p40M015 itself 
needs to be activated by phosphorylation, and if so, is this by another 
cyclin-CDK? Also unresolved is the question of whether cyclin H-CDK7 
activates all types of cyclin-CDKs, or whether there are different activat- 
ing kinases for different CDKs. Cyclin H-CDK7 has been shown to be 
able to phosphorylate cdc2, CDKZ, and CDK4, but CDK7 has also been 
found to be almost exclusively nuclear, which raises the question of 
whether there is any cytoplasmic cyclin H-CDK7 to phosphorylate the 
cyclin B-cdc2 complex (see below) (Tassan et al., 1994). 
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Cyclin-CDKs can also be inhibited by phosphorylation. There are 
two inhibitory phosphorylation sites in mammalian cdc2 and CDK2, 
threonine 14 and tyrosine 15 (Krek and Nigg, 1991; Norbury et al., 
1991). Only the tyrosine is phosphorylated in yeast (Gould and Nurse, 
1989). These sites lie within the ATP-binding region of the CDK and 
interfere with phosphate transfer to a bound substrate (Atherton et al., 
1993). The phosphorylation and dephosphorylation of tyrosine 15 have 
been most clearly defined, in particular for the mitotic cdc2-cyclin B 
complex in fission yeast. The protein kinases that phosphorylate Y15 are 
the products of the weel and mikl genes (Featherstone and Russell, 
1991; Lundgren et at!., 1991; Russell et al., 1989; Russell and Nurse, 
1987), the antagonistic phosphatase is the product of the cdc25 gene 
(Dunphy and Kumagai, 1991; Gautier et al., 1991; Girard et al., 1992; 
Lee et al., 1992; Millar et al., 1991; Russell and Nurse, 1986; Sebastian et 
al., 1993; Strausfeld et al., 1991), and both kinases and phosphatases are 
themselves regulated by phosphorylation. Thus, during interphase weel 
is active and cdc25 is not, and the reverse is true in mitosis (Smythe and 
Newport, 1992). 

The weel protein kinase is negatively regulated by the niml protein 
kinase (Coleman et al., 1993; Tang et al., 1993; Wu and Russell, 1993) 
and by a second mitotic kinase that has yet to be identified (Coleman et 
al., 1993). Niml is activated at the end of G2 phase in order to inactivate 
weel, thereby facilitating the dephosphorylation of cdc2. In  budding 
yeast the weel homolog has been shown to be able to discriminate be- 
tween G1 phase and G2 phase Cdc28 complexes (Booher et d., 1993). 
(Cdc28 is the primary budding yeast CDK.) Only one cdc2-tyrosine 15 
kinase activity has been identified in mammalian cells (McGowan and 
Russell, 1993; Parker and Piwnica, 1992), and this is more related to 
mikl than weel (T. Hunter, personal communication). It is not known 
whether human mikl is responsible for phosphorylating and inactivat- 
ing all types of cyclin-CDK complexes; although this seems unlikely 
given that there are three types of cdc25 proteins in mammalian cells 
(see below). The protein kinase that phosphorylates threonine 14 has 
been partially purified. It is found associated with the membrane frac- 
tion of Xenopus eggs and is clearly different from the mikl kinase (Ko- 
rnbluth et al., 1994). 

At mitosis cdc25 is activated by phosphorylation (Hoffmann et al., 
1993; Kumagai and Dunphy, 1992). The kinase responsible for the ini- 
tial phosphorylation of cdc25 has not been unambiguously identified, 
but the sites are good substrates for the cyclin-CDKs. As a consequence 
cdc25 and the mitotic CDK, cyclin B-cdc2, form a positive feedback 
loop; a little activated cdc25 will dephosphorylate a fraction of the accu- 
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mulated pool of cyclin B-cdc2, which will in turn activate more cdc25. 
Thus, the activation of cyclin B-cdc2 becomes irreversible. 

Mammalian cells have a family of cdc25 proteins; cdc25A, B, and C 
(Galaktionov and Beach, 1991), which appear to interact with different 
cyclin-CDK complexes. Cdc25A is a substrate for the cyclin E-CDK2 
complex at the entry into S phase (Hoffmann et al., 1994), and has been 
shown to activate the cyclin A-CDK2 complexes in S phase (Jinno et al., 
1994), whereas cdc25C activates the cyclin B-cdc2 complex at mitosis 
(Hoffmann et al., 1993; Kumagai and Dunphy, 1992). It has not yet been 
shown whether cdc25A and cyclin E-CDK2 or cyclin A-CDK2 also form 
a positive feedback loop. 

B. CDK INHIBITORS 

Another means by which the protein kinase activity of the cyclin- 
CDK complexes can be modulated has recently come to light. There are 
a variety of inhibitor proteins (CDIs) that bind specifically to the CDKs 
and inhibit them in a stoichiometric fashion. Some of these proteins are 
important in signal transduction, and others in the proper coordination 
of cell cycle phases. In mammalian cells some of the proteins are poten- 
tial tumor suppressors because they are lost when cells are transformed. 

Budding yeast have at least two CDIs important in cell cycle regulation. 
The first of these is unusual in being much larger than the other known 
CDIs (which are all around 20 kDa). This is the 120-kDa Farl protein, and 
it is important in arresting cells at START in response to mating factor 
(Chang and Herskowitz, 1990). Budding yeast mating factors bind to G 
protein-coupled serpentine receptors and activate a MAP kinase cascade. 
At the end of the cascade the MAP kinase homolog, FUS3, phosphory- 
lates Farl, which then binds to and inhibits the G1 cyclin-CDK complex, 
Cln2-Cdc28 (Chang and Herskowitz, 1992; McKinney et al., 1993; Tyers 
and Futcher, 1993; Valdivieso et al., 1993; Peter and Herskowitz, 1994). 
This effectively blocks cells at START. The other budding yeast CDI, Sic 1, 
is important in regulating the cell cycle between START and the begin- 
ning of DNA replication (Mendenhall, 1993; Nugroho and Mendenhall, 
1994). Sicl accumulates in G1 cells and binds to the S phase cyclin-CDK 
complex, Clb5-Cdc28. When the cell initiates S phase it degrades Sicl, 
again by a ubiquitin-dependent pathway, thus activating Clb5-Cdc28 
(Schwob et al., 1994). The Cdc34 protein encodes an ubiquitin ligase 
(Goebl et al., 1994), and a cell mutant in Cdc34 blocks in late G1. This cell 
cycle block can be overcome by deleting sicl, suggesting that Cdc34 
regulates sicl destruction and that sicl is the most important substrate of 
Cdc34 at the G1-S transition (Schwob et al., 1994). 
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So far one CDI has been identified in fission yeast. This is the rum1 
(Replication Uncoupled from Mitosis) protein (Moreno and Nurse, 
1994), necessary to coordinate DNA replication and mitosis. Ruml- 
defective cells are unable to recognize whether they have replicated their 
DNA or  not, and thus cells in G1 enter aberrantly into mitosis. If rum1 is 
overproduced in cells, they fail to recognize that they have replicated 
their DNA and thus continuously replicate (Moreno and Nurse, 1994). 
Similarly, when a yeast containing a temperature-sensitive cdc2 is raised 
to the restrictive temperature, cdc2 is degraded, and the cell will arrest 
in either late G2 or at START (Nurse and Bisset, 198 1). On returning to 
the permissive temperature, cdc2 is resynthesized but it is always the G1 
form of cdc2 (Broek et al., 1991). Therefore, cells will replicate their 
DNA whether they were originally blocked in G1 or G2 (Broek et al., 
1991). The crucial differences between the G1 and G2 forms of cdc2 
have not been defined, but it is likely that rum1 is important in distin- 
guishing between them. 

Seven potential CDIs have been identified in mammalian cells; p15, 
p15.5, p16, p18, p21, p24, and p27 (reviewed in Hunter, 1993; Nasmyth 
and Hunt, 1993; Pines, 1994). p16 is deleted in more than 50% of 
human tumor cell lines and binds specifically to the cyclin D-CDK4 
complexes (see below). p24 was isolated as a protein that binds human 
cdc2 in a yeast 2 hybrid screen (Gyuris et al., 1993; Hannon et al., 1994). 
From its sequence, p24 is a member of the dual specificity protein phos- 
phatase family, and thus potentially capable of dephosphorylating phos- 
phoserine/threonine or  phosphotyrosine. However, at present its sub- 
strates and physiological role are unknown. p15, p21, and p27 are 
implicated in arresting the cell cycle in response to negative regulators 
(see below). 

Thus, the cyclin-CDK motif offers a remarkably versatile means of 
regulation and of integrating a variety of influences at any one control 
point. However, although the modulation of many of the different 
cyclin-CDK complexes has been elucidated, the exact roles of each 
cyclin-CDK complex in the cell cycle are much less clear. In the rest of 
this review I will attempt to assign the different cyclin-CDK complexes 
to particular cell cycle checkpoints, according to the weight of current 
data, with the caveat that this is undoubtedly an oversimplification. 

VII. START 

In this consideration we should start at the beginning by beginning at 
START, the major cell cycle controlpoint in most somatic cells. At 
START there is a clear interaction between the cyclin-CDK complexes 
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FIG. 3. Schematic view of the interactions between the cyclins, Cdc28, and the two 
known CDIs (Far1 and Sicl), in budding yeast. Interactions with the SBF and MBF tran- 
scription factors are also shown. 

and certain transcription factors in both types of yeast (reviewed in Koch 
and Nasmyth, 1994 (Fig. 3) and there are indications that an analogous 
interaction may also occur in mammalian cells. 

In budding yeast START is controlled by the Cdc28 protein kinase in 
complexes with three different G1 cyclins; Clnl, Cln2, and Cln3 (Rich- 
ardson et al., 1989). [Two other relatives of the Clns, OrfD and Hcs26 
(Ogas et al., 1991), have also been isolated but their role in the cell cycle, 
if any, is not clear.] START is made irreversible by a positive feedback 
loop between the G1 cyclin-CDK complexes and the SBF transcription 
factor complex (Cross and Tinkelenberg, 1991; Dirick and Nasmyth, 
1991; Nasmyth and Dirick, 1991). SBF is composed of the Swi4 and Swi6 
proteins (Primig et al., 1992). Swi4 itself is thought to bind directly to 
DNA (Primig et al., 1992; Sidorova and Breeden, 1993), whereas Swi6 
has a regulatory role. SBF binds to the sequence CACGAAA, which is 
called the Swi4-Swi6-dependent cell cycle box (SCB), and is present in 
the promoters of several genes activated at START. The levels of Clnl 
and Cln2 are determined by the rate of their transcription (Wittenberg 
et al., 1990), which initiates at START, and the promoters of both Clnl 
and Cln2 have the SCB sequence (Cross et al., 1994). By contrast, Cln3 is 
present at low levels throughout the cell cycle (Tyers at al., 1992). Thus, 
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between the end of the previous mitosis and START, there is only one 
cyclin present, Cln3. Current thinking has it that the Cln3-Cdc28 com- 
plex is involved in triggering START in a cell size-dependent fashion, 
through its phosphorylation and concommitant activation of SBF (Tyers 
et al., 1993). Activated SBF will promote CLN2 transcription, so more 
Cln2 will bind and activate more Cdc28, setting up a positive feedback 
loop on Cln2 synthesis. However, there must be other (as yet uniden- 
tified) components involved in periodic CLN2 transcription because de- 
leting the SCB sequences from the CLN2 promoter diminishes the level 
of transcription but does not abolish its cell cycle dependence (Cross et 
al. 1994; Stuart and Wittenberg, 1994). Similarly, CLN2 synthesis is still 
cell cycle dependent even in the absence of Swi4. 

The Swi6 protein is also a component of the MBF transcription factor 
which regulates the DNA synthesis genes that are activated after START 
in late G1 phase (Koch et al., 1993; Verma et al., 1992). MBF recognizes 
the SCB-related sequence ACGCGTNA which contains the recognition 
site for the MluI restriction enzyme and, hence, is called the MluI cell 
cycle box (MCB). The other subunit of MBF is MBPl (Koch et al., 1993), 
which has structural homology to Swi4, and like Swi4, is the DNA- 
binding component. Cells deleted for MBPl still transcribe DNA synthe- 
sis genes, but transcription of some of these genes, such as DNA poly- 
merase, is no longer periodic in the cell cycle. The parallels between SBF 
and MBF, a common subunit and a second subunit from the same family 
of proteins, mean that it is very possible that MBF will interact with the 
cyclin-CDK complexes in late Gl/early S phase. Indeed, the promoters 
of the S phase cyclins, Clb5 and Clb6, have MCB sites essential for their 
periodic transcription (McIntosh 1993). 

Eventually, SBF-dependent genes are repressed in G2 phase when the 
Clb cyclins appear (Clbl-4), and the Swi4 protein is found associated 
with Clb2 in anti-Clb2 immunoprecipitates (Amon et al., 1993). This 
suggests that the Clb2-Cdc28 complex may directly inhibit transcription 
of SBF-dependent genes, a phenomenon that is markedly analogous to 
the repression of E2F transcription by mammalian cyclin A (see below). 

VIII. Fission Yeast START 

A strikingly similar set of components regulate late G1 phase in the 
fission yeast (Fig. 4). The DNA synthesis genes in S .  pombe are regulated 
by the DSCl transcription factor which also binds to MCB-like sites 
(Reymond et al., 1993). DSCl is essential for the cell to enter S phase and 
is composed of the cdclO protein (Aves et al., 1985), which resembles 
Swi6, and the Resl/Sctl protein (Caligiuri and Beach, 1993; Tanaka et 
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FIG. 4. Schematic view of the interactions between the cyclins, Cdc2, and rum1 in 
fission yeast. Interactions with the DSC-I transcription factor (cdclO + Resl or Res2) and 
its target genes required for S phase, cdcld and c d t l ,  are also shown. 

al., 1992), which is similar to Swi4. As in budding yeast, cdclO also binds 
to a second Swi4-related protein, ResP (Miyamoto et al., 1994), to form a 
transcription factor complex which is less important in the mitotic cell 
cycle, but nevertheless overlaps in function with DSC 1. The cdcl O/Res2 
complex has a much more important role in the meiotic cell cycle. A 
further parallel with budding yeast is that DSCl-binding activity is en- 
hanced at START in a cdc2-dependent fashion (Reymond et al., 1993). 

At present the fission yeast cyclins which activate cdc2 at START are 
not clearly defined. The two most likely candidates are the cigl and cig2 
genes (Bueno and Russell, 1993; Connolly and Beach, 1994)) which are 
B-type cyclins. Although cigl mRNA levels are constant, cig2 mRNA is 
periodic in the cell cycle, peaking in late Gl/early S phase. Neither cigl 
nor cig2 is essential for cell viability, but cells lacking cig2 do undergo a 
higher frequency of conjugation than wild-type cells (Connolly and 
Beach, 1994). The decision to conjugate is made in G1 phase, so this 
phenotype suggests that cig2 may be important in regulating G1 phase. 
Moreover, cells which lack both cigl and cig2 show a synthetic phenotype 
indicative of defects in coupling DNA replication to cytokinesis, and a 
high proportion of the cells seem to be delayed in G1 phase (Connolly 
and Beach, 1994). These results suggest that cigl and cig2 may both be 
required for the cell to complete correctly the Gl/S checkpoint. How- 
ever, cells are still viable even without both cigl and cig2, whereas cdc2 is 
essential to traverse START (Nurse and Bisset, 1981), so there must be 
other activators of cdc2 in GI phase. 
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FIG. 5. Schematic view o f  the interactions between the cyclins, CDKs, and three of the 
known CDIs (p16, p21, and p27) in mammalian cells. Interaction with the E2F transcrip- 
tion factor and the retinoblastoma protein by the D-type cyclins, and the activation of the 
cyclin A and cyclin B complexes by specific types of cdc25, are shown. 

IX. Mammalian START 

In mammalian cells the approximate equivalent to START is the re- 
striction point (R) (Fig. 5) ,  and the D-type cyclins are most likely to be 
involved in its regulation. R is a rather nebulous stage in the cell cycle 
after which cells no longer require the presence of serum to commit 
themselves to initiating DNA replication. 

D-type cyclins have a very short half-life (-30 min) and their synthesis 
is highly growth-factor dependent; when growth factors are withdrawn, 
cyclin D synthesis ceases immediately (Matsushime et al., 1991). This has 
led to the idea that the D-type cyclins act as growth-factor sensors (Sherr, 
1993) (see below). It is therefore not surprising that the D-type cyclins 
are the cell cycle components that have been most closely linked to on- 
cogenesis (reviewed in Motokura and Arnold, 1993). The three types of 
D cyclin, D1, D2, and D3, are cell-type specific. Most cells express D3, 
and either D1 or D2 (but not all three). Cyclin D1 is the CCNDl gene and 
maps to chromosome 1 lq13. It has been identified as the parathyroid 
adenoma (PRADZ) protooncogene and as the most likely candidate for 
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the Bcll protooncogene (Motokura et al., 1991; Withers et al., 1991). 
Wild-type cyclin D1 is overexpressed as PRADl because of a chromo- 
somal inversion, inv (1 l)(p15;q13) such that it comes under the control 
of the parathyroid promoter (Motokura et al., 1991). These are benign, 
noninvasive tumors which suggests that overexpression of cyclin D1 is a 
purely proliferative lesion. In centrocytic lymphomas a chromosomal 
translocation at the Bcll breakpoint, t(l1;14)(q13;q32), brings cyclin D1 
under the influence of the immunoglobulin heavy-chain enhancer 
(Withers et al., 1991). Cyclin D2, the CCND2 gene (Xiong et al., 1992a), 
maps to chromosome 1 2 ~ 1 3 .  In retroviral-induced mouse T cell leukae- 
mias, the CCND2 gene has been identified as the vin-1 site of integration 
of a murine provirus (Hanna et al., 1993), which leads to cyclin D2 
overexpression. Human cyclin D3, the CCND3 gene (Motokura et al., 
1992; Xiong et al., 1992a) maps to chromosome 6p21 but has not yet 
been identified as a protooncogene, although the 6p21 region is rear- 
ranged in several lymphoproliferative disorders. Recent work has shown 
that overexpressing D-type cyclins alone is not sufficient to transform a 
cell, which is not surprising given the need for cooperation between 
onocogenes in tumorogenesis (Hunter, 199 1) (see below). 

The D-type cyclins are able to bind to the retinoblastoma tumor sup- 
pressor protein (Rb) through an L-X-C-X-E motif in their N-termi- 
nus (Dowdy et al., 1993; Kato et al., 1993). In insect cells, baculovirus- 
produced human cyclins D2 and D3 bind to Rb much more tightly than 
does cyclin D1. D-type cyclins bind to several different CDKs; CDK2, 
CDK4, CDK5, and CDKG (Bates et al., 1994; Matsushime et al., 1992; 
Xiong et al., 1992b). Of these, the main and consistent partner appears to 
be CDK4 (Matsushime et al., 1992); in many cell types CDK2, CDK5, and 
CDKG are not associated with cyclin D (Bates et al., 1994). CDK4 is 
unusual among the CDKs in that it associates with its partner cyclin for 
only a short period in the cell cycle, in late G1 and early S phase (Mat- 
sushime et al., 1992), and its synthesis is subject to regulation by negative 
growth factors such as TGFP (Ewen et al., 1993). The cyclin D-CDK4 
complex has a very limited substrate specificity; in vitro the best substrate 
found to date is Rb (Matsushime et al., 1994). 

X. D-Type Cyclins as Regulators of Rb 

Because the D-type cyclins bind Rb in vim, and Rb is their best sub- 
strate in vitro, it is likely that D-type cyclins regulate Rb in the cell cycle. 
Rb is underphosphorylated throughout G1 phase, phosphorylated at 
the Gl/S transition, and remains phosphorylated until late mitosis (De- 
Caprio et al., 1992, 1989). Only the hypophosphorylated form of Rb is 
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able to block cells in G1 phase, and it binds a large number of proteins. 
The most relevant to the cell cycle are the family of transcription factors 
collectively known as E2F. E2F has been implicated as responsible for 
transcribing a set of genes at the end of G1 phase that are required for 
DNA synthesis, such as thymidine kinase, ribonucleotide reduc tase, 
DHFR, and DNA polymerase CY (reviewed in La Thangue, 1994; Nevins, 
1992). E2F is a dimer composed of a member of the E2F family (Helin et 
al., 1992; Kaelin et al., 1992) (at least four different cDNAs have been 
isolated) and a member of the DP family (Bandara et al., 1993; Girling et 
al., 1993) (of which three cDNAs have been found so far). Thus, one role 
for the D-type cyclin kinase might be to phosphorylate Rb in order to 
release E2F, and so turn on genes required for S phase. 

It is obviously tempting to draw parallels between the interaction 
between the D-type cyclins, Rb and E2F, and the control by yeast G1 
cyclin-CDK complexes of the SBF, MBF, and DSC- 1 transcription fac- 
tors. This may well be a valid comparison, although none of the E2F or 
DP cDNAs sequences thus far closely resemble the Swi4 or Swi6 families. 

Cyclin D1 and Rb seem to be especially interdependent. Most cells will 
arrest before S phase when anti-cyclin D 1 antibodies are microinjected 
in early to mid G1 phase, adding support to the need for cyclin D1 to 
traverse G1 phase (Lukas et al., 1994b; Muller et al., 1994). However, 
microinjecting anti-cyclin D1 antibodies does not arrest cells that lack a 
functional Rb protein (Lukas et al., 1994a). (Rb can either be disabled 
through its deletion or  mutation, or  through sequestration by DNA 
tumor virus products such as SV40 T Ag, adenovirus ElA, or the pa- 
pilloma virus E7 protein.) It also appears that there is a significant down- 
regulation in the amount of cyclin D1 in cells that effectively lack Rb. 
This has led to the proposal that hypophosphorylated Rb is involved in 
the stimulation of cyclin D1 transcription, and that the almost exclusive 
role of cyclin D 1 is to inactivate Rb so that cells can replicate their DNA. 
Thus, cyclin D1 synthesis and Rb phosphorylation would form a nega- 
tive feedback loop in late G1 phase (Muller et al., 1994). 

XI. D-Type Cyclins Are Involved in Differentiation 

There is increasing evidence that the D-type cyclins and Rb play an 
important role in the switch between proliferation and differentiation. 
The 32D myeloid cell line normally expresses cyclins D2 and D3 in a 
growth factor-dependent manner and proliferates in culture until 
G-CSF is added, which induces the cells to differentiate (Kato and Sherr, 
1993). When the cells are transfected with either cyclin D2 or D3 under a 
constitutive promoter, the cells are unable to differentiate in the pres- 
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ence of G-CSF; they continue to proliferate until they die. Constitutive 
expression of cyclin D1 has no effect on their differentiation, nor does 
expression of cyclin D2 and D3 mutants that are unable to bind Rb (Kato 
and Sherr, 1993). There are also some data to suggest that CDK4 needs 
to be downregulated in order to allow differentiation (Ewen et al., 1993). 
Thus, one way to think of how D-type cyclins could act as protoon- 
cogenes is as follows. If D-type cyclin synthesis becomes constitutive and 
independent of the presence of growth factors, the cell cycle machinery 
would receive the signal that growth factors are constantly present, and 
so would proliferate rather than differentiate. This is one of the condi- 
tions necessary for transformation, so cyclin-D expression would there- 
fore be expected to cooperate with other oncogenes in transformation, 
and recent data show cooperation with my in transgenic mice (Bodrug et 
al., 1994) and with ras and defective E1A protein in cultured cells (Hinds 
et al., 1994). 

Recently, p16, a protein with four ankyrin repeats, has been found to 
specifically bind and inhibit CDK4 (Serrano et al., 1993). p 16 was initially 
described as binding more cyclin D-CDK4 complexes in T Ag- 
transformed cells (Serrano et al., 1993) and later found to be deleted in a 
large number of tumor cell lines (Kamb et al., 1994; Nobori et al., 1994), 
but not in primary tumors. The p16 gene is very closely linked to a gene 
encoding an almost identical protein that is -24 amino acids longer. The 
genes map to chromosome 9p12 and are rearranged, deleted, or  mu- 
tated in a majority of later stage gliomas, leukemias, and melanomas 
(Kamb et al., 1994). However, little is known of the physiological role of 
p16. In tandem with the gene encoding p16 is one encoding the closely 
related protein p 15. In HaCaT cells the levels of p 15 mRNA and protein 
are dramatically increased after TGFP treatment, implicating p 15 (and 
p27, see below) as the means by which TGFP blocks the cell cycle (Hann- 
on and Beach, 1994). 

XII. The G1 to S Cyclins 

Overexpressing D-type cyclins alone only moderately accelerates the 
cell’s entry into S phase, although Rb is phosphorylated much earlier 
than usual (Quelle et al., 1993; Resnitzky et al., 1994). The E-type cyclins 
are thought to act after the D-type cyclins at the G1-S transition itself 
and be important in the initiation of DNA replication. However, like the 
D-type cyclins, overexpressing cyclin E only moderately advances entry 
into S phase (Ohtsubo and Roberts, 1993). However, there are sugges- 
tions that cyclin E regulates a different aspect of G1 phase compared 
with the D-type cyclins. 
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The E-type cyclins bind and activate CDK2 (Dulic et al., 1992), and 
this complex is essential for the cell to begin DNA replication. The best 
evidence for this comes from studies on developing Drosophila embryos. 
In Drosophila embryogenesis, the disappearance of cyclin E transcripts 
after mitosis 16 causes cells to stop dividing and arrest in G1 (Knoblich et 
al., 1994). Some cells go on to complete endoreplication (DNA synthesis 
without cell division) after cycle 16, and the presence of cyclin E tran- 
scripts correlates exactly with cells that are capable of endoreplication. 
Furthermore, cells of a Drosophila mutant in cyclin E are unable to enter 
S phase after the maternal store of cyclin E has been exhausted. 

Ectopically expressed cyclin E is sufficient to cause postmitotic G1 
cells to undergo another round of DNA replication and cell division. 
Ectopic cyclin E was also sufficient to stimulate the accumulation of 
cyclins A and B which are essential for mitosis. There was no increase in 
the mRNA levels of cyclins A or B in these experiments, which suggests 
that, like the G1 cyclins in budding yeast (Amon et al., 1994), cyclin E 
could stabilize cyclin A and B by shutting off the proteolytic machinery 
(Knoblich et al., 1994). It will be interesting to determine whether this is 
also the case in mammalian cells. Another point of interest is that cyclin 
E can trigger either another complete round of DNA replication and 
mitosis or of DNA rereplication. This is a developmentally controlled 
switch in the cell cycle which could obviously involve a protein similar to 
rum1 in fission yeast. 

As yet the substrates of the cyclin E-CDK2 complex are unclear. One 
effect of cyclin E-CDK2 may be on the transcription of genes required 
for S phase because it is associated with the E2F transcription factor in a 
complex with the Rb-related proteins p107 (Lees et al., 1992) and p130 
(Hannon et al., 1993). Thus, by analogy with MBF and DSC1, it is pos- 
sible that cyclin E-CDK2 modulates E2F activity to promote the tran- 
scription of S phase. Interestingly, the E2F subunit (E2F-4) associated 
with cyclin E and p107 differs from those which associate with Rb (E2F1, 
E2F2, and E2F3), although DP1 is common to both complexes (La 
Thangue, 1994). Thus, the E2F complex regulated by Rb and the D-type 
cyclins may well have different properties from the E2F regulated by 
cyclin E-CDK2 and p107. 

Because of its role in promoting S phase, the cyclin E-CDK2 complex 
is the target of a number of negative growth factors which arrest cells in 
G1 phase. Prominent among these is TGFP. TGFP activates/unmasks a 
CDK inhibitor, p27KIP1, a heat-stable protein that is constitutively pre- 
sent in latent form, and is also unmasked when cells reach confluence 
(Koff et al., 1993; Polyak et al., 1994b). p27KIP' has a high affinity for 
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cyclin E-CDK2, but is also bound by CDK4 and by the D-type cyclins 
(Polyak et al., 1994a; Toyoshima and Hunter, 1994). This has led to the 
suggestion that p27K’Pl may be involved in regulating the normal transi- 
tion from G1 to S phase by binding initially to cyclin E-CDK2, and is 
then sequestered by accumulating cyclin D-CDK4 complexes (Pol yak et 
al., 1994a; Toyoshima and Hunter, 1994). This model parallels the regu- 
lation of Gl-S in budding yeast by p40Sic1, with the difference that 
p40sicl is inactivated by proteolysis rather than being sequestered by 
another cyclin-CDK. 

p27K”l is 42% identical in its N-terminus to another mammalian 
CDI, p21, which is very important in the p53-mediated arrest of the cell 
cycle in response to DNA damage (Duli’c et al., 1994; El-Deiry et al., 
1994, 1993; Harper et al., 1993; Xiong et al., 1993). The p21 promoter 
has a p53-binding site, and p2 1 transcription is activated by wild-type, 
but not mutant, p53 (El-Deiry et al., 1993). p53 is thought to be activated 
when DNA is damaged in G1 phase, which would lead to increased p2 1 
synthesis. p21 binds and inhibits a wide variety of cyclin-CDK com- 
plexes, including cyclin D-CDK4, cyclin E-CDK2, and cyclin A-CDK2. 
Thus, increased levels of p2 1 in G 1 phase would prevent cells entering S 
phase. Conversely, in cells with mutant p53 the failure to induce p21 
after DNA damage might lead to the replication of damaged DNA and 
could explain the increased incidence of chromosomal abnormalities 
and genetic instability in oncogenesis. p2 1 has also recently been shown 
to bind and inhibit components of the DNA replication machinery, in 
particular to PCNA, the processive subunit of DNA polymerase 6 (Waga 
et al., 1994). Thus, DNA damage in S phase would also block DNA 
replication directly through the mediation of p21. The one caveat to 
these observations is that all the data derive from an in vitro system and 
have yet to be confirmed by in vivo experiments. p21 levels are also 
increased 10- to 20-fold in senescent cells, which may partially explain 
why these cells are no longer able to progress through the cell cycle 
(Noda et al. 1994). 

XIII. S-Phase Cyclins 

Once cells have entered S phase there is another set of cyclin-CDKs 
that is necessary for continued DNA replication. In the budding yeast 
the Clb5 and Clb6 cyclins are important in the regulation of S phase 
(Epstein and Cross, 1992; Schwob and Nasmyth, 1993). Both cyclins 
belong to the B-type cyclin family, and their deletion causes dramatic 
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delays in progress through S phase. Clb5 and Clb6 transcription begins 
in late G1 phase, but the Clb5-Cdc28 complex remains inactive because 
it is bound to the budding yeast CDI, p4OSicl. Once cells are ready to 
enter S phase, p4OSic' is degraded by the ubiquitin pathway and the 
Clb5-Cdc28 complex is activated (Schwob et al., 1994). 

In mammalian cells, cyclin A in a complex with CDK2 appears to be 
required for efficient DNA replication. Cells microinjected with anti- 
cyclin A antibodies are able to initiate at most 10% of normal DNA 
replication (Tsai et al., 1993). In some respects cyclin A replaces cyclin E, 
which is rapidly degraded in early S phase. Thus, cyclin A is also found 
to be associated with p107, p130, and E2F (Ewen et al., 1992; Lees et al., 
1992). These interactions are likely to be important to the correct regu- 
lation of the cell cycle because the E l  A-transforming protein of ade- 
novirus disrupts this complex by sequestering cyclin A (Pines and Hunt- 
er, 1990) and p107. 

There are now some indications to how cyclin A-CDK2 influences 
transcription. Cyclin A appears to bind directly to E2F1 (the subunit that 
interacts with pRb) and through this binding CDK2 is able to phospho- 
rylate the associated DP-1 subunit (Krek et al., 1994). This phosphoryla- 
tion event inhibits E2F DNA-binding activity. Neither cyclin E nor the 
mitotic cyclin B1 are able to bind directly to E2F1 (Krek et al., 1994). An 
interpretation of these results suggests that as cells enter S phase, cyclin 
A synthesis beings, and this downregulates the transcription of the genes 
transcribed by E2F that initiated in late G1 phase; a model reminiscent 
of the effect of the Clb-Cdc28 complexes on SBF transcription in bud- 
ding yeast (Amon et al., 1993). 

An intriguing observation suggests that cyclin A synthesis may be 
influenced by the extracellular matrix. A stable cell line of NRK cells 
expressing ectopic cyclin A is able to grow in suspension, whereas the 
parental cell line is anchorage dependent (Guadagno et al., 1993). This 
suggests that cyclin A transcription is stimulated by a signal from surface 
adhesion molecules as a late event in G1 phase. 

There is one other instance of an alteration in cyclin A having a 
profound effect on cell behavior. The cyclin A gene was found to be the 
unique insertion site of a hepatitis B virus (HBV) in one clonal hepato- 
ma (Wang et al., 1990). Due to this integration the N-terminus of cyclin 
A, including the destruction box, was replaced by the preS protein of 
HBV (Wang et al., 1992), and this chimeric protein was unable to be 
degraded in the normal fashion in mitosis. This event could have con- 
tributed to the transformation of the cell, but it is not known how the 
chimeric HBV-cyclin A protein perturbed the cell cycle. By analogy 
with E l  A, it may have interfered with the p107/E2F interaction, or 
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alternatively a nondegradeable cyclin A may alter the control of START 
by its aberrant presence in G1 phase. However, changes in cyclin A are a 
rare event in most cancers. 

As with cyclin E the substrates of cyclin A-CDK2 in S phase are 
mostly undefined. One likely substrate is RF-A (Dutta and Stillman, 
1992), a helicase that is part of the DNA replication machinery. RF-A is 
phosphorylated in S phase cells, which enhances its helicase activity, and 
the sites of phosphorylation in uivo can be phosphorylated by cyclin A- 
CDK2 in vitro (Dutta and Stillman, 1992). 

Cyclin A plays a further role in G2 phase cells, but its exact function is 
frustratingly unclear. In mammalian cells cyclin A forms a new complex 
with cdc2 in G2 phase (Pagan0 et al., 1992), but the differences between 
this complex and the cyclin A-CDK2 complex are not known, although 
in early frog embryos cyclin A appears to be exclusively bound to cdc2. 
Cells of a Drosophila that is mutant in cyclin A arrest in G2 phase and are 
unable to enter mitosis (Knoblich and Lehner, 1993; Lehner and O’Far- 
rell, 1990). However, an observation using cycling Xenopus egg extract is 
directly at odds with the role of cyclin A in promoting M phase inferred 
from the Drosophila results. It was found that when cyclin A is ablated in 
frog extracts, the extract goes prematurely into M phase (Walker and 
Maller, 199 1). These conflicting results from Drosophila and Xenopus have 
yet to be reconciled. 

More satisfying are experiments showing that cyclin A-associated ki- 
nase activity has profound effects on the microtubule system (Verde et 
al., 1992). In  Xenopus extracts cyclin A-cdc2 kinase activity substantially 
enhances the nucleating ability of centrosomes, while the microtubules 
remain at their interphase length. In contrast, active cyclin B-cdc2 ki- 
nase effectively depresses centrosome nucleation and causes micro- 
tubules to shorten to their mitotic length. It is very tempting to draw 
parallels between these effects and the changes in microtubule behavior 
as the cell enters mitosis. Thus, at the beginning of mitosis, when cyclin 
A is most active, the centrosomes nucleate and begin to form the long 
spindle asters. Later, once the spindle forms, the centrosomes no longer 
nucleate fresh microtubules and the spindle microtubules shrink. At this 
point cyclin A is in the process of being degraded and the B-type cyclin- 
cdc2 complexes are most active. 

XIV. Mitotic Cyclins 

Thus, we come to the last part of the cell cycle, mitosis itself. The decision 
to enter mitosis is a very carefully regulated event (reviewed in Dunphy, 
1994). It is at this checkpoint that the control of the phosphorylation 
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state of Y15 (and T14 in mammalian cells) in cdc2 appears to be most 
crucial. Fission yeast that have a mutant weel protein and which over- 
produce cdc25 are unable to prevent entry into mitosis in the presence 
of unreplicated DNA (Enoch and Nurse, 1990). Hence, there is stringent 
control on the activation of the T14/Y 15 phosphatase, cdc25, as part of a 
feedback loop with the B-type cyclins and on the antagonistic protein 
kinases, weel and mikl by the niml protein kinase. The one exception 
to this is Cdc28 in budding yeast. Cdc28 is phosphorylated on the Y 15 
equivalent, Y 18, but mutating this to a nonphosphorylatable phenyl- 
alanine has no obvious phenotype (Amon et al., 1992; Sorger and Mur- 
ray, 1992). By comparison, in fission yeast the same mutation in cdc2 
causes the cell to enter mitosis prematurely (Gould and Nurse, 1989). 
Thus, there must be some other means of regulating Cdc28 kinase activ- 
ity at mitosis, perhaps by a CDI. 

Part of the additional control may reside in the cyclin partners of 
Cdc28. In fission yeast, cdc2 only seems to interact with one B-type 
cyclin, cdcl3 (Booher and Beach, 1988; Goebel and Byers, 1988; Solo- 
mon et al., 1988), whereas in budding yeast Cdc28 interacts with at least 
four B-type cyclins (Fitch et al., 1992; Richardson et al. 1992); Clb3 and 
Clb4 in late S phase/G2 phase, and later Clbl and Clb2. Of these, only a 
deletion in Clb2 causes a pronounced mitotic defect. The various roles 
of the other Clb types in mitosis have not been defined. The likelihood is 
that at least one Clb will be involved in the reorganization of the micro- 
tubules at mitosis because this seems to be one of the primary functions 
of the B-type cyclins in mitosis. The evidence for this stems from the 
observations on the effects of cyclin-CDK kinases on microtubules in 
Xenopus extracts mentioned above (Verde et al., 1992), and that B-type 
cyclins are associated with the centrosomes and spindle poles in all or- 
ganisms studied thus far. In fission yeast, cdcl3 is associated with the 
spindle poles during mitosis (Alfa et al., 1990); in starfish oocytes (00- 
kata et al., 1993) cyclin B associates with the spindle-apparently 
through MAP4-and human cyclin B1 (Pines and Hunter, 1991) and 
chicken cyclin B2 (Gallant and Nigg, 1992) bind to the centrosomes 
(Bailly et al., 1992) and mitotic apparatus. 

Starfish B, chicken B2, and human B1 cyclins also share another 
interesting property. These cyclins are cytoplasmic in interphase, but at 
the beginning of mitosis-before nuclear envelope breakdown-they 
rapidly translocate into the nucleus (Gallant and Nigg, 1991; Ookata et 
al., 1992; Pines and Hunter, 1991). The reason for this is still unclear. 
One possibility is that this is another means to control the timing of cdc2 
activation, that cdc2 is dephosphorylated only in the nucleus by cdc25c, 
which most groups report to be a nuclear protein. However, this attrac- 
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tive hypothesis has recently been thrown into question by another report 
that cdc25c is cytoplasmic and translocates into the nucleus at the same 
time as cyclin B-cdc2 (Heald et al., 1993). 

The cyclin B-cdc2 complexes are not exclusively concerned with 
rearranging microtubules in mitosis, although this is an important role. 
They have also been implicated in initiating several of the other major 
changes in the cell behavior and architecture at mitosis by phosphorylat- 
ing key substrates (reviewed in Nigg, 1993). Cyclin B-cdc2 has been 
shown to phosphorylate components of the transcriptional apparatus in 
mitotic Xenopus extracts, which downregulate PolIII-mediated transcrip- 
tion (Gottesfeld et al., 1994; Hart1 et al., 1993). Cyclin B-cdc2 appears to 
be directly responsible for phosphorylating and thus disassembling the 
nuclear lamina (Peter et al., 1991, 1990) and intermediate filaments 
(Chou et al., 1990) and caldesmon, which weakens its interaction with the 
actin cytoskeleton (Yamashiro and Matsumura, 1991; Yamashiro et al., 
1991). These are important events in disassembling the nucleus and in 
allowing the cell to round up  and divide in mitosis. The vesicular com- 
partment of the cell is also extensively modified at mitosis (reviewed in 
Warren, 1993). The Golgi and endoplasmic reticulum bud themselves 
into a multitude of vesicles because mitotic kinases inhibit vesicle fusion 
(Thomas et al., 1992; Stuart et al., 1993; Woodman et al., 1993). Recent 
data suggest that the form of cdc2 responsible is probably cyclin B2-cdc2 
because this complex associates almost exclusively with the vesicle com- 
partment of human cells and remains associated throughout mitosis (M. 
Jackman, M. Firth, and J. Pines, manuscript submitted for publication). 

All these changes will persist in the cell while the cyclin B-cdc2 ki- 
nases remain active until the metaphase-anaphase transition, when the 
B-type cyclins are degraded. The phosphatases which reverse the 
changes and reestablish the interphase state have been partially defined 
through genetic analysis in yeast. They belong to both the PP1 and the 
PP2A classes, but this is beyond the scope of this review. 

XV. Nonmitotic Cell Cycle Cyclins 

Finally, there are the recent exciting results showing that cyclins and 
CDKs are involved in regulating processes other than the cell cycle. 

Perhaps it was to be expected that there would be cyclins specific to 
meiosis. Several examples are now known, including a second cyclin A in 
both Xenopus and in mouse meiosis (M. Carrington, personal communi- 
cation), and the pucl cyclin in fission yeast (Forsburg and Nurse, 1991). 
Fission yeast meiosis also involves the res2 transcription factor (Miy- 
amoto et al., 1994; Zhu et al., 1994). 
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The most extensive data on a non-cell cycle role for the cyclin-CDK 
motif are from the budding yeast phosphate response. When yeast cells 
are placed under conditions of low phosphate the Pho5 gene is induced 
through the mediation of the Pho2 and Pho4 transcription factors. By 
contrast, in conditions of high phosphate, Pho4 is unable to bind DNA 
because it is phosphorylated by a protein kinase that is effectively a cyclin- 
CDK (Kaffman et al., 1994). This is the Pho80-Pho85 complex. Pho85 is a 
close structural homologue to Cdc28 (Toh-e et al., 1988) and is activated 
by binding the Pho80 protein, a close relative of the Hcs26 and OrfD 
cyclins (Kaffman et al., 1994) (which are most similar to the Clns, but 
whose function, as mentioned above, is unclear). Furthermore, Pho8 1, a 
small protein with several ankyrin repeats, has recently been shown to 
bind and inhibit the Pho80-Pho85 complex, in striking parallel with 
other recently cloned CDIs (Hirst et al., 1994; Scheider et al., 1994). 

In mammalian cells the normally G1 phase protein kinase, CDK5, is 
also used as a CDK in postmitotic neuronal cells. In association with a 
'novel, neuronal-specific activator with little homology to cyclins, p35, 
CDK5 is the primary neurofilament kinase (Hellmich et al., 1992; Lew et 
al., 1992). 

XVI. With Apologies to Elgar 

Thus, it is clear that the versatile cyclin-CDK theme has been varied 
by the cell to orchestrate cellular processes as diverse as DNA replication 
and mitosis, phosphate metabolism, and neuronal structure. Indeed, 
cyclin-CDK complexes are more than simply the regulators of particu- 
lar reactions; there is good evidence from elegant experiments in fission 
yeast that the cell defines which state of the cell cycle it is in by which 
cyclin-CDK complex is present (Broek et al., 1991, Hayles et al., 1994). 
With some exceptions, the exact roles and substrates of the kinase com- 
plexes remain mysterious, but with the current furious pace of research 
these variations should not remain enigmas for long! 
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I. Introduction 

A wide variety of nonrandom chromosome alterations have been 
identified in many different human tumors. These were first extensively 
studied in leukemias and lymphomas, and more recently the work has 
been extended to nearly every type of human neoplasm (Heim and 
Mitelman, 1987). The findings have had useful clinical applications in 
diagnosis and prognosis, and, most importantly, with the advent of mod- 
ern molecular techniques, have provided valuable clues to the location of 
“cancer genes” that contribute to human tumorigenesis (Nowell, 1994). 
A large number of these genes, both known and previously unknown, 
have now been cloned and characterized, and these data are being rap- 
idly translated into clinical applications, including the design of innova- 
tive specific therapies. 

In most cases, the new cancer genes identified through this approach, 
particularly in the leukemias and lymphomas, have proved to be on- 
cogenic only in a specific cell lineage and, in some cases, only at a partic- 
ular stage of differentiation (Nowell, 1994). A remarkable exception is 
a gene recently identified at chromosome band 1 lq23 that appears to 
be involved in a spectrum of hematopoietic tumors with a variety of 
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phenotypes. When alterations were first identified in this chromosome 
region, primarily translocations, they were reported not only in leuke- 
mias but also in some lymphomas and occasional solid tumors (e.g., 
Ewing’s sarcoma) (Mitelman, 199 1). Subsequently, as improved cyto- 
genetic and molecular genetic techniques have been applied, it has be- 
come apparent that several different genes in this chromosome region 
are involved in neoplasia (Kobayashi et al., 1993a). However, it is also now 
clear that one particular gene, variously designated ALL-I,  MLL, HRX,  
or HTRX, has a critical role in multiple leukemic subgroups as well as 
occasional lymphomas, primarily by forming a “fusion gene” with many 
partners from different chromosomes (Cimino et al., 1991; Ziemen Van 
Der Poel et al., 1991; Gu et al., 1992a; Tkachuk et al., 1992; Djabali et al., 
1992), and occasionally through involvement in deletions and trisomies 
of chromosome 11. 

This review will attempt to briefly summarize the cytogenetic and 
clinical findings that accompany alterations of the ALL-I gene, which are 
present in 5-10% of all human leukemias, and then consider in some 
detail the molecular characteristics of this locus and its multiple fusion 
partners. Since this is the only human cancer gene that interacts with 
such a wide variety of other loci, resulting in tumors with a spectrum of 
phenotypes, we will also offer some speculation concerning both the 
mechanisms and significance of these associations and the possible clini- 
cal utility to which these observations might be put. 

II. Cytogenetics of 1 lq23 Abnormalities 

Karyotypic alterations in band l lq23 were first reported in the late 
1970s as a t(4; 1 l)(q21 ;q23) translocation in acute lymphocytic leukemia 
in young children (Oshimura et al., 1977; Van den Berghe et al., 1979). 
As cytogenetic techniques have improved and been corroborated by oth- 
er methods, no fewer than 20 different 1 lq23 translocations have now 
been identified in various childhood and adult acute leukemias (Hunger 
et al., 1993; Thirman et al., 1993). The t (4; l l )  rearrangement remains 
the most frequent, with acute lymhocytic leukemia also associated with 
t( 1 ; 1 1) and t( 1 1; 19) translocations as well as occasional deletions involv- 
ing band 1 lq23 (Raimondi, 1993; Kobayashi et al, 1993b). A karyotype 
of leukemic cells with the t(4; 11) abnormality is shown in Fig. 1. Trans- 
locations observed in acute nonlymphocytic leukemias of varying phe- 
notypes have included predominantly a t(9; 1 l), usually with a monoblas- 
tic phenotype (Fourth International Workshop, 1984), as well as t( 1; 1 l), 
t(2; 1 l), t(6; 1 l ) ,  t( 10; 1 l), t( 1 1; 17), t( 11; 19), and rarely others. Rearrange- 
ments in this region, as either translocations or deletions, have also been 



MOLECULAR GENETICS OF 1 lq23 CHROMOSOME TRANSLOCATIONS 2 15 

FIG. 1.  Karyotype of leukemic cell from a 3-month-old infant with acute mixed-lineage 
leukemia, showing the characteristic t(4; 1 l)(q2 1 ;q23) translocation. No other karyotypic 
alterations are observed. 

reported in a few lymphomas, as well as in the blast crisis of chronic 
myelogenous leukemia and in myelodysplastic disorders (Thirman et al., 
1993; Hunger et al., 1993; Mitelman, 1991). 

An interesting subset of acute leukemias, particularly in children, that 
commonly have 1 lq23 rearrangements are acute myeloid leukemias sec- 
ondary to previous chemotherapy with the topoisomerase inhibitor epi- 
podophyllotoxin (Pui et al., 1991). 

It should be noted that “deletions” in band 1 lq23 in primary leuke- 
mias have recently been found, by molecular studies, to represent a 
heterogeneous phenomenon. Those with more proximal breakpoints 
are usually true deletions, involving either the ALL-1 locus or, in some 
cases, a putative suppressor gene located proximal to ALL-1 (Kobayashi 
et al., 1993b). Some small distal deletions, however, have been shown by 
molecular dissection to represent submicroscopic translocations between 
the ALL-1 gene and one of the various donor loci involved in such 
rearrangements [e.g., AF6 from chromosome band 6q27 (Prasad et al., 
1993)l. Interestingly, recent study of several cases of acute leukemia with 
an extra copy of chromosome 1 1  has demonstrated that rearrangement 
of ALL-1 can also occur in this circumstance (Schichman et al., 1994); so 
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it is now apparent that a variety of different mechanisms can result in 
significant structural and functional alteration of this important locus. 

Ill. Clinical Considerations 

The various acute leukemias, both lymphoid and myeloid, with cyto- 
genetic and molecular evidence for alterations in ALL-1, uniformly car- 
ry a poor prognosis. The t(4; 1 1) translocation is the most common ge- 
netic alteration in early childhood leukemia, and this, along with other 
rearrangements of the ALL-1 gene, sometimes submicroscopic, appar- 
ently contributes to at least 70% of the acute leukemias occurring in 
children under the age of 12 months (Chen et al., 1993a; Cimino et al., 
1993; Raimondi, 1993). These alterations are typically associated with a 
very high leukocyte count and often with involvement of the central 
nervous system. The disorder is often classified clinically as “B cell pre- 
cursor ALL,” although the cells typically demonstrate both lymphocytic 
and myeloid markers and are also CALLA negative. The ambiguous 
lineage has led to speculation as to whether this, and other leukemias 
associated with ALL-1 rearrangements, arises in a multipotential stem 
cell. 

The same is true of the adult leukemias with 1 lq23 rearrangements. 
All are present as acute leukemias, and the phenotype may be either 
lymphoid or myeloid, according to the particular donor gene involved in 
the translocation with ALL-1. Most common among those in the myeloid 
lineage is the t(9; 1 1) translocation, usually with an acute monoblastic 
phenotype (M5a), and the others are often either monocytic or my- 
elomonocytic (M5,M4) (Heim and Mitelman, 1987; Mitelman, 1991). It 
is not clear whether all of these subgroups arise from a multipotential 
stem cell or whether different ALL-1 translocations have an oncogenic 
effect in different hematopoietic lineages at various stages of differen- 
t iat ion. 

The secondary leukemias with 1 lq23 rearrangements typically pre- 
sent with a myeloid phenotype. As with the de novo leukemias, these 
neoplasms are clinically aggressive and respond poorly to therapy. In 
children who have received topoisomerase inhibitors for a previous neo- 
plasm, SO-SO% of the secondary leukemias have 1 lq23 alterations 
(Hunger et al., 1993), and unlike therapy-induced leukemias following 
other types of genotoxic therapy in both children and adults, those with 
1 lq23 abnormalities typically arise quite soon after previous therapy, 
without an intermediate myelodysplastic phase (Pedersen-Bjergraad et 
al., 1990; Prieto et al., 1990; Kearney et al., 1992). This rapid expansion 
and progression of the secondary neoplasms provides an interesting 
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parallel to the rapid appearance of the de novo leukemias in infants that 
involve ALL-1. The latter has suggested to some investigators that the 
mutagenic event triggering these leukemias in infants may have oc- 
curred in utero and perhaps might reflect exposure of the mother to 
some mutagenic agent. Evidence supporting this notion has been re- 
cently presented (Ford et al., 1993; Gill Super et al., 1994). 

IV. Cloning the Breakpoint Cluster Region 

The association of band 1 lq23 with a variety of chromosome trans- 
locations prompted attempts to examine genes mapped to this region 
for their location with regard to the breakpoints and for possible rear- 
rangements. Using somatic cell hybrids (Savage et al., 1988; Yunis et al., 
1989; Wei et al., 1990) and in sztu fluorescent hybridization (FISH) (Row- 
ley et al., 1990) it was determined that several translocations, in particu- 
lar t(4: 1 l), split 1 lq23 between the NCAM and CD3 genes and a group of 
genes which included PBGD, CBL2, T H Y l ,  and ETS 1. 

In parallel, by applying pulse-field electrophoresis, a long-range re- 
striction map was constructed and positioned the CD3, PBGD, CBL2, 
and THYl  genes within an area of 1.8 mb (Tunnacliffe and McCuire, 
1990). Taken together with the previous information, it was possible to 
localize llq23 breakpoints to an area of 750 kb between CD3G and 
PBGD (Tunnacliffe and McCuire, 1990). Subsequently, probes for these 
two genes detected in pulse-field electrophoresis analysis rearranged 
DNA fragments in leukemic cells with the t(4: 11) abnormality (Das et al., 
1991; Chen et al., 1991). 

A novel approach to identify the DNA region which spans the break- 
points was devised by Rowley and her colleagues (Rowley et al., 1990). A 
yeast artificial chromosome (YAC) containing the CD3D and CD3G genes 
was cloned from a human YAC library and was used as a probe in a FISH 
analysis on normal and leukemic metaphase cells. This probe hybridized 
to the normal chromosome 1 1  as well as to the der (11) and der (4) 
chromosomes of the RSV 4: 1 1  cell line established from a patient with 
the t(4: 11) aberration. This indicated that the breakpoint was within the 
350 kb YAC insert. Similar results were obtained when the YAC probe 
was hybridized to leukemic cells with t(9: 1 l), t(6: 1 l), or t( 1 1 : 19), imply- 
ing that in these translocations as well the breakpoints were bracketed by 
the YAC insert. The same approach was subsequently extended with 
similar results to the t(5: 1 l), t( 10: 1 l), and t(X: 1 1) abnormalities (Kear- 
ney et al., 1992). 

Next, the same YAC alone was subjected to partial enzymatic diges- 
tion and the resulting fragments were shotgun cloned into a cosmid 



218 ELI CANAAN1 E T  AL.  

vector (Cimino et al., 1991). Repeat-free probes obtained from the cos- 
mids were used to screen Southern blots of DNAs from tumors exhibit- 
ing translocations. One such probe, corresponding to sequences at the 
center of the YAC and positioned around 120 kb telomeric of the CD3D 
gene, detected rearrangements in DNAs from leukemic cells from ALL 
and AML patients with seven types of 1 lq23 abnormalities. The breaks 
clustered within a region of 6 kb (extended later to 8.5 kb) designated 
ALL-1 (Cimino et al., 1991, 1992). [A larger region was identified in 
parallel by pulse-field electrophoresis techniques, and the correspond- 
ing locus was termed MLL (Ziemin-Van der Poel et al., 1991)]. Subse- 
quent analysis with related probes (Hunger et al., 1993; Thirman et al., 
1993) increased the number of 1 lq23 abnormalities in which the ALL-I 
locus is rearranged to 27 (Table I). The  multitude of partners involved in 
recombination with the ALL-1 locus on chromosome 11 is unprece- 
dented and surpasses the number of genetic partners to the immu- 
noglobulin and T cell receptor genes. This suggests either an unusual 
fragility of the breakpoint cluster region or nonstringent requirements 
from the partner genes. Also unusual in leukemias associated with 
ALL-1 rearrangements is the spectrum of clinical settings which includes 
ALL, AML, non-Hodgkin's lymphomas, and acute phase of chronic my- 
eloid leukemia (Corral et al., 1993; Hunger et al., 1993; Thirman el al., 
1993). An additional class of malignancies in which the ALL-1 locus is 
rearranged are secondary leukemias, mostly AMLs, arising as a conse- 
quence of treatment with topo I1 inhibitors, particularly epi- 
podophyllotoxin analogues. Eighteen of 20 such secondary leukemias 
with 1 lq23 abnormalities showed rearrangement of the ALL-1 locus 
(Hunger et al., 1993; Gill Super et al., 1993). 

The vast majority of 1 lq23 abnormalities involve the ALL-1 locus. 
However, in isolated cases, other genes, designated RCK and PLZF lo- 
cated telomeric or centromeric, respectively, to ALL-I were found rear- 
ranged (Akao et al., 1992; Lu and Yunis, 1992; Chen et al., 1993b). 

Anticipating that molecular diagnosis will be more sensitive than cyto- 
genetic examination, investigators used the ALL-1 probe in Southern 
analysis of DNAs from patients. In one such study shown in Table I1 
(Cimino et al., 1993), 15 infants with ALL were divided into patients who 
showed ALL-1 rearrangements and patients who did not. The infants in 
the first group showed hyperleukocytosis and early treatment failure. 
This group included several patients whose leukemic cells showed a 
normal karyotype. Infants in the second group presented with lower 
WBC counts and had a good treatment outcome. Another study (Chen et 
al., 1993a) in which 30 patients were examined reached similar results. It 
projected at 4 years 15 and 80% survival for patients with and'without 



FIG. 1. Conversion of human endothelial cells to a KS tumor cell-like phenotype. Cell 
cultures were immnnostained as described previously (Naidu et al., in press). Positive 
cytoplasmic reactivity is indicated by red (alkaline phosphatase) staining. KS tumor cells 
grown in KSGM were stained for factor XIIIa (1A) and for VCAM-1 (1B). HUVECs were 
stained for factor XIIIa before (1C) and after ( I D )  a 24hr incubation in KSGM. HUVECs 
exposed to 250 units/ml of purified native murine scatter factor (SF) (1E) or recombinant 
human SF (1F) for 24 hr were stained for factor XIIIa. Magnification, ~ 6 0 .  
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TABLE I 
ALL-1 GENE REARRANGEMENTS IN LEUKEMIAS 

WITH 1 lq23 ABNORMALITIES 

Cytogenetic abnormality Type of leukemia 

t( 1 : I l)(p32:q23) 
t( 1: 1 l)(q32:q23) 
t ( l : l  l)(q21:q23) 
t(2: 1 l)(p21:q23) 
t(4: 1 l)(q2 1 :q23) 
t(6:l l)(q27:q23) 
t(6:I l)(p12:q23) 
t(7:l l)(p15;q23) 
t(9: 1 l)(p22;q23) 
t(9: I l)(p24:q23) 
t(9:l l)(q21;q23) 
t(10:l I)(plI:q23) 
t( 10: 1 l)(q22;q23) 

t( 1 1 : 16)(q23; p13) 

t(l1: 17)(q23;q25) 

t ( l I : 19 ) (q23 :~13)~  
t(l1:22)(q23;q12) 
t(X:l I)(q13;q23) 
del ( 1  l(q23) 
inv(1 l)(q14;q23) 
ins(l0;l I)(plI:q23;q24) 
inv ins (10; 1 I)(pl1 :q23;q13) 
ins(l0: 1 l)(p13;q23;q24) 

t( 1 1  : 15)(q23;q 15) 

t(11:17)(q23:q21) 

t(ll:18)(q23;p21) 

ALL 
CML-bc 

ALL 
ALL 
AML and ALL 
NH lymphoma 

AML and ALL 

AML-M4 

AML-M7 

AML-M5" 
AML-M5* 
AML-M4 
AML-M5 
AML 
ALLa 
AML-M5 
AML-M2 
NH lymphoma 
ALL and AML 

ALL 
ALL and AML 
NH lymphoma 

AML-M5 

AML-M5 
AML-M5 
AML-M5 

0 Secondary leukemia. 
At least two  separate sites are present on 19p13. 

involvement of the ALL-I locus, respectively. These results strongly sug- 
gest that infants with acute leukemia should be tested for rearrangement 
of the ALL-I locus, and that therapy should be adjusted accordingly. 

The appearance of infant acute leukemia in very young children 
raised the suspicion of a prenatal transformation event. This was further 
supported by high concordance rate of the disease in monozygotic twins 
(McMahon and Levey, 1964; Clarkson and Boyse, 1971). The identifica- 
tion of the ALL-I locus enabled direct examination of this idea. Using an 
ALL-I probe in Southern analysis of genomic DNAs from the leukemic 
cells of four pairs of identical twins, identical rearrangements were ob- 
served in each pair (Ford et al., 1993; Gill Super et al., 1994). This result 



TABLE 11 
CLINICAL FEATURES xr PRESENTATION OF INFAKTS WITH ACUTE LEUKEMIA A N D  TREATMENT OUTCOME 

Patient WBC ALL- 1 Clinical 
no. Age (x  IO”/liter) 1 lq23 Abnormalities rearrangement outcome (months) 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

5 Months 
20 Days 
5 Days 
4 Months 
12 Months 
12 Months 
13 Days 
3 Months 
8 Months 
7 Months 
2 Months 
9 Months 
3 Months 
6 Months 
2 Months 

500 
100 
104 
36 1 

12 
40 

804 
940 
756 
340 

37 
677 

92 
13 
91 

+ 
+ 
t 
+ 
NA 
+ 
NA 
-(Normal karyotype) 
-(Normal karyotype) 
-(Normal karyotype) 
-(Normal karyotype) 
-(Normal karyotype) 
-(Normal karyotype) 
NA 

+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
- 

Died + 16 
Died + 1 
Died + 15 
Died + 24 
Died + 6 
Died + 1 
Died + 9 
Died + 2 
Died + 12 
Died + 1 
Died + 7 
CCR + 31 
CCR + 40 
CCR + 52 
CCR + 64 

NO/P CCR, continuous complete remission; NA, not available 
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could best be explained by a clonal event in utero in one twin followed by 
transfer of the malignant clone through vascular anastomoses or 
through the maternal circulation to the second twin. Presumably, in 
most nontwinned infant leukemias as well, ALL-1 is rearranged during 
pregnancy. As was pointed out (Ford et al., 1993) the high concordance 
rate, the short latency, and the synchrony of clinical onset in identical 
twins suggest that rearrangement of ALL-I is either sufficient for leuke- 
mia development or  renders the affected cells at a very high risk for 
necessary secondary mutations. 

V. ALL-7: The Human Homologue 
of Drosophila trithorax 

A. CLONING AND STRUCTURAL ANALYSIS OF ALL-1 

Nonrepetitive probes isolated from DNA segments located cen- 
tromeric or telomeric of the breakpoint cluster region detected in 
Northern blot analysis a major large transcript, later estimated to be of 
15 kb (Ziemin-Van der Poel et al., 1991; Cimino et al., 1992). This tran- 
script as well as one or two slightly smaller RNAs were identified in a 
variety of hematopoietic and nonhematopoietic cell lines. The same 
probes detected altered transcripts in cell lines with the t(4: 11) abnor- 
mality, as well as in somatic cell hybrids containing the der 11 or  der 4 
chromosomes (Cimino et al., 1992; Gu et al., 1992b). This implied that 
the t(4: 1 1) aberration cleaved a gene spanning the breakpoint into two 
segments each transcribed in the leukemic cells. Utilizing genomic 
repeat-free probes to screen cDNA libraries, and subsequently using 
end-probes for further cDNA cloning, contigs of 14-15 kb were estab- 
lished (Gu et al., 1992b; Tkachuk et al., 1992). These cDNAs originated 
from the major 15-kb RNA previously described. The gene transcribed 
into this RNA was designated ALL-1, HRX, MLL, or HTRXl (Gu et al., 
1992a; Tkachuk et al., 1992; Ziemin-van der Poel et al., 1991; Djabali et 
al., 1992). Analysis of the hybridization pattern of cDNA fragments to 
cloned genomic DNA indicated that the ALL-1 gene is composed of a 
minimum of 21 exons distributed over 100 kb. The first intron is the 
largest, spanning 35 kb. The breakpoint cluster region encompasses 
exons 5-1 1 delineated by two BamH1 sites 8.4 kb apart. The RNA 
contains an open reading frame encoding a protein of 3968 amino acids. 
Three domains within the protein demonstrate homology to the trithorax 
gene of Drosophila (Mazo et al., 1990). The first two, located around the 
center of the protein (aa 1427-1627, 1868-1976), correspond to a re- 
gion of trithorax containing zinc-binding motifs. Cysteins and histidines 
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in this region are conserved in the two proteins and can be arranged into 
6 or 10 zinc fingers. These two regions are conceivably involved in DNA 
or protein binding. The third region of homology constitutes the ex- 
treme C-terminus. In this domain the two proteins show 82% similarity 
and 61% identity. This last domain (aa 3754-3968) was recently identi- 
fied in another Drosophila gene, Enhancer of zeste, which has a function 
related to that of trithorax (Jones and Gelbart, 1993). The similarity in 
size between proteins and transcripts of ALL-1 and trithorax, the se- 
quence homology, and the colinearity of the homologous domains sug- 
gest that ALL-1 is the human homologue of trithorax. 

ALL-1 contains motifs not found in trithorax: (1) three short regions at 
the N-terminus of the protein (aa 170-182, 217-228, 301-309) which 
match the consensus of AT hook motif. The latter, initially identified 
within the high mobility group (HMG) protein HMG-I(Y), mediates 
binding of these proteins to AT-rich sequences in the minor groove of 
target DNAs and is thought to promote the activity of transcription 
factors involved in transcriptional regulation of these DNAs (Du et al.,  
1993). (2) Two motifs at the N-terminus (aa 171-174, 326-329) belong- 
ing to the “SPKK” consensus which also were shown to bind to the minor 
groove of AT-rich DNA (Churchill and Zuzuki, 1989). (3) A motif (aa 
1 186- 1252) homologous to a region in mammalian DNA methyl trans- 
ferase (MTase) (Ma et al., 1993; Domer et al., 1993), thought to be capa- 
ble of distinguishing hemimethylated from unmethylated DNA. Thus, 
the state of methylation of a target gene may influence the ability of 
ALL-1 to regulate its expression. The various recognized elements in the 
ALL-1 protein are shown in Fig. 2. 

The murine ALL-1 gene was recently cloned and sequenced (Ma et al., 
1993). Comparison of the human and murine proteins (Fig. 2) shows 
four domains in which the homology exceeds 93%, separated by three 
shorter regions with 66-69% homology. The former domains presum- 

Homology t o  Drosophlla AT hooks ,, DNA MTase 
?-ringers I tr I thorax 

ALL-I -a 
R homology 1 94 1 1  94 169 I 93 I I97 I 
to murine ALL-I 66 68 

FIG. 2. Sequence motifs in the predicted ALL-I protein (3969 amino acids) and divi- 
sion of the protein to regions with high or moderate homology to murine ALL-I. MTase, 
methyltransferase. Data are from references cited in the text. 
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ably contain the functional elements of the protein and mediate binding 
to DNA and proteins. Both murine and human genes give rise to alter- 
natively spliced RNAs varying by a stretch of nine nucleotides located at 
the end of an exon within the zinc fingers domain (Ma et al., 1993). A 
second alternative splice removes 2.5 kb (exon 3) of coding sequences 
including the AT hooks of ALL-I and gives rise to the minor RNA 
transcript of - 12.5 kb, apparent in most cell lines examined (Domer et 
al., 1993). Splicing of exons 3-5 was detected in the B-1 cell line (Les- 
hkowitz, unpublished observations). 

B. DROSOPHILA TRITHORAX 

In  Drosophila melanogaster the activity of the homeotic genes of the 
Antennapedia (ANT-C) and bithorax complex (BX-C) determine the various 
body structures along the anterior-posterior axis (Lewis, 1978). Loss of 
expression of a homeotic gene at any time during development causes 
alteration in the segmental identity of cells normally expressing this 
gene (Lewis, 1963). Similarly, ectopic homeotic gene expression can re- 
sult in transformation of the cells which normally do not express this 
gene. The striking phenotypes resulting from misexpression of homeo- 
tic genes enabled isolation of mutations in both cis-acting regulatory 
sequences as well as in transacting genes. The latter distribute into two 
groups-tnthorax (trx) and Polycomb (Pc)-named after the best studied 
members of each group (reviewed in Kennison, 1993; Paro, 1993). The 
genes of the trithorax group positively regulate homeotic gene expres- 
sion, while the Polycomb group genes maintain the repressed state of 
homeotic genes. Genes of both groups have multiple genetic targets, 
some of which, such as ANT-C and BX-C, are in common. By in situ 
hybridization to polytene chromosomes it was shown that P c  is associated 
with more than 100 loci in the genome, including the ANT-C and BX-C 
complexes (Zink and Paro, 1989). By the same technique the trx protein 
was found bound in a minimum of 16 sites on polytene chromosomes 
(Kuzin et al., 1994). 

The identification within the Pc protein of a motif, the chromodo- 
main, shared with the hetrochromatin-associated protein HP1 encoded 
by the suppressor of position effect variegation Su(var)205 suggested 
that, by analogy to HP1, the mechanism by which P c  is silencing its target 
genes involves restructuring of chromatin (heterochromatization) into 
nonexpressed large domains (Paro and Hogness, 1990). It was further 
suggested that Pc is acting in a large multimeric complex composed of 
the P c  group proteins (Franke et al., 1992). It is tempting to speculate 
that the trx group genes would act by a mechanism related to that of the 
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P c  group genes, namely by affecting chromatin structure so as to allow 
transcription of the target genes. Circumstantial evidence supporting 
this idea came from studies of the brahma (brm) gene, a member of the trx 
group genes, which encodes a protein related to the yeast transcriptional 
activator SNF2ISW12 (Tamkun et al., 1992). The activity of the latter is 
made dispensable in yeast by mutations in genes (SZN) which affect 
chromatin structure (Peterson and Herskowitz, 1992). Thus, brm is re- 
lated to the yeast SWI proteins which counteract proteins that repress 
transcription by influencing chromatin structure; the latters will be anal- 
ogous to the Pc genes group in Drosophila. Recently, it was shown that the 
human homologue of brm is present in HeLa cells in a large protein 
complex of about 2 X lo6 Da (Khavari et al., 1993). This further extends 
the similarity between a gene of the trx genes group to Pc. 

Very recent studies (Sedkov et al., 1994) demonstrate complex pattern 
of trx RNAs in Drosophila embryos. At least five RNA species are made by 
a process of alternative splicing. Most important, it appears that tran- 
scription of the BX-C and ANT-C genes is regulated by different trx 
products. The identification of alternatively spliced ALL-I RNAs in hu- 
man and mice (Domer et al., 1993; Ma et ad., 1993) reemphasizes the 
similarity between the Drosophila and mammalian genes. Presumably, 
different products of ALL-I will regulate expression of different groups 
of target genes during embryo development and possibly during differ- 
entiation of adult tissues. 

VI. Fusion of ALL-7 to Partner Genes 

Altered ALL-I RNAs detected in cell lines with the t(4: 1 1) or t( 1 1 : 19) 
abnormalities were further characterized by cDNA cloning and sequenc- 
ing (Gu et al., 1992a; Tkachak et al., 1992). Two reciprocal fusion tran- 
scripts were identified. The first, originating from the der 11 chromo- 
some, contained the 5' ALL-I sequences fused to DNAs from 
chromosome 4 or 19. The second species was transcribed from the der 4 
or der 19 clpmosomes and contained RNAs from these chromosomes 
linked to 3' ALL-I sequences. The fused RNAs encoded chimeric pro- 
teins. The genes from chromosomes 4 and 19 were designated AF-4 and 
ENL, respectively. These findings suggested that 1 lq23 chromosome 
aberrations result in chimeric ALL- 1 proteins. The breakpoints in 
ALL-1 occur in the region delineated by exons 5 and 11. Within this 
region, exons 7-1 1 begin in the first residue of a codon; this enables 
alternative splicing of exons of the partner genes to ALL-I exons located 
further away from the genomic breakpoint, without shifting of the open 
reading frame. 

In the initial analysis of cell lines with the t(4: 11) or the t( 11: 19) 



MOLECULAR GENETICS OF 1 1 q23 CHROMOSOME TRANSLOCATIONS 225 

abnormalities, both reciprocal fused transcripts were detected in all cell 
lines examined. In subsequent RT-PCR analysis of ALL patients with 
t(4: 1 1) (Downing et al., 1994), 23 of 23 patients showed the RNA originat- 
ing from the der 11 chromosome, and 16 of 19 contained the reciprocal 
transcript. This suggested that expression of the ALL-1 IAF-4 RNA, but 
not of the AF-4IALL-1 transcript, is indispensable for leukemogenicity. In 
two other instances, leukemic cells from a patient with t(4: 11) and a cell 
line with the (X: 1 1) aberration contained RNAs transcribed from the der 
1 1 chromosome but not from the other derivative (Morrissey et al., 1993; 
McCabe et al., 1994). Further evidence that the critical product of 1 lq23 
translocations is present within the der 11 chromosome comes from 
cytogenetic studies of variant translocations made by several groups over 
the years. Analysis of these studies (Rowley, 1992) indicated that in each 
case the der 11 alone was cytogenetically identical to that seen in the 
standard two-way translocations, and therefore was the constant feature 
in these 1 lq23 abnormalities. Finally, FISH analysis has indicated the 
deletion of 3’ ALL-1 sequences in some patients with ALL-1 rearrange- 
ments (Cherif et al., 1994). Based on all of the above, it appears likely that 
the chimeric protein encoded by the der 11 chromosome is essential for 
the leukemogenesis process. However, this needs to be confirmed in 
appropriate model systems. 

The cloning and characterization of the genes which recombine with 
ALL-I (partner genes) was hampered by the nonavailability of cell lines 
for most of the abnormalities; this precluded the preparation of RNAs 
in amounts and quality sufficient for construction of cDNA libraries. 
One approach taken to circumvent this problem was to clone the ge- 
nomic junction fragment from patient’s DNA and utilize it to obtain 
repeat-free probes for screening of normal cDNA libraries. Following 
sequencing of the cDNA, primers were designed for an RT-PCR reac- 
tion on patient’s RNA to confirm the presence of a chimeric ALL-I 
transcript. A second approach applied (for cloning of AF-IP) consisted 
of PCR amplification of the RNA junction by using ALL-1 primers in 
conjunction with tagged random primers; subsequently, the PCR prod- 
ucts were further amplified with nested primers. 

To date, the partner genes from chromosomal regions lp32, 4q21, 
6q27,9p22, 17q21, and 1 9 ~ 1 3  were cloned and designated AF-lP, AF-4, 
AF-6, AF-9, AF-I 7 ,  and ENL, respectively (Bernard et al., 1994; Naka- 
mura et al., 1993; Prasad et al., 1993,1994; Tkachuk et al., 1992; Morrissey 
et al., 1993). All of these genes are expressed in most or all cell types, but 
their function is not yet known. Only two of the partner genes, AF-9 and 
ENL, are related by sequence homology. Schematic representation of the 
proteins encoded by the six genes is shown in Fig. 3. In this scheme, the 
chimeric proteins thought to be directly involved in leukemogenicity are 



226 ELI ClANAANI E T  AL.  

Fuslon polnt 

DNA MTase I Zlnc-f ingers 

\ In 
ALL- I = 
AF-4 

AF-9  

ENL 

AF-6 

AF- I 7  

AF- I p  

NTS 1 

m 
1 GLGF 

I 
MHC 

1 H C C  

500aa 

0 

FIG. 3. Sequence motifs in proteins encoded by ALL-1’s partner genes. Arrows indicate 
fusion points to the ALL-1 protein. NTS, nuclear targeting sequence; MHC, homology to 
the myosin heavy chain of Dictyosielzum discoidenurn; LZ, leucine zipper; HCC, helical coiled 
coil domain. Boxes at the C-terminus and N-terminus of AF-9 and ENL indicate regions of 
highest homology between the two proteins. Indicated domains are not drawn to scale. 
Data are from references cited in the text. 

composed of the N-terminal ALL-1 polypeptide and the C-terminal 
(right side of arrows) segments of the partner proteins. In three of the 
proteins (ENL, AF-6, AF-1P) the fusion point is very close to the N-termi- 
nus, so that the polypeptide linked to the C-terminal part of ALL-I is very 



MOLECULAR GENETICS OF 1 lq23 CHROMOSOME TRANSLOCATIONS 227 

short and not likely to contribute a functional domain; this further 
supports the idea that the reciprocal product is the species essential for 
leu kemogenicity. 

AF-4, AF-9, and ENL contain nuclear targeting signals and are proba- 
bly nuclear proteins. The three proteins are rich in serines and prolines. 
AF-9 and ENL show 56% identity and 68% similarity. The homology is 
the highest (-80% identity and -90% similarity) at the N- and C-termini 
of the two proteins (Nakamura et al., 1993). Only the C-terminus of AF-9 
is included in the ALL-l/AF-9 protein; presumably, this domain contains 
the critical element provided to the chimeric protein. Very recently the 
yeast gene ANCl was cloned and found to share extensive similarity with 
the N- and C-termini of AF-9 and ENL (Welch and Drubin, 1994). The 
product of this gene is a nuclear protein and is involved in organization of 
actin filaments (Welch and Drubin, 1994). Most importantly, Burton and 
his colleagues have now found that this protein is physically associated 
with yeast RNA polymerase I1 (Were1 et al., submitted for publication). 
This suggests that AF-9 and ENL are transcription factors. 

The AF-6 protein shows high similarity but low identity over the 
C-terminal600 amino acids to the myosin heavy chain from Dictyostelium 
discoidenurn. This region in the latter protein is part of the tail domain 
which is thought to function in assembly of a myosin filament. Within 
this homology segment, AF-6 contains the GLGF motif (Prasad et al., 
1993) present within several proteins which are associated with the cyto- 
skeleton and are involved in signal transduction or synaptic organiza- 
tion. AF-6 contains clusters of prolines, glutamines, and charged amino 
acids. 

The  most notable feature of the AF-17 partner polypeptide is the 
leucine zipper protein dimerization motif located 3' of the fusion point 
(Prasad et al., 1994). At the N-terminus of the protein there is a cystein- 
rich domain with homology to the nuclear protein Br140. Segments rich 
in alanines, glycines, glutamines, or prolines are present within AF-17 
partner polypeptide. 

The AF-IP gene is the human homologue of the murine eps l5  gene 
which encodes a cytoplasmic protein containing a domain predicted to 
have a coiled coil structure that has similarity to several proteins, includ- 
ing myosin heavy chains, and is involved through protein-protein inter- 
actions in filament formation (Bernard et al., 1994). Domains with abun- 
dant glutamines or  acidic amino acids distribute within the AF-1P 
protein. 

The availability of probes and sequences of some partner genes 
enabled development of RT-PCR assays to diagnose and monitor pa- 
tients (Biondi et al., 1993; Hilden et al., 1993; Downing et d., 1993). In 
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FIG. 4. Tandem duplication of ALL-I exons 2-6 in the leukemic cells of some patients 
with AML. B,  BamHI; H,  HindIII. Genomic fusion point between exons 1-6 and exons 2- 
21 is at the junction of the black and white lines. Data are from Schichman el al. (1994). 

addition, it demonstrated that some 1 lq23 abnormalities are “masked” 
translocations. Thus, a typical del(1 lq23) aberration was found by using 
an AF-6 probe to represent a (6: 1 l)(q27;q23) chromosome translocation 
(Prasad et al., 1993). By utilizing FISH technology, other investigators 
showed that several terminal deletions of 1 lq23 corresponded to (6: 1 1) 
translocations (Kobayashi et al., 1993~). 

While most ALL-1 rearrangements involve partner genes, some do 
not. In two AML patients with trisomy 11 but no 1 lq23 abnormality, and 
in one AML patient with a normal karyotype (Schichman et al., 1994) the 
ALL-1 gene has undergone tandem duplication of exons 2-6 (Fig. 4). 
Sequencing analysis indicated an in-frame fusion, predicting synthesis 
of a partially duplicated protein. In the altered protein, a truncated 
ALL-1 polypeptide encoded by ALL-1 exons 1-6 (heavy line in Fig. 4) is 
fused to a truncated protein encoded by exons 2-2 1. Tandem duplica- 
tion of exons 2-8 was recently identified in some other AML patients 
(Schichman et al., in press). 

Obtaining some of the partner genes involved cloning of genomic 
breakpoints and this enabled accurate localization of the latter within the 
ALL-1 gene. In all 14 patients and cell lines analyzed (Gu et al., 1992, 
1994; Negrini et al., 1993), the breakpoints occurred between exons 6 
and 9; 8 of the breaks occurred in the intron between exons 6 and 7 
composed mainly of four Alu repeats. Four other Alu repeats are pre- 
sent between exons 8 and 10 (Gu et al., 1994). Possibly, the high density 
of Alu sequences in the breakpoint cluster region makes the latter more 
prone to recombination events. Analysis of three breakpoints indicated 
extra nucleotides inserted between the joined chromosomes, in conjunc- 
tion with adjacent heptamer-like or nonamer-like sequences (Gu et al., 
1992b; Negrini et al., 1993). This suggested the possibility that in those 
cases the immunoglobulin VDJ recombinase was involved. In contrast, 
sequence analysis of several other breakpoints (Prasad et al., 1993; Na- 
kamura, unpublished) did not show the above features. 
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VII. Models for ALL-1 Leukemogenicity 

When tumor-associated gene fusion results in synthesis of a chimeric 
protein it is not always obvious which of the two partner polypeptides 
carries the critical activity. In the case of 1 lq23 abnormalities, the multi- 
tude of partner polypeptides suggests that the alteration of ALL- 1 func- 
tion is the critical outcome. This contention is supported by the identi- 
fication of several cases of AML in which ALL-1 is rearranged with no 
involvement of a partner gene (Schichman et al., 1994). Based on the 
identification of putative DNA binding domain(s) in ALL-1 and in analo- 
gy with other gene fusions in which transcription factors were involved 
(Kamps et al., 1990; Hunger et al., 1992; de The et al., 1991; Kakizuka et 
al., 1991), Tkachuk et al. (1992) proposed that the ALL-l/ENL protein is 
a hybrid transcription factor in which the AT hook motifs would localize 
the hypothetical transactivation domain of ENL to regulatory sites or 
enhancer cores. This model, which emphasizes gain of function, pre- 
dicts that the partner polypeptides would contain transactivation do- 
mains, and that the hybrid proteins will be directed to normal targets of 
ALL- 1 (possibly also to additional sites). 

In recent experiments with the ENL partner polypeptide (Rubnitz et 
al., 1994), it was shown that the C-terminal segment of ENL has a trans- 
activation capacity in lymphoid and myeloid cells. Together with the 
recent finding that the yeast homologue of AF-9 and ENL is found in a 
complex with yeast RNA polymerase I1 (Were1 et al., submitted for pub- 
lication), this transcriptional transactivation experiment suggests that 
AF-9, ENL, and possibly AF-4 polypeptides interact with the transcrip- 
tional machinery of the cell. Possibly these polypeptides would affect the 
transcription regulatory function of the ALL- 1 moiety. Currently there 
is no evidence that the other three partner polypeptides-AF-6, AF-17, 
and AF-1P-are involved in transcription. In fact, AF-1P and probably 
AF-6 are cytoplasmic or cytoskeleton-associated proteins and presum- 
ably do not play a role in RNA synthesis in their normal context. These 
three polypeptides, though, contain domains which are presumably in- 
volved in protein-protein interactions (dimerization): the leucine zipper 
in AF-17, the a-helical coiled coil domain of AF-lP, and the region with 
homology to the tail domain of myosin heavy chain (which includes the 
GLGF motif) in AF-6. 

The fact that in the six 1 lq23 chromosome translocations studied the 
products encode chimeric proteins and not a truncated ALL-1 protein 
indicates that the partner polypeptides have a significant function. On 
the other hand, the identification of several AML patients in whom the 
ALL-1 protein undergoes partial duplication with no involvement of a 
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partner polypeptide (Schichman et al., 1994) indicates that in certain 
circumstances the latter is dispensable. These last results can be perhaps 
explained by invoking a loss of function model. According to this, 
ALL-1 rearrangements result in inactivation of the ALL-1 protein. The 
partner polypeptide augments this loss perhaps by blocking the activity 
of the normal ALL-1 protein presumably present in the leukemic cells. 
Partner polypeptides such as AF-9, ENL, and AF-4 might interact avidly 
with and sequester transcription factors necessary for activity of the 
normal protein. Partner polypeptides such as AF-17, AF-6, and AF-1P 
might act through their dimerization domains to form homodimers or 
heterodimers which could efficiently occupy ALL- 1 DNA target sites 
and prevent transcription of these targets. This model would explain the 
requirement for the product of the der 11 chromosome by its role in 
inhibiting the activity of the normal ALL-1 protein. In this model, tan- 
dem duplication of an N-terminal segment of the ALL-1 protein is suffi- 
cient for inactivation of the latter, as well as for blocking of the normal 
species. It is also possible that in cells with that last abnormality the 
normal allele of ALL-I is not present or is not expressed, but this has yet 
to be investigated. 

Although chromosome translocations are usually associated with 
overexpression or activation of oncogenes, there is a recent example for 
a translocation which apparently involves loss of function and a domi- 
nant negative effect. Thus, in the t( 15; 17) chromosome translocation 
associated with acute promyelocytic leukemia, a major effect of the fu- 
sion protein PML/RAR is sequestering of the normal PML protein and 
inhibiting its organization into nuclear macromolecular organelles (Dyck 
et ul., 1994; Weis et ul., 1994). 

VIII. Conclusions 

Following the cloning of the ALL-I gene it became apparent that the 
latter is rearranged in the vast majority of 1 lq23 abnormalities. These 
rearrangements usually fuse ALL-I to one of a series of genes positioned 
on many chromosomes and result in synthesis of chimeric RNAs and 
most likely of chimeric proteins. The fused RNA encoded by the deriva- 
tive 11 chromosome has been identified in all patients and cell lines 
examined so far, and is therefore thought to constitute the critical prod- 
uct of the aberrations. Among the six partner polypeptides charac- 
terized, only two show sequence homology. The absence of a common 
function motif in these polypeptides allows only speculations with re- 
gard to their role in the chimeric ALL-1 proteins. A major related ques- 
tion is whether ALL-I rearrangements result in gain or loss of function 
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of this gene. The homology of ALL-1 to Drosophilu trithorux makes it very 
likely that ALL-I controls expression of a variety of genes, possibly in- 
cluding one or more involved in hematopoiesis. ALL-I rearrangements 
probably result in overexpression or loss of expression of such genes. 
The identification of ALL-1 target genes and the determination whether 
ALL-1 acts (in conjunction with other proteins) through local changes in 
chromatin structure will be challenging issues during the next years. On 
the clinical side, the development of PCR-based tests will now enable 
examination of residual disease in patients in r ission. In addition, 
results from initial studies suggest that it will be T beneficial to test for 
ALL-1 rearrangements in infant acute leukemias which do not show 
1 lq23 karyotypic alterations. Finally, it remains to be shown whether 
ALL-1 is involved in cancers other than acute leukemia. 
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I. Introduction 

Kaposi’s sarcoma (KS) is a complex mesenchymal neoplasm of sus- 
pected vascular endothelial cell origin that until recently was reported to 
develop almost exclusively in elderly males of Jewish and Italian ances- 
try. With the emergence of the acquired immune deficiency syndrome 
(AIDS) in the early 1980s, a highly lethal and disseminated form of KS 
emerged among populations of homosexual and bisexual men suffering 
from AIDS. As more cases of this particularly virulent form of KS were 
reported, two obvious questions arose. First, what is the mechanistic link 
between HIV infection and the increased prevalence of this hither-to- 
for rare neoplasm? Second, what are the histogenetic and pathogenetic 
factors that contribute to the development of KS in this particular 
setting of AIDS? In recent years, much emphasis has been placed in 
searching for an etiologic link between the HIV virus as well as other 
opportunistic infectious agents with transforming potential and AIDS- 
associated KS. Also of interest and equal importance is elucidating the 
role of aberrant cytokine networks operative in the evolution of AIDS- 
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associated KS. Despite much intensive research activity directed at HIV- 
related diseases, this unique form of KS continues to be an enigma. 

In this review we will address both of these issues and outline recent 
experimental evidence that suggests a potential role for a novel cytokine 
termed scatter factor (SF), also known as hepatocyte growth factor, and 
its receptor the c-met protooncogene, in the pathogenesis of KS. Al- 
though SFlc-met has only recently been identified as a major growth 
factor produced by HIV-infected T cells and KS tumor cells, several 
lines of evidence suggest that conversion of SFlc-met from a normal 
paracrine to an aberrant autocrine growth regulatory system may play a 
central role in orchestrating a key series of pathogenetic events in the 
evolution of KS. 

11. Epidemiology of AIDS-Associated 
Kaposi’s Sarcoma 

KS was first brought to attention in 1872 as a rare cutaneous malig- 
nancy that developed predominantly in elderly Mediterranean or East- 
ern European Jewish and Italian men (Kaposi, 1872; Oettle, 1962, 
Davies and Loethe, 1976; Flotte et al., 1984; Rothman, 1962; Templeton, 
1976). This form of the disease now referred to as “classical” KS often 
presents initially as solitary or multicentric violaceous macules and nod- 
ules that affect the extremities (Friedman-Kien and Saltzman, 1990; 
Buchbinder and Friedman-Kien, 1991). The disease typically runs a 
relatively benign course although after many years it may progress to 
involve more distant skin sites as well as internal organs (Friedman-Kien 
et al., 1989; Friedman-Kien and Ostreicher, 1984). Another more ag- 
gressive form of the disease affecting predominately young adult Afri- 
can males termed “African endemic KS” was first recognized in 1940 in 
Central Africa (Oettle, 1962; Rothman, 1962; Loethe and Murray, 1962; 
Olweny, 1984). Unlike classical KS, this “endemic” form can run the 
gamut from a benign localized nodular lesion to a lethal, rapidly pro- 
gressive disseminated disease with local invasion and early visceral and 
lymph node involvement (Davies and Loethe, 1976; Taylor et al., 1971; 
Templeton and Bhana, 1975; Friedman-Kien et al., 1989). A third form 
of KS, first reported in the 1970s, develops in a small percentage of 
immunosuppressed transplant patients, particularly in individuals 
treated with corticosteroids (Harwood et al., 1979; Penn, 1979; Klepp et 
al., 1978; Gange and Jones, 1978, Kapadia and Krause, 1977; Klein et 
al., 1974). These KS lesions are for the most part limited to the skin and 
oral mucosa, but on occasion, may disseminate widely in the skin and 
involve internal organs. Interestingly, it has been reported that when 
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immunosuppressive therapy was discontinued the KS lesions regressed 
in some of these patients (Klein et al., 1974; Leung et al., 1981). 

In 1980 it soon became apparent that KS that developed in patients 
with AIDS was a very different disease. It was a highly aggressive and 
lethal disease in this patient population, especially in homosexual and 
bisexual men with AIDS where it was reported to account for up to 95% 
of all AIDS-associated malignancies (Friedman-Kien, 198 1 ; Friedman- 
Kien et al., 1981; Gottlieb et al., 1981; Hymes et al., 1981; Buchbinder 
and Friedman-Kien, 1991; Tapper0 et al., 1993). The clinical course of 
KS in HIV-infected men is often more aggressive than in patients with 
other non-HIV-related forms of KS. The lesions are often multicentric 
in the skin and oral mucosa, but may also involve internal organs and 
lymph nodes. Approximately 20% of patients suffer significant mor- 
bidity from their disease and succumb to complications due to KS. Al- 
though all available treatments help control the lesions, none have been 
shown to effectively lengthen survival (Lemp et al., 1990; Gill et al., 1990; 
Bacchetti et al., 1988; Rabkin et al., 1990; Errante et al., 1991; Payne et al., 
1990). 

Ill. Agents Implicated in the Etiology 
of Kaposi's Sarcoma 

The unusual prevalence of KS in men with sexually acquired AIDS 
has prompted much speculation regarding the possible role of environ- 
mental, genetic, or infectious cofactors unique to this patient population 
(Beral et al., 1990; Friedman-Kien et al., 1990; Beral et al., 1991). Perhaps 
the most compelling data are those emerging from epidemiological stud- 
ies that suggest a role for an infectious agent distinct from HIV-1 but 
which is more readily transmitted during homosexual than heterosexual 
activity (Friedman-Kien et al. 1990; Biggar et al., 1989). Although AIDS- 
KS is rare in females with AIDS, it is more common in female sexual 
partners of bisexual men than among heterosexual drug abusers (Biggar 
et al., 1989; Beral et al., 1990; Biggar et al., 1985). Several candidates have 
been proposed as the putative KS agent(s). 

Cytomegalovirus (CMV), a well-known cause of immunosuppression 
in humans and animals, has been implicated previously in the classical 
and African endemic forms of KS (Giraldo et al., 1972; Filia et al., 1975; 
Fenoglio and McDougall, 1984). A high prevalence of serum antibodies 
to CMV has been reported in HIV-infected men and immunosup- 
pressed renal transplant patients. More recently, however, studies have 
failed to detect CMV DNA sequences in KS tumor tissue samples, nor 
was CMV or  its DNA detected by in situ hybridization, immunostaining, 
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or electron microscopy in tumor biopsies from African’s with endemic 
KS (Delli Bovi et al., 1986). This was despite the fact that they had 
elevated serum antibodies to CMV (Haverkos, 1987; Ambinder et al., 
1987). 

Anogenital condyloma accuminata which develops in association with 
human papillomavirus (HPV) is one of the most prevalent sexually 
transmitted viral infections (Huang et al., 1992a; Tapper0 et al., 1993). 
Certain strains of HPV, in particular strains 16 and 18, are closely associ- 
ated with cervical intraepithelial neoplasia and cervical carcinoma 
(Vousden, 1989; Braun, 1994). It has been recently reported that women 
with HIV have a higher rate of cervical abnormalities and the prevalence 
of HPV infection appears to be higher in HIV-seropositive women than 
in seronegative women (Provencher et al., 1988; Schrager et al., 1989; 
Schafer et al., 1991; Vermund et al., 1991; Johnson et al., 1992). Huang et 
al. (1992a) have demonstrated by PCR analysis the presence of the high- 
ly conserved E6 region of HPV-16 in up to 30% of homosexual AIDS 
patients and in two continuous cell cultures derived from AIDS-KS 
lesions (Huang et al., 1992a). Nickoloff et al. (1992) have also demon- 
strated in paraffin-embedded archival specimens positive immunostain- 
ing for HPV in dermal dendrocytes in up to 70% of KS lesions. 

There is also evidence that the HIV-1 virus itself may play a role in 
the development of AIDS-KS, although this is still controversial (Delli 
Bovi et al., 1986; Kovacs et al., 1989; Huang et al. 1992a). HIV-1 tran- 
scripts have been detected in AIDS-KS lesions in which it has been 
localized to factor XIIIa-positive dermal dendritic cells (Mahoney et al., 
1991). It has also been shown that KS-derived cells can be readily infec- 
ted in culture (Nakamura et al., 1988). Of great interest are recent stud- 
ies with a transgenic mouse model that contains the HIV-1 tat sequence. 
These animals spontaneously develop hepatocellular carcinoma and 
dermal tumors that bear striking resemblance to human KS (Vogel et al., 
1988; Ensoli et al., 1990; Vogel et al., 1991). Furthermore, the HIV tat 
protein has been shown to stimulate the proliferation of cultured spin- 
dle cells derived from KS lesions and that anti-tat antibodies can par- 
tially block the mitogenic effect of HIV-infected T cell conditioned me- 
dia (Ensoli et al., 1990). Despite these compelling, albeit circumstantial 
data, the etiologic agents responsible for AIDS-associated KS still re- 
mains uncertain. 

IV. The Kaposi’s Sarcoma Phenotype 

The histopathological features of AIDS-associated KS are complex, 
ranging from early-stage lesions that resemble reactive granulation tis- 
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sue to late-stage lesions that more closely resemble angiosarcomas 
and/or fibrosarcomas (Friedman-Kien, 198 1 ; Gottlieb and Ackerman, 
1982; McNutt et al., 1982). The KS lesion is generally classified as a 
“spindle cell” neoplasm that consists of a mixture of fibroblasts, endo- 
thelial cells, and inflammatory cells (Friedman-Kien, 198 1 ; Gottlieb and 
Ackerman, 1982; McNutt et al., 1982). Given the complex nature of the 
KS lesion it is not unexpected that the origin of the KS cell remains 
controversial. Recently, however, studies from several laboratories con- 
cerned with the immunobiology of KS have begun to shed some light on 
the KS lineage. With the ability to grow KS cells i n  vitro using CM from 
HIV-infected T lymphocytes, new evidence has emerged revealing the 
histogenic origin and phenotype of KS tumor cells (Nakamura et al., 
1988). All KS cells express factor XIIIa, CD14, VCAM-1, and ICAM-1 
(Modlin et al., 1983; Rutger et al., 1986; Bechstead et al., 1986; Jones et 
al., 1986; Nickoloff and Griffiths, 1989a,b; Yang et al., 1994; Huang et 
al., 1994; Schaumburg-Lever et al., 1994). Other reports suggest that KS 
cells can also express CD34, ELAM-1, and factor VIII (Zhang et al., 
1994). 

In addition to expression of these surface antigens on KS spindle cell 
populations, these same markers serve to identify another prominent 
component of KS lesions, the dermal dendrocyte (Nickoloff and 
Griffiths, 1989a,b, 1991; Gray et al., 1991). This has lead some investiga- 
tors to speculate that the putative KS cell may be the dermal dendritic 
cell or another cell of monocyte/macrophage lineage (Nickoloff and 
Griffiths, 1989a,b). In a more recent study Zhang et al. (1994) examined 
antigen expression in KS tumors by immunocytochemistry and mRNA 
by i n  situ hybridization. These investigators found expression of the 
endothelial cell markers ELAM- 1, thrombomodulin, and tissue factor in 
KS lesions from AIDS and non-AIDS patients, thus implicating a vascu- 
lar origin for KS. Indirect evidence has also been provided by O’Connell 
et al. (1991) and O’Connell and Rudmann (1993) who showed that a 
murine line of SV4O-transformed endothelial cells when transplanted to 
nude mice grew as spindle cell neoplasms that bore striking resemblance 
to human KS tumors. 

In addition to the histological and immunophenotypic complexity 
associated with KS lesion, these tumors have been shown to produce a 
wide array of cytokines (Ensoli et al., 1989, 1990, 1991a,b, 1992). Many 
of these mediators have been shown to function as autocrine and para- 
crine growth factors and are thus suspected of contributing either di- 
rectly or indirectly to the growth and progression of KS cells in  v i m .  KS 
cells constitutively express high levels of mRNA for basic fibroblast 
growth factor, IL-If3 and IL-6, and oncostatin-M, moderate levels of 
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GM-CSF, TGF-P, PDGF-A and -B, vascular endothelial growth factor, 
and lower levels of acidic FGF and IL- l a  (Ensoli et al., 1992; Huang et al., 
1992b, 1993; Li et al., 1993). Many of these cytokines have been shown to 
have potent growth-promoting effects for not only KS tumor cells but 
also for normal host cells. These host cell targets include among others, 
vascular endothelial cells, smooth muscle cells, and fibroblasts in which 
one or more of these mediators have been shown to stimulate their 
proliferation and chemotaxis in vitro and neovascularization in uivo 
(Salahuddin et al., 1988). Another potential growth factor for KS tumor 
cells is the HIV-tat protein. Studies with the tat transgenic mouse model 
have demonstrated that these animals progressively develop dermal tu- 
mors that closely resemble human KS. Although neither the tat protein 
nor its mRNA transcripts were detected in these tumors there is nev- 
ertheless strong evidence that the tat gene product may play a central 
role, perhaps in a paracrine manner in stimulating the growth of KS 
tumors (Vogel et al., 1988; Ensoli et al., 1990; Vogel et al., 1991). 

V. Endothelial Cells Undergo Phenotypic Conversion 
to Kaposi’s Sarcoma-like Tumor Cells When Exposed 

to HIV-Infected T Lymphocyte-Conditioned Media 

During the course of our studies of‘ KS tumors we asked whether the 
culture media used to propagate KS cells would have any influence on 
normal vascular endothelial cells. We found that when HTLV-I1 condi- 
tioned media was added to cultures of human umbilical vein endothelial 
cells (HUVEC), within 24 hr the normal epithelioid cobble stone 
morphology of HUVEC changed to a “spindle”-shaped appearance with 
some cells demonstrating prominent dendritic processes. We refer to 
this striking morphological alteration as “phenotypic conversion” 
(Naidu et al., 1994). Not only did this “transdifferentiation” process in- 
volve a change in the appearance of HUVEC, but there also occurred 
several molecular alterations including induction of factor XIIIa, ap- 
pearance of ICAM-1, and the production of several cytokines unique to 
KS cells. Figure 1 is a series of photomicrographs demonstrating the 
morphological and immunophenotypic alterations ( phenotypic conver- 
sion) induced in cultures of normal HUVEC following their exposure to 
KSGM. 

We found that KS tumor expressed IL-lP, IL-6, IL-8, TGF-a, TGF-P, 
and ICAM- 1 mRNAs, results consistent with those previously reported. 
Interestingly, HUVECs grown in conventional media failed to express 
IL-lP, 1L-6, IL-8, ICAM-1, and IL-10, GM-CSF, and TGF-a mRNAs, 
but when transferred to KS growth medium (KSGM) for 18 hr the 



FIG. 1. Conversion of human endothelial cells to a KS tumor cell-like phenotype. Cell 
cultures were immnnostained as described previously (Naidu et al., in press). Positive 
cytoplasmic reactivity is indicated by red (alkaline phosphatase) staining. KS tumor cells 
grown in KSGM were stained for factor XIIIa (1A) and for VCAM-1 (1B). HUVECs were 
stained for factor XIIIa before (1C) and after ( I D )  a 24hr incubation in KSGM. HUVECs 
exposed to 250 units/ml of purified native murine scatter factor (SF) (1E) or recombinant 
human SF (1F) for 24 hr were stained for factor XIIIa. Magnification, ~ 6 0 .  
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transdifferentiated HUVECs began to express IL- lp, IL-6, IL-8, 
ICAM- 1 ,  and IL- 10, GM-CSF, and TGF-CY mRNAs, the molecular signa- 
ture of KS tumor cells. The process of phenotypic conversion was, how- 
ever, not entirely complete as discordance was observed for IL-10, GM- 
CSF, and TGF-a. Taken together, the expression of these KS-related 
phenotypes was remarkable for demonstrating the ability of HTLV-I1 
CM to induce normal HUVECs to express morphological, immunologic, 
and cytokine phenotypes reminiscent of authentic KS tumors. Table I 
summarizes the immunological and cytokine profiles of cultured KS cells 
and KS tumors in vivo and those expressed by normal HUVEC and 
phenotypically converted HUVEC. 

We then sought to identify components in KSGM responsible for this 
conversion phenomenon. Our initial screening of KSGM revealed high 
titers of SF, a serum-derived mitogen with potent growth-promoting 
and in vivo angiogenic activity (Bussolino et al., 1992; Grant et al., 1993). 
Our interest in SF and c-met stemmed from our ongoing studies of the 
mechanisms underlying the aberrant neovascularization that accom- 
panies the angiogenesis-dependent and HIV- 1 -associated disease 
psoriasis (Grant et al., 1993). Our studies revealed positive immunoreac- 
tivity for SF in dermal dendrocytes and at sites of developing new capil- 
lary blood vessels in psoriatic lesions. Furthermore, as we contemplated 
the morphological changes by endothelial cells during neovasculariza- 
tion, it occurred to us that SF may be important in our studies of KS. 

We examined two different batches of HTLV-I1 CM and found that it 
contained 218 and 154 scatter unitdm1 (ie., ability to scatter Madin- 
Darby canine kidney cells) and ELISA results indicated high levels of SF 
antigen (10.5 ng/ml). SF production rates for T cells infected with 
HTLV-I1 were estimated to be 120 units (U)/106 cells /48 hr compared 
to 20-80 U/ 106 cells /48 hr for six different fibroblasts lines. PCR analy- 
sis confirmed that the HTLV-II-infected T cells expressed SF mRNA 
(Naidu et al., in press). Neither resting peripheral blood T cells nor the 
HUT 78 T cell line produced detectable SF by bioassay or ELISA. Inter- 
estingly, when HUT T cells were infected by the HIV-1 IIIb virus PCR 
analysis revealed induction of SF mRNA. Furthermore, when KSGM 
was assayed in the rat corneal bioassay for angiogenic activity, it induced 
prominent neovascularization. This angiogenic activity was almost com- 
pletely abrogated by preincubating KSGM with neutralizing antibody 
(Ab) to SF indicating that SF was the major angiogenic mediator in 
KSGM (Table I1 and Figure 2). Also, the phenotypic conversion phe- 
nomenon induced by KSGM could be mimicked with the addition of 
highly purified SF or recombinant HGF to HUVEC growth medium. 
Thus, it became clear to us that SF present in KSGM was responsible for 
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TABLE I 
I M M U N O P H E N ~ ~ Y P E ,  CYIOKINE, A N D  c-met RECEPIOR PROFILE OF KAPOSI'S SARCOMA 

CELLS, DERMAL DENDRITIC CELLS, PHENOTYPICALLY CONVERTED (PC) 
ENUOTHELIAL CELLS, (EC) A N D  NORMAL (N) EC 

Marker KS tumor cells Dendritic cells PC EC N EC 

Immunological 
Factor XIIIa 
Factor XIlIs 
Factor VlII 
CD 4 
CD 14 
CD 31 
CD 34 
E-select in 

ICAM-I 
Thronihomodulin 
Tissue factor 
VCAM- 1 

ELAM-I 

Cytokines 
aFGF 
hFGF 
GM-CSF 
IL- la  
IL-IP 
IL-6 
IL-8 
IL-10 
Onco-M 
PDGF-A and B 
TGF Q 

TGF P 
SF (HGF) 

Receptor 
c-Met 

+ 

+ 
+ 
+ 
+ 
- 
h 

+ 
+ 
+ 
+ 

+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 

+ 

+ 
+ 
+ 
+ 

ND 
+ 

ND 
ND 
+ 

ND 
+ 

ND 
ND 
ND 
ND 
ND 
ND 
ND 
ND 
ND 
+ 

+ 
- 
- 

N Do 
+ 
+ 
+ 

ND 

+ 
ND 
ND 
+ 

- 

ND 
+ 

ND 
+ 
+ 
+ 

ND 
ND 

+ 
+ 

- 

- 

- 

+ 

+ 
+ 

" h  

+ - 
+ 
+ 
+ 
h 

" ND, not deterniined. 
' J  Expressed either a1 low levels or after exposure 10 cytokines. 

both the angiogenic activity in KSGM and the phenotypic conversion of 
normal of HUVECs to KS-like tumor cells. 

To explore the in vivo relevance of these findings we analyzed biopsies 
of KS tumors for expression of SF and its c-met receptor (Naidu et al., 
1994). We observed positive immunostaining of SF in lymphoid cells, 
perivascular dendritic cells, and interstitial spindle cells. Samples 
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TABLE I1 
NEOVASCULAR RESPONSES INDUCED BY KAPOSI SARCOMA GROWTH 

MEDIUM (KSGM) A N D  RECOMBINANT HUMAN HEPATOCYTE GROWTH 
FACTOR (rhHCF) A N D  THEIR INHIBITION B Y  

ANTI-SCATER FACTOR ANTIBODIES 

Corneal neovascularization 
positive responses (%) Content of' hydroii pellet 

Controls 
PBS 
bFGF ( 1  00 ng) 
rhHGF (100 ng) 
KSCM 
Chicken anti-HGH Ab 
Rabbit anti-HGF Ab 
bFGF (150 ng) + rabbit Ah 

rhHGF (100 ng) + chicken Ab (1:20) 
rhHGF (100 ng) + rabbit Ab ( 1  :ZOO) 
KSCM + chicken Ab 
KSCM + rabbit Ah 

KSGM + Ab 

013 (0) 
313 (100) 
212 (100) 
414 (1 00) 
014 (0) 
013 (0) 
013 (0) 

I13 (33) 
115 (20) 
215 (40) 
114 (25 )  

showed strong positive c-met staining of pili-erector smooth muscle bun- 
dles, as well as pericytes, HUVECs, dermal dendritic cells, and intersti- 
tial spindle-shaped tumor cells. Cytospin preparations of KS tumor cells 
and HUVEC were also strongly positive for c-met but not for Ab control. 
After verifying that KS cells expressed c-met mRNA we asked whether 
SF had any mitogenic effects on KS cells. Three KS tumor lines were 
examined and all were stimulated to proliferate when either highly puri- 
fied SF or recombinant HGF was added to the culture media. Even when 
compared to optimal concentrations of the two other well-characterized 
mitogens, IL-6 and oncostatin-M, SF was as least as potent if not slightly 
better in stimulating KS tumor cell growth. 

Taken together, these results suggest that SF may play an important 
role in the pathogenesis of KS. As previously mentioned, mice that have 
been genetically engineered to overexpress the HIV-tat protein sponta- 
neously develop cutaneous KS-like lesions and exhibit a high incidence 
of hepatocellular carcinoma in the absence of detectable HIV-tat tran- 
scripts or protein in the tumors. These investigators proposed that the 
liver tumors were likely mediated by extrahepatic growth factors (Vogel 
et al., 1991). We now propose that SF/c-met is a likely candidate for these 
experimental findings. However, before describing how we envision SF 



FIG. 2. Angiogenic responses induced in rat corneas by KS CM. Colloidal carbon per- 
fused corneas 7 days after implantation of Hydron pellet containing 20X concentrated KS 
CM (A) and KS GM with rabbit Ab to HGF (B). Note the vigorous neovascular response in 
A compared with the markedly suppressed response in B. Magnification, X 15. 
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is involved in the pathogenesis of KS, we will provide a brief summary of 
some of the function of SF and c-met and describe some recent work 
that implicates this cytokine and its receptor in tumor development. 

VI. Scatter Factor and the c-met Receptor: 
A Paracrine and Autocrine Growth Signaling System 

SF was first identified by Stoker and Perryman (1985) as a fibroblast- 
derived cytokine that induced dispersion, spreading, and enhanced the 
motility of normally cohesive epithelial cell populations (Stoker, 1984; 
Stoker and Perryman, 1985; Stoker et al., 1987; Rosen et al., 1989). It is a 
heparin-binding glycoprotein consisting of a 60-kDa heavy a-chain and 
a 30-kDa light P-chain linked by disulfide bonds (Gherardi et al., 1989; 
Rosen et al., 1990; Weidner et al., 1990). SF belongs to a class of kringle- 
containing proteins and exhibits about 38% amino acid sequence homol- 
ogy to the proenzyme plasminogen (Nakamura et al., 1989). SF is also 
closely related to macrophage-stimulating protein (MSP), a serum protein 
that renders macrophages responsive to chemoattractants (Yoshimura et 
al., 1993). It has been demonstrated by functional, biochemical, and 
sequence analysis that SF and hepatocyte growth factor are one and the 
same protein and are indistinguishable ligands for the c-met protoon- 
cogene tyrosine kinase receptor (Furlong et al., 1991; Weidner et al., 
1991; Bottaro et al., 1991; Naldini et al., 1991; Bhargava et al., 1992). 

In addition to stimulating cell motility, SF can influence the growth 
and differentiation of a variety of epithelia including mammary and 
renal tubular epithelial cells, keratinocytes, bronchial epithelia, and bili- 
ary epithelial cells (Rubin et al., 1991; Kan et al., 1991; Rosen and Gold- 
berg, in press). SF has also been shown to function as a morphogen 
where it induces kidney and mammary epithelial cells grown on collagen 
gels to rapidly organize into branching tubules and mammary duct-like 
structures, respectively (Montesano et al., 1991 ; Tsarfaty et al., 1992). 
When vascular endothelial cells are grown on the reconstituted base- 
ment membrane Matrigel, SF rapidly induces endothelial cells to orga- 
nize into capillary-like tubes (Rubin et al., 1991; Grant et al., 1993). In 
vivo SF is a potent mediator of angiogenesis (Bussolino et al., 1992; Grant 
et al., 1993; Naidu et al., 1994). 

The SF receptor, the c-met protooncogene, is a tyrosine kinase growth- 
factor receptor that is found predominantly on epithelial cells and on 
some mesenchymal cells, i.e. endothelial cells (Park et al., 1987; Rosen 
and Goldberg, in press). Although mesenchymal in origin, endothelial 
cells display certain features characteristic of epithelial cells including 
the formation of gap and tight junctions, a flattened squamous-like 
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like morphology, and the ability to organize into tubular structures. 
Thus, endothelial cells have the potential of serving as both a source and 
a target of SF. Binding of SF to c-met induces phosphorylation of an 
intracellular tyrosine acceptor site, activation of tyrosine kinase, forma- 
tion of a signaling and transduction of the signal to the nucleus. The 
molecules that transduce the c-met signal and the target genes induced 
by that signal are largely unknown (Rosen and Goldberg, in press). 

Both SF and the c-met receptor normally function in a paracrine 
signaling system in which mesenchymal cells produce the SF ligdnd that 
binds to its receptor on epithelial cells. This would suggest that SFlc-met 
plays an important role in epithelial/mesenchymal communication. Re- 
cent work from the Vande Woude laboratory has revealed how alter- 
ations in the expression of c-met can convert a normal paracrine signal- 
ing system to an autocrine pathway leading to dramatic alterations in cell 
differentiation and neoplasia (Faletto et al., 1991; Rong et al., 1992, 
1993a,b; Tsarfaty et al., 1994). It has been demonstrated that c-met pro- 
tooncogene is overexpressed in most spontaneously transformed 
NIH/3T3 and can mediate NIH/3T3 tumorigenicity (Cooper et al., 
1986; Hudziak et al., 1992). While c-met is normally expressed at low 
levels in primary fibroblasts in the presence of endogenously expressed 
SF, this results in an autocrine interaction and disregulated cell growth. 
Rong et al. (1993) showed that c-met overexpression occurs frequently in 
various types of human sarcomas thus implicating c-met in tumor- 
igenicity. In a more direct test of this hypothesis Tsarfaty et al. (1994) 
demonstrated that when c-met and SF were coexpressed in NIH/3T3 
fibroblasts the cells became tumorigenic in nude mice. Furthermore, 
they found that the resultant tumors displayed a lumen-like morphol- 
ogy, contained carcinoma-like focal areas with intercellular junctions 
resembling desmosomes, and coexpressed the epithelial and mesenchy- 
ma1 cytoskeletal markers cytokeratin and vimentin. Table I11 lists some 
of the more well-known sources of SF and c-met. Thus, SF and c-met can 
have prominent growth-promoting as well as transdifferentiating activ- 
ity on a number of different cell types. In the next section we explore 
this important ligand-receptor pair in KS and present our novel hy- 
pothesis for the pathogenesis of KS. 

VII. Proposed Role for Scatter Factor and c-met in 
Kaposi’s Sarcoma Carcinogenesis 

We hypothesize that the unique pattern of distribution of SF and c-met 
in KS tumors and the transient morphological, functional, and immu- 
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TABLE 111 
CELLULAR DISTRIBUTION OF SCATTER FACTOR A N D  c-met 

Paracrine signaling (normal cells) cells expressing 

SF c-met 

Autocrine signaling 
(tumors)“ 

cells expressing 
SF and c-met 

Fibroblasts 
Macrophages 
Platelets 
Smooth muscle 
T lymphocytes 

Biliary epithelium 
Bronchial epithelium 
Endothelial cells 
Hepatocytes 
Keratinocytes 
Mammary epithelium 
Renal tubular epithelium 

C hondrosarcoma 
Fibrosarcoma 
Kaposi’s sarcomab 
Leiom yosarcoma 
Osteogenic sarcoma 
Rhabdom yosarcoma 
Synovial sarcoma 
Melanoma 

Data from Rong et al., 1993. 
Data from Niadu et al.. 1994. 

nophenotypic alteration that are induced in normal endothelial cells in 
response to SFlc-met reflect alterations that are central to the patho- 
genesis of AIDS-associated KS. It is well established that neoplasms, 
including KS, evolve through a series of sequential steps that by conven- 
tion have been defined operationally as initiation, promotion, and pro- 
gression (Nowell, 1976; Farber and Cameron, 1980). When viewed from 
this perspective the increased incidence of KS in patients with sexually 
acquired AIDS can perhaps be more readily explained. Figure 3 depicts 
our model of how we believe SF and c-met participate in the pathogenesis 
of AIDS-associated KS. 

In  adult organisms endothelial cells (EC) normally exhibit a low turn- 
over rate; usually on the order of several months or  years (Engerman et 
al., 1967). Under these conditions the chances of a somatic mutation 
occurring in this quiescent cell population are exceedingly rare. This is 
the mechanism that we believe best explains the sporadic incidence of 
KS observed in the “classical” form of the disease (Model 1). In contrast, 
in AIDS-associated KS (Model 2), T cells infected with the HIV virus 
would provide a constant supply of SF that could function as a potent 
“promoting” agent for carcinogen (HPV or H1V)-initiated EC. This 
would be the scenario if the EC of an HIV-infected individual acquired a 
carcinogenic strain of an organism such as HPV (HPV E6/E7) or the 
HIV virus itself (HIV-tat). In these instances mutation might result 
directly or indirectly in production of SF along with overexpression of 
c-met. EC would now be both a source of and a target for SF. What is 
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Model No. 1 
a 3 s s k a r ~ s a n x m s  

K.porl’. samom 

Rare carcinogenic initaiting event 
a 

Endothelial cells 

SF - ~4.t + 

HIV lat 
HPV- 16 E6/€7 
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Increased risk for carcinogenic initiation * 

J. +* 
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Promo tion Neovasculariza tion HlVinfected 
Tlymphocyte 

@-SF 

FIG. 3. Model depicting the role of SF and the c-met protooncogene in the patho- 
genesis of AIDS-associated KS. 

normally a tightly regulated paracrine system would now be converted to 
an disregulated autocrine signaling system. These events would drive 
the carcinogenic process by promoting the growth of “phenotypically 
converted,” “initiated” endothelial cells. A similar mechanism could be 
envisioned for an individual whose EC already contained a transforming 
viral sequences and who then acquired the HIV virus. In this setting the 
HIV-infected T cells would provide a rich source of SF that would pro- 
mote the growth of initiated, mitoticly dormant EC. As a result of coex- 
pressing SF and c-met the phenotypically converted, initiated endothelial 
cells would be able to stimulate their own growth (autocrine) and pro- 
mote the growth and recruit adjacent host cells (paracrine) into the 
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developing KS tumor. Not only is SF able to act directly on endothelial 
cells to promote their growth but it is also able to act indirectly by stimu- 
lating neovascularization. We speculate that the acquisition of SF- 
mediated angiogenic activity by EC occurs early in this process, at the 
stage of phenotypic conversion. In this instance, EC would behave as 
“preneoplastic cells;” they would display angiogenic activity, a trait that is 
necessary although not sufficient for tumor formation (Gimbrone et al., 
1976a,b; Brem et al., 1977, 1978; Folkman, 1985; Moroco et al., 1990). 

VIII. Conclusions and Summary 

Kaposi’s sarcoma is a highly lethal tumor in patients with sexually 
acquired AIDS. A number of etiologic agents have been implicated in 
the development of this disease in this patient population and there is 
ample evidence that aberrant production of and responsiveness to KS 
tumor and host cell-derived cytokines plays a central role in the patho- 
genesis of AIDS-KS. In this review we propose that aberrant expression 
SF and c-met is central to the pathogenesis of KS. KS is a serious and life- 
threatening consequence for many patients with AIDS. Unfortunately, 
current therapeutic strategies for the treatment of this complex neo- 
plasm have met with only limited success. In view of the poor survival 
rates for AIDS-KS patients which continue to decline at an alarming 
rate, it is eminently clear that a better understanding of the etiology and 
pathogenesis of this form of KS is needed if novel therapeutic strategies 
designed to successfully combat this disease are to be developed. If our 
hypothesis is validated, one could envision several approaches whereby 
the modulation of SFlc-met function or production might lead to a re- 
duction in the incidence and severity of KS lesions. Antibody therapy 
directed against either SF-producing tumor cells or against the c-met 
receptor might decrease the incidence of new tumors by limiting their 
clonal expansion and lead to regression of established tumors by block- 
ing SF-mediated tumor cell proliferation and neovascularization. It 
might also be possible to suppress production of SF or accessory cyto- 
kines involved in the induction SF production and thus short circuit 
SFlc-met growth-promoting effects. We have outlined a novel hypothesis 
for understanding the mechanism underlying the development of 
AIDS-associated KS. This is most certainly not the whole story, however. 
Clearly, other cytokines and alterations in natural host defenses and the 
immune system contribute significantly to the development of AIDS- 
associated KS. We believe, however, that recognition of SFlc-met as a 
participant in this disease is necessary if we are to more fully understand 
the pathogenesis of AIDS-associated KS. 
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1. Introduction 

Cells respond to external stimulus by generating second messengers 
in the cytoplasm which send specific signals to the nucleus, culminating 
in the expression of a specific set of genes. Thus, transcriptional regula- 
tion can determine the growth property, differentiation status, develop- 
ment, cell fate, or even pathological status such as cancer. Gene expres- 
sion is regulated by cis elements in genes which are recognized by 
transcription factors whose activity in turn is modulated by the incoming 
signals. Activity of transcription factors can be regulated by a number of 
distinct mechanisms, transcription, post-translational modification, in- 
teraction with other factors, or subcellular localization. 

NF-KB is a transcription factor first identified as a lymphoid-specific 
protein that binds to a decameric oligonucleotide (GGGACTTTCC) 
present in the K-light chain gene intronic enhancer (Sen and Baltimore, 
1986a). The activity of NF-KB is regulated by its subcellular localization. 
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NF-KB is present as a dormant complex with an inhibitor IKB in the 
cytoplasm (Fig. 1). A wide variety of external or internal signals modify 
the NF-KB/IKB complex with poorly understood mechanisms, leading to 
the release of IKB and nuclear translocation of NF-KB, where it binds to 
a specific DNA motif and regulates transcriptional activity of the target 
genes. Molecular cloning of the genes encoding NF-KB and IKB revealed 
a family of related genes from fly to man. In flies, NF-KB-like factors 
regulate embryonic development and adult immunity. In man, these 
factors are involved in immune and acute phase responses, cell cycle 
control, differentiation, and pathogenesis of acquired immunodeficien- 
cy syndrome and cancer. 

In this review, we will attempt to summarize our current understand- 
ing of the regulation of the NF-KB family of proteins and IKB proteins. 
The reader is encouraged to consult many excellent reviews on various 

Signal (TNF, I L1, TPA, LPS) 

FIG. 1. Regulation of Rel/NF-KB transcription factors: A model. The inactive Rel/NF-KB- 
I K B ~  complex (p50-p65-I~Ba or p5O-cRel-I~Ba) is present in the cytoplasm of resting 
cells. I K B ~  is basally phosphorylated. Following stimulation with a variety of agents, (sig- 
nal) I K B ~  is rapidly phosphorylated and degraded with a poorly understood mechanism. 
Signal-induced phosphorylation of I K B ~  does not result in its dissociation from Rel/NF-KB 
complex and degradation of I K B ~  is likely to occur while in association. Once I K B ~  is 
degraded, free Rel/NF-KB complex migrates to the nucleus and regulates transcription of 
target genes including those encoding the inhibitor I K B ~  and the p50 precursor p105. 
Augmented expression of I K B ~  results in the termination of Rel/NF-KB activity, unless 
persistent stimulation with inducers is provided. p105 processing to p50 is also accelerated 
upon stimulation with external signals and likely to involve phosphorylation event(s). 
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aspects of this subject (Baeuerle, 1991; Baeuerle and Henkel, 1994; Beg 
and Baldwin, 1993; Blank et al., 1992; Bose, 1992; Gilmore, 1991; Grilli 
et al., 1993; Grimm and Baeuerle, 1993; Liou and Baltimore, 1993; 
Nolan and Baltimore, 1992; Pahl and Baeuerle, 1994; Schmitz et al., 
1991). 

II. KB-Binding Factors 

Since NF-KB was originally identified only in B cells (mature B and 
plasma cells) and was crucial for K enhancer function (Atchison et al., 
1987; Lenardo and Baltimore, 1987), it was considered as a B cell- 
specific transcription factor involved in the activation of the IgK 
gene. However, it soon became evident that NF-KB activity is inducible 
by phorbol esters (TPA) in pre-B cells as well as non-B cells (Sen and 
Baltimore, 198613). In addition, DNA motifs closely related to the IgK- 
KB site were found in multiple genes that are regulated by NF-KB, and 
are collectively called “KB sites” (Table I gives a few examples). Thus, the 
inducible NF-KB is observed in many cell types, defining NF-KB as a 
ubiquitous transcription factor involved in the regulation of a wide vari- 
ety of genes through their KB sequences. 

Multiple related and unrelated proteins can bind to KB sites. These 
include the Rel/NF-KB family of proteins (Fig. 2), zinc-finger proteins, 
and RKB. In this review, any protein complex that can bind to a KB site is 
referred to as a “KB-binding factor or  complex.” We will discuss 
KB-binding factors and their regulation in both the vertebrate systems 
(Sections II-V) and Drosophila (Section VI). 

A. RELINF-KB FAMILY 

1. NF-KB Complex: NFKBl (p5O/plO5) 
and RelA (p65)  

The inducible NF-KB complex was originally purified from human 
cell lines, rabbit lung tissues, and human placenta (Baeuerle and Bal- 
timore, 1989a; Ghosh et al., 1990; Kawakami et al., 1988; Zabel et al., 
199 1). NF-KB complex is composed of two proteins of molecular weights 
50 and 65 kDa, referred to as p50 and p65, respectively. It was shown to 
be heterodimeric by glycerol gradient centrifugation (Urban et al., 
199 1). However, gel filtration analysis demonstrated that higher-order 
complexes also form (Baeuerle and Baltimore, 1989). Purified NF-KB 
binds the IgK-KB site stably with a half-life of 45 min and with an affinity 
of -4x 10-13 - 5.7x 10-12 M (Urban and Baeuerle, 1990; Fujita et al., 
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TABLE I 
KB ENHANCER ELEMENTS 

Target gene KB site Reference 

Immunoreceptors 
IgK light-chain gene 

TCRp 
MHC-I (H-2Kb) 

Cytokines 
IL-2 
G-CSF 
T N F - ~ i  
IFN-P 

IL-2Ra 

Rel/NF-KB members 
p50/p105 

c-Re1 (chicken) 
<:-Re1 (mouse) 

IKB members 
I K B ~  (mouse) 
I K B ~  (pig) 

Viruses 
HIV 
sv40 

CMV 

Adenovirus 
Others 

c-myc 
H-rm- 1 
serum amyloid A 
vimentin 
Consensus 

GGGACTTTCC 
GGGA ATCTCC 
GGG AG ATTCC 
GGGGATTCCC 

GGG ATTTC AC 
GGGGAATCTC 
GGGGCTTTCC 
GGGAA ATTCC 

GGGGCTTCCC 
GGGAGCGCCC 
GGGAAATTCC 
GGGA ACC ACC 
GGGATTTCTC 
GGGAAATCCC 

(;GGAATTTCC 
GGGA ATTTCC 
AGGACTTTCC 

GGGACTTTCC 
GGGACTTTCC 
GGG A AGTACC 
GGGACTTTCC 
GGGGATTTCC 
GGG ACTTTCC 

GGGAAAACCC 
GGGACGCCAC 
GGGACTTTCC 
GGGGCTTTCC 
GGGRNNYYCC 

Sen and Baltimore (1986a) 
Ballard el al. ( I  988) 
Jamieson et al. (1989) 
Baldwin and Sharp (1988) 

Lenardo et al. ( 1988) 
Nishizawa et ul. (1990) 
Shakhov et al. (1990) 
Lenardo rt al. (1989) 

Ten et al. (I 992) 

Hannink and Temin (1990) 
Grumont et al. (1993) 

Chiao et nl. ( 1  994) 
deMartin et u1. (1993) 

Nabel and Baltimore (1987) 
Kanno et al. ( 1  989) 

Sambucetti et al. (1989) 

Williams rt a1. (1990) 

Duyano et ul. ( 1  990) 
Trepicchio and Krontiris (1992) 
Edbrooke et al. (1989) 
Lilienbaum rt al. ( 1  990) 

1992; Kretzschmar et al., 1992). The half-life of NF-KB on a KB site, 
however, may depend on the source of the complex as p50/p65 hetero- 
dimers observed in lipopolysaccharide (LPS)-stimulated 70Z/3 cells, a 
murine pre-B cell h e ,  have a half-life of less than 30 sec on the IgK-KB 
site (Miyamoto et al., 1994a). Upon binding to the KB site, purified 
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NF-KB activates transcription in vztro (Kawakami et al., 1988). Thus, 
NF-KB is a sequence-specific transcription factor composed of a dimer of 
p50 and p65 subunit proteins. 

The genes encoding p50 and p65 subunits of NF-KB are related to 
each other (Bours et al., 1990; Ghosh et al., 1990; Kieran et al., 1990; 
Meyer et al., 1991; Nolan et al., 1991; Ruben et al., 1991) and other 
multiple genes including the oncogene v-re1 (Stephens et al., 1983; Wil- 
helmsen et al., 1984) and the gene encoding a Drosophila morphogen, 
dorsal (Steward, 1987) (see Fig. 2). v-re1 is a resident oncogene in the 
reticuloendotheliosis virus strain T (Rev-T) which causes fatal lympho- 
mas in birds (see review by Bose, 1992). Dorsal is a maternal morphogen 
which determines the dorsal-ventral polarity in a developing Drosophila 
embryo (see review by Govind and Steward, 1991). The proteins en- 
coded by these genes share an extensive sequence homology at the 
N-terminal -300 aa, referred to as the Re1 homology domain (RHD; 
Gilmore, 1990), which contains a dimerization domain, a DNA-binding 
motif, and a nuclear localization signal. Thus, homologous sequence 
within this family of proteins encodes important functional domains. 

Unlike most other transcription factors, p50 is synthesized as a pre- 
cursor protein of a molecular weight 105-110 kDa (p105) (Bours et al., 
1990; Ghosh et al., 1990; Kieran et al., 1990; Meyer et al., 1991). 
Ubiquitin-dependent proteasome generates the N-terminal p50 subunit 
(Palombella et al., 1994). A protease encoded by immunodeficiency virus 
(HIV) enhances the proteolysis of p105 to p50 (Riviere et al., 1991). 
Since the agents which activate NF-KB also enhance the proteolysis of 
p105 (Rice et al., 1992; Mercurio et al., 1993; Naumann and Scheidereit, 
1994), processing of p105 provides a regulatory step controlling the level 
of p50 production in the cell. 

p50 alone does not generally activate transcription through KB sites in 
transient transfection assays (Franzoso et al., 1992; Perkins et al., 1992; 
Ruben et al., 1992; Ryseck et al., 1992; Schmitz and Baeuerle, 1991). 
Furthermore, p50 has been shown to repress transcription induced by 
NF-KB (Franzoso et al., 1992; Kang et al., 1992; Schmitz and Baeuerle, 
1991). Thus, it was suggested that p50 is a repressor rather than an 
activator of KB-dependent transcription. p50 homodimers can, however, 
activate KB-dependent transcription in uitro (Fujita et al., 1992; Kretzsch- 
mar et al., 1992). In  addition, conformational changes induced by spe- 
cific KB sites directly correlates with p50-dependent transactivation po- 
tential (Fujita et al., 1992). Thus, under certain conditions, p50 
homodimers can activate transcription depending on the KB sites. 

Unlike p50, the p65 subunit of NF-KB is not produced as a precursor 
protein (Nolan et al., 1991 ; Ruben et al., 199 1). p65 can form homodimers 
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FIG. 2. Rel/NF-KB/Dorsal family of proteins. Rel/NF-KB/Dorsal proteins contain well- 
conserved N-terminal-300aa sequences (rel-homology domain, shown in dark box) which 
include the DNA binding, dinierization domains, and nuclear transport signal (NTS). 
There is a well-conserved protein kinase A site in the Re1 homology domain of most of the 
family members. p50 and p52 are produced by proteolysis of the precursor proteins, p105 
p105 and p100, respectively. Both p105 and pl00 contain a glycine rich "hinge" region 
followed by the C-terminal ankyrin repeats which are also present in the IKB family of 
proteins (see Fig. 3). Some members, such as c-Rel, RelB, p65, Dorsal, and Dif (Drosophila 
immunity factor), contain transactivation domain (TA) in addition to Re1 homology do- 
main. RelB contains two TA domains which are not shown in the figure. 
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and bind KB sites directly. It can cause KB-dependent transactivation 
due to the presence of a potent C-terminal transactivation domain (Bal- 
lard et al., 1992; Schmitz and Baeuerle, 1991). Since ~ 5 0 1 ~ 6 5  combina- 
tion leads to marked transcriptional activation, while p50 alone does 
not, the transactivation potential of NF-KB seems to be provided primar- 
ily by the p65 subunit. 

The DNA-binding domain of NF-KB is likely to be a novel type, hav- 
ing no sequence similarity to previously described structures. A con- 
served motif, RXXRXRXXC, has been described as a potential DNA- 
binding domain because mutation in this region abolishes DNA-binding 
activity (Kumar et al., 1992). However, it is not clear whether this is due 
to the disruption of DNA-binding contact points or to the three- 
dimensional structure. Toledano et al., (1993) demonstrated that re- 
placement of the N-terminal 58 aa of p65 with the corresponding 82 aa 
of p50 (both of which contain the conserved motif) lead to a chimeric 
p65 protein which binds to KB sites with p50 specificity (see Section V 
for DNA-binding specificity of ReVNF-KB complexes). Coleman et al., 
(1993) provided an intriguing observation that only 4 aa substitution 
in p65 with the corresponding residues of p50 in this region changed the 
DNA-binding specificity of p65 to that of p50. Domain swapping with 
other well-characterized DNA-binding domains may demonstrate wheth- 
er this putative region of NF-KB is sufficient for direct DNA-binding 
activity. 

The structure of the NF-KB dimerization domain is also undefined. A 
dimerization domain has been localized within - 100 aa at the C-termi- 
nus of the -300 aa RHD because deletion of N-terminal201 aa of p50 
does not affect dimerization (Logeat et al., 1991). There are several aa 
substitution mutants in the C-terminal RHD which also block dimeriza- 
tion (Bressler et al., 1993). The naturally occurring splice variant of p65, 
p65A, with 10 aa deletion in this region cannot dimerize with p50 al- 
though it can still form a complex with p65 (Ruben et al., 1992). This 
type of change in dimerization specificity has also been shown with p65 
point mutants in this domain (Ganchi et al., 1993). Thus, subtle sequence 
alterations can confer partner specificity for p50 and p65 proteins. The 
identification of the precise nature of both the DNA-binding and dimer- 
ization domains may require structural analyses using X-ray crystal- 
lography of the RHD. 

2. v-Re1 and c-Re1 
v-re1 is an oncogene present in the replication-defective avian Rev-T 

which causes fatal lymphomas in infected chickens (for review see Bose, 
1992). It is derived from the turkey protooncogene c-rel. v-Re1 protein is 
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generated by deletions of 2 aa at the N-terminus and 118 aa at the 
C-terminus of c-Re1 which are replaced by 11 aa and 18 aa at each 
terminus with the env sequence of the Rev-A virus, respectively (Capo- 
bianco et al., 1990; Stephens et al., 1983; Willhelmsen et al., 1984). In 
addition, it contains multiple point mutations internally (Wilhelmsen et 
al., 1984). v-Re1 is missing the C-terminal transactivation domain of c-Re1 
and thus generally does not transactivate from KB sites even though it 
can bind to KB sites directly (Ballard et al., 1990; Bull et al., 1990; Inoue 
et al., 1991; Kabrun etal., 1991; Richardson and Gilmore, 1991). Instead, 
it can repress transcription mediated by NF-KB or Re1 proteins, (Ballard 
et al., 1990; Inoue et al., 1991). Thus, it was hypothesized that v-rel may 
induce transformation as a dominant-negative oncogene. However, ad- 
dition of a C-terminal transactivation domai-n to v-Re1 creates a transac- 
tivating v-Re1 fusion protein which can still transform chicken spleen 
cells (Hannink and Ternin, 1989). Thus, loss of transactivation potential 
per se is not necessary for v-Re1 transforming activity. Recently, it was 
shown that the transactivation potential of v-Re1 is context dependent, as 
it can activate transcription from KB sites in undifferentiated F9 cells 
(Walker et al., 1992). It appears that the DNA-binding activity of v-Re1 is 
necessary for transforming activity (Walker et al., 1992). The conserved 
PK-A site in the RHD is critical for transformation and transcriptional 
repression (Mosialos et al., 199 1). Therefore, transformation by v-Re1 
may involve multiple events, including DNA-binding which alters tran- 
scriptional regulation by c-Re1 proteins. 

In addition to DNA binding, v-Re1 proteins also form complexes with 
a number of cellular proteins in transformed spleen cells. Immu- 
noprecipitation of v-Re1 proteins coprecipitates associated proteins 
p124, pl15, p75, p70, and pp40 (Davis et al., 1990a,b; Kochel et al., 1991; 
Lim et al., 1990; Morrison et al., 1989; Simek and Rice, 1988). In un- 
transformed cells, c-Re1 is also complexed with the same set of proteins 
(Morrison et al., 1989; Davis et al., 1990a; Kochel et al., 1991). These 
proteins are identified as a chicken homolog of mammalian p105, pl00 
(see below), c-Rel, heat-shock protein 70, and IKBCX (inhibitor of NF-KB, 
see Section 111), respectively (Capobianco et al., 1992; Davis et al., 1991; 
Lim et al., 1990; Sif and Gilmore, 1993; Simek and Rice, 1988). Thus, in 
transformed cells, the overproduction of v-Re1 protein causes associa- 
tion with proteins that are otherwise bound to c-Rel. 

Disruption of the c-re1 gene is associated with several types of lympho- 
mas. The expression pattern of c-Re1 is cell-type specific, unlike p50 or 
p65, which are more ubiquitous. Enhanced expression can be seen only 
in lymphoid cells (Brownell et al., 1987, 1988; Grumont and Gerondakis 
1990; Moore and Bose, 1989). It is of particular interest to note that 
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those cell types which normally show high expression of c-Re1 are the 
very targets of v-Rel-induced transformation in chicken (Barth et al., 
1990; Barth and Humphries, 1988a; Zhang et al., 1991). An alteration of 
the c-re1 locus can be seen in lymphomas derived from these cell types as 
well. For example, a c-re1 alteration is observed in a chicken B cell lym- 
phoma which is induced by insertional mutagenesis by avian leukosis 
virus (Kabrun et aL., 1990). This results in the production of truncated 
c-Re1 proteins whose functional properties are not clearly understood. 
c-re1 alteration can also be observed in a human B cell lymphoma cell line 
(Lu et al., 1991). In this case, a chromosomal translocation of c-re1 gener- 
ates a fusion protein with only the RHD of c-Re1 and Nrg, a product of a 
non-rel-related gene. The fusion protein can bind to KB sites and is 
located in the nucleus but does not transactivate due to the lack of 
C-terminal transactivation domain of c-Re1 (J. Chen, unpublished obser- 
vations). Thus, deregulation of tissue-specific functions of c-Re1 may 
result in transformation of lymphoid cells. 

3. Other ReLINF-KB Members 

The Rel/NF-KB family is composed of many members in addition to 
p50/p105, p65, v-Rel, and c-Rel. These include p52/p100, RelB, and 
p65A. The gene encoding p52lp100 was cloned by several investigators 
(Bours et al., 1992; Mercurio et al., 1992; Neri et al., 1991; Schmid et al., 
1991). This gene encodes a protein of 90-100 kDa (p100) which con- 
tains RHD in its N-terminus. The N-terminal DNA-binding protein is 
referred to as p52 and can be generated in the cell by alternate splicing 
(Schmid et al., 1991), by proteolysis (Bours et al., 1992; Mercurio et al., 
1992), or as a fusion protein generated by a chromosomal translocation 
involved in a B cell lymphoma (Neri et al., 1991). p52 alone does not 
generally transactivate but it can heterodimerize with p65 and become a 
potent activator of HIV-LTR (Schmid et al., 1991). Recently, H2TF-1, 
another KB-binding protein, has been shown to be pl00 (Scheinman et 
al., 1993; Potter et al., 1993). 

Another member of this family is RelB, whose gene was cloned as an 
immediate early gene in NIH3T3 cells stimulated with serum (Ryseck et 
al., 1992). This protein contains the RHD and two transactivation do- 
mains, one in the RHD with a leucine-zipper (LZ)-like motif and the 
other at the C-terminus (Dobrzanski et al., 1993; Ryseck et al., 1992). It 
can heterodimerize with p50 or p52. Although one of the transactivation 
domains of RelB is sufficient for transactivation potential with p50 or 
p52 proteins, the combination of the two domains is required for full 
activity. It is possible that LZ-like motif could interact with other pro- 



264 SHIGEKI MIYAMOTO AND INDER M. VERMA 

teins. Because RelB is induced by serum, it may perform functions in 
cell cycle control. 

PCR analysis identified a splice variant form of p65, p65A, which is 
missing 10 aa (aa 222-231) in the RHD of p65 (Ruben et al., 1992). It 
cannot homodimerize or heterodimerize with p50. It can, however, com- 
plex with p65, which results in reduced DNA-binding activity. Thus, 
p65A may negatively regulate p65 activity in vivo. It is of interest to note 
that p656 has been shown to transform rat embryonic fibroblast 
(Naranayan et al., 1992), suggesting that selective inhibition of p65 activ- 
ity by p65A may be directly involved in the transformation event. Al- 
though transforming activity of p65A is not readily reproducible 
(Grimm and Baeuerle, 1994), p65A remains the only member of the 
Rel/NF-KB family which has been shown to transform mammalian cells 
in cell culture. 

4 .  Mechanisms for Transformation by 
RelINF-uB Proteins 

We suggest that deregulation of Rel/NF-KB activity may be directly 
involved in cellular transformation. This can come about either by the 
loss of the transactivation domain or  by overproduction of an altered 
protein. In general, the transforming proteins of the Rel/NF-KB family 
(v-Rel, Rel-nrg, lyt- 10, and p65A) do not transactivate, further strength- 
ening the notion that transformation by the RelINF-KB family may be 
related to the loss of transactivation potential. In fact, deletion of the 
C-terminal transactivation domain of c-Re1 creates a transforming pro- 
tein (Kamens et al., 1990). However, as discussed earlier, a v-Re1 fusion 
protein containing the transactivation domain of c-Re1 still transforms 
chicken spleen cells (Hannink and Temin, 1989). This provides evidence 
that transformation by v-Re1 is not due to a simple loss of transactivation 
capacity. However, since the v-Re1 protein contains multiple mutations 
compared to that of c-Rel, addition of a transactivation domain may not 
exert a fully negative effect on transformation. Thus, it is still possible 
that the loss of transactivation activity may be directly involved in trans- 
forming activity by this family of proteins. 

An alternate hypothesis is that a disruption of the homeostatic bal- 
ance of Rel/NF-KB proteins by overproduction of the transforming 
members leads to transformation. The formation and the levels of 
Rel/NF-KB complexes may be regulated in a temporal and spatial 
manner in normal cells. Since in all cases the transforming proteins 
are overexpressed, it may cause alteration of the balance of RelINF-KB 
complexes leading to unregulated Rel/NF-KB activity and eventual 
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transformation. Development of a reproducible transformation assay 
for mammalian cells by Rel/NF-KB genes would greatly facilitate dissec- 
tion of the underlying mechanism(s). 

B. KB-BINDING FACTORS THAT ARE NOT RELATED 
TO REL/NF-KB MEMBERS 

There are other classes of KB-binding proteins which lack discernable 
structural homologies with Rel/NF-KB family of proteins. One of them is 
a large zinc-finger-containing protein called MBP- 1 /PRDII-BF- 1 /HIV- 
EP 1 /aA-CRY BP 1 which was cloned by screening hgt 1 1 libraries using 
radiolabeled KB sites of the H-2Kb MHC-I gene, the PRDII motif of 
P-interferon gene, or the HIV enhancer (Baldwin et al., 1990; Fan and 
Maniatis, 1990; Nakamura et al., 1990; Nomura et al., 1991; Singh et al., 
1988). The DNA-binding domain in this protein is located within a 118- 
aa region containing two zinc-finger motifs. This gene is inducible in T 
cells by TPA and PHA and in fibroblasts by serum (Baldwin et al., 1990; 
Fan and Maniatis, 1990; Nomura et al., 1991), suggesting a role in T cell 
activation and cellular proliferation. 

There are other KB-binding proteins which also contain zinc-finger 
motifs; AT-BP1 and AT-BP2 (Mitchelmore et al., 1990), HIV-EP2 
(Nomura et al., 1991), MBP-2 and KBP-1 (Rustgi et al., 1991), and AGIE- 
BPI (Ron et al., 1991). In general, the zinc-finger proteins that bind KB 
sites share a motif, RGKYICE, which is similar to the putative DNA- 
binding domain of the Rel/NF-KB members, RFRYXCE (Toledano et al., 
1993). This similarity may underlie their common DNA recognition 
properties. As mentioned previously, the precise DNA-binding domain 
of Rel/NF-KB family is undefined. Since DNA-binding activity of NF-KB 
also requires zinc ions (Zabel et al., 1991), the Rel/NF-KB DNA-binding 
motif may also involve a novel type of zinc chelation. 

RKB is another gene encoding a KB-binding factor which does not 
resemble either Rel/NF-KB family or zinc-finger proteins (Adams et al., 
1991). It was isolated by screening a hgtl 1 library using a radiolabeled 
KB site of the IL-2Ra gene. RKB encodes a protein of 107 kDa with no 
known DNA-binding motif. The in vivo function or relevance of this 
factor is not clearly understood. 

The presence of various KB-binding factors generates diversity, and 
consequently a complex system of KB-dependent transcription of vari- 
ous genes. A variety of parameters are crucial in determining the contri- 
bution of different KB-binding complexes for the transcriptional regula- 
tion of specific target genes. These include the relative concentration of 
each factor, relative affinity to the target KB site, conformational changes 
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induced by the KB site, and the presence of other interacting factors (see 
below). The most abundant form of a KB-binding complex in many cells 
seems to be NF-KB as this is the major factor purified from a variety of 
cellular extracts (Baeuerle and Baltimore, 1989b; Ghosh et al., 1990; 
Kawakami et al., 1988, Urban and Baeuerle, 1991; Zabel et al., 1991). How- 
ever, the levels of active KB-binding complexes may vary at different 
time points following stimulation as some of the KB-binding factors are 
inducible (see Table I). The distinct complexes may be distributed in a 
tissue-specific manner, such as in murine mature B cell lines where 
p5O/c-Rel is constitutively activated (Liou et al., 1994; Miyamota et al., 
1994a; Rice and Ernst, 1993). In addition, a KB site may be preferen- 
tially recognized by different KB-binding factors (see Section V), adding 
further complexity to KB-dependent transcriptional regulation. The KB 
site can induce conformational changes of these complexes upon bind- 
ing (Fujita et al., 1992) and conversely NF-KB causes DNA bending 
(Schreck et al., 1990). Furthermore, the overall transcriptional activity of 
a target gene depends on the presence of other interacting transcription 
factors (see Section VI). Thus, the presence of multiple KB-binding fac- 
tors may provide the specificity required for regulating a wide variety of 
KB-dependent genes. 

Ill. IKB Family of Proteins 

IKB (inhibitory protein) was originally identified as a labile factor 
which inhibited the activity of NF-KB by a direct protein-protein inter- 
action (Baeuerle and Baltimore, 1988b). In pre-B cells, transcription of 
the IgK gene is inducible by LPS without the requirement for de nouo 
protein synthesis (Nelson et al., 1985; Wall et al., 1986). In fact, the 
addition of a protein synthesis inhibitor can activate IgK transcription, 
indicating that a labile inhibitor is present. Because NF-KB is inducible 
by the same agents that activate IgK gene transcription and the activa- 
tion of NF-KB does not require new protein synthesis, it was postulated 
that a labile factor regulates activity of NF-KB post-translationally (Sen 
and Baltimore, 1986b). 

The presence of a latent NF-KB/IKB complex is widespread. The 
DNA binding activity of NF-KB can be induced in vitro by treating cyto- 
plasmic extracts with deoxycholate or  formamide, which disrupts the 
IKB interaction (Baeuerle and Baltimore, 1988b). Thus, the activation of 
NF-KB can be induced by the release of IKB molecule. Subsequently, a 
number of proteins capable of inhibiting the DNA-binding activity of 
NF-KB were identified and are referred to as the IKB family. This family 
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FIG. 3. IKB family of proteins. IKB proteins contain conserved ankyrin repeat motifs 
(shaded bars) which are essential for the IKB activity. The number of repeats varies from 
five (IKBa) to seven (Bc13, I K B ~ ,  p105, and p100). p105 and pl00 are the precursor 
proteins for p50 and p52, respectively. I K B ~  is produced as an alternate mRNA from the 
gene encoding p105. Cactus is the functional homologue of IKB protein in Drosofhila. 

includes I K B ~ ,  IKBP, I K B ~ ,  p105, p100, and Bcl-3 (Fig. 3). The genes 
encoding all of these proteins except IKBP have been cloned (Davis et al., 
1991; Ghosh et al., 1990; Haskill et al., 1991; Inoue et al., 1992a; Kieran 
et al., 1990; Neri et al., 1991; Ohno et al., 1990) In this review we will 
discuss only those members whose genes are known. 

All IKB proteins contain a conserved region, referred to as the an- 
kyrin repeat domain (ARD). An ankyrin repeat is a 30-34 aa motif also 
present in a number of other proteins, such as ankyrin, CDC10, SW16, 
SW14, GABP-P, Notch, and TAN-1 (for review see Bennett, 1992). The 
ankyrin repeat domain provides an interface for protein-protein inter- 
action such as those involved in ankyrin with anion exchangerltubulin 
and in GABP-P with GABP-a. The ARD of IKB proteins is also essential 
for interaction with NF-KB (Inoue et al., 1992b). Although the aa se- 
quence of the ARD of the IKB family is well conserved, it is quite di- 
vergent from that found in non-IKB proteins (Nolan and Baltimore, 
1992). Thus, the inhibition of NF-KB activity is specific to the IKB family 
of proteins with the distinct ARD. 
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A. MOLECULAR CLONING OF GENES ENCODING 
IKB PROTEINS 

1. &a: MAD-3, pp40, RL-IFI, and ECI-6 

The gene encoding the I K B ~  protein was fortuitously cloned as an 
immediate-early gene, mad-3, which is induced when monocytes attach 
to plastic substrate (Haskill et al., 1991). The homologous gene was also 
cloned from chicken (pp40; Davis el al., 1992), rat (RL-IF1; Tewari et al., 
1992), pig (ECI-g; de Martin et al., 1993), and mouse (P. Chiao, un- 
published). I K B ~  proteins contain internal five complete and a sixth 
incomplete ankyrin repeat motifs followed by an acidic region. The re- 
gion N-terminal to the ARD does not appear to be required for its 
inhibitory activity (Inoue et al., 199213). Notably, association with c-Re1 or 
p65 requires five ankyrin repeats (Leveillard and Verma, 1993). How- 
ever, association per se is not sufficient for inhibition of DNA-binding 
activity. It additionally requires the C-terminal region which contains the 
incomplete sixth ankyrin repeat and the acidic region (Hatada et al., 
1993; Inoue et al., 1992b; Leveillard and Verma, 1993). I K B ~  can seques- 
ter p65 or c-Re1 in the cytoplasm and to a lesser extent p50 (Ganchi et al., 
1992; Inoue et al., 1991; Zabel et al., 1993). 

The association of I K B ~  with p65 requires the nuclear localization 
signal (NLS) of p65 proteins (Beg et al., 1992; Ganch et al., 1992). Mask- 
ing of the NLS is most likely the mechanism for the inhibition of nuclear 
translocation of p65 by I K B ~  proteins. It is not defined how I K B ~  inter- 
action leads to the inhibition of p65 DNA-binding activity but p65 C-ter- 
minus is required (Ganchi et al., 1992). In contrast, I K B ~  interacts with 
both the putative DNA-binding domain and the NLS of Re1 proteins 
(Beg et al., 1992; Kerr et al., 1991; Kumar and Gelinas, 1993). The 
C-terminus of Re1 is dispensable for I K B ~  association. Thus, in this case 
I K B ~  seems to simultaneously cover both the NLS and the DNA-binding 
domain, inhibiting nuclear translocation and DNA binding at the same 
time. 

In addition to sequestering NF-KB in the cytoplasm, I K B ~  can also 
displace NF-KB bound to its cognate DNA sequence (Zabel and Baeuerle, 
1990). Binding of p65 to I K B ~  or DNA seems to be mutually exclusive 
(Ganchi et al., 1992). Hence, I K B ~  can terminate NF-KB-dependent tran- 
scription in vitro (Kretzschmar rt al., 1992). I K B ~  can be localized in the 
nucleus when overexpressed (Cressman and Taub, 1993; Zabel et al., 1993) 
and in v-Rel-transformed cells, some I K B ~  (pp40) can also be detected in 
the nucleus (Davis et al., 1990a). These observations suggest roles for I K B ~  
not only as a cytoplasmic retention molecule but also a terminator of 
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transcription by migrating to the nucleus ( perhaps by passive diffusion) 
and displacing active NF-KB complex from KB sites. IKBCX has also been 
shown to be capable of transcriptional transactivation when fused to a 
heterologus DNA-binding domain (Morin and Gilmore, 1992). 

2. plO5lplOO: Precursors of p5O and p52 

Another member of the IKB family is the p50 precursor protein p105. 
It contains seven ankyrin repeats at its C-terminus which display exten- 
sive homology to the ARD of IKBCX. The p50 region is at its N-terminus 
(see Fig. 2). Despite the presence of the DNA-binding domain in the 
N-terminus, p105 does not generally bind KB sites (Bours et al., 1990; 
Ghosh et al., 1990; Kieran et al., 1990; Meyer et al., 1991). However, 
deletion or disruption of the ARD leads to DNA binding, directly dem- 
onstrating that the ARD inhibits this activity. p105 can also inhibit the 
DNA binding activity of NF-KB in trans (Rice et al., 1992). Thus, intra- or 
intermolecular masking of the N-terminal Re1 homology domain by the 
C-terminal ARD causes the inhibition of the DNA-binding activity. 

Despite the presence of a nuclear localization signal, the subcellular 
location of p105 is exclusively cytoplasmic (Blank et al., 1991; Henkel et 
al., 1992; Inoue et al., 1992a; Rice et al., 1992, Rice and Ernst, 1993). The 
NLS is inaccessible to antibody specific for this region of p105 unless it is 
denatured or  its C-terminal ARD is removed, suggesting that p105 is in a 
conformation in which NLS is masked by its C-terminal ARD in its 
native state (Henkel et al., 1992). In addition, p105 causes cytoplasmic 
retention of other Rel/NF-KB members in trans (Hatada et al., 1993; 
Henkel et al., 1993). The p50 precursor, therefore, is an IKB protein 
involved in its own cytoplasmic retention and other Rel/NF-KB members 
by intra- or  intermolecular mechanisms. 

The precursor of p52, p100, has also been shown to function as an 
IKB protein by similar criteria in uiuo (Mercurio et al., 1993). p124 and 
p115, two of the v-Rel-associated proteins, have been shown to be the 
chicken homologues of p 105 and p 100 proteins, respectively (Capabian- 
co et al., 1991; Sif and Gilmore, 1993). Taken together, the ankyrin 
repeat domains of pl05 and p 100 regulate the cytoplasmiclnuclear par- 
tition of Rel/NF-KB proteins in vivo. 

3 .  IKByICTD: C-Terminal Half of PI05 

Another member of the IKB family, I K B ~  (also referred to as CTD), is 
generated from the same gene coding for the precursor of the p50 
protein (Inoue et al., 1992a; Liou et al., 1992). This gene contains an 
alternative transcription start site in its intron, generating a protein 
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containing only the C-terminal 607 aa of p105 which includes seven 
ankyrin repeats (Inoue et al., 1992a; J. I. Inoue, personal communica- 
tion). The I K B ~  protein can inhibit the DNA-binding activity of NF-KB 
in addition to that of other KB-binding complexes (see Section 111,B). It 
can also inhibit the nuclear translocation of c-Rel. I K B ~  interacts with 
p50 through the NLS (Inoue et al., 1993). Therefore, one gene codes for 
a transcription factor and its inhibitor at the same time. 

Interestingly, the distribution of I K B ~  mRNA is cell-type specific, un- 
like p105, which is ubiquitous. It is only detected in murine lymphoid 
cells (Inoue et al., 1992a). Furthermore, the level of I K B ~  mRNA de- 
creases during the differentiation of pre-B to mature B cells (Liou et al., 
1992; S. Miyamoto, unpublished observation). These data suggest a cell- 
type specific role for I K B ~  in murine lymphoid cells specifically during 
the differentiation of B cells. 

4 .  Bcl-3: I d ,  Coactivator and a Putative Oncogene 

Another IKB member, Bcl-3, was identified as a putative oncopro- 
tein in a human B cell chronic lymphocytic leukemia which displays 
soma1 translocation t( 14; 19)(q32;q13.1) (Ohno et al., 1990). This protein 
of 446 aa contains proline-rich regions in both N- and C-termini and the 
central seven ankyrin repeat motifs similar to the ARD of other IKB 
members (Fig. 3). Unlike other IKB proteins, its inhibitory activity is 
specific for p50 or p52 homodimers (Franzoso et al., 1992; Inoue et al.,  
1993; Kerr et al., 1992; Naumann et al., 1993; Nolan et al., 1993; Wulczyn 
et al., 1992; see Section 1II.B). In addition, its subcellular location is 
nuclear in NTera-2, NIH3T3, and HeLa cells (Bours et al., 1993; Fran- 
zoso et al., 1993; Kerr et al., 1993; Nolan et al., 1993). Since Bcl-3 also 
interacts with the NLS of p50 (Inoue et al., 1993; Leviellard and Verma, 
1993), it is not clear how (p50),-Bc13 complex enters the nucleus. One 
group has reported that Bcl-3 in Cos-7 cells is cytoplasmic (Naumann et 
al., 1993). Thus, Bcl-3 has an ARD related to that of IKB members, but 
the specificity of inhibition and subcellular location appear distinct. 

Surprisingly, Bcl-3 can also activate rather than inhibit transcriptional 
activity through KB sites (Bours et al., 1993; Fujita et al., 1993). This is 
contrary to the conventional function of IKB proteins. There are two 
possible explanations: (a) Antirepressor activity of Bcl-3. Since Bcl-3 can 
displace p50 homodimers which can act as a repressor of KB-dependent 
transcription, it indirectly allows NF-KB to activate transcription (Fran- 
zoso et al., 1992; Inoue et al.,  1993); (b) Bcl-3 as a coactivator of 
KB-dependent activation. Contrary to the above observations, Bcl-3 can 
form ternary complexes with homodimers of p50 or p52 on DNA 
(Bours et al., 1993; Fujita et al., 1993). In addition, Bcl-3 enhances the 



REL/NF-KB/IKB STORY 27 1 

transactivation potential of p52 in transient transfection assays and that 
of p50 homodimers in in vitro transcription assays. Thus, these data 
suggest that Bcl-3-induced transactivation is a result of its coactivation 
potential. These two models involve opposite effects when Bcl-3 inter- 
acts with p50 and p52 homodimers: displacement from a KB site or 
ternary complex formation on the target DNA. The exact action of 
Bcl-3 in the cell probably depends on its concentration, post-transla- 
tional modifications, and the target KB sequences. 

Bcl-3 is inducible during T cell activation (Ohno et al., 1990) and a 
high level of Bcl-3 is observed in mature B cells (Bhatia et al., 1991; Liou 
et al., 1994). These findings suggest a possible role for Bcl-3 in prolifera- 
tion and differentiation of lymphoid cells. Deregulated production of 
putative oncoprotein Bcl-3 could, therefore, cause cellular transforma- 
tion by altering the activity of p50- or p52-mediated functions. 

B. SUBUNIT SPECIFICITY OF IKB INHIBITION 

The presence of multiple forms of IKB proteins is intriguing. Are 
they specific for different KB-binding complexes? The earlier studies 
using the partially purified IKB demonstrated that the p65 subunit was 
the receptor for IKB protein because it only inhibited p50/p65 complex 
but not p50 homodimers (Baeuerle and Baltimore, 1989; Nolan et al., 
199 1; Urban and Baeuerle, 1990; Urban et al., 1991). It is now clear that 
the inhibition of independent &-binding complexes can be accom- 
plished by many forms of IKB proteins. The list may increase as more 
proteins with the characteristic ankyrin repeat domain (Nolan and Bal- 
timore, 1993) are discovered and tested for their inhibitory activity. It is 
likely that the need for different forms of IKB proteins in the cell is to 
selectively attenuate various KB-binding complexes composed of differ- 
ent members of Rel/NF-KB proteins. 

KB-binding complexes have varying sensitivity to different IKB mem- 
bers (Table 11). For example, the NF-KB complex ( ~ 5 0 1 ~ 6 5 )  can be in- 
hibited by IKBOL, I K B ~ ,  p105, and pl00 (Davis et al., 1991; Kerr et al., 
1991; Inoue, et al., 1992; Mercurio et al., 1993; Rice et al., 1992; Wulczyn 
et al., 1992; Zabel et al., 1993). KB-binding complexes containing p65 or 
c-Re1 are generally inhibited by IKBCX and p105/plOO (Davis et al., 1991; 
Kerr et al., 1991; Mercurio et al., 1993; Rice et al., 1992), whereas homo- 
dimers of p50 or  p52 are more sensitive to Bcl-3 (Franzoso et al., 1992; 
Inoue et al., 1993; Nolan et al., 1993). The inhibitory activity of I K B ~  (or 
CTD) on complexes containing p65, c-Rel, or p52 is controversial, al- 
though the inhibitory effect on p50 homodimers is consistent (Grumont 
et al., 1993; Inoue et al., 1992a; Leveillard and Verma, 1993; Liou et al., 
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TABLE I 1  
SPECIFICITY OF INHIBITION OF KB-BINDING COMPLEXES BY IKB MEMBERS 

KB-binding complex IKB Member Reference 

p50/p65 k B a ,  I K B ~ ,  p105, pl00 Baeuerle and Baltimore (1989); 

p52lp65 
p50IRel 

p50lRelB 
p65lp65 

Rel/Rel 

p50/p.50 

I K B ~  
IKBCX, I K B ~  

I K B ~  

IKBCX, I K B ~ ,  p105 

IKBCX, IKB?, p105 

p52lp52 Bc13, I K B ~  

Nolan et al. (1991); Davis et al. 
(1991); Kerr el al. (1991); Haskill 
el al. (1991); Tewari et al. (1992), 
Inoue et al. (1992a,b, 1993); 
Wulczyn et al. (1992); Liou el a1. 
(1992); Naumann et a/. (1993) 
Duckett et al. (1993) 
Davis et al. (1991); Tewari et al. 
(1992); Miyarnoto et al. (1994) 
Tewari et al. (1992) 
Davis et nl.  (1991); Wulczyn p t  al. 
(1992); Liou el al. (1992); Ganchi 
el a1. (1992); Beg et al. (1992); 
Inoue el (11. (1992b. 1993); 
Leveillard and Verma (1993); 
Hatada et al. (1993); Naumann et 
al. (1993); Scheinman et al. (1993) 
Kerr et al. ( 199 I ) ;  Davis el al. 
(1991); Inoue el al. (1992a); Rice 
et al. (1992); Hatada et a1. ( 1  993); 
Gerondakis rt al. ( 1  993) 

Inoue et al. (1992a, 1993); 
Wulczyn et al. (1992); Franzoso et 
al. (1992, 1993); Liou et a/. 
(1992); Kerr et al. (1992); Nolan 
et al. ( 1  993); Leveillard and 
Verma (1993); Hatada et al. 
(1993; Naumann et a1. (1993) 
Kerr el al. (1992); Nolan et a1. 
( 1993) 

1992; Naumann et al., 1993). Thus, these studies demonstrate differen- 
tial sensitivity of Rel/NF-KB complexes to JKB proteins. It will be impor- 
tant to identify the concentrations of different inhibitors in vivo to deter- 
mine their relevance to specific KB-binding complexes. In addition, 
systematic studies addressing the relative affinities of the inhibitory com- 
plexes will facilitate the understanding of the specificity of inhibition. 

The IKB members can be grouped into two classes based on their 
subcellular location. The first group includes p105, p100, and I K B ~  



REL/NF-KB/IKB STORY 273 

(CTD) which reamin in the cytoplasm (Inoue et al., 1992a; Mercurio et 
al., 1993; Rice et al., 1992). I K B ~  and Bcl-3 comprise the second group, 
which can be found both in the cytoplasm and the nucleus (Davis et al., 
1990; Kerr et al., 1991; Zabel et al., 1993). I K B ~  and Bcl-3 may enter the 
nucleus by passive diffusion or perhaps through yet unidentified nucle- 
ar localization signals. This second group of IKB proteins not only inhib- 
it DNA-binding activity of KB-binding complexes, but also displace them 
from DNA. Potential nuclear localization of these IKB’s suggests that 
they may act as repressor ( I K B ~ )  or  antirepressor (Bcl-3) of NF-KB activ- 
ity. 

IV. Regulation of Rel/NF-KB Activity 

There are two types of Rel/NF-KB activities, inducible and constitu- 
tive. The activity of inducible Rel/NF-KB complexes is regulated at mul- 
tiple levels. First, there are a wide variety of inducers, extracellular or 
intracellular (Table 111). Second, many signaling systems are involved in 
the pathway, either directly or indirectly. Finally, different members of 
the IKB family can serve as targets for the incoming signals generated. 
Thus, the Rel/NF-KB/IKB complexes are strategically placed to integrate 
and respond to various signals required for selective gene activation. 

Since the major form of the latent cytoplasmic KB-binding complex in 
many cell types appears to be NF-KB/IKBcx, we will first discuss its regu- 
lation, and later consider the regulation of other KB-binding complexes 
and IKB members. Constitutive forms of KB-binding complexes are dis- 
cussed below (see Section IV,D). 

A. REGULATION OF NF-KB/IKBcY COMPLEX 

Activating signals must result in modification of I K B ~  rather than 
NF-KB. This hypothesis is based on several observations made by 
Baeuerle and Baltimore (1988a,b). First, the dormant NF-KB has an 
intrinsic DNA-binding activity because mild detergents can lead to I K B ~  
dissociation resulting in NF-KB DNA binding. Second, detergent in- 
duced NF-KB DNA binding activity is comparable to that which appears 
in the nucleus following stimulation. Third, nuclear NF-KB is still sensi- 
tive to exogenously added IKBCX, demonstrating that NF-KB maintains 
its ability to bind to IKBCX. Finally, I K B ~  activity is not recovered in the 
cytoplasm following addition of inducers. These observations indicate 
that the activating signals modify IKBCX to release NF-KB activity. 

The modification of I K B ~ ,  however, may not be the only pathway for 
NF-KB activation. Hayashi et al., (1993) demonstrated the presence of a 
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p65-associated serine kinase which activates NF-KB by directly phospho- 
rylating p65 subunit. Naumann and Scheidereit (1994) have shown that 
not only I K B ~  but p65 also is phosphorylated following treatment of 
HeLa and Namalwa cells with tumor necrosis factor. In this case, the 
DNA binding activity of NF-KB was greatly enhanced by p65 phospho- 
rylation. Dorsal also undergoes phosphorylation prior to nuclear trans- 
location (Norris and Manley, 1992; Whalen and Steward, 1993). These 
studies suggest that a direct modification of Rel/NF-KB may also lead to 
its activation. Since more information is available on the modification of 
IKBU proteins at present, we will consider the NF-KB activation pathway 
involving I K B ~  modifications in more detail. 

Modification of I K B ~  can be induced by a variety.of apparently unre- 
lated agents, such as TPA, LPS, cytokines, viral infection, uv irradiation, 
or H202 (Table 111). Inspection of inducers does not offer a simple 
known second messenger system that might be involved in IKBU mod- 
ification. Thus, these stimuli lead to distinct multiple pathways which 
either independently modify I K B ~  or converge into common pathways. 
Since the activation of NF-KB is associated with common events- 

TABLE. 111 
INDUCERS OF NF-KB ACTIVITY 

Type of inducer Example Reference" 

Growth fdctorskytokines 

T-cell mitogens 

Bacterial lipid 
Protein synthesis inhibitor 
DNA-damaging agents 

Viral transactivators 

Double-stranded RNA 
Oxidative stress 
Others 

TNF-a 
IL- I 
PDGF 
Phorbol esters 
Lec t ins 
Calcium ionophors 
Lipopolysaccharide 
C ycloheximide 
uv light 
X rays 
X (HBV) 
tax (HTLV-I) 
E 1 A (Adenovirus) 
Poly (I-C) 

H A  
Nitric oxide 
Okadaic acid 

Griffin el al. (1989) 
Freimuth rt al. (1989) 
Olashaw et al. (1992) 
Sen and Baltimore (1986b) 
Bohnlein et al. (1988) 
Novak et al. (1990) 
Sen and Baltimore (1986b) 
Sen and Baltimore (1986b) 

Stein et al. ( 1  989) 
Brach et al. (1991) 
Staddiqui el al. (1989) 
Leung and Nabel (1988) 
Shurman et al. (1989) 
Visvanathan and Goodbourn (1989) 
Schreck et a1. (1991) 
Lander et al. (1993) 
Thevenin e l  al. (1990) 

0 The reference is not meant to be complete and provides only an example. 
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phosphorylation of I K B ~ ,  degradation of I K B ~ ,  and the activation of 
antioxidant-sensitive pathway(s) (see below)-it is likely that different 
signaling pathways may converge into some common pathway(s). How- 
ever, it is not clear how these events are interconnected to activate 
NF-KB. It is generally assumed that the phosphorylation of I K B ~  is an 
intermediate step for its degradation. An antioxidant-sensitive step is 
likely to be present upstream of the NF-KB/IKBa complex integrating 
multiple incoming signaling pathways. 

1 .  Phosphorylation of I d a  

Phosphorylation by specific kinases inactivates I K B ~  in vitro (Ghosh 
and Baltimore, 1990; Kerr et al., 1991). These kinases include PK-C, PK- 
A, and a heme-regulated eIF-2 which likely phosphorylate independent 
residues. Thus, inactivation of I K B ~  may be accomplished by phospho- 
rylation at multiple sites. 

In uiuo phosphorylation of I K B ~  is induced by a variety of activators, 
such as TNF-a, TPA, and IL-1 (Beg et al., 1993; Brown et al., 1993; 
Cordle et al., 1993; Mellits et al., 1993). Since TPA activates PK-C, which 
can directly phosphorylate and inactivate I K B ~  in vitro (Ghosh and Bal- 
timore, 1990), it is possible that PK-C directly phosphoryates I K B ~  in 
viuo. Other phosphorylation pathways, such as tyrosine kinases, are also 
important for NF-KB activation. Treatment with tyrosine kinase inhibi- 
tors, herbimycin A or genistein, inhibits IL- 1 - or radiation-induced 
NF-KB activation (Iwasaki et al., 1992; Uckun et al., 1993), suggesting the 
involvement of a tyrosine kinase pathway. I K B ~  is tyrosine phosphory- 
lated following exposure to hypoxia (Koong et al., 1994) and c-Re1 and 
p105 are also phosphorylated on tyrosine residues in T cell lines (Neu- 
mann et al., 1992). Induction of NF-KB by a variety of activators can be 
inhibited by dominant-negative Ras or Raf protooncoproteins (Devary et 
al., 1993; Finco and Baldwin, 1993), suggesting that this phosphoryla- 
tion cascade may also be involved in the activation process. Double- 
stranded (ds) RNA-dependent kinase can phosphorylate I K B ~  in vitro 
(Kumar et al., 1994) and is important for dsRNA activation of NFKB in 
uivo (Maran et al., 1994). Thus, it is conceivable that different kinase 
pathways phosphorylate I K B ~  on different sites thereby inactivating its 
activity. This scenario predicts that there are multiple phosphorylation 
sites on I K B ~  specific for different kinases as predicted from in vitro 
studies. It is also possible that different kinase pathways converge into a 
common phosphorylation event by an as yet unidentified IKBa-specific 
kinase. In any case, phosphorylation events are likely to be an integral 
component of the NF-KB activation pathway. Therefore, identification 
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of kinase(s) and the new IKBCX phosphorylation site(s) will greatly facili- 
tate the understanding of NF-KB regulation. 

2.  Degradation of I d a  

One common event that can be observed during the activation of 
NF-KB in many cell types is the rapid degradation of I K B ~  proteins 
(Brown et al., 1993; Chiao et al., 1994; Cordle et al., 1993; Henkel et al., 
1993; Mellits et al., 1993; Miyamoto et al., 1994c; Rice and Ernst, 1993; 
Scott et al., 1993; Sun et al., 1993). It is of importance to note that the 
degradation is rapid (as short as a few minutes) and extensive (no obvi- 
ous intermediate proteolytic products can be seen). Apparently, I K B ~  
degradation is an obligatory event because a number of protease inhibi- 
tors, such as TPCK and TLCK, can inhibit I K B ~  degradation and conse- 
quently inhibit NF-KB activation (Chiao et al., 1994; Henkel et al., 1993; 
Miyamoto et al., 1994a). In some cases, newly phosphorylated forms of 
I K B ~  can be observed transiently prior to degradation indicating that a 
phosphorylation event may be an intermediate step for degradation 
(Beg et al., 1993; Brown et al., 1993; Cordle et al., 1993; Mellits et al., 
1993; Miyamoto et al., 1994~). If IKBOL phosphorylation leads to dissocia- 
tion of IKBCX from NF-KB, then inhibition of I K B ~  degradation is ex- 
pected to have little effect on NF-KB activation. However, protease in- 
hibitors inhibit not only the degradation of I K B ~  but also the activation 
of NF-KB, suggesting that phosphorylation of IKBCX may not result in 
dissociation. 

Mellits et al., (1993) showed that TPCK treatment results in not only 
the inhibition of I K B ~  degradation, but also the loss of phosphorylation 
event, suggesting that TPCK may also inhibit kinase(s). We have recently 
observed that both TPCK and TLCK blocked IKBCX phosphorylation 
induced by TNFa and LPS (Miyamoto et al., 1994~). Inhibition of NF-KB 
activation by these inhibitors is likely the result of the inhibition of I K B ~  
phosphorylation rather than direct inhibition of I K B ~  protease(s). Cal- 
pain inhibitors I and 11, however, blocked degradation of IKBCX without 
affecting its phosphorylation. Under these conditions, NF-KB was still 
sequestered in the cytoplasm complexed with the phosphorylated form 
of I K B ~ .  Thus, I K B ~  does not dissociate from NF-KB following phos- 
phorylation induced by stimulation with TNFa or LPS (Fig. 1). Further- 
more, these results suggest that the substrate for I K B ~  protease(s) is not 
free I K B ~  but rather I K B ~  associated with NF-KB. However, dissociation 
of IKBCX from NF-KB may occur under some in  uivo conditions. It is 
of interest to note that I K B ~  contains a PEST-like sequence at its C- 
terminus (Rechsteiner, 1990). Deletion of this sequence results in a 
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more stable I K B ~  protein when transiently transfected into 293 cells, 
suggesting that the PEST sequence may function as a degradation signal 
(D. VanAntwarp, unpublished data). This sequence may be masked in 
NF-KB-IKB~ complex and phosporylation of IKBCY may induce confor- 
mational changes, making it accessible for a protease. The precise nature 
and regulation of I K B ~  protease(s) is not clearly understood, but Palom- 
bella et al., (1994) recently suggested that ubiquitin-dependent protea- 
some may be involved. Study of the regulation of IKBCX degradation is 
likely to provide new insights into the regulatory mechanisms involved in 
orchestration of various signaling inputs involved in NF-KB activation. 

3.  Sensitivity to Antioxidants 

NF-KB activation pathways are extremely sensitive to changes in oxi- 
dation state of the cells (for review see Baeuerle and Henkel, 1994; Pahl 
and Baeuerle, 1994). The redox sensitive step must lie downstream and 
possibly at the converging pathway because antioxidants can effectively 
inhibit NF-KB activation induced by a variety of inducers (Israel et al., 
1992; Meyer et al., 1993; Mihm et al., 1991; Schreck et al., 1991, 1992; 
Staal et al., 1990). In  fact, addition of H,O, can induce IKBCY phospho- 
rylation (Naumann and Scheidereit, 1994) and activate NF-KB (Schreck 
et al., 199 1). An antioxidant, pyrrolidinedithiocarbamate, has been 
shown to inhibit IKBCY degradation (Sun et al. 1993). These studies 
strongly suggest that the antioxidant-sensitive step lies upstream of IKBCY 
kinase(s) and downstream of multiple signal transduct ion pathways. 
Thus, it is of great interest to identify the molecular target(s) of reactive 
oxygen intermediates leading to I K B ~  phosphorylation. 

B. REGULATION OF OTHER KB-BINDING FACTORS 
AND IKB PROTEINS 

The  activation pathway involving other IKB members is less defined. 
So far, p105 and pl00 have been shown to be processed to p50 and p52, 
respectively, following stimulation (Mercurio et al., 1993; Rice et al., 
1992). Thus, the activating signals lead to the increased concentration of 
available p50 and p52 proteins. The activation of proteolysis of these 
precursor/kB proteins not only decreases the overall IKB level but in- 
creases new KB-binding subunits at the same time. Transient phospho- 
rylation of p105 can be seen during NF-KB induction (Mellits et al., 
1993; Naumann and Scheidereit, 1994). Interestingly, p50 generated 
from phospho-pl05 is not phosphorylated, indicating that p105 phos- 
phorylation site(s) is at the C-terminus (Naumann and Scheidereit, 
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1994). Like IKBCX, p105 processing seems to require phosphorylation 
event. 

The activation pathway involving I K B ~  or Bcl-3 is not known. De- 
phosphorylation of Bcl-3 causes loss of its p50/p50 inhibitory activity, 
suggesting a potential role for phosphorylation in Bcl-3 regulation 
(Nolan et al., 1993). Since p105 undergoes phosphorylation at its C-ter- 
minus, I K B ~  protein may also be phosphorylated upon stimulation. 

C. AUTOREGULATION OF RELINF-KB AND IKB 

Activation of NF-KB enhances transcription of genes encoding some 
members of the Rel/NF-KB and the IKB families, such as c-Rel, IKBCX, 
p105, and Bcl-3 (Bours et al., 1990; Chiao et al., 1993; Grumont et al., 
1993; Ohno et al., 1990; Paya et al., 1992; see Table I). This is most 
notable in lymphoid cells like mature B cells, where KB-binding activity 
is constitutive (Miyamoto et al., 1994a,b). This is because their promoters 
contain KB sites and are inducible by NF-KB (Chiao et al., 1994; Cogswell 
et al., 1993; Grumont et al., 1993; Hannink and Temin, 1990; Ten et al., 
1992). 

Transcriptional regulation of the inhibitor, IKBCX, by NF-KB provides 
an elegant means to autoregulate its activity. In this way, only continuous 
stimulation leads to persistent activation of NF-KB as a result of en- 
hanced degradation of IKBCX proteins. As soon as the activating signal is 
terminated, the newly synthesized IKBU would quickly turn off addi- 
tional NF-KB activation. Furthermore, some portion of IKBCX may enter 
the nucleus and rapidly terminate NF-KB-mediated transcription (Zabel 
et al., 1991). Because the basal half-life of IKBCX is much shorter than 
that of NF-KB proteins (Miyamoto et al., 1994b; Rice and Ernst, 1993), a 
large increase in IKBCY production ensures the termination of NF-KB. 
Any excess IKBCX would be quickly degraded, as free IKBCX is unstable 
(Nolan et al., 1993; Sun et al., 1993). Because NF-KBDKBoI complex is 
available as soon as the stimulation is terminated, this system allows 
rapid reactivation upon secondary stimulation. Since the overall level of 
Rel/NF-KB/IKB complexes is increased, the secondary stimulation may 
result in augmented activation. Even in the system in which KB bind- 
ing is constitutively active, such as in mature B cells, further activation 
over the constitutive level can be achieved by surface IgM crosslinking, 
incubation with T helper cells, TPA, or LPS (Dobrzanski et al., 
1994; Lalmanach-Girard et al., 1993; Liou et al., 1994; Liu et al., 1991). 
Further increase in KB-binding factors may be needed for activation 
of additional genes which are involved in the response to antiviral or 
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antigen stimulation. Thus, coordinated I K B ~  induction by NF-KB en- 
sures that the system is always under negative regulation to tightly con- 
trol NF-KB activity in the cell. 

D. MOLECULAR MECHANISM FOR CONSTITUTIVE 
KB-BINDING ACTIVITY DURING 

, B CELL DIFFERENTIATION 

KB binding activity is inducible in most cell types. However, during 
differentiation of B cells, Rel/NF-KB is constitutively activated concomi- 
tant with the transcriptional activation of the IgK gene (Sen and Bal- 
timore, 1986a). KB binding activity is inducible in pre-B cell lines and is 
composed of p50/p65 dimer (Baeuerle and Baltimore, 1988; Liou et al., 
1994; Miyamoto et al., 1994b; Rice and Ernst, 1993). The constitutive 
form is observed in nature B cell lines, but the KB binding complex is not 
p50/p65 but rather a p5O/c-Rel dimer (Liou et al., 1994; Miyamoto et al., 
199413; Rice and Ernst, 1993). Thus, inducible and constitutive forms are 
distinct in this system. The heterodimeric p5O/c-Rel was also observed in 
mature B cells isolated from mouse spleen (Liou et al., 1994; S. Miy- 
amoto, unpublished data), but a p50/RelB dimer can also be seen 
(Lernbecher et al., 1993). Interestingly, the constitutive KB-binding com- 
plex further changes from p5O/c-Rel in mature B cells to p52/RelB in 
plasma cells (end-stage B cell differentiation, Liou et al., 1994). Thus, the 
nature of constitutive KB-binding complexes changes as a pre-B cell 
undergoes a multistage differentiation process. Since many of the 
Rel/NF-KB members, such as p50/p105 and c-Rel, are inducible by 
KB-binding activity (Table I), sequential induction of Rel/NF-KB mem- 
bers may modify the complex partners. In fact, prolonged treatment of 
pre-B cells with LPS alters KB-binding complexes (Liou et al., 1994; 
Miyamoto et al., 1994a). However, activation of p5O/c-Rel depends on 
the continuous presence of LPS, because it is quickly lost once LPS 
stimulation is removed. Thus, change of complex alone is not sufficient 
to induce constitutive activation during pre-B to B transition. 

The mechanism for constitutive activation of p5O/c-Rel is not clear. 
Enhanced IKBCX degradation is seen in a mature B cell line and seems 
causally involved in p5O/c-Rel activation (Miyamoto et al., 1994a). Consti- 
tutive phosphorylation of I K B ~  may be the reason for its rapid degrada- 
tion in the absence of external stimulus, indicating a kinase may be 
constitutively activated in B cells (Naumann and Scheidereit, 1994). In 
contrast, the mechanism for constitutive activation of RelB-containing 
complexes (p50/RelB or p52/RelB) is recently characterized; IKBCX has a 
low affinity for RelB in B or  plasma cells resulting in constitutive nucelar 



280 SHIGEKI MIYAMOTO A N D  INDEK M. VEKMA 

transport of RelB complexes, while p65-or c-Rel-containing complexes 
are kept inducible (Dobrzanski et al., 1994; Lernbecher et al., 1994). 
I K B ~  can, however, inhibit p50/RelB in non-B cells. Since constitutive 
activation of KB-binding complex is also tissue specific (Lernbecher et al. 
1993), an appropriate combination of tissue or  nontissue-specific tran- 
scription factors is necessary to maintain tissue- and differentiation 
stage-specific activation of Rel/NF-KB complexes. This type of transcrip- 
tional regulation may ensure induction of c-Re1 during pre-B to mature 
B cell transition and reduction during mature B to plasma cell differen- 
tiation (Brownell et al., 1988; Grumont and Gerondakis, 1990). Similarly, 
the induction of RelB, p50/p105 and p52/p100 must be tightly con- 
trolled during B cell differentiation to ensure production of stage- 
specific KB-binding complexes. The biological consequences of the pres- 
ence of the distinct KB-binding complexes in B cell differentiation re- 
main elusive, but the target genes important for B cell differentiation 
may be dictated by the nature of the KB-binding complexes (see also 
Section V). Gene knock-out of different Rel/NF-KB members will likely 
resolve some of the roles of distinct KB-binding complexes in B cell 
differentiation. 

V. Rel/NF-KB Regulation of the Target Gene 
Transcription 

There are numerous genes which contain KB site(s) in their regula- 
tory elements (Table I ;  see review by Grilli et al., 1993). The majority of 
the target genes are involved in immune responses, acute response, or 
viral replication. Transcription of these genes is regulated by transcrip- 
tion factors including Rel/NF-KB complexes. How Rel/NF-KB contrib- 
utes to the transcriptional regulation of these genes depends at least on 
two parameters; the specific KB sequence which is preferentially recog- 
nized by specific Rel/NF-KB factors and their interaction with other 
transcription factors. Thus, we will discuss the KB site specificity and 
interactions with other transcription factors. 

A. KB SITE SPECIFICITY 

The KB sites of the target genes are quite divergent with the consen- 
sus sequence GGGRNNYYCC (Baeuerle, 1991; Table I). It has been 
shown that p50 binds to the 5' half, whereas p65 prefers the more 
divergent 3' half (Urban et al., 1991). Homodimers of p50 subunit pre- 
fer a palindromic site, such as that of the MHC-IKB site (Kierran et 
al., 1990; Kretzchmar et al., 1993). The more divergent IgK-KB site is 
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generally recognized more efficiently by p5O/c-Rel, p50/p65, or p52/p65 
than by (p5O), or ( ~ 5 2 ) ~  (Duckett et al., 1993; Fujita et al., 1992; Maux- 
ion and Sen, 1989; Miyamoto et al., 1994a; Perkins et al., 1992). The KB 
site in the interferon-? intronic region is recognized by (c-Rel), but not 
by ( ~ 5 0 ) ~  (Sica et al., 1992). p65/c-Rel heterodimers bind to the 
urokinase KB site (Hansen et al., 1992). PCR-based selection of KB sites 
using bacterially expressed p50, p65, and Re1 proteins demonstrated 
that (1) three-G’s in the 5’ half site are essential for p50 binding, (2) two 
C’s at 3’ end are required for p65 binding, (3) sites that are not recog- 
nized by either p50 or p65 alone can be recognized efficiently by p50/p65 
heterodimer, and (4) Re1 is the least specific in that it can bind to any KB 
motif that was selected by p50 or p65 (Kunsch et al., 1992). Thus, inter- 
action between the KB site and the KB-binding complex follows a set of 
rules which are dictated by the sequence of KB sites. 

Transactivation by KB-binding complexes is not solely determined by 
the DNA-binding affinity. p52Ip65 or p521c-Re1 can efficiently bind to 
the KB sites of IgK, HIV-LTR, IL-2R, or MHC-I gene, but only activates 
transcription through IgK and HIV-LTR KB sites (Perkins et al., 1992). 
Both c-Re1 and p65 bind to the HIV-LTR KB site, but only p65 activates, 
whereas c-Re1 represses transcription through this LTR (Ballard et al., 
1990; Doerre et al., 1993). p50 homodimers can activate transcription in 
uztro from KB sites of MHC-I, IgK, and HIV-LTR, but not from INF-f3 
(Fujita et al., 1993; Kretzchmar et al., 1993). As mentioned earlier, 
the conformational change of KB-binding proteins induced by different 
KB sites is correlated with the efficiency of transcativation. Since NF-KB 
can bend DNA through KB sites (Schreck et al., 1990), differential 
DNA bending may be important for correct alignment of KB-binding 
factors for productive interaction with the basal transcription machin- 
ery. Thus, the variation in KB sites could provide specificity by several 
mechanisms: (1) different affinities to KB-binding complexes composed 
of distinct subunits, (2) KB site-induced conformation on KB-binding 
complexes, and (3) extent of DNA bending induced by KB-binding com- 
plexes. 

B. COOPERATION WITH OTHER 
TRANSCRIPTION FACTORS 

Most eukaryotic promoters or enhancers contain binding sites for 
multiple transcription factors. In general, KB sites are also present with 
other cis elements. For example, 1gK intronic enhancer contains multiple 
regulatory elements besides the KB site, including binding sites for 
E 12/47 basic helix-loop-helix proteins, C/EBP, and silencer-binding 
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factors (for review see Staudt and Lenardo, 1991). Mutagenesis studies 
show that all of these elements contribute to maximal activity of the Iglc 
enhancer. The enhancer activity is minimal when expression vectors 
coding p5O/c-Rel or E47 are transfected individually with reporter gene 
linked to the K enhancer and a minimal promoter (S. Miyamoto, un- 
published results). However, when these genes are transfected together, 
marked increase in transcription can be observed, suggesting that p50/c- 
Re1 and E47 synergize in activating this enhancer. Thus, the presence of 
interacting cis elements ensures maximal efficiency and specificity of 
transcriptional regulation. 

Synergistic or  antagonistic interactions between transcription factors 
may involve direct protein-protein associations. The AP- 1 and glu- 
cocorticoid receptor physically interact to mediate antagonistic effects 
(Jonat et al., 1990; Schule et al., 1990; Yang-yen et al., 1990). MyoD and 
c-Jun also mutually inhibit transcription by direct contacts (Bengal et al., 
1991). This type of direct interaction between NF-KB and other tran- 
scription factors has been documented in a wide variety of gene regula- 
tion. The transcription factors that interact directly with NF-KB include 
AP-1, Sp-1, C/EBP, ATF family, NF-IL6, SRF, glucocorticoid receptor, 
and components of the basal transcription factors TBP and TFIIB (Ka- 
szubska et al., 1993; Kerr et al., 1993; Kuang et al., 1993; LeClair et al., 
1992; Perkins et al., 1993; Stein and Baldwin 1993; Stein et al., 1993; Xu 
et al., 1993). Other factors, such as HMGI/Y, have been shown to directly 
interact with NF-KB to induce effecient transcriptional activation 
through PDR-I1 at the INF-P gene (Du et al., 1993). The direct interac- 
tion of NF-KB with other transcription factors may enhance or diminish 
transcription by different mechanisms; ( 1 )  increase or  decrease of the 
affinity to KB sites, or (2) conformational changes which allow enhanced 
or  decreased interaction with coactivators and/or the basal transcrip- 
tional machinery. The interaction of NF-KB with other cell type-specific 
transcription factors also provides an opportunity for cell-type specific 
transcriptional regulation by an otherwise ubiquitous NF-KB transcrip- 
tion factor. 

VI. Drosophila System: Dorsal, Dif, and Cactus 

Dorsal is a maternal protein which regulates dorsal-ventral axis de- 
velopment in the Drosophila embryo (Govind and Steward, 1991). The 
activity of Dorsal is regulated by its sucellular localization: Dorsal is 
uniformly cytoplasmic in an early embryo, but about 90 min following 
fertilization it translocates into the nuclei only in the ventral cells. Dorsal 
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shares sequence similarity with Rel-related proteins in chickens and 
mammals (Steward, 1987; Fig. 2). The homology is the highest in the 
N-terminal RHD, but is otherwise unrelated. It contains a transactiva- 
tion domain in its C-terminus, like c-Rel. Upon nuclear translocation, 
Dorsal activates transcription of twist and snail, leading to a mesodermal 
phenotype, and represses zerkniillt and decapentaplegic, inhibiting dorsal- 
ization in the ventral region (Irish and Gelbart, 1987; Ray et al., 1991; 
Roth et al., 1989; Rushlow et al., 1987). Thus, the activity of Dorsal 
protein, a member of the Rel/NF-KB family, is regulated by cyto- 
plasmic/nuclear partioning, much like its vertebrate homologue. 

Dorsal is sequestered in the cytoplasm by Cactus, a IKB family mem- 
ber (Geisler et al., 1992; Kidd, 1992; Fig. 3). Cactus was identified as one 
of the 1 1  maternal genes that regulate the activity of Dorsal (Govind and 
Steward, 1991). Cloning of the gene for Cactus demonstrated that it 
contains six ankyrin repeat motifs which are related to those found in 
the mammalian IKB family members (Geisler et al., 1992; Kidd, 1992). 
Cactus directly associates with Dorsal and inhibits its DNA-binding activ- 
ity. Dissociation of Cactus is an integral component of Dorsal activation 
during embryogenesis. Cactus does not inhibit the DNA binding of 
NF-KB/Rel proteins nor do mammalian IKB proteins inhibit that of Dor- 
sal (Nolan et al., 1993; Wulczyn et al., 1992; S. Miyamoto, unpublished 
observation). 

One of the upstream regulators of Dorsal is Toll, a receptor molecule 
which activates Dorsal through a PKA-dependent pathway (Norris and 
Manley, 1992). PKA directly phosphorylates Dorsal at the well-conserved 
PKA site in the RHD which is an essential event for Dorsal nuclear 
translocation. Another maternal upstream regulator of Dorsal activity is 
Pelle, a kinase which most resembles mammalian Raf and Mos protoon- 
coproteins (Shelton and Wasserman, 1993). It is not defined whether 
Pelle directly phosphorylates the Cactus/Dorsal complex or it regulates 
Dorsal activity in an indirect manner. However, Pelle can phosphorylate 
Cactus in vitro (S. Wasserman, personal communication). Since some 
NF-KB activation requires Raf proteins, there seems to be a direct analo- 
gy in the signaling systems used in activation of Dorsal and NF-KB (Fig. 
4). It is, however, not known whether Cactus is degraded during Dorsal 
activation or  antioxidants have any effect on Dorsal activity in Drosophila. 

Another member of the c-re1 family of genes, dq, was recently identi- 
fied and cloned from Drosophilu (Ip et al., 1993). Dif is expressed in stages 
past embryonic development and is involved in Drosophila immunity 
against pathogens such as bacteria. Its activity is also regulated by cyto- 
plasm to nuclear localization and it activates transcription of genes, such 
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as the CecAl cecropin gene, involved in insect immunity. Because Cactus 
has also been implicated in functions in adult fly, Cactus may also be 
involved in Dif regulation. 

Since Drosophilu genetics has identified 11 regulators of Dorsal activ- 
ity, it is likely that the mammalian Rel/NF-KB system may also involve 
similar pathways. Cloning of homologous gens for Pelle kinase from 
mammalian cells may help in dissecting the activating pathways. The 
conserved PK-A site of Rel/NF-KB members may also play an essential 
role in nuclear translocation as in the case for Toll-induced Dorsal phos- 
phorylation. Parallel studies of t.hese different systems will greatly facili- 
tate the understanding of the signaling pathways involved in Rel/- 
NF-KB/Dorsal activation (Fig. 4). 

Drosophila embryo Mammalian lymphocyte 

FIG. 4. Parallel Rel/NF-KB/Dorsal systems in Drosophila and mammals. Nuclear localiz- 
ation of Dorsal (dl) is activated by maternal proteins including spatzel (spz), Toll (a receptor 
for spz), and Pelle (pl 1, a kinase). Phosphorylation of the conserved protein kinase A site 
of Dorsal is critical for its nuclear localization. It is not clear whether Cactus is phosphory- 
lated and/or degraded by activation of Toll. In mammalian lymphoid cells, interleukin- 1 
receptor (IL-IR) activated by IL-I generates second messengers which eventually lead to 
degradation of I K B ~  proteins. I t  is not known what kinase might be involved in IKBCX 
phosphorylation. NF-KB may also undergo phosphorylation prior to nuclear translocation 
(modified from Shelton and Wassermann, 1993). 
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VII. Concluding Remarks 

Discovery of NF-KB transcription factors generated a new concept for 
gene activation: the regulation by cytoplasmic inhibitor molecules. This 
system is ubiquitous and evolutionally well conserved. A wide variety of 
exogenous and endogenous agents generate a multitude of regulatory 
cascades which converge on this cytoplasmic complex, resulting in the 
release of the active transcription factor. 

Despite great interest, the signaling pathways are not yet understood, 
but post-translational modification is involved. Clearly, one of the rate- 
limiting steps is inhibitor modification by phosphorylation and degrada- 
tion. Thus, one of the urgent goals is the identification of kinases that 
directly phosphorylate IKB proteins and protease system(s) involved in 
IKB degradation in vivo. The intermediate pathways include receptors, 
oxygen radicals, tyrosine kinases, and/or the Ras-Raf system. How do 
these signaling pathways act on Rel/NF-KB/IKB? How are related 
KB-binding complexes selectively induced? The answers will help, for 
example, in designing a specific inhibitor for HIV replication without 
conpromising cellular functions. 

The targets of the NF-KB system extend to general functions in cell 
cycle control and specific functions such as the immune response, differ- 
entiation, or  development. Unveiling how a ubiqutous factor differen- 
tially regulates key cellular functions requires future investigations. 
Identification of target genes involved in cell cycle or differentiation 
may provide a new way to understand how deregulation of this system 
can lead to lymphoid and nonlymphoid cancers. 
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I. Introduction 

The transition of a cell from normal to neoplastic growth involves the 
sequential accumulation of genotypic and phenotypic alterations over a 
long period of time, often many years (Klein and Klein, 1985; Weinberg, 
1989; Vogelstein and Kinzler, 1993). Thus, the appearance of a gross 
malignant disease is preceded by a long period of premalignancy, during 
which small numbers of potentially neoplastic cells exist subclinically 
and are, as yet, under host control (Wakefield and Sporn, 1990; Gale and 
Butturini, 1992; Haran-Ghera et al., 1992; Peterson et al., 1993). 

It is plausible to expect that therapeutic intervention during pre- 
malignancy would be more efficacious than treatment begun after frank 
disease is already evident. This is because the number of aberrant cells 
is limited; these have not yet fully acquired the ability to involve nor- 
mal tissues and spread metastatically; no clinical manifestations of illness 
have developed. Recognition of the premalignant state thus affords 
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opportunities for preventive therapy at a time when it might be cate- 
gorically effective and curative. To realize these opportunities, it is im- 
perative to explore means for identifying and characterizing the 
premalignant state and to develop new therapeutic modalities specifi- 
cally designed to eliminate the premalignant cells. These goals could be 
advanced by exploiting experimental systems in which premalignancy 
can be reproducibly induced, identified, and manipulated. 

II. Tumorigenesis Induced by Chronic Retroviruses 

A suitable model for studying the evolving nature of host-tumor 
relationships during the course of tumor progression is the lengthy 
premalignant phase of oncogenesis induced by chronic retroviruses 
(Bishop, 1987; Teich et al., 1982, 1985; Lazo and Tsichlis, 1990; Coffin, 
1990). Because such viruses do not carry an oncogene, their integration 
into the cellular genome is not accompanied by direct neoplastic trans- 
formation. Nevertheless, they initiate a complex process of continuous 
and dynamic evolution which eventually leads to tumor development. 
Multiple molecular and cellular events underlying this process have 
been identified and characterized (Varmus, 1988; Tsichlis and Lazo, 
199 1). Some of these (e.g., insertional mutagenesis) occur toward the 
end of the premalignant phase, whereas others (e.g., transactivation of 
cellular genes or receptor-mediated stimulation) take place shortly after 
the initial infection. Although extremely heterogenous with regard to 
their genome, susceptible host, tissue tropism, and type of tumor in- 
duced, chronic retroviruses share a mandatory common feature. They 
are nondefective, replication-competent viruses whose oncogenic poten- 
tial depends on immediate reproductive infection (Teich, 1982). 

In some cases, repeated cycles of infection and replication ensure 
eventual stochastic integration of the provirus in the vicinity of an on- 
cogene whose activation results in malignant transformation (Coffin, 
1990). Hyperexpression or modulation of a cellular oncogene product is 
dictated by insertion of promoter (Teich et al., 1985, 1982; Nee1 et al., 
1981; Hayward et al., 1981; Fung et al., 1983), enhancer (Cuypers et al., 
1984; Steffen, 1984; Tschilis et al., 1983; Payne et al., 1982; Corcoran et 
al., 1984; Teich et al., 1985), leader (Nilsen et al., 1985), or terminator 
(Nusse and Bern, 1988) elements located within the LTR region of the 
retroviral genome (Coffin, 1990). It is thus obvious that the LTR plays a 
cardinal role in the oncogenic competence of chronic retroviruses which 
transform their target cells through insertional mutagenesis (Westaway 
et al., 1984). In  other cases, primary infection triggers a cascade of events 
leading to the transformation of a cell initially infected by the virus 
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(Famulari, 1983; Davis et al., 1987; Ben-David and Bernstein, 1991). 
Since the prelude to infection is specific binding of the viral envelope 
(Env) to the target cell membrane, it has been assumed that the Env 
glycoprotein is involved in eliciting the early cellular responses that pro- 
mote oncogenesis. Indeed, recent studies employing sequence and re- 
combination analysis of MuLVs demonstrated that the integrity of the 
Env is essential for induction of the early leukemogenic steps (Holland et 
al., 1989). The latter scenario implies that shortly after viral infection, a 
population of potentially malignant (i.e., premalignant) cells emerges 
and persists until eventual oncogenic transformation has occurred. 

111. Radiation Leukemia Virus (RadLV)-Induced 
Leu kemogenesis 

The existence of premalignant cells has been most convincingly dem- 
onstrated during the induction of leukemogenesis in C57BL mice by 
RadLV. RadLV was first isolated from a T cell lymphoma induced in a 
C57BL/Ka mouse by fractionated irradiation (Lieberman and Kaplan, 
1959). The original isolate was weakly leukemogenic upon intrathymic 
(it) injection into C57BL/Ka mice (Kaplan, 1964). However, serial pas- 
sage of the virus in newborn mice yielded a highly leukemogenic virus 
that induced thymic lymphomas in adult mice (Kaplan, 1967; Lieber- 
man et al., 1978; Decleve et al., 1974, 1978). 

Another RadLV isolate was generated by Haran-Ghera (1966) from 
the bone marrow of a C57BL/6 mouse exposed to fractionated irradia- 
tion. This virus, designated D-RadLV, exhibited low leukemogenicity 
and induced thymic lymphomas in only 10% of the mice inoculated. 
However, when the mice were irradiated 4 Gy prior to virus injection, 
the incidence of lymphoma was increased to nearly 100% (Haran-Ghera, 
1971). Several passages of D-RadLV in C57BL/6 mice resulted in 
the selection of a highly leukemogenic virus variant (A-RadLV) that 
induced high-incidence lymphomas in nonirradiated adult mice (Haran- 
Ghera et at., 1977). All the isolated RadLV appeared to be FV-lb tropic 
(Haran-Ghera, 1980). 

The establishment of lymphoma cell lines producing RadLV enabled 
genetic and molecular analysis of the virus. Two questions were raised by 
the molecular biologists: (1) how could a highly leukemogenic RadLV 
have evolved from a nonleukemogenic, endogenous virus?, and (2) what 
are the genetic elements in the virus genome which determine its unique 
biological properties? Ben-David et al. (1987a) demonstrated that the 
A-RadLV-induced lymphoma cell line 136.5 (Haas, 1974) produces a 
mixture of N-, B-, NB- and xenotropic, fibrotropic viruses, in addition 
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to the highly leukemogenic virus. The fibrotropic viruses were not on- 
cogenic and their RNA fingerprinting resembled that of the endoge- 
nous virus counterpart. Ex vivo infection of T lymphocytes with the 
136.5 virus mixture yielded a lymphoma (TIM-1) which produced a 
single, thymotropic, highly leukemogenic virus with a unique genomic 
structure bearing ecotropic and xenotropic RNA sequences (Ben-David 
et al., 1987b). 

Rassat et al., (1986) cloned and compared nonleukemogenic endoge- 
nous MuLV, low leukemogenic primary RadLV, and high leukemogenic 
passaged RadLV produced by the BL/VL3 cell line (Lieberman et al., 
1979). The biological properties of the cloned viruses and their sequence 
analysis indicated that RadLV had emerged from an N-tropic, fi- 
brotropic virus which had undergone serial recombination with xeno- 
tropic and B-tropic viruses. The highly leukemogenic virus of BL/VL3 
cells bore xenotropic sequences in its LTR and env and had acquired 43 
base-pair tandem repeats in the LTR-US region, as well as additional 
point mutations (Rassat et al., 1986; Merregaert et al., 1985; Gorska- 
Flipot et al., 1992). 

The unique sequences common to the RadLV LTR may confer tissue 
tropism; the tandem repeats of 43 base pairs could function as transcrip- 
tional enhancers. The finding that in 10% of RadLV-induced rat lym- 
phomas the provirus integrates in the vicinity of c-my supports this 
notion (Janowski et al., 1986). By using the electrophoretic mobility shift 
assay, Flipot and Joulicoeur (1 990) identified three factors which bind to 
the LTR region of RadLV. One of them, Rad-1, is present in extracts of 
T cells but not of fibroblasts. Rad-1 binds to a unique sequence located 
immediately downstream of the core consensus region, which has a se- 
quence motif in its minus DNA strand. It is possible that Rad-1 interacts 
with other factors bound to the LTR core sequence. 

The U3 of RadLV produced by BL/VL3 cells induces synthesis in 
fibroblasts of suppressive factor(s) which act to block the replication of 
RadLV as well as of other MuLVs introduced into the cells by superinfec- 
tion (Rassart et al., 1988). Thus, one function of U3 is to restrict the 
tropism of RadLV by inducing intracellular resistance in nonlymphoid 
cells which interferes with virus replication at a later stage of infection 
(Gorska-Flipot et al., 1992). 

The RadLV env gene is highly homologous to the env of the Akv- 
MuLV but contains 139 scattered point mutations (Merregaert et al., 
1985, 1987). A strikingly variable region of a 21 amino acid length (des- 
ignated R) is located at the carboxy end of the Env precursor. This 
region is homologous in length and sequence to the corresponding re- 
gion in xenotropic retroviruses (Merregaert et al., 1987). It was sug- 
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gested that the 21 amino acid-long R peptide is cleaved from the Env 
precursor by the viral-encoded protease late in the virus maturation 
process (Shinnick et al., 1981). 

The Env protein has been shown to play a role in the pathogenesis of 
certain MuLV-induced malignancies (Holland et al., 1985, 1989; Oliff et 
al., 1984; Ruscetti and Wolff, 1984; Teich et al., 1982, 1985). However, 
sequence analysis of the RadLV env gene and its comparison with other 
ecotropic retroviruses did not reveal any unique motifs that could be 
responsible for the observed tropism and leukemogenesis. Poliquin et al., 
(1992) constructed a series of recombinant viruses between RadLV and a 
clone of nonleukemogenic endogenous virus derived from a Balb/c 
mouse. The biological properties of the recombinant viruses indicated 
that the thymotropism of RadLV is conferred by the env region of its 
genome. However, the endogenous Balb/c retrovirus could be rendered 
thymotropic by replacement of its enu or LTR with those of RadLV. It 
was concluded that it is the complementarity between enu and LTR 
which determines the thymotropism of the virus. 

The Env glycoprotein, which mediates virus binding to the target cell 
membrane, undergoes extensive genetic alterations leading to antigenic 
modifications (Coffin, 1990). Since the thymus is populated by hetero- 
genous T cell subsets expressing different membrane proteins (Fowlkes 
and Pardoll, 1989), it is likely that a specific combination of env, LTR, 
and target cell is required for productive infection and subsequent 
transformation within the thymus. The induction of thymic lymphomas 
by RadLV might accordingly be dependent on the formation of a partic- 
ular env-LTR-target cell makeup in the thymic microenvironment. 

IV. Mechanism of Transformation by RadLV 

Activation of a cellular protooncogene via proviral integration has 
been implicated in the induction of malignancies by a number of chronic 
retroviruses (Peters, 1990). Thus, c-my, lck, pn-1, pim-1, and mlvi 1-4 
have been identified as common integration sites for MuLVs, and the 
genomic rearrangement of these regions was found to correlate with the 
development of T cell lymphomas and leukemias (Steffen, 1984; Cor- 
coran et al., 1984; Li et al., 1984; Selten et al., 1984; O’Donnel et al., 1985; 
Cuypers et al., 1984; Tsichlis et al., 1983, 1984; Graham et al., 1985; 
Lemay and Jolicoeur, 1984; Villeneuve et al., 1986). However, integra- 
tion of RadLV in the vicinity of these genetic regions in murine lympho- 
mas has not been demonstrated. On the other hand, Tremblay et al. 
(1992) detected a novel gene, designated vin-1, which was rearranged by 
insertion of proviral RadLV in some RadLV-induced lymphomas. The 
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vin-1 gene was later identified by Hanna et al. (1993) as coding for the 
Cyclin-D2 protein which regulates cell transition from the G1 to the S 
phase of the cell cycle (Hunter and Pines, 1991). These investigators 
suggested, therefore, that constitutive activation of Cyclin-D2 by inser- 
tional mutagenesis may contribute to oncogenesis by driving the cells to 
continuous proliferation. It is unlikely, however, that Cyclin-D2 expres- 
sion per se could account for the malignant transformation of a T cells 
by RadLV; the process apparently requires additional genetic events 
(Tremblay et al., 1992). Moreover, proviral integration at the uin-1 lcyclin- 
0 2  locus occurred in only 5% of the RadLV-induced lymphomas tested, 
indicating that cyclin-D2 activation is neither a mandatory nor a common 
genetic alteration occurring during RadLV-induced leukemogenesis. 

Involvement of c-myc and mlui 1-2 in RadLV leukemogenesis was 
indicated by the high frequency (>GO%) of RadLV-induced lymphomas 
displaying chromosome 15 trisomy (Wiener et al., 1978a). The important 
segment involved in chromosome 15 duplication was localized to the 
distal region, in which c-myc and mlui 1-2 are located (Wiener et al., 
1978b). Acquisition of chromosome 15 trisomy is a late event in the 
genesis of T cell lymphomas and occurs independently of insertional 
mutagenesis or c-my rearrangements (Wirschubsky et al., 1984). The 
genetic overdose of c-my due to the chromosomal duplication appar- 
ently has a decisive influence on the expression of the malignant phe- 
notype (Wirschubsky el al., 1986). 

Weissman and McGrath ( 1982) proposed receptor-mediated lympho- 
magensis as a mechanism by which a chronic retrovirus transforms T 
(and B) lymphocytes in the absence of insertional mutagenesis. They 
found that virus particles produced by the RadLV-induced lymphoma 
CGVL bound selectively to the membrane of CGVL cells (McGrath et al., 
1978). The  binding ability was mapped to the Env (O’Neill and Weiss- 
man, 1989), and antibodies inhibiting the binding suppressed lympho- 
ma cell proliferation (O’Neill, 1988). In another study, ONeill et al. 
(1987) showed that a clonotypic MoAb to the T cell receptor ap hetero- 
dimer of CGVL cells inhibited RadLV binding and that the CD4 was also 
involved in virus-cell recognition. They suggested that RadLV (and per- 
haps other retroviruses as well) transforms T cell clones expressing TCR 
specific for the virus Env glycoprotein. Binding of the virus or its Env 
products to a clonotypic TCR could induce antigenic stimulation result- 
ing in continuous proliferation. A major drawback of this model is the 
fact, borne out by ample evidence, that TCR does not recognize an 
antigen unless it is processed and presented by MHC molecules of 
antigen-presenting cells (Germain, 1993). The establishment of lympho- 
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mas transformed by RadLV which express TCR specific for virus- 
unrelated proteins, such as KLH (Finn et al., 1979) and OVA (Yefenof et 
al., 1982), poses an additional difficulty. 

V. RadLV-Induced Preleukemic (PL) Cells 

The multiplicity of mechanisms presumed to underlie RadLV- 
induced leukemogenesis, and the controversy regarding their relative 
contribution to lymphoma progression, suggest the existence of multi- 
ple alternative pathways of cellular and molecular alterations following 
primary infection which eventually converge to produce a common ma- 
lignant phenotype. This concept is reinforced by data demonstrating 
that, regardless of the eventual transforming event, RadLV-induced 
lymphomas emerge from a population of potentially malignant (pre- 
leukemic) cells which appear shortly after virus inoculation and persist 
in the thymus during the entire premalignant phase (Lonai et al., 1982; 
Goffinet et al., 1983; Boniver et al., 1981; Haran-Ghera and Rubio, 1977; 
Haran-Ghera, 1980; Haran-Ghera et al., 1978; Ben-David et al., 198713; 
Haran-Ghera, 1978; Haran-Ghera and Peled, 1979; Lieberman et al., 
1987a; Yefenof et al., 1988; Ben-David et al., 1987a; Yefenof and Ben- 
David, 1983; Yefenof et al., 1980a). 

Detection of such cells is based on a transplantation bioassay in which 
thymocytes of virus-injected mice are transferred to the thymus of ge- 
netically marked recipients. Inoculation of C57BL/6, Thy 1.2, or  female 
cells into (C57BL/GxBALB/c) F,, Thy 1.1 cogenic, or male mice, respec- 
tively, allows distinction between donor and recipient-derived cells 
(Hanan-Ghera, 1978; Lieberman et al., 1987; Ben-David et al., 1987b). 
Development of donor-type thymic lymphomas in the recipients indi- 
cates the existence of preleukemic (PL) cells in the donor at the time of 
transfer. Using this assay, Haran-Ghera (1980) demonstrated that as 
early as 10 days after inocluation of a highly leukemogenic RadLV (A- 
RadLV), PL cells appeared in the thymus. Inoculation of low leuke- 
mogenic RadLV (D-RadLV) resulted in the induction of PL cells within 
the bone marrow (Haran-Ghera, 1980). These findings reemphasize the 
central role of the thymic microenvironment in the leukemogenic pro- 
cess, which calls for persistent interaction between RadLV-infected PL 
cells and the thymic stroma (Decleve et al., 1974). Lymphoma develop- 
ment following inoculation of a low leukemogenic RadLV will occur only 
if PL cells emerging in the bone marrow are able to migrate to the 
thymus (Haran-Ghera, 1980). 

In a later study, Gokhman et al. (1990) found that PL cells induced by 
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RadLV reside predominantly within the premature, double-positive 
(CD4+8+), continuously dividing thymocyte population. These cells con- 
stitute the major subpopulation of thymic lymphocytes undergoing the 
positive and negative selection which shapes the T cell repertoire 
(Fowlkes and Pardoll, 1989; Von Boehmer, 1990). 

We have used the PL transplantation assay to estimate the number of 
PL cells in the thymus of RadLV-inoculated mice (Yefenof et al., 1991). 
Graded numbers of thymocytes from mice inoculated 3 weeks earlier 
with RadLV were transferred to a number of recipients. It was found 
that the minimal number of PL thymocytes required to transfer lympho- 
magensis was 103/mouse. Since the average number of thymic lympho- 
cytes in a C57BL/6 mouse is 8 X  107, the finding implies that 3 weeks 
after virus inoculation, the thymus contains some 8 X lo4 “leukemogenic 
units,” each capable of independent lymphoma progression if trans- 
ferred to a susceptible recipient. 

Ben-David et al. (1987b) used a MoAb against the RadLV Env gly- 
coprotein (gp70) to identify virus-producing cells in the PL thymus. 
Reactivity to the antibody was first detected 10-15 hr after virus inocula- 
tion, the timing corresponding to the kinetics of retroviral infection, 
integration, and replication (Panet, 1980). The percentage of positive 
cells continuously increased, constituting one-third of the total thymic 
cell population after 1-4 days. The frequency of positive cells then 
gradually decreased to 2 or 3% in the third week following virus inocula- 
tion. The low level of virus-positive cells remained constant during the 
remainder of the premalignant latency and until the appearance of 
overt lymphoma, when the thymus was repopulated by lymphoma cells 
infected by the virus (Ben-David et al., 198713). These results imply that 
immediately after it inoculation, RadLV infects a large, polyclonal popu- 
lation of thymic lymphocytes, the majority of which are subsequently 
eliminated due to thymic lymphocyte turnover (Fowlkes and Pardoll, 
1989) and the elicitation of antivirus immunity (Yefenof et al., 1980b). 
However, lymphoma progression is carried on by a small number of 
virus-infected cells that are maintained in the thymus over extended 
periods of time and which eventually give rise to a thymic lym- 
phoma. 

Collectively, the data suggest that during most of the premalignant 
latency, the thymus contains 1.6-2.9 X lo6 virus-infected premalignant 
cells (2 or 3% of the 8 X  107 thymic lymphocyte population) and that the 
minimal number of infected cells required to transfer lymphomagenesis 
to a naive mouse is 20-30 (2 or  3% of the 103 thymic lymphocytes which 
constitute a leukemogenic unit). 
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VI. PL Cell Cultures 

Haas et al. (1984, 1987) developed a procedure for in vitro propaga- 
tion of factor-dependent, early T cell lymphomas induced by irradiation 
or RadLV. Such cells proliferated when cocultivated with adherent 
splenic stromal cells. Attempts to culture RadLV-induced PL cells on 
splenic or thymic stroma proved unsuccessful. However, growth could be 
provoked by the addition of conditioned supernatant from a cultured, 
RadLV-induced lymphoma (SR4) (Yefenof et al., 1991). Since SR4 lym- 
phoma cells constitutively secrete IL-4 (Yefenof et al., 1992b), it was 
assumed that the lymphokine stimulated T cell growth in the thymic- 
stromal coculture. However, replacement of SR4 supernatant with re- 
combinant IL-4 was not sufficient to maintain lymphoid cell growth. 
Nonetheless, cell proliferation in cultures supplemented with SR4 su- 
pernatant was inhibited by the anti-IL-4 MoAb l l B l l  (Yefenof et al., 
199 1). These results suggested that although PL lymphoid cells respond 
to IL-4, additional factor(s) are necessary for their continuous growth. 
Interaction of RadLV particles released from SR4 cells with the thymic- 
derived lymphocytes may be required to stimulate their in vitro growth 
(O’Neill et al., 1987). 

Lymphocytes proliferating in the coculture were found to be infected 
with RadLV. Such in vitro growth did not occur when thymic cells were 
explanted from mock-infected mice. Moreover, the majority of the cells 
in the culture were Thy1+, CD3+, CD4+, and RadLV+, although the 
lines had been initiated from thymocytes of which no more than 3% 
were infected by the virus (Ben-David et al., 1987b). Hence, there was 
enrichment of the RadLV-infected cells in the culture, whereas the non- 
infected cells gradually disappeared. 

RadLV-induced PL cells have been defined as thymocytes lacking ma- 
lignant competence but capable of progressing into mature lymphomas 
in the thymic milieu (Haran-Ghera et al., 1978). To ascertain whether the 
cultured, virus-infected cells fit these criteria, we compared their malig- 
nant properties with those of established RadLV-induced lymphoma 
lines. The latter are able to form local tumors when injected subcutane- 
ously into syngeneic mice (Yefenof and Ben-David, 1983) and grow in 
colonies when seeded in soft agar (Epsztein, 1990). All the PL lines tested 
were devoid of these properties (Yefenof et al., 1991), suggesting their 
nonmalignant character. 

On the other hand, injection of the in vitro propagated PL cells into 
the thymus of C57BL/6 mice resulted in the development of lymphomas 
after a latency of 6-8 weeks (Yefenof et al., 1991). These observations 
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indicated that cultured PL cells resemble normal thymic lymphocytes 
phenotypically and are not malignant. However, they can be distin- 
guished from normal T cells by their ability to grow in vitro, as well as by 
their expression of RadLV and leukemogenic potential, which is mani- 
fested only when the cells are allowed to progress in a susceptible thy- 
mus. 

VII. Clonal Nature of PL Cells 

The relatively large number of potentially malignant cells in the thy- 
mus of RadLV-inoculated mice led to the assumption that they comprise 
a polyclonal population of T cells. The monoclonal origin of mature, 
RadLV-induced lymphomas has been established by the detection of 
unique rearrangements in the gene coding for the P-chain of the T cell 
receptor (TP) (Ben-David et al., 1987b; Yefenof et al., 1988). To deter- 
mine the clonal nature of PL cells, a split transfer assay was developed in 
which thymocytes from a single, RadLV-inoculated mouse are injected 
into the thymus of several recipients. Donor-type lymphomas are then 
analyzed by TP Southern hybridization using a TP-specific probe. The 
clonal makeup of the PL cells can be inferred, since different TP rear- 
rangements within the array of generated lymphomas reflect the clonal 
heterogeneity of PL progenitors at the time of transfer. Using this assay, 
it was found that when recipient mice were injected with limited num- 
bers of PL thymic cells ( 103 or 104 corresponding to 1 - 10 leu kemogenic 
units) explanted 3-6 weeks after virus inoculation, each of the donor- 
derived lymphomas, developing 3-5 months later, displayed a unique 
and distinct TP rearrangement (Yefenof et al., 1991). This pattern indi- 
cated that the PL cells comprise a pleioclonal population of thymic lym- 
phocytes, with a single cell becoming the sole progenitor of a malignant 
lymphoma. When the PL cells remain within the thymus of the virus- 
inoculated mouse, a clonal lymphoma eventually arises due to selection 
of one PL cell that has acquired a fully malignant phenotype. However, a 
split injection of the PL thymic cell content into several mice results in 
independent progression of leukemogenesis in each recipient, yielding 
clonal lymphomas derived from different PL precursors. 

VIII. IL-4 Dependency of PL Cells 

The persistence of PL cells in the thymus over a latent period of 
several months was enigmatic in view of the short-term thymic residence 
of maturing T cells (Fowlkes and Pardoll, 1989). Studies of population 
dynamics revealed that thymic lymphocytes either die or migrate to 
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secondary lymph nodes within several days (Huesmann et al., 1991). 
Indeed, most of the cells primarily infected by RadLV were eliminated 
from the thymus in the first week of virus inoculation (Ben David et al., 
1987). However, several million virus-infected cells remained in the thy- 
mus over a period of several months. It was postulated, therefore, that 
infection by RadLV endows a selected pleioclonal population of thymic 
lymphocytes with the ability to survive in the thymus until one of the 
clones is transformed and becomes tumorigenic. Since RadLV-induced 
PL cells have been characterized as activated, dividing T lymphocytes 
(Gokhman et al., 1990), it is reasonable to assume that the continuous 
proliferation of RadLV-infected cells results in the maintenance of a PL 
cell population in the thymus. 

Haas et al. (1984, 1987) reported that in vitro propagation of early 
detected T cell lymphomas in RadLV-inoculated mice is dependent on a 
growth factor of undefined nature, continuously secreted by the cells. 
The factor-dependent cells could be converted into factor-independent 
cells by passage in the thymus of a syngeneic mouse. In a subsequent 
study, we found that some, but not all, RadLV-induced lymphomas se- 
crete IL-4 (Yefenof et al., 1992b). Secretion of the factor was inhibited by 
anti-RadLV antibodies, albeit without influencing cell growth. Since 
none of the lymphomas tested produced IL-2, it was concluded that 
RadLV preferentially transforms lymphocytes belonging to the T H ,  sub- 
set which, upon stimulation with antigen or mitogen, releases IL-4, but 
not IL-2 (Mosmann et al., 1986). 

RadLV did not infect or transform T cells in vitro (Yefenof et al., 
1982). However, exposure of normal thymic cells to RadLV in vitro re- 
sulted in IL-4 secretion, a response inhibited by anti-RadLV antibodies 
(Yefenof et al., 1992). Whereas untreated, normal thymic cells did not 
secrete IL-4, PL thymocytes constitutively produced the factor. Secre- 
tion was enhanced by RadLV and inhibited by anti-RadLV antibodies, 
suggesting that interaction with the virus triggered the cells to release 
the factor. 

O’Neill et al. (1987) showed that RadLV particles cross-ligate the CD3 
and CD4 expressed on the membrane of T H  cells. These molecules are 
directly involved in relaying activation signals to T H  cells recognizing an 
antigen presented with MHC class I1 molecules (Saizawa et al., 1987). 
Upon presentation to T,, cells, an IL-4-dependent autocrine growth- 
stimulation loop begins to operate, bringing about the clonal expansion 
of cells bearing receptors specific for the stimulating antigen (Fer- 
nandes-Botran et al., 1986). 

Collectively, the data suggest that through its binding to CD3 and 
CD4, RadLV mimics the action of antigen on T,, cells and induces the 
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autocrine growth stimulation mediated by IL-4. There are, however, two 
basic differences between antigen- and RadLV-driven stimulation: (1) 
whereas antigen activates an autocrine growth loop for clonal expansion 
of antigen-specific T cells, RadLV acts on a pleioclonal population of T 
cells; and (2) in the ontogeny of the immune response to antigen, IL-4 
secretion is limited and comes to a halt as soon as antigen is eliminated. 
On the other hand, autocrine activation by RadLV is perpetual, since the 
virus is integrated and replicates within the infected cells. Continuous 
autocrine response to IL-4 enables the cells to proliferate in the thymus 
and to maintain a population of pleioclonal PL cells of which one is 
eventually transformed. 

The in vitro growth of PL cells is dependent on exogenous IL-4 
(Yefenof et al., 1991). In  contrast, the growth of RadLV-induced lympho- 
mas, even those that secrete IL-4, is autonomous. It is therefore conceiv- 
able that IL-4 secretion in mature lymphomas is a vestige of their PL 
progenitors whose long-term survival is dependent on an IL-4-driven 
autocrine stimulus. Thus, progression from PL to the leukemic state 
involves selected outgrowth of a PL cell liberated from IL-4 dependency. 
Such a cell will become the sole progenitor of a clonal lymphoma which 
is no longer dependent on the factor for continuous growth. 

The proposed scenario for RadLV-induced proliferation of PL cells 
ought to be compared with the mode of action of two other retroviruses, 
HTLV- 1 and Friend erythroleukemia virus, which induce polyclonal 
proliferation of tissue-specific cells. HTLV- 1 evokes T cell lymphomas in 
adult humans (Uchiyama et a/., 1977; Wong-Staal and Gallo, 1985). 
Infection of T lymphocytes and proviral integration initiate IL-2- 
dependent autocrine growth, triggered by transactivation of the IL-2 
gene with the TAX viral protein (Siekevits et al., 1987; Gazzolo and Duc- 
Dodon, 1987). Friend virus, on the other hand, induces growth of 
erythroid cells because its Env glycoprotein (gp55) binds to the 
erythropoietin receptor (EPO-R), thus mimicking the action of a tissue- 
specific growth factor (erythropoietin) (Li et al., 1990; Ben-David and 
Bernstein, 199 1). This interaction involves the binding of intracellular 
gp55 to EPO-R in the endoplasmic reticulum of virus-infected cells 
(Yoshimura et al., 1990). Hence, growth stimulation following HTLV- 1 
and Friend virus infection is initiated within the cells and does not 
require chronic interaction with exogenous virus particles. Proliferation 
of RadLV-infected T cells is not induced by transactivation of cellular 
genes nor by intracellular binding of the virus to a growth factor recep- 
tor. It could, therefore, represent a class of retroviruses which induce 
autocrine growth stimulation by extracellular binding to membrane mol- 
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ecules involved in the transduction of activation signals to lymphocytes 
during the development of the immune response. 

This model may be construed as a modification of the “receptor- 
mediated lymphomagenesis” model proposed by McGrath and Weiss- 
man (discussed under Section V). Our model proposes interaction of 
the transforming retrovirus with the antigen receptor as a growth- 
promoting event, but excludes the elements of specific recognition of 
virus antigens by clones expressing a unique antigen receptor. 

IX. Active Intervention in RadLV Leukemogenesis 

The recognition of PL cells and the properties underlying their long- 
term persistence and progression has enabled the development of thera- 
peutic modalities for prophylactic intervention in preleukemia. The ra- 
tionale for these studies is that treatments which arrest the growth of PL 
cells or eliminate them from the thymus before a clone is selected for 
expression of a malignant phenotype may rescue the premalignant 
mouse from a full-blown lymphoma. Since maintenance of PL cells in 
the thymus is dependent on autocrine IL-4 stimulation, agents antago- 
nizing IL-4 activity should presumedly be effective in preventing lym- 
phoma development. A suitable drug for this purpose is cyclosporin-A 
(CSA), an immunosuppressive cyclic peptide widely used to prevent re- 
jection of allogenic transplants (White and Calne, 1982). 

The mechanism by which CSA mediates its immunosuppressive ef- 
fects is not entirely clear. However, one of its pronounced biological 
activities is the inhibition of lymphokine secretion by activated T lym- 
phocytes (Wagner, 1983). Normally, CSA has no role in cancer therapy, 
in which host immunity should be stimulated rather than suppressed. 
However, since the RadLV-induced premalignant state is perpetuated by 
secretion of and response to IL-4, treatment with CSA could prove 
beneficial. 

Before embarking upon in uiuo experiments, the effect of CSA was 
studied in vitro (Yefenof et al., 1992a). CSA markedly inhibited IL-4 
secretion by RadLV-induced lymphomas and PL thymocytes, as well as 
normal and PL thymocytes stimulated by RadLV in vitro. These results 
substantiated the rationale for using the drug in vzuo during premalig- 
nant latency. Administration of CSA 3-6 weeks after virus inoculation 
resulted in a significant delay in lymphoma onset, the most effective 
regimen being biweekly intraperitoneal injection of 50 mg/kg CSA for 2 
consecutive weeks (Yefenof et al., 1992a). Although CSA treatment was 
able to prolong survival of the virus-inoculated mice by 4-7 weeks, it did 
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not reduce the incidence of lymphomas. Thus, nonspecific inhibition of 
IL-4 secretion by CSA delays progression of PL cells to frank lymphoma 
but does not abort it. 

Another tactic was the specific targeting of PL cells with an immu- 
notoxin (IT) composed of a ricin A-chain and a monoclonal antibody 
directed against the RadLV envelope glycoprotein (gp70). The antibody 
chosen (2F10) was highly reactive with RadLV-infected lymphoma and 
PL cells, whereas normal thymic cells did not bind it (Yefenof et al., 
1991). Two ITS were constructed, one with an intact A-chain (2F10-A), 
the other with a deglycosylated A-chain (2F10-dgA). The two ITS were 
equally specific and effective in inhibiting protein synthesis of RadLV- 
induced lymphomas in vitro. However, when administered to mice un- 
dergoing RadLV-induced leukemogenesis, a clear difference emerged 
between the two preparations. Treatment with 2F10-A was ineffective, 
whereas 2F 1 O-dgA significantly delayed lymphoma development 
(Yefenof et al., 1992a). 

Thorpe et al. (1985) showed that ITS containing an intact A-chain 
administered in vivo are rapidly removed from the circulation. This 
nomenon was attributed to trapping by hepatic Kupffer cells, which 
express receptors to the mannose-rich carbohydrates of the A-chain. ITS 
prepared with deglycosylated A-chain exhibit an improved antitumor 
effect in vivo (Blakey et al., 1987; Fulton et al., 1988). Indeed, experi- 
ments with radiolabeled ITS revealed that the uptake of 2F10-dgA by 
the thymus of PL mice was 30-fold greater than that of 2F10-A (Abboud, 
1991). This may explain the inability of 2F10-A to exert an anti- 
lymphoma effect in vivo. 

On the other hand, 2F10-dgA strikingly prolonged survival of PL 
mice. When administered biweekly during the fourth and fifth week 
after inoculation of the virus, iv injection of lmg/kg 2F10-dgA delayed 
mortality by 40-45 days (Yefenof et al., 1992a). Like CSA treatment, the 
administration of I T  did not prevent tumorigenesis and most of the 
animals eventually died of thymic lymphomas. Hence, treatment with IT  
or CSA alone is insufficient for total eradication of PL cells. However, 
since the inhibitory effects of the two drugs are induced by two entirely 
different mechanisms, it was postulated that they may act in concert. 
Indeed, when administered simultaneously in an optimal therapeutic 
regimen, CSA and 2F10-dgA synergized in protecting the majority of 
the mice (80%) from lymphoma development (Yefenof et al., 1992a). 
The mice remained tumor-free up to 12 months after virus inoculation, 
at which time the experiment was terminated. In addition, the few ani- 
mals which did develop lymphomas following this dual treatment sur- 
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vived longer than animals treated with either drug alone. One may thus 
postulate that when administered during PL latency, 2F 1 O-dgA eradi- 
cates the great majority of RadLV-infected cells in the thymus. This 
treatment only acts to delay the premalignant process because as few as 
20-30 surviving PL cells are still capable of progressing and developing 
into a lymphoma (Yefenof et al., 1991). However, if CSA is also adminis- 
tered, it presumably arrests the proliferation of escaping PL cells whose 
growth is dependent on IL-4 secretion. These complementary activities 
should, therefore, exert a synergistic effect and prevent lymphoma de- 
velopmen t. 

CSA is a nonspecific biomodulator with a variety of immunosuppres- 
sive activities. A more specific IL-4 antagonist is the 11B11 monoclonal 
antibody which binds to murine IL-4 and neutralizes its activity (O’Hara 
and Paul, 1985). This antibody inhibited proliferation of PL cells in vitro 
(Yefenof et al., 1991). When provided at doses of 10-20 mg/kg, 11Bll 
substituted for CSA in delaying lymphoma induction and synergizing 
with 2F10-dgA in lymphoma prevention (Yefenof et al., 1992a). Increas- 
ing the dose of 11B11 to 60 rng/kg resulted in 50% protection of the PL 
animals without concomitant treatment with 2F10-dgA. These results 
demonstrated that antagonizing the autocrine response of PL cells either 
by reducing IL-4 production (CSA) or by neutralizing its activity 
(1 1B11) can be of prophylactic value. 

One might question to what extent these observations in a murine 
model are relevant to human malignancies in general and to human 
lymphomas in particular. Although it is widely accepted that most hu- 
man neoplasms evolve through a long, multistep ,process of tumor pro- 
gression (Klein and Klein, 1985; Weinberg, 1989; Vogelstein and Kinz- 
ler, 1993), a premalignant stage in most cancers in humans has not been 
clearly identified. Once techniques are developed to accurately define 
and characterize premalignant conditions in humans, prophylactic in- 
tervention adapted to the unique features of the premalignant cells may 
be feasible. 

A human cancer somewhat resembling the model of RadLV leuke- 
mogenesis is adult T cell lymphoma/leukomia (ATLL) (Uchiyama et al., 
1977; Wong-Staal and Gallo, 1985). ATLL is caused by a chronic retro- 
virus (HTLV- 1) that transactivates IL-2-dependent autocrine growth 
stimulation of infected T cells (Siekevits et al., 1987; Gazzolo and 
Duc-Dodon, 1987). However, since only 2% of HTLV- l-positive individ- 
uals eventually develop ATLL (Dalgleish and Malkovsky, 1988), attempts 
at prophylactic intervention in the preleukemic state are impractical. 
Identification of additional predisposing cofactors may facilitate the 
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prognosis of tumor development in preleukemic individuals (Ikeda et 
al., 1990). Such individuals would then be likely candidates for pro- 
phylactic treatment with IL-2 antagonists and antivirus ITS. 

X. Conclusion 

In the first part of this article we have reviewed the unique properties 
of RadLV as a chronic transforming retrovirus and addressed the mech- 
anisms implicated in the ability of RadLV to provoke thymic lymphomas, 
with emphasis on events taking place during the premalignant latency. 

The identification of premalignant cells shortly after inoculation of 
the virus and their persistance in the thymus points to RadLV-induced 
leukemogenesis is a suitable experimental system for studying cancer 
prevention by active intervention during the premalignant state. These 
investigations are described in the second part of this paper and demon- 
strate that the lengthy course of the premalignant process can be obvi- 
ated by applying chemopreventive regimens which interfere with its 
further progression. 

The singular interplay of events in the induction and progression of 
RadLV leukemogenesis relates to the particular relationship between an 
etiologic agent, an affected cell, a target organ, and a susceptible host. 
Nonetheless, the lessons to be learned from our review extend beyond 
their relevance to a specific murine disease. They emphasize the impor- 
tance of developing assays for identification of preneoplastic cell popu- 
lations and tactics for decreasing their size and growth whenever feasi- 
ble. An  important caveat of this approach would be not to employ 
mutagenic pharmacologic agents, since these might offset benefits accru- 
ing from a reduction of the premalignant cell population. Soluble cyto- 
kine receptor, ITS, anti-cytokine antibodies, and growth arrest factors 
are particularly attractive candidates for such clinical interventions. 
Hopefully, chemotherapeutic trials of this nature will eventually lead to 
the primary prevention of malignant diseases whose subclinical, precan- 
cerous state permits identification, characterization, and targeting. 
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I. Scope of Review 

In this chapter, I propose to examine the consequences of foreign 
DNA insertion into established mammalian genomes. To what extent 
can these insertions contribute to the transformation of a cell from the 
growth-regulated to the oncogenic phenotype? Of course, the term “es- 
tablished” represents an unwarranted simplification. Genomes are in a 
constant state of flux. However, for the relatively short life span of an 
individual, its genome may be considered an established entity. It is 
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unknown how frequently insertions of foreign DNA into the genome of 
an organism can occur. From the outcome of experiments in cell culture, 
it appears that any foreign DNA, when offered under appropriate ionic 
conditions and in a stabilized configuration, can be ingested by cells, 
transported to the nucleus, and integrated into the cellular genome. The 
efficiency and frequency of these events have not yet been sufficiently 
quantitated. Since the days that temperent phage have been discovered, 
it is common knowledge that the integration of foreign DNA into a 
cellular genome introduces new genetic potential into the cells’ reper- 
toire. In addition, insertion can lead to the disruption of cellular genetic 
information. It is likely that only those insertion events can be survived 
by the cell in which (i) damage to cellular genes by integration of foreign 
DNA has been kept to a minimum and (ii) expression of foreign genes 
potentially detrimental to the cell can be curtailed. In mammalian cells, 
the ubiquitous repetitive DNA sequences possibly constitute a reservoir 
of insertion targets whose disturbance may have less immediate func- 
tional consequences. Of course, when the functions of repetitive DNA 
sequences are discussed, we argue with considerable ignorance. 

Among the consequences of the insertion of foreign DNA into estab- 
lished genomes and of the transformed cell phenotype are (i) the de nouo 
methylation of the foreign DNA and (ii) alterations in the existing pat- 
terns of DNA methylation in the preexisting cellular genome. These 
alterations have been observed both in mammalian and in plant ge- 
nomes. I have proposed that the de nouo methylation of integrated for- 
eign DNA can be interpreted as a cellular defense mechanism against 
the activity of foreign genes haphazardly integrated into an established 
eukaryotic genome (Doerfler, 199 lb). This cellular defense hypothesis 
has to be understood in the context of the selection of cells surviving the 
insertion event. For unknown reasons and by an as yet undetermined 
mechanism possibly related to the transformed phenotype of the cells, 
foreign DNA insertion can destabilize the patterns of cellular DNA 
methylation. We do not yet know how far reaching and how general 
these alterations can be. Changes in the methylation of cellular genes, 
increases or decreases, can entail the shutoff or the activation, respec- 
tively, of cellular genes. There is considerable evidence for the notion 
that promoter methylation in eukarotes is associated with the long-term 
inactivation of genes (for reviews see Doerfler, 1981, 1983a, 1989, 1993). 
Hence, alterations in the spectrum of cellular gene expression upon 
insertion of foreign DNA, e.g., of viral genes, in virus-transformed cells 
can be viewed as a consequence of alterations in the extent of methyla- 
tion in cellular DNA. Many questions remain, however, to be answered 
before the mechanisms of these complex interdependencies between 
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foreign DNA integration, transformation of the cell, alterations in meth- 
ylation patterns of cellular DNA, and changes in cellular gene expres- 
sion can be fully explained. 

Motivated by the discovery of adenovirus oncogenesis in newborn 
hamsters (Trentin et al., 1962), I started in 1966 to investigate the inter- 
action of adenovirus type 12 (Ad12) with hamster cells. We have studied 
problems of Ad 12 DNA integration, viral and cellular gene expression, 
and alterations in DNA methylation in the integrated viral and the cellu- 
lar genomes (for recent reviews, see Doerfler, 1991a, 1992, 1993). Al- 
though its direct relevance for human oncogenesis remains unproven, 
the adenovirus system continues to be evaluated as an excellent model to 
identify new basic mechanisms in molecular biology (Doerfler and 
Bohm, 1995). 

Recently, we have made a discovery that sheds new light on the impor- 
tance and the fate of foreign DNA in the mammalian organism (Schub- 
bert et al., 1994). Foreign DNA ingested by mice with their diet survives 
the digestive regime of the gastrointestinal tract in fragments of consid- 
erable lengths and can be recovered from the bloodstream of the ani- 
mals. The DNA of bacteriophage M 13 has been used as the tracer mole- 
cule in these model experiments. Small amounts of this DNA have been 
retrieved from the animals’ feces with a length of about 20% of that of 
the intact phage genome which measures 7250 nucleotide pairs. In the 
bloodstream, <0.1% of the diet-ingested M13 phage DNA has been 
detected with lengths of maximally about 12% of that of the phage 
genome. This DNA persists, again transiently between 2 and 8 hr. 
after feeding, predominantly in the blood leukocytes (R. Schubbert and 
W. Doerfler, manuscript in preparation). 

It will be necessary to investigate the fate of food-ingested foreign 
DNA in the organism. Our recent data documented by experiments on 
> 100 experimental animals point to the gastrointestinal tract of mam- 
mals as the portal of entry for foreign DNA. This DNA is derived from 
the daily diet, is only partly degraded, and can enter in the form of 
highly recombinogenic fragments into the animals’ bloodstream. It ap- 
pears unlikely that these DNA fragments would not occasionally find 
their way into the genomes of cells in the host. What impact can the daily 
uptake of foreign DNA into the bloodstream have on the stability of an 
established genome? 

I submit that these unexpected findings will be of importance in 
human cancer research. Diet-ingested foreign DNA could play an im- 
portant role in eliciting mutagenic and oncogenic events in mammals. In 
the light of these findings, the postulated cellular defense mechanism by 
methylation of integrated foreign DNA receives plausibility. 
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There are additional reasons to investigate the insertion of foreign 
DNA and its consequences in the mammalian genome. The technique to 
generate transgenic organisms, in which specific genes have been inacti- 
vated by site-specific recombination, has been widely applied for a multi- 
tude of experimental purposes. On the basis of the available evidence, 
the question arises whether the insertion of genes into an existing ge- 
nome would not cause alterations in segments of this genome which lie 
adjacent to or remote from the site of integration. If such alterations 
occurred, the interpretation of many results obtained with transgenic 
organisms might have to be reexamined. 

In part, current concepts in gene therapy are also premised on the 
integration of foreign genes into established genomes and the continued 
regulated expression of these artificially introduced genes. Prospects for 
gene therapy will have to be carefully examined considering the poorly 
understood consequences of foreign DNA insertion for the entire pre- 
existing genome. 

Thus, for many reasons it would be desirable to understand mecha- 
nisms and consequences of integrative recombination of artificially in- 
troduced foreign genomes with the host genome, the mode of de novo 
methylation of integrated foreign DNA, and changes in DNA methyla- 
tion in the recipient cell’s genome. 

II. The Adenovirus System as a Model 

With the notion that practically any foreign DNA can be incorporated 
into preexisting mammalian genomes, I need to explain why we have 
chosen the adenovirus system as a model. The prime motivation for this 
choice was the well-established oncogenic nature of the virus in rodents, 
mainly in newborn hamsters. In  that respect, adenovirus work has been 
intimately connected to the biological questions of cell transformation 
by oncogenic viruses and to the underlying mechanisms. Moreover, for 
several decades of intensive research, adenoviruses have proven them- 
selves as impressive tools to study the molecular biology of mammalian 
cells. It was with the help of this viral system that many fundamental 
mechanisms in the molecular biology of mammalian cells have been 
recognized and at least partly unraveled. One may also argue that in 
studies on the fate of foreign DNA in mammalian cells, any choice of 
DNA will prove somewhat arbitrary. Thus, the selection of a well- 
characterized viral genome, whose biochemistry and molecular biology 
are understood in considerable detail, has obvious advantages. Of 
course, the use of DNA from an oncogenic virus will involve selection of 
cells that have been transformed by this virus and exhibit very specific 
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biological properties. This choice was intended and aimed at contribut- 
ing to our understanding of the transformation mechanism of cells by 
oncogenic viruses. 

Nevertheless, in the more general interpretation of the data adduced 
with the adenovirus system, it will be prudent to keep this selection and 
its limitations in mind. On the other hand, any DNA molecule chosen 
for similar studies might have entailed different, but similarly selective 
mechanisms which would have been only less apparent for a less well- 
characterized DNA molecule. I recognize that all the more generalizing 
conclusions in this review will have to be prefaced by the thought that we 
have made a deliberate choice which will reflect on all data obtained. 

Details on the molecular biology of adenoviruses cannot be reviewed 
within the scope of this chapter. Several books on this subject have been 
published (Doerfler, 1983b, 1984b; Ginsberg, 1985; Doerfler and Bohm, 
1995). The reader is referred to these volumes for a basic introduction 
into the adenovirus system. 

A. SITE SELECTION IN THE INTEGRATION 
OF ADENOVIRUS DNA 

With the possibility that the insertion of adenovirus DNA into the 
mammalian genome could fundamentally alter the transcriptional pro- 
gram of infected and transformed cells, it was important to investigate 
whether the foreign DNA was inserted randomly at many different or at 
highly specific sites in the genomes of the affected cells. We have spent 
considerable time and effort in analyzing the sites of adenovirus DNA 
integration in a large number of virus-transformed or Ad12-induced 
tumor cells from rodents, mainly from hamsters (for reviews see Doer- 
fler, 1982, 1991a; Doerfler et al., 1983). We have studied integrated 
genomes in rodent cells transformed in cell culture by infection with 
adenovirus (adenovirus-transformed cells), in Ad 12-induced tumors, or 
in cells cultured from these Ad12-induced tumors. It is not known 
whether these different types of cells can be considered as similar with 
respect to their tumorigenic phenotype. 

Three types of analytical approaches were chosen to investigate and 
to proof the integrated state of the adenovirus genomes in the cellular 
genomes. 

(i) The DNA from transformed or tumor cells was cleaved with differ- 
ent restriction endonucleases, the fragments were transferred to mem- 
branes, and the distribution of adenovirus-specific DNA fragments was 
determined by DNA-DNA hybridization to adenovirus DNA or to the 
cloned terminal fragments of virion DNA. In this way, the internal and 
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the terminal viral DNA fragments could be localized in the cellular ge- 
nome and in their relation to cellular DNA fragments. In many in- 
stances, the viral DNA, particularly Ad12 DNA, was found to be inte- 
grated in an orientation colinear with that in the virion genome, i.e., the 
viral genome inside purified virus particles. Consequently, the terminal 
viral DNA segments thus linked to flanking cellular DNA sequences and 
excised jointly with them did, therefore, not comigrate on gel electro- 
phoresis with any of the known virion DNA fragments, but appeared 
instead in “off-size” positions. From the analysis of at least 80 different 
transformed and tumor cell lines performed since 1976 in my labora- 
tory, it appeared that adenovirus DNA was never found free in any of 
these transformed or tumor cells, but always integrated into the host 
genome. In several instances the off-size fragments also contained rear- 
ranged viral DNA sequences (Sutter et al., 1978; Stabel et al., 1980; 
Kuhlmann and Doerfler, 1982; Kuhlmann et al., 1982; Orend et al., 
1991, 1994, 1995). When analyzed at the nucleotide sequence level (see 
below), these integration patterns have proved to be very complicated in 
individual instances. Additional complexities of the system will be de- 
scribed below (cf. Table I). 

(ii) In order to prove the covalent linkage (integration) of adenoviral 
to cellular DNA sequences, it was necessary to molecularly clone and 
determine the nucleotide sequence of some of the junction sites between 
viral and cellular DNAs. From the data available to date, all the cellular 
DNA sequences flanking integrated viral DNA sequences were different 
from each other (Deuring et al., 1981a; Gahlmann et al., 1982; Gah- 
lmann and Doerfler, 1983; Stabel and Doerfler, 1982; Deuring and Doe- 
rfler, 1983; Schulz and Doerfler, 1984; Lichtenberg et al., 1987; Jess- 
berger et al., 1989a). These data provided no evidence for the notion 
that adenovirus DNA had integrated at highly specific cellular DNA 
sequences. However, only a relatively small number of such junction 
sites have so far been investigated. Moreover, the extent of DNA se- 
quences determined in the flanking cellular DNA has been limited. In 
addition, many of the cells, in which junction sequences between ade- 
novirus DNA and cellular DNA were analyzed, had been cloned cell 
lines and had been maintained in culture for many years. It was thus 
possible that the integrated viral genomes could have been rearranged, 
transposed, or  altered in other ways after the original integration event. 
In a few instances (see Section II.B), evidence was obtained for the 
occurrence of selective sites of viral DNA integration in different cell 
lines. 

(iii) Recently, we have initiated studies on Adl2-transformed cell lines 
and on Ad 12-induced tumor cell lines to determine the chromosomal 



FIG. 1. Integration of Ad12 DNA into one of the hamster chromosomes in the 
Adl2-transformed cell line T637 as demonstrated by the fluorescent in situ hybridization 
(Lichter and Cremer, 1992). The hamster cell line T637 contains in an integrated form about 
20-26 copies of Ad12 DNA (Sutter et al., 1978; Stabel et al., 1980; Orend el al., 1994a). The 
integrated Ad12 genomes were visualized by using the biotinylated PstI-D fragment of'Ad12 
DNA as the hybridization probe and fluorescent-labeled avidin for detection under uv light. 
(a) Interphase nuclei, (b) chromosome spread. This experiment was performed by Petra 
Wilgenbus, Koln. 
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locations of the integrated viral genomes. The data adduced so far on 
cell lines T637, HA12/7, H191, and H281 using fluorescent in sztu hy- 
bridization methods with biotinylated Ad 12 probes (P. Wilgenbus, G. 
Meyer zu Altenschildesche, M. Lutze, S. T. Tjia, and W. Doerfler, un- 
published results) indicate that the Ad 12 genomes are indeed chromo- 
somally located and that the bulk of the integrated viral genomes lies at a 
single chromosomal site (Fig. l), which is different for each of these cell 
lines. 

B. MODES OF ADENOVIRUS DNA INTEGRATION- 
SYNOPSIS OF DATA 

Under the premise that we have necessarily studied only a limited set 
of adenovirus-transformed cell lines or Ad 12-induced tumor cell lines, 
the following conclusions can presently be drawn (Table I). 

(i) In evaluating the outcome of an infection with adenoviruses with 
respect to cellular transformation, the biology of the virus-host cell 
system has to be considered. In contrast, transfection of viral DNA 
fragments presents yet a very different situation which must affect the 
outcome of the transformation event. Lastly, although almost any exper- 
imental system can be criticized as having nonnatural properties, I con- 
sider the induction of tumors in living animals to be as close to the full 
range of complexities as possibly attainable. Nevertheless, one can right- 
fully argue that Ad12 in reality might not often have had the oppor- 
tunity to infect Mesocricetus auratus, the Syrian gold hamster, before 
Trentin and colleagues performed their pioneering experiments in 
1961 and 1962. 

Ad 12 infects hamster cells nonproductively; the infection is com- 
pletely abortive with failure of Ad12 virion production, of Ad12 DNA 
replication, and of late gene transcription. Newly assembled viral parti- 
cles can never be found. The basis for this nonpermissive interaction is 
complex and multitiered (for reviews see Doerfler, 1991a; Zock and 
Doerfler, 1993). We have been able to document that the major late 
promoter of Ad12 DNA carries a mitigator element in the downstream 
sequence, which at least in part appears responsible for the inability of 
this promoter to function in hamster cells (Zock and Doerfler, 1990; 
Zock et al., 1993). Upon the experimental removal of this mitigator ele- 
ment, the major late promoter of Ad12 DNA becomes functional in 
hamster cells, and its activity in the permissive human cells is enhanced. 
As a consequence of the nonpermissive interaction of Ad12 with ham- 
ster cells, there is no selective pressure against the persistence of the 
entire Ad12 genome in hamster cells, and we have thus frequently 
found that Ad12 DNA can be integrated into the hamster cellular 



320 WALTER DOERFLER 

TABLE I 

A PLIABLE MECHANISM 
ELEMENTS OF ADENOVIRLJS DNA INTEGRATION I N T O  THE MAMMALIAN GENOME: 

Chromosomal location of adenovirus integrates 
Intact genomes and/or fragments can be integrated 
Rearranged parts of the viral genome can be integrated in the form of fragments close 
to intact viral DNA molecules 
Sites of linkage exhibit frequently but not always patchy sequence homologies between 
recombination partners 
Integrated adenovirus DNA can be intact, rearranged, or carry deletions 
Mode of viral DNA persistence depends on the permissivity of the virus-host system 
used 
At sites of linkage, viral nucleotides can be deleted 
Adenovirus DNA integration can entail deletions of cellular DNA at site of insertion or 
can be effected without the loss of a single cellular nucleotide 
Cellular DNA sequences at sites of insertion have been found to be transcriptionally 
active 
Integrated adenovirus DNA can be partly or completely lost from the cellular genome: 
Morphological revertants of transformed cells can arise 
Upon cultivation of AdlS-induced tumor cells, cells can somehow be selected that carry 
integrated viral genomes at selective cellular sites 
Integrated adenovirus genomes beconie de nouo niethylated 
Patterns of de nouo methylation depend on site of adenovirus DNA integration, perhaps 
also on other factors 
Integration of foreign (adenovirus) DNA into established mammalian genomes can be 
associated with extensive changes in the methylation patterns of cellular genes 
Integratioriirecombination of adenovirus DNA intolwith cellular DNA can be imitated 
in a cell-free system with purified components from hamster nuclear extracts 
The  in uilro-generated recombinants exhibit similarities to the in vivo-observed 
integrates: Patch homologies 

genome nearly intact and colinear with the arrangement of Ad 12 DNA 
sequences as is found in the DNA extracted from the virus particle. 
Realistically, it must be added that in some Ad 12-transformed cell lines, 
which carry multiple Ad12 DNA copies, e.g., in cell line T637, certain 
parts of the integrated Ad 12 genomes can be very markedly rearranged 
(Eick and Doerfler, 1982; Orend et al. 1995). 

In contrast, adenovirus type 2 (Ad2) infects hamster cells produc- 
tively and can replicate to appreciable titers. As a consequence, the per- 
sistence of the intact viral genome in hamster cells seems to be selected 
against or  else the intact Ad2 genome would be replicated, the infected 
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cells would all be killed, and transformed cells could probably not arise. 
In keeping with this line of reasoning, in Ad2-transformed hamster 
cells, we have mainly found fragments of integrated Ad2 genomes with 
varying lengths of internal deletions. Thus, patterns of persistence and 
integration can be decisively influenced by the biology of the virus-host 
system. At least that is one possible interpretation of the data. In some of 
the cell lines investigated, the Ad2 genome, usually with internal dele- 
tions, is integrated in an orientation colinear with the arrangement of 
the Ad2 DNA sequence in the virion. In some instances, the orientation 
has been rearanged (Vardimon and Doerfler, 1981). 

In  most cases, certainly in cells carrying Ad12 genomes in an inte- 
grated form, linkage of the viral sequences to the adjacent cellular DNA 
sequences was via the terminal viral DNA sequences. At most junction 
sites between viral and cellular DNAs analyzed so far, a number of viral 
nucleotides were deleted in the process. This number of deleted nucle- 
otides ranged from 0 to 174 in different cell lines. At the left end of 
integrated Ad12 DNA in the Ad12-transformed hamster cell line 
HA12/7, not a single viral nucleotide was found to be deleted. On the 
other end of the spectrum, viral DNA integration could proceed without 
the deletion of a single cellular nucleotide at the site of linkage, or large 
segments of cellular DNA could be lost in the process of inserting for- 
eign (viral) DNA. Most frequently, multiple copies of viral DNA mole- 
cules became integrated upon infection of cells or hamsters with ade- 
noviruses. We were able to demonstrate that these multiple copies were 
not integrated as true tandems but that other nucleotide sequences, 
cellular DNA or rearranged viral DNA sequences, had become inter- 
spersed between adjacent viral DNA molecules. Particularly when multi- 
ple copies of viral DNA were integrated, viral DNA termini were found 
to be rearranged or partly inverted in some of the integrated DNA 
molecules. 

When cell lines carrying integrated viral DNA molecules were pas- 
saged in culture for longer periods of time, the loss of all or part of the 
viral genomes from the transformed cell lines was occasionally observed 
(Groneberg et al., 1978; Eick et al., 1980). This loss was accompanied by 
changes in cell morphology. However, in a few instances the loss of Ad12 
DNA sequences, including the left terminal segment, which was consid- 
ered to be essential in the transformation of cells by adenoviruses, did 
not affect the tumorigenic phenotype of these revertants (Kuhlmann et 
al., 1982). Thus, at least in these cell lines, persistence of the viral ge- 
nome could not be considered an absolute prerequisite for the mainte- 
nance of the tumorigenic cell phenotype. It was conceivable that, as a 
consequence of viral infection and/or integration of Ad1 2 DNA into the 
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cellular genome and the subsequent loss of the integrated foreign DNA, 
the organization of the cellular genome or the expression patterns of 
cellular genes were changed thus that the affected cells were trans- 
formed to malignant cells. In the cells that had lost the Ad12 genomes, 
Ad12 DNA could not be detected any more by the very sensitive South- 
ern blotting technique and subsequent hybridization to 3*P-labeled, 
cloned fragments of Ad 12 DNA. We are currently reexamining whether 
traces of Ad12 DNA can still be detected in these revertants by the 
polymerase chain reaction. For this purpose, the revertant cell lines will 
have to be rigorously recloned to ascertain absence of a few cells from 
the original Ad 12-transformed cells. 

Junction sequences between adenoviral and cellular DNA sequences 
were cloned and their nucleotide sequences were determined from the 
following cell lines: The Ad 12-transformed hamster cell lines T637 
(M. Lutze, B. Schmitz, and W. Doerfler, manuscript in preparation), 
HA12/7 (Jessberger et al., 1989a), from the Ad2-transformed hamster 
cell line HE5 (Gahlmann el al., 1982; Gahlmann and Doerfler, 1983), the 
Ad 12-induced hamster tumor cell lines CLAC 1 (Stabel and Doerfler, 
1982) and CLACS (Deuring et al., 1981a), the tumor T1111/2 (Lichten- 
berg et al., 1987), and H191 (M. Lutze, B. Schmitz, and W. Doerfler, 
manuscript in preparation), from the Ad 12-induced mouse tumor line 
CBA12/T1 (Schulz and Doerfler, 1983), and from the symmetric recom- 
binant (SYREC2) of Ad12 DNA (Deuring and Doerfler, 1983). 

In the Ad 12-encapsidated SYREC2 DNA molecule, the DNA con- 
sisted of the left terminal 2081 nucleotide pairs of Ad12 DNA posi- 
tioned at both SYREC termini and a large palindrome of human cellular 
DNA of partly unique and partly repetitive DNA sequences to make up 
a molecule that had about the length of Ad12 DNA. This recombinant 
DNA molecule generated in cell culture could be packaged into Ad12 
virions due to the presence of terminal Ad 12 DNA sequences that might 
be akin to known packaging sequences identified at the left terminus of 
other adenoviral genomes. Upon denaturation and reannealing of SYR- 
EC2 DNA, molecules were generated with about half the length of Ad 12 
DNA, attesting to the proposed structure of palindromic DNA mole- 
cules (Deuring et al., 1981b). In addition, restriction analyses of these 
DNA molecules revealed that they contained the left terminus of Ad12 
DNA at both termini. These recombinant molecules, of course, required 
wild-type Ad12 as a helper for their replication in cell culture. It will be 
interesting to evaluate these SYREC molecules for their potential as 
adenovirus vectors for the encapsidation and transfer of large segments 
of foreign DNA. With an original length similar to that of Ad12 DNA 
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with 34,125 nucleotide pairs (Sprengel et al., 1994), the SYREC DNA 
molecule might accomodate up to 30 kbp of foreign DNA. 

Another aspect raised by the structure and composition of the SYR- 
EC2 DNA molecule was that of recombination between Ad12 DNA 
and human cellular DNA in productively infected human cells. After 
the infection of permissive human cells with Ad12 or  Ad2 virions, 
transformed human cells were never obtained. The few adenovirus- 
transformed human cell lines available were generated by transfecting 
viral DNA fragments into human cells. The existence of SYREC2 DNA 
molecules proved that, even in human cells productively infected with 
Ad 12, recombination could proceed between Ad 12 DNA and cellular 
DNA. It could not be decided whether the SYREC molecules were gen- 
erated as a consequence of viral DNA integration and excision or in the 
course of recombination between Ad12 DNA and fragments of cellular 
DNA produced during viral infection. By cytogenetic and in situ hybrid- 
ization methods, the preferential association of Ad 12 DNA with human 
chromosome 1 in Ad12-infected cells was demonstrated early and late 
after Ad12 infection of permissive human cells (McDougall et al., 1972, 
1973; Rosahl and Doerfler, 1988). 

Although in many cell lines, in which the junctions between Ad12 
DNA and cellular DNA were analyzed, there was no evidence for site- 
specific integration, there were a few examples suggesting selectivity in 
certain integration events. Our conclusions on the absence of site- 
specific integration of viral DNA in adenovirus-transformed or Ad 12- 
induced tumor cells were based on results adduced with cloned cell lines 
that had been kept in culture for long periods. It was unknown to what 
extent these experimental parameters might have selected for cells with 
the foreign viral DNA integrated in a particular manner, whether the 
integrated viral DNA could have been rearranged in the course of cell 
culturing, or  whether the results obtained were actually representative 
of the primary integrative behavior of adenovirus genomes. 

We recently isolated and characterized a set of five Adl2-induced 
hamster tumor cell lines from Ad 12-induced tumors by maintaining 
uncloned tumor cells in culture for longer periods of time. Subse- 
quently, the patterns of Ad12 DNA integration were analyzed by using 
five different restriction endonucleases and the Southern blotting pro- 
cedure (Orend et d., 1994). Terminal Ad12 DNA fragments on these 
blots were identified by hybridizing the DNA fragments to the cloned 
terminal Ad12 DNA fragments. In these experiments, the patterns of 
Ad 12 DNA integration appeared very similar, if not identical, for all five 
hamster tumor cell lines which were derived from different oncogenesis 
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experiments. We do not yet understand what selective procedure during 
cell culture might have led to the isolation of these five cell lines, one of 
which was isolated about 10 years prior to the time of isolation of the 
four other cell lines (Kuhlmann and Doerfler, 1982). Integration pat- 
terns of Ad12 DNA had also been determined at early passage levels 
after explantation of the cells from the tumor-bearing animals, and at 
that time, the integration patterns were different in these different cell 
lines. Upon prolonged cultivation, cells might have been selected that 
had growth advantages and integration patterns which might have 
changed under the selective conditions of cell culture employed. Such 
changes might not occur very frequently, because in most cloned cell 
lines analyzed for integration patterns over a long period of time, such 
changes were not apparent. It was probably significant that the cell lines 
with similar integration sites of Ad12 DNA originated from uncloned 
populations of Adl2-induced hamster tumor cells. In cell lines gener- 
ated from cloned tumor cells, the selection of cells with preferred inte- 
gration sites of Ad12 DNA might have been prevented by excluding a 
cell population capable of rearranging integrated viral DNA during cell 
cultivation. 

Ill. On the Mechanism of Integrative Recombination 

A. INSERTION OF FOREIGN DNA 
BY A VERSATILE MECHANISM 

The results of studies on the model of adenovirus DNA integration in 
mammalian cells suggested that the insertion mechanism had to be rath- 
er pliable. Usually, many copies of viral DNA were integrated, appar- 
ently often not in a true tandem fashion. Individual viral DNA mole- 
cules could be separated by cellular or  rearranged viral DNA segments. 
Intact or  nearly intact viral genomes or  additional viral DNA fragments 
were integrated, sometimes in proximity to the intact viral genomes. At 
the sites ofjunction to cellular DNA, viral nucleotides could be deleted; 
occasionally, the terminal viral nucleotide sequence was preserved. At 
several of the nucleotide sequences linking viral and cellular DNAs, 
patchy homologies were observed between either the linked viral and 
cellular nucleotide sequences or between the deleted terminal viral se- 
quences and the cellular segments replacing them. However, we also saw 
junctions devoid of such patchy sequence homologies. The mechanism 
of integrative recombination operative in mammalian cells could appar- 
ently take advantage of patchy homologies but did not have to depend 
upon their availability. Recombinants with patchy homologies at the sites 
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of junction were perhaps more frequently found than those without 
patchy homologies. When taking into account the flexibility of the inte- 
grative recombination mechanism with respect to the necessity for nu- 
cleotide sequence homologies between the reaction partners, one appre- 
ciated that it was logically difficult to categorize this mechanism as being 
akin to homologous or to nonhomologous recombination. 

The sometimes frustrating strife for neat, simple classifications ne- 
glects to recognize the fact that integrative recombination in mammalian 
cells tends to utilize pliable mechanisms that cannot easily be subsumed 
under idealized categories. The mechanism can work under a variety of 
molecular constellations and, perhaps for that reason, has proved to be 
quite efficient and successful. I suspect that this mechanism may have 
evolved over long periods during evolution and has been playing a ma- 
jor role in permitting cells to incorporate foreign DNA very efficiently 
and subsequently to select or counterselect for the persistence and the 
continuing expression of certain foreign DNA sequences or for their 
persistence and permanent silencing by sequence-specific DNA methyla- 
tion, respectively. 

There is an additional element to consider in investigations on the 
mechanism of insertional recombination in mammalian cells. We have 
reported that all the cellular DNA sequences at the junction sites between 
adenovirus DNA and cellular DNA, that we have examined in detail, are 
transcriptionally active (Gahlmann et al., 1984; Schulz et al., 1987). Tran- 
scriptional activity for these sequences was found in hamster, mouse, or 
human cells that had never been exposed to adenoviruses, in the Ad12- 
induced tumor cells, and in adenovirus-transformed cells. The transcrip- 
tion products derived from these cellular sites vary in length and quality. 
They can constitute short RNAs probably without coding capacity or 
represent transcription products exhibiting open reading frames. We 
have proposed the working hypothesis that the cellular DNA sequences 
which are actively transcribed have assumed a chromatin configuration 
and are occupied by cellular proteins that render them particularly amen- 
able to the machinery for integrative recombination with foreign DNA. 
For foreign genes whose informative content seeks to be realized in 
transcription, it may appear advantageous to have access to active cellular 
transcription processes. Although this argument is merely one of plau- 
sibility, it is still supported by the fact that integrative recombination has 
been found to be directed toward cellular sites of transcriptional activity 
also in other viral and cellular systems (Mooslehner et al., 1990; Scherdin 
et al., 1990). 

In  the adenovirus integration system, the question is still unresolved 
whether cellular factors alone suffice to expedite adenovirus DNA 



326 WALTER DOERFLER 

integration or  whether viral gene products participate as essential com- 
ponents of the integrative recombination machinery or merely modify 
cellular factors. Since adenovirus DNA, like any other foreign DNA, 
transfected into mammalian cells can be integrated into the cellular 
genome in the absence of viral infection, the bias lies in favor of a 
mechanism of integrative recombination supplied by the recipient cell. 
However, it is likely that, upon adenovirus infection and subsequent 
adenovirus DNA integration, viral gene products can exert an auxiliary 
or modifying role in integrative recombination between viral and cellu- 
lar DNAs. Integrative recombination may not be dependent on ade- 
noviral functions but they could render the event more efficient or alter 
essential parameters to render the reaction more specific. It is prudent 
to keep in mind that the mechanism under investigation has a high 
degree of flexibility. A number of years ago, we began to study this 
mechanism further by using a cell-free system from nuclear extracts of 
uninfected hamster cells (Jessberger et al., 198913; Tatzelt et al., 1992, 
1993; Fechteler et al., 1995). 

B. STUDIES ON THE MECHANISM OF INTEGRATIVE 
RECOMBINATION IN A CELL-FREE SYSTEM 

High salt extraction of isolated nuclei from BHK21 hamster cells 
generates nuclear, cell-free extracts that facilitate the in vitro recombina- 
tion between fragments of Ad 12 DNA and preinsertion sequences from 
hamster cells (Jessberger et al., 1989b). In designing this experimental 
approach, it has been reasoned that, in the absence of information about 
the actual requirements for the integrative recombination reaction, a 
cellular DNA sequence should be chosen as recombination partner with 
Ad12 DNA that had previously already served as an integration target in 
a living organism. We have cloned and sequenced the preinsertion se- 
quence from BHK2 1 hamster cells that corresponds to the insertion 
sequence of Ad12 DNA in the Ad12-induced hamster tumor cell line 
CLAC 1 (Stabel and Doerfler, 1982). This cellular preinsertion sequence 
has been designated p7. Of course, it is impossible to predict what nucle- 
otide sequence requirements a cellular DNA segment must exhibit to 
qualify as integrative recombination partner with foreign DNA. Thus, a 
previously identified cellular DNA segment as target of Ad12 DNA 
integration has appeared to be a qualified choice. 

In a series of such cell-free recombination experiments, we have ob- 
served that the segment of Ad12 DNA comprising nucleotides 20,885 to 
24,053 in the complete Ad12 DNA sequence (Sprengel et al., 1994) 
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recombines in uitro mo,re frequently with the p7 hamster preinsertion 
DNA sequence than other Ad12 DNA segments (Jessberger et al., 
1989b). At present, this phenomenon cannot be explained, but it is not 
due to obvious nucleotide sequence homologies between p7 hamster 
DNA and the nucleotide 20,885-24,053 fragment of Ad12 DNA. This 
and other Ad 12 DNA segments recombine much more frequently with 
p7 hamster DNA sequence than with the adjacent pBR322 vector se- 
quence in the construct used. With a second Ad12 preinsertion DNA 
segment p16 from hamster cells (Lichtenberg et al., 1987), similar results 
of enhanced recombination with the Ad12 DNA fragment have been 
adduced. We have also investigated the possibility whether randomly 
selected hamster cell DNA sequences would recombine with Ad12 DNA 
fragments in the cell-free system, but have so far not found recombi- 
nants (Jessberger et al., 1989b; Tatzelt et al., 1992). It is, therefore, likely 
that the p7 or the p16 preinsertion sequence contains motifs that are 
preferentially recognized by the recombination machinery and are used 
as recombination targets for Ad 12 DNA. Nonpreinsertion hamster 
DNA sequences may thus be utilized much less efficiently. 

By using standard gel filtration and chromatographic procedures, we 
have been able to purify components from the nuclear extracts to a 
considerable extent. The most highly purified preparations, that still 
catalyze in uitro recombination of the selected p7 and Ad12 DNA (nucle- 
otide 20,885-24,053 fragment) partners, exhibit a limited number of 
proteins when analyzed by SDS-polyacrylamide gel electrophoresis fol- 
lowed by silver staining of the polypeptides (Tatzelt et al., 1993). More 
recent experimental work has led to further purification of the compo- 
nents. The most highly purified fractions exhibit four or five major 
protein bands when analyzed as described (Fechteler et al., 1995). The 
functional characterization of these components has been initiated. I 
surmise that the recombination machinery consists of several proteins, 
perhaps combined in a complex. Thus, further purification may, at some 
step, lead to the disruption of the necessary ensemble of cellular pro- 
teins. The fact that we have been able to demonstrate recombination 
between p7 hamster cell DNA and Ad12 DNA in fractionated nuclear 
extracts from uninfected hamster cells demonstrates that, at least for the 
imitation model reaction described here, cellular factors do suffice. Of 
course, our model system may still not catalyze the true integration 
reaction of Ad12 DNA. We have yet to analyze whether viral-encoded 
functions participate in the reaction qualitatively or quantitatively. 

As assay systems for the identification of recombinants, we have ap- 
plied an Escherichi coli transfection test using recA- bacterial strains and 
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have documented in a large number of control experiments that the 
recombination between p7 hamster DNA and Ad12 DNA fragments has 
not been effected after transfection into E. coli but in the cell-free ex- 
tracts (Jessberger et al., 198913; Tatzelt et al., 1992). This interpretation 
has been corroborated by the finding that a completely different assay 
system has also successfully identified cell-free-generated recombinants: 
The polymerase chain reaction method (PCR) (Saiki et al., 1988) reveals 
recombinants when used with DNA reextracted directly from the frac- 
tionated nuclear protein mixture, and these recombinants resemble 
those identified by the transfection method (Tatzelt et al., 1993). This 
assay obviates the involvement of E. coli transfection in the isolation of 
recombinants. Again, the results of a large number of control experi- 
ments have verified our interpretations and ruled out the possibility of 
PCR artefacts. In particular, when the reaction partners were separately 
incubated with fractionated nuclear extracts, subsequently reextracted, 
mixed, and then subjected to PCR, recombinants were not found. With 
the improved purification of the system, it may become feasible in the 
future to identify recombinants directly by Southern blotting without 
the use of additional procedures. 

An appreciable number of in vitro-generated recombinants have been 
analyzed for their nucleotide sequences at the sites of linkage between 
Ad12 DNA and the p7 hamster DNA sequence. It is striking that, as 
described for the linkage sites from adenovirus-transformed cells or 
Ad 12-induced tumor cells, patchy homologies are apparent at the link- 
age sites of the recombinants generated in the cell-free system as well 
(Jessberger et al., 1989b; Tatzelt et al., 1992). This finding encourages 
expectations that this cell-free system simulates to some extent elements 
of the in vivo integration reaction. 

The data obtained so far need to be complemented in the future by 
work examining the activity of extracts from nuclei of Ad12-infected 
hamster cells. Moreover, we have initiated experiments utilizing cosmid 
constructs with cellular preinsertion sequences and the intact Ad 12 ge- 
nome, either as isolated DNA or complexed with authentic viral core 
proteins, in the hope of approaching the actual integration reaction 
more realistically. 

We have also explored a cell-free system from nuclei of Spodopteru 
frugzperda insect cells which catalyze the in vitro recombination between 
adenovirus DNA and Autopapha californica nuclear polyhedrosis virus 
DNA fragments (Schorr and Doerfler, 1993). Apparently, the capacity 
for this type of nonhomologous recombination is also inherent in insect 
cells. 
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IV. De novo DNA Methylation 
of integrated Foreign DNA 

A. DE NOVO METHYLATION OF INTEGRATED FOREIGN 
DNA: A CELLULAR DEFENSE MECHANISM? 

In our investigations on the structure of integrated Ad12 genomes in 
transformed hamster cells, we have found early on that these genomes 
have become de novo methylated in very specific patterns (Sutter et al., 
1978; Sutter and Doerfler, 1979, 1980; Vardimon et al., 1980; Kuhl- 
mann and Doerfler, 1982; Orend et al., 1991, 1995). We had previously 
shown that the virion DNA from purified Ad12 particles was not detec- 
tably methylated (Gunthert et al., 1976; Wienhues and Doerfler, 1985; 
Kammer and Doerfler, 1995). Thus, it was possible to unequivocally 
demonstrate that the previously unmethylated Ad12 DNA was de nouo 
methylated after integration into the cellular genome. 

An inverse correlation has been observed in many parts of integrated 
adenovirus genomes between the extent of DNA methylation and the 
level of transcription (Sutter and Doerfler, 1979, 1980). This correlation 
has subsequently been refined for the promoter regions of integrated 
adenovirus genes (Kruczek and Doerfler, 1982). These observations ini- 
tiated a decade of research on the role that sequence-specific promoter 
methylation can play in the long-term silencing of eukaryotic genes. In 
these studies (for reviews see Doerfler, 1981, 1983a, 1984a, 1989, 1992, 
1993; Doerfler et al., 1993), we have mainly, but not exclusively, used 
viral promoters. I shall not duplicate here the contents of earlier reviews. 
DNA methylation has more recently been recognized in its importance 
for long-term gene inactivation also in developmental biology and in 
human genetics. The earlier work on eukaryotic viral and cellular pro- 
moters has conceptually opened the path for studies on complex genetic 
phenomena, e.g., that of genomic imprinting in mammalian genomes 
(Surani et al., 1984; Sapienza et al., 1987; Reik et al., 1987; Swain et al., 
1987; Li et al., 1993). The observation that integrated foreign DNA 
molecules, like the Ad12 genome, can be de novo methylated and conse- 
quently partly or completely inactivated has not been restricted to ade- 
novirus genomes. Other integrated viral genomes or, for that matter, 
any foreign DNA integrated into established genomes, e.g., after trans- 
fection and selection in mice (Lettmann el al., 1991) or in plants (Linn et 
al., 1990), have been subjected to the same, apparently ubiquitous con- 
trol mechanism and have become extensively de novo methylated and 
inactivated. There are also examples in which de nouo methylation has 
not ensued. 
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The genome of Epstein-Barr virus (EBV), a member of the her- 
pesvirus group, which can persist in virus-transformed cells predomi- 
nantly in a nonintegrated, circular, episomally free form, can also be- 
come de novo methylated in specific patterns (Ernberg et d., 1989; Li-Fu 
et al., 1991). Thus, de novo methylation of foreign genomes in mam- 
malian cells is not solely associated with the integrated state of the newly 
acquired DNA. Persisting EBV genomes continue to be replicated in 
synchrony with the cycle of the cellular genome, presumably by cellular 
DNA polymerase systems. It is challenging to consider the possibility 
that the cellular replication machinery may be intimately associated with 
the apparatus for the de novo methylation of DNA which would then be 
responsible for the methylation of the EBV DNA. In contrast, free ade- 
novirus DNA replication is self-sufficient and provides its own replica- 
tion system which lacks, however, a DNA methyltransferase system. Per- 
haps, for that reason, intracellular, free adenovirus DNA has never been 
found to become de novo methylated (Wienhues and Doerfler, 1985; 
Kammer and Doerfler, 1995). 

Since the insertion of foreign DNA into established genomes and its 
continued transcription constitutes a major goal of many, though not all, 
strategies in gene therapy, the mechanism of de novo methylation and 
subsequent long-term inactivation of integrated foreign genomes re- 
quires serious consideration and detailed investigations. De novo meth- 
ylation may represent a major obstacle on this frequently considered 
path toward the successful repair of genetic defects in mammalian cells. 
Alternate approaches, like the presentation of foreign genes in free 
nonintegrated form, e.g., in free adenovirus genomes (Ragot et al., 
(1993), under conditions in which they do not predominantly integrate, 
may have a better chance of providing means for the long-term, non- 
obstructed expression of foreign genes designed to substitute for miss- 
ing genetic functions in a cell or  an organism. Even if one could replace 
a defective gene exactly by the wild-type allele, the question has to be 
raised whether this replaced gene or DNA segment will also be subject to 
the defense mechanism of de novo methylation because, due to the lack 
of the authentic cellular methylation pattern, it will be recognized as 
foreign by the de novo-methylation system of the cell. 

As mentioned earlier, the de novo methylation of integrated foreign 
DNA in established genomes can be viewed as an ultimate cellular de- 
fense mechanism which apparently can operate selectively. Possibly by 
survival and selection of cells with an optimized pattern of de novo meth- 
ylated and inactivated or  nonmethylated and continually expressing for- 
eign set of genes, specific patterns of de novo-methylated genes persist 
and contribute to the constellation of newly introduced genes in a thus 
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altered genome. Adenovirus-transformed cells provide an example for 
this mechanism. Frequently, the early viral genes, mainly the El  and E4 
genome segments, do not succumb to this cellular defense mechanism 
(Orend et al., 1995), probably because by selection they can escape inac- 
tivation and contribute to the transformed state of those cells in which 
they continue to be expressed. 

It appears that the cells have developed several mechanisms for their 
defense against the insertion of foreign DNA and genes. Under experi- 
mental conditions, a variety of options have become available for the 
introduction of foreign DNA into cells in culture. It is unknown how 
frequently cells of an intact organism are exposed to, take up, and chro- 
mosomally integrate foreign DNA. It is likely that the cytoplasmic mem- 
brane is a first barrier against the penetration of foreign DNA molecules. 
Once that barrier is penetrated, foreign DNA can be nucleolytically 
degraded in the cytoplasm or in its organelles. Nevertheless, foreign DNA 
can be transported to the nucleus and become integrated. Such integrated 
genomes can be lost again from the cellular genome, as exemplified by the 
existence of morphological revertants of Ad 12-transformed cells in which 
viral genomes, in part or in toto, have been excised (Groneberg et al., 1978; 
Eick et al., 1980). Finally, in case all these possibilities to eliminate foreign 
genes had failed, they could be de novo methylated and thus become 
inactivated. 

B. INITIATION OF DE NOVO METHYLATION 
IN MAMMALIAN CELLS Is NOT PREDOMINANTLY 
DEPENDENT ON THE NUCLEOTIDE SEQUENCE 
OF FOREIGN DNA 

Integrated Ad12 DNA in hamster tumor cells or Ad12 DNA fixed in 
the hamster cell genome by transfection and selection is not immediately 
de novo methylated. It requires an unknown number of cell generations 
- and other unknown factors - to initiate de novo methylation. We have 
investigated where in the colinearly integrated Ad 12 genome de novo 
methylation is initiated. It commences in two paracentrally located re- 
gions of Ad12 DNA and not at the termini of Ad12 DNA, which are 
contiguous with cellular DNA sequences that probably present an estab- 
lished methylation pattern. The graphs in Fig. 2 (Orend et al., 1995) 
present schematically the sites of initiation and progression of de novo 
methylation in Ad 12-induced tumor cells and the final state of methyla- 
tion of the integrated viral genomes in the tumor-derived cell lines. 

There is evidence from several different systems in which de novo 
methylation has been studied that certain nucleotide sequences may be 
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FIG. 2. Initiation and progression of de novo methylation in integrated Ad12 genomes 
in Ad 12-induced tumors and in cell lines derived from these tumors. The lightly shaded 
areas indicate regions in which the de novo methylation of integrated Ad 12 DNA is initiated 
(map units of the linearly inserted Ad12 genome). The darker shaded area designates the 
state of de nouo methylation in established cell lines. This graph was taken with modifica- 
tions from Orend et al. (1995). MLP, major late promoter. 

preferentially and initially de nouo methylated (Szyf et al., 1990; Mum- 
maneni et al., 1993; Hasse and Schulz, 1994). While nucleotide sequence 
may play a certain role in selecting sites for the initiation of de nouo 
methylation, the results from investigations on de nouo methylation in 
the adenovirus system argue that nucleotide sequence by itself cannot be 
the sole determining parameter that characterizes sites of initiation of de 
novo methylation. 

(i) In integrated Ad12 genomes, de novo methylation is initiated in the 
paracentrally located nucleotide 20,885-24,053 fragment of the viral 
genome; more precisely in an internal segment of this region (Orend et 
al., 1995). When the same viral DNA segment is transposed, e.g., to the 
left end of the integrated Ad12 genomes in cell line T637, the trans- 
posed Ad12 DNA segment with the same nucleotide sequence is not 
methylated or at least not to the same extent as the internally located 
segment . 

(ii) When fragments of Ad12 DNA, such as the nucleotide 1-5574 
EcoRI-C fragment or the nucleotide 20,885-24,053 (PstI-D) fragment, 
are transfected into and fixed by integration in the genomes of mam- 
malian cells, these DNA fragments become methylated in some cell lines, 
but remain unmethylated in others, possibly dependent on the site of 
foreign DNA integration (Orend et al., 1995). In contrast, Ad12- 
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transformed cells, which have been transformed by the infection with 
Ad 12 virions, carry the entire Ad 12 genomes in an integrated form and 
the 1-5574 nucleotide fragment remains hypomethylated and the inter- 
nal PstI-D fragment becomes heavily methylated. 

(iii) In the Ad2-transformed hamster cell line HE1 (Cook and Lewis, 
1978), the late E2A promoter in the Ad2 genome is completely methy- 
lated at all 5’-CG-3’ sequences as determined by genomic sequencing. 
The exact same nucleotide sequence is not at all methylated in another 
Ad2-transformed hamster cell line, HE2 (Toth et al., 1989, 1990). In 
HE1, the E2A gene has been silenced; in HE2, it is transcribed and 
translated into the DNA-binding protein (Johannsson et al., 1978). 

(iv) The large segment of human cellular DNA sequences in the sym- 
metric Ad12 DNA recombinant SYREC2 (Deuring et al., 1981b; Deur- 
ing and Doerfler, 1983) is not methylated in its 5’-CCGG-3‘ sequences in 
the SYREC2 genome isolated from purified virions. The same cellular 
nucleotide sequences are, however, very heavily methylated in the 
5’-CCGG-3‘ sequences inside the human cellular genome in cells grow- 
ing in culture. 

I, therefore, tentatively conclude that the de novo methylation mecha- 
nism is not predominantly regulated simply by a specific nucleotide 
sequence but that additional parameters like location in different intra- 
nuclear compartments, DNA structure, the type of proteins bound at 
such structures, the site of foreign DNA integration, and the replicative 
state of the cell may all have an important influence. For future experi- 
mental designs in related projects, it is important to recognize that one 
must not select for the same foreign DNA segments whose de now meth- 
ylation one intends to follow. 

Next to nothing, unfortunately, is known about the enzymatic mecha- 
nism of de novo methylation. It is not clear whether de novo and mainte- 
nance methylations are effected by the same, by different, or by one 
enzyme in conjunction with different cofactors. It still can not be deter- 
mined how many DNA methyltransferases exist in mammalian cells (Li 
et al., 1993). 

In  our own work on DNA methyltransferases, we have turned to 
studies on frog virus 3 (FV3), a member of the iridovirus group (Willis et 
al., 1989). The FV3 genome in the virion is heavily methylated (Willis 
and Granoff, 1980). By the genomic sequencing method, we have been 
able to demonstrate that, in the viral DNA segments investigated, all 
5’-CG-3’ sequences are methylated and that 5-methyldeoxycytidine (5- 
mc) occurs exclusively in these dinucleotide sequences (Schetter et al., 
1993). By the use of several methylation-sensitive restriction enzymes, it 
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has also been rendered likely that all 5’-CG-3’ sequences in the genome 
are methylated (Willis and Granoff, 1980; Schetter et al., 1993). There is 
evidence that, after infection of cells with FV3, the newly synthesized 
viral DNA is not immediately methylated after replication, but becomes 
rapidly and completely de novo methylated shortly thereafter. This sys- 
tem thus offers the possibility to study characteristics of the enzyme(s) 
involved in this de nouo methylation reaction. Such studies have been 
initiated (Schetter et al., 1993). 

C. A FULLY 5’-CG-3‘ BUT NOT A 5‘-CCGG-3‘ 
METHYLATED LATE FROG VIRUS 3 PROMOTER 
RETAINS ACTIVITY 

Several lines of evidence demonstrate that the DNA of the iridovirus 
FV3 is methylated in all 5’-CG-3’ sequences both in virion DNA and in the 
intracellular viral DNA at late times after infection. The 5-mC residues in 
this viral DNA occur exclusively in 5’-CG-3‘ dinucleotide positions. We 
have cloned and determined the nucleotide sequence of the L1140 gene 
and its promoter from FV3 DNA. The gene encodes a 40-kDa protein. 
The results of transcriptional pattern analyses for this gene in fat-head 
minnow (FHM) fish cells document that this gene is transcribed exclu- 
sively late after FV3 infection. The L1140 gene and its promoter are fully 
methylated at late times after infection. We have been interested in 
resolving the apparent paradox that the methylated L1140 promoter is 
methylated and active late in FV3-infected cells. Of course, the possibility 
cannot be excluded that one or  a few 5’-CG-3’ sequences outside restric- 
tion endonuclease sites might have escaped de novo methylation after FV3 
DNA replication. A construct has been devised that places the chloram- 
phenicol acetyltransferase (CAT) gene construct under the control of the 
L1140 promoter. Upon transfection, this construct exhibits activity only 
in FV3-infected BHK21 hamster cells, but not in uninfected BHKP 1 cells. 
For technical reasons, FHM cells have proved less suitable for transfection 
experiments. The fully 5’-CG-3’ or 5’-GCGC-3’ (HhaI) methylated, 
HpaII-mock-methylated, or unmethylated L1140 promoter-CAT gene 
construct is active in FV3-infected BHK2l cells, whereas the same con- 
struct 5’-CCGG-3’ (HpaII) methylated has lost all activity. Apparently, 
complete methylation of the late L1140 promoter in FV3 DNA is compat- 
ible with activity. However, a very specific 5’-CCGG-3’ methylation pat- 
tern, that does not naturally occur in authentic FV3 DNA in infected cells, 
abrogates promoter function. These results further support the notion 
that very specific patterns of methylation are required to inhibit or inacti- 
vate eukaryotic and viral promoters (Munnes et al., 1995). 
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D. METHYLATION OF TRIPLET REPEAT 
AMPLIFICATIONS IN THE HUMAN GENOME: 
MANIFESTATION OF THE CELLULAR 
DEFENSE MECHANISM? 

In human genetic diseases, apparently autonomous amplifications of 
naturally present triplet repeats in the human genome have been recog- 
nized to be associated with diseases like myotonic dystrophy, the fragile X 
syndrome (FRAXA), Kennedy disease, Huntington’s disease, mental 
retardation found with the fragile site FRAXE on the human X chro- 
mosome, spinocerebellar ataxia type I, or hereditary dentatorubro- 
pallidoluysian ataxia (Caskey et al., 1992; Richards and Sutherland, 1992; 
Riggins et al., 1992; The Huntington Disease Collaborative Research 
Group, 1993; Knight et al., 1993; Orr et al., 1993; Koide et al., 1993; 
Nagafuchi et al., 1994). These amplifications can lie either in the coding 
sequence of genes or in their 3‘ or  5’ located noncoding regions. It is not 
understood in detail how this new class of mutations can be linked to the 
pathogenetic mechanisms of these ailments frequently involving the 
central nervous system. Moreover, it is still a puzzle by what (enzymatic) 
mechanism the amplifications are generated. 

We have observed that synthetic oligodeoxyribonucleotides, like 
(CGG),,, (GCC),,, (CG),,, but not (TAA),, or (CAGG),,, by themselves 
can be in vitro expanded by Taq polymerase (PCR conditions) or by 
Klenow polymerase (without cycling) to chains of up to 2000 bp. This in 
vitro amplification, which apparently requires a certain nucleotide se- 
quence and, dependent on it, a specific structure, can be inhibited, 
though not obliterated, by the methylation of the C residues in the 
oligodeoxyribonucleotides, in that much shorter chains are then synthe- 
sized in vitro (Behn-Krappa and Doerfler, 1994). 

In some of the amplified sequences in human genetic diseases, like in 
the FMR-1 gene in the fragile X syndrome, an increase of DNA methyla- 
tion in these sequences has been observed (Oberle et al., 1991). We have 
suggested (Behn-Krappa and Doerfler, 1994) that these de novo methyla- 
tions may represent another manifestation of the cellular defense mech- 
anism against foreign DNA mentioned above. According to this reason- 
ing, the amplified triplet repeats amounting in some cases to >2000 
nucleotide pairs in excess over the original sequence at this site with 
many 5’-CG-3’ dinucleotides could be recognized as foreign by the DNA 
methyltransferase system of the host cell and could thus become de novo 
methylated, possibly as a shield against further expansion. This predic- 
tion is consistent with the results of our in vitro amplification studies and 
the effect of 5‘-CG-3’ methylation which inhibits amplification. 
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V. Alterations in Patterns of Cellular DNA 
Methylation and Gene Expression as Consequences 

of Foreign DNA Insertions 
into Mammalian Genomes? 

We have investigated the possibility that the insertion of foreign DNA 
into an established mammalian genome can lead to far-reaching alter- 
ations in patterns of cellular DNA methylation and gene expres- 
sion. These alterations might contribute to the oncogenic transforma- 
tion of cells at least as significantly as some of the viral gene products 
thought to be involved in the process. 

In the pursuit of this concept, we have initially been able to demon- 
strate that the methylation state in a hamster cell DNA sequence of 
about 1 kb length that immediately abuts the site of insertion of Ad12 
DNA in the Ad12-induced tumor T1 1 1 112 has been altered in that all 
the sequences that are completely methylated in normal hamster DNA 
have lost the methyl groups (Lichtenberg et al., 1988). 

More recently, we screened the hamster cell genome with several dif- 
ferent, randomly selected genomic DNA or cDNA probes by Southern 
blot hybridization after cutting the hamster cell DNA with HpaII, MspI, 
or HhaI. Cellular DNA was extracted from the following cell types: (i) a 
number of Ad12-transformed hamster cell lines; (ii) Ad 12-induced tu- 
more cell lines; (iii) BHK21 cells that carried integrated Ad12 genomes 
fixed by neomycin (neo) gene cotransfection and neo selection in the 
hamster genome but did not show the Ad12-transformed phenotype. In 
these cells the E l  region of the Ad12 genome was not detectably tran- 
scribed; (iv) Normal BHK2 1 hamster cells; and (v) Adl2-infected 
BHK21 hamster cells at 30 hr and several weeks postinfection. 

Among the different cellular hybridization probes, several showed 
very striking increases in DNA methylation in cellular genes in some of 
the Ad12-transformed cells, in some of the Adl2-induced tumor cells, 
and in BHK2l cells with integrated Ad12 DNA lacking the Ad12- 
transformed phenotype; others revealed no changes (Heller et al., 1995). 
It was shown by the technique of fluorescent in situ hybridization that the 
hybridization probes used in these experiments were located on differ- 
ent hamster chromosomes (Heller eta!., 1995). One of the cellular DNA 
hybridization probes used in these studies, the intracisternal A particle 
(IAP) DNA, which exhibited a very striking increase in DNA methyla- 
tion in cell line T637 compared to BHK2l hamster cells, was present on 
most hamster chromosomes. 

Several possible interpretations can be offered to account for these 
changes in patterns of cellular gene methylation: (i) transformation by 
Ad12; (ii) insertion of foreign DNA into the established hamster cell 
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genome; and (iii) The  action of early Ad12 gene products synthesized in 
Adl2-transformed or Ad12-induced tumor cells. We have tried to distin- 
guish between these possibilities and analyzed cellular DNA isolated 
from BHK21 cells at 30 hr or several weeks after infection with Ad12. In 
these cells none of the aforementioned alterations in cellular gene meth- 
ylation have been observed. Two BHK21 cell lines, HAd12-neo2 and 
HAd12-neo5 (Orend et al., 1995), which contained multiple copies of 
integrated Ad12 DNA, were also investigated. These cell lines did not 
show the transformed phenotype typical of Ad 12 but were indistiguish- 
able from BHK21 cells. An increase of DNA methylation for the IAP 
probe was also observed in these cells. Recently, we found that BHK21 
cells with integrated plasmid DNA devoid of Ad 12 DNA sequences also 
exhibited increases in DNA methylation in the IAP sequences (Heller et 
al., 1995). 

We therefore favor the interpretation that, perhaps in conjunction 
with the transformed state of the cells, the insertion of the Ad12 ge- 
nomes or  of any foreign DNA into the established hamster genome 
contributes to the increase in DNA methylation in many regions of the 
cellular genomes. The mechanism by which these changes are effected is 
not known. Since the patterns of early Ad12 DNA expression are similar 
in Ad 12-infected and in Ad 12-transformed hamster cells it is unlikely 
that Ad12 gene products play the decisive role in rapidly changing the 
patterns of methylation in cellular genes of transformed cells. It should 
be emphasized that there are considerable differences in the extent and 
locations of these changes in different Ad 12-transformed cells or Ad 12- 
induced hamster tumor cells. Moreover, only a subset of genes seems to 
be affected. The cellular genes with altered methylation patterns are 
located on hamster chromosomes definitely different from the chromo- 
some on which Ad12 DNA is integrated. Since we have used only a 
relatively small number of randomly selected hamster gene probes and 
found changes in DNA methylation in a high proportion of them, these 
alterations must be extensive and widely distributed. 

It has been shown in many different systems that changes in DNA 
methylation are associated with changes in patterns of gene expression. 
In Ad 12-transformed cells, we have demonstrated earlier that among 40 
different genes tested, the expression of 5 genes has been altered in 
comparison to non-Ad 12-transformed BHK2 1 cells (Rosahl and Doer- 
fler, 1992). Although the ratio, number of genes with alterations in 
expression to number of genes tested, argues for frequent changes, 
more work will be required to support these interpretations. We contin- 
ue to pursue the possibility that the integration of foreign DNA into the 
hamster genome is associated with widespread changes in DNA methyla- 
tion and consequently in expression patterns among hamster cellular 
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genes. These findings may have significance for the mechanism of viral 
oncology, for gene therapy, and for the interpretation of results ob- 
tained with transgenic organisms. 

VI. Uptake of Foreign DNA through the 
Gastrointestinal Tract 

We have set out to explore the possibility that traces of foreign DNA 
that are constantly ingested with the routine food intake might be taken 
up by the cells of an organism and become integrated at random into the 
cellular genome. By subsequently eliciting alterations in the methyla- 
tion and expression patterns of the affected cells, targets might be thus 
generated in which these changes lead to the oncogenic transformation 
of individual cells. This - as yet hypothetical - mechanism of on- 
cogenic transformation is related to the daily exposure of the animals’ 
gastrointestinal tract to foreign DNA. 

We investigated whether foreign DNA taken up by mammals with the 
food supply could, at least in part, survive the digestive regimen of the 
gastrointestinal tract and eventually enter into the bloodstream (Schub- 
bert et al., 1994). In model experiments, 3- to 6-month-old mice were fed 
bacteriophage M 13 DNA (Hofschneider, 1963) in amounts between 10 
and 50 pg. The DNA was supplied in the double-stranded supercoiled 
circular or EcoRI-linearized form directly by pipette feeding to the ani- 
mals’ oral cavity or with the food pellets. M 13 DNA was chosen as trace- 
able food additive because we failed to find any homologies between this 
phage DNA and the DNA repurified from the feces of control mice that 
had never received this DNA. Moreover, the entire nucleotide sequence 
of this viral DNA had been determined (Yanisch-Perron, 1985). At vari- 
ous times after feeding M13 DNA, DNA was extracted (i) from the feces, 
either extracorporeally or taken from the animals rectum; or (ii) from 
whole blood, from isolated blood cells, or from the serum. These prepa- 
rations were subsequently analyzed for the presence of M 13 DNA se- 
quences by electrophoresis and Southern ( 1975) blot hybridization, by 
dot blot hybridization, or by the PCR (Saiki et al., 1988). 

The results of these analyses (Schubbert et al., 1994) demonstrated 
that (i) M13 DNA sequences were detected in the animals’ feces between 
1 and 7 hr after feeding, and (ii) M13 DNA sequences were present in 
the bloodstream 2 to 8 hr after feeding. From the feces, a few percent of 
the ingested DNA was recovered, in the bloodstream 50.1%. The bulk 
of the feces-excreted M13 DNA was in the size range between 100 and 
400 nucleotide pairs. By PCR, M13 DNA molecules of up to a length of 
1692 nucleotide pairs were discovered. The PCR-amplified M13 DNA 
was resequenced, and apart from occasional, nonsystematic deviations, 
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was found to be identical to the published nucleotide sequence. The 
results of these studies were identical regardless of whether DNA was 
extracted from extracorporeally deposited feces or  from feces removed 
from the terminal gut of the animals. The latter precaution precluded 
the possibility that the feces extracorporeally deposited might have been 
externally contaminated by unnoticed oral contacts by the animals. 

Similarly and surprisingly, M 13 DNA sequences were also detected in 
DNA extracted from total blood or from peripheral leukocytes, but not 
from the serum of M13-fed animals. The maximal lengths of M13 DNA 
fragments observed were 976 nucleotide pairs. Upon resequencing this 
PCR-amplified DNA, authentic M I 3  DNA was found with occasional 
rare deviations in nucleotide sequence. DNA isolated from the blood- 
stream of animals that had not been fed M13 DNA was consistently 
found free of M13 DNA by any of the analytical techniques applied. 

These data were confirmed with DNA preparations from >50 differ- 
ent animals (fecal samples) plus 16 buffer-fed (0.01 Tris-HC1, pH 7.5; 1 
mM EDTA) controls and from 105 different animals (blood samples) 
plus 30 buffer-fed controls with essentially identical results (Schubbert et 
al., 1994). We are currently investigating whether integrated M13 DNA 
sequences can be cloned by suitable vector systems from the DNA of 
organs (leukocytes, liver) taken from M 13-fed animals. 

The  results described (Schubbert et al., 1994) verify that food- 
ingested foreign DNA is not completely degraded in the gastrointestinal 
tract and can reach the bloodstream, although in minute amounts and in 
fragmented form. Of course, it is known that fragments of DNA are 
highly recombinogenic. Since the exposure of many organ systems to 
recombinogenic DNA fragments is continuous over the entire life span 
of an organism, it will be very interesting to consider their possible 
contributions to mutagenic and oncogenic events which likely are cu- 
mulative over the duration of the individuals life span. 

VII. A Concept of Oncogenesis - Implications 
for Gene Therapy and Research 

on Transgenic Organisms 

The classical concept of insertional mutagenesis relates to damage 
caused to cellular functions or genes that are encoded at the sites of 
foreign (adenoviral) DNA insertion into the host genome. Since a very 
sizeable part of the mammalian genome consists of repetitive sequences 
with essentially unknown functions, insertion might frequently be non- 
consequential to the repertoire of cellular functions. However, we have 
adduced evidence that the insertion of adenovirus DNA into the hamster 
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cell genome, possibly in conjunction with the cells’ transformed phe- 
notype, can be associated with extensive changes in the methylation 
patterns of cellular genes and of their expression. In that way, foreign 
DNA insertion at a restricted region on one chromosome (cf. Fig. 1) 
could have important sequelae for the expression profile of the afflicted 
cell involving a large but so far unknown number of remote cellular 
locations. It is likely that each insertion event generates a different pat- 
tern of changes and, in that sense, a unique disturbance in the recipient 
nucleus. The overall consequences for cellular survival will probably 
range over a wide continuum from cell death to the absence of detect- 
able functional changes. For oncogenic transformation to ensue with 
derailed growth control, very specific subsets of alterations in methyla- 
tion and expression patterns may be required. 

Does insertion of foreign DNA into an established genome elicit a 
signal to the DNA methyltransferase system of the cell? How could such 
a signal be transmitted to distant parts of the genome involving DNA on 
different chromosomes? Could the nuclear matrix play a part in the 
transmission events? Obviously, we do not yet understand these mecha- 
nisms, and a great deal of experimental work will be required to re- 
search these and other possibilities. 

By linking the observation of apparently frequent alterations in pat- 
terns of DNA methylation in cellular genes upon insertion of and trans- 
formation by the adenovirus genome to the discovery that food-ingested 
DNA does reach the bloodstream of mammals with the potential of 
dissemination to many organs of the animal, a concept for oncogenic 
transformation arises. How frequently do food-ingested DNA frag- 
ments obtain access to cells of the organism and become integrated into 
their genome? How specific or variable are the changes in DNA methyla- 
tion and expression patterns and do they cause cell transformation or 
various stages of loss of growth control? One can envisage a very wide 
gamut of possibilities that will be difficult to prove or disprove in an 
individual tumor incidence in which it will be impossible to differentiate 
between primary and secondary events, e.g., changes in DNA methyla- 
tion and expression patterns, which may be consequences rather than 
the cause of oncogenesis. This dilemma has accompanied decades of 
research in tumor biology. 

In the future, we will extend research to the basic mechanisms of 
foreign DNA insertion in animals, to its frequency and sites of insertion, 
and to changes in patterns of DNA methylation. For this latter aspect, it 
would be advisable to use foreign DNA as a model that does not have 
coding capacity or cannot be expressed in eukaryotic cells in order to 
circumvent the difficulty of having to differentiate between effects of the 
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insertion event and of gene products of biologically active DNA, such as 
Ad12 DNA. A wide field of research will have to be addressed here. 
These projects will be relevant for oncogenesis, but also for gene thera- 
py and the interpretation of experiments in which transgenic animals or 
plants are utilized. In gene therapy and in transgenic organisms, foreign 
DNA can possibly affect and alter many parts of an established genome 
at sites remote from the targeted site of insertion via changes in DNA 
methylation. Although these ideas will complicate the interpretation of 
some experiments, these concepts will have to be carefully weighed in 
the design of future projects. 
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genomic persistence, 3 19-324 

Adenovirus system, foreign DNA inser- 

AIDS-KS, epidemiology, 236-237 
Allografts, tumor, 44-46 
Amplification 

by autoregulation, 11 
triplet repeat, methylation, 335 

and IL-6 production, 11  
and scatter factor, 245 

tion, 316-324 

Angiogenesis 

Ankyrin repeat domain, in IKB proteins, 

Antibodies, to p53, 116-1 19 
Antibody therapy, in AIDS-KS, 249 
Antigens, tumor-specific 

molecularly characterized, 56-59 
transplantation, 46-47 

Antioxidants, NF-KB sensitivity, 276 
Apoptosis 

cytokine and gene control, 17-19 
and growth inhibition, 120 
induction by chemotherapeutics, 16, 

p53 effects, 26 
role of p53, 86 
and wild-type p53, 146-147 

266-269 

18-20 

Aristotle, 42 
AT, see Ataxia telangiectasia 
Ataxia telangiectasia, p53 response to ir, 

ATP 
148 

and p53, 102, 104 

Autoregulation 
in amplification, 11 
Rel/NF-KB and KB. 277 

Bacteriophage M13, DNA, diet-ingested, 

B cells, and KB-binding, 278-279 
Bioassay, transplantation, 299-300 
Bloodstream 

3 15,338-339 

foreign DNA in, 338-341 
recombinogenic fragments in, 3 15 

from mutant p53 mice, 147-148 
parental, lethal effects, 45-46 
preleukemic cells emerging in, 299 

Bone marrow 

Breakpoint cluster region, 1 lq23, cloning, 
2 17-22 1 

Breast cancer 
genetic changes, 120-126 
and f53 mutations, 108-120 
somatic changes, 72-73 

tant p53, 146-148 
Burkitt lymphoma cells, expressing mu- 

C 

Cancer, see also Tumors 
breast, see Breast cancer 
chemotherapy, and apoptosis, 16, 18-20 
human, gene therapy, 55 
metastasis, 45-46 
predisposition in LFS families, 114- 

115 

345 
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Carcinogenesis, see alro Tumorigenesis 
inducers, 2 1-24 
KS, 246-249 

Carcinogens, environmental 
and p53 mutations, 116 
transformed cells, 21-24 

Casein kinase, phosphorylation of p53, 

Cdc2 kinase 
79, 167-168 

complex with cyclin B, 185-187 
phosphorylation of human p53, 79 

Cdc28 kinase, in budding yeast, 204 
CDI 

p21,201 
in yeast and mammalian cells, 191-193 

CDK, see Cyclin-dependent kinases 
Cell-cell recognition, 43 
Cell culture system 

for cloning and differentiation, 3-6 
feeder layers in, 21 
study of neoplastic transformation, 122 

Cell cycle checkpoints 
control in G ,  by p53, 145, 148-149 
description, 182- 183 
START, 192-194 

Cell cycle regulator, p53 as, 143-180 
Cell-free system, integrative recombina- 

Cell lineages 
tion in, 326-328 

hematopoietic, 29 
myeloid, 3-6 
myeloid and hematopoietic, 2 16-2 17 

BHK21,336-338 
BLlVL3, 296 
epithelial outgrowth and T M ,  123-125 

Cell lines 

Centrosomes, nucleating ability, 203 
Chemotherapy, and induction of apop- 

tosis, 16, 18-20 
Chick embryo, studies by Aristotle, 42 
Chimeras, radiation, 46 
Chromatin 

configuration of DNA sequences, 325 
restructuring, 223-224 

changes, and tumor suppression, 

hamster, 336-338 
mammalian cells, 2-3 
l7p, LOH on, 1 1  1 

Chromosomes 

24-28 

1 lq23 
abnormalities, 214-2 16 
breakpoint cluster region, 2 17-22 1 
clinical considerations, 2 16-2 17 

yeast artificial, 2 17-2 18 

D+ and D-, differentiation, 12-16 
mast cells and granulocytes, 4-6 

Cnctuf gene, 282 
genes encoding 

Clones 

Cloning 

IKB proteins, 267-270 
NF-KB and IKB, 256 

genomic breakpoints, 228 
3LL carcinoma cells, 50-53 
normal hematopoietic cells, 3-6 
1 lq23 breakpoint cluster region, 217- 

c-met receptors, and scatter factor, 245-246 
Colony-stimulating factors 

22 1 

discovery, 6-8 
stimulation of myelopoiesis, 19-20 
as viability factors, 17 

alteration, and p53 activation, 168-170 
changes induced by KB sites, 259-260, 

in DNA binding, 92 
and stability, p53, 101-103, 166-167 

Connexin 37, octapeptide mutein of, 55- 

Contact inhibition, transformation effects, 

Cosmid constructs, and integration reac- 

Covalent linkage, see Integration 
CSF, see Colony-stimulating factors 
CTL, see Cytotoxic T cells 
Cyclin B-cdc2 complex, 205 
Cyclin box consensus, 183 
Cyclin D1, identified as PRADI,  196- 197 
Cyclin-dependent kinases 

activation by binding cyclins, 187-188 
cyclin-CDK complexes 

modulation, 188- 191 

Conformation 

265 

56 

22 

tion, 328 

loss of p21, 157-158 

C yclins 
D-type 

in differentiation, 198-199 
as regulators of Rb, 197- 198 
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GI to S, 199-201 
mitotic and nonmitotic, 203-206 
regulation by proteolysis, 183- 187 
S-phase, 201-203 

Cyclosporin A, for RadLV leuke- 

Cytogenetics, 1 lq23 abnormalities, 214-216 
Cytokine receptors, soluble, 308 
Cyto kines 

aberrant, networks, 235-236 
genes, transduced tumor cells, 59-63 
hematopoietic 

mogenesis, 305-308 

network, 8-12 
therapeutic use, 19-20 

host cell-derived, 249 
multigene, network, 28-29 
normal, and leukemia development, 

Cytomegalovirus, in classical and African 

Cytotoxic T cells 

12-16 

KS, 237-238 

antitumor, H-2Kb-restricted, 55-56 
autologous, 58-59 
peptide presentation by MHC class I, 

47-49 

D 

Defense mechanism, cellular, 329-331, 
335 

Degradation 
cyclin, 185-187 
IKB, 284 
I K B ~ ,  275-276 
wild-type p53, 81 

in band 1 lq23, 215 
internal, Ad2 genomes with, 321 
as p53 mutation, 110 

Dendritic cells, scatter factor immuno- 
staining, 242-243 

Desmosomes, intercellular junctions re- 
sembling, 246 

Destruction box consensus, 183- 185 
Diet, ingested foreign DNA, 314-316, 

Dietary fat, high, as risk factor, 72 
Differentiation 

B cell, and KB-binding, 278-279 

Deletion 

338-341 

effect on apoptosis, 86 
myeloid cells 

leukemic, 12-16 
normal, 7-9 

normal hematopoietic cells, 3-6 
role of D cyclins, 198-199 
role of wild-type p53, 145 

defective p53 molecules, 95 
leucine zipper protein, 227 
p53, 82-83 
p53 a-helix in, 152-153 

human genetic, 335 
prenatal diagnosis, 2 

cellular, methylation, 336-338 
de novo methylation, 329-335 
foreign, see Foreign DNA 
renaturation, 160-161 
replication 

Dimerization 

Disease 

DNA 

postmitotic G ,  cells, 200 
regulation by p53, 149-150, 165 

single-stranded, RPA binding, 89, 165 
strand breaks, in p53 activation, 170- 

173 
DNA binding 

NF-KB, 260, 268, 272 
p53, sequence-specific, 84, 90-93 
and transactivation, 105-107 
wild-type p53, sequence-specific, 150- 

154 
DNA damage 

activation of p53, 143-180 
inducing agents, 80-82, 86-87, 93 

DNA polymerase-a, competition with 
p53, 89, 149 

Drosophila melanogaster 
Dorsal, dif, and Cactus, 281-283 
trithornx gene, 223-224 

E 

Eggs, regulation and mosaic, 44 
Embryogenesis, chick, sequential stages, 

42-44 
Endothelial cells 

phenotypic conversion, 240-245 
somatic mutation, 247-249 
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Epidemiology, AIDS-KS, 236-237 
Epidermal growth factor, in serum medi- 

Epidermal growth factor receptors, and 

Epithelial outgrowth, cell lines, 123- 125 
Epitopes 

um, 122-123 

prognostic value of p53, 117 

T cell recognition, 47-49 
tumor-specific immunogenic, 55-56 

Epstein-Barr virus, de nouo methylated 

Erythropoietin receptors, gp55 binding, 

Estrogen receptors, and prognostic value 

Etiology, KS, 237-238 

genome, 330 

304-305 

of p53, 117 

F 

2F10-A, in treatment of lymphoma, 306 
PFIO-dgA, synergy with cyclosporin A, 

Feedback loop, positive, and START, 193- 

Feeder layers, in cell culture system, 5-6, 

Folding, p53, 101-102 
Foreign DNA 

306-307 

194 

21 

diet-ingested, 3 14-3 16 
insertion mechanism, 324-326 
integrated, de nouo methylation, 329- 

uptake through GI tract, 338-339 
Fragile X syndrome, 335 
Frog virus 3, methylated genome, 333- 

335 

334 

G 

Gain of function 
mutant forms of p53, 99, 106, 108 
p53 mutations leading to, 155 

role of p53, 86-90,97 
and tumor cell growth suppression, 

Gastrointestinal tract, uptake of foreign 

G, arrest 

144-145 

DNA, 338-339 

Gene amplification 
HDM2, 114 
PALA-induced, 88-89, 148 

reduction, as p53 mutation, 110- 11 1 
and wild-type p53 effect, 120 

Gene products 
cellular, interaction with p53, 83 
gelsolin, 124 
viral, 326, 337 

activated by wild-type p53, 155-158 

fusion to partner genes, 224-228 
homolog of trithorar, 223-224 
human, cloning, 22 1-223 

Gene dosage 

Genes, see also Oncogenes; Protooncogenes 

ALL-1.2 14-23 1 

bd-2, 18-19 
bcl-2 and bar, 146-147 
c-fos and c-jun, 54-55 
cigl and cZg2, 195 
CIPlIWAFl and GADD45, 93, 96-98, 

156-158 
CIPl IWAFlISDI 1, 87-89 

cytokine, transduced tumor cells, 59-63 
early viral, El and E4, 331 
encoding IuB proteins, 267-270 
fusion, 214 

hematopoietic cytokines, 1 1 

HLA, transfection, 52-54 
homeobox, Hox2.4, 16 
MDM2, and wild-type p53 activity, 156- 

mdm2, and p53, 113-114 
multidrug resistance, MDRl, 106 
partner, PCR, 225-228 
RUB, 264 
target, see Target genes 
tumor suppressor p53, 74 

Gene therapy 
cytokine, 60 
efficacy, 66 
and foreign DNA insertion, 316 
human cancer, 55 
and transgenic research, 339-341 

c-my, 18-19 

HDM2, 113-1 14 

H-2K, 49-56 

I57 

Genetic changes, in breast cancer, 120- 126 
Genetic defects, bypassing, 27-28 
Genetics, 1 lq23 translocations, 213-234 
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Glycoproteins, Env, gp70, 298, 300 
G ,  phase, to S phase, associated cyclins, 

Granulocytes 
clones, 5-6 
and myeloid cells, 20 

provided by mutant p53, 100-101 
provided by mutant p53, 11 1-1 12 

199-201 

Growth advantage 

Growth control, p53 biological functions 

Growth factor sensors, D cyclins as, 196- 

Growth promoter, p53 as, 88 
Growth stimulation, autocrine 

IL-2-dependent, 307-308 
IL-4-dependent, 303-304 

and induction of G, arrest, 144-145 
wild-type p53, 85-90 

in, 97-98 

197 

Growth suppression 

H 

Heat shock proteins 
cognate, hsc7O 

complex with mutant p53, 102-105, 

dnaK homolog, 92 
gp96 and hsp70, 48-49 

116 

Hematopoiesis, and leukemia, 3-20 
Hematopoietic cells, lineages, 2 16-2 17 
Hepatocyte growth factor, see Scatter fac- 

HIV 
tor 

infected media, 240-245 
long terminal repeat, 262, 280 
type 1, role in AIDS-KS, 236-240 

class I, restricted T cells, 57-59 
MHC class I molecules, 47, 52-53 

HLA 

Homooligomers, formed by p53 protein, 

Human 
150- 154 

breast cancer 
somatic changes, 72-73 
study limitations, 120-121 

cancer, gene therapy, 55 
malignancy, and altered 12q13-14 re- 

gion, 1 13 

p53 protein, 77-79 
tumorigenesis, relevance of p53 null 

mouse, 99 
tumors, 57-59 

point mutations, 150-154, 170 
Hybridization 

DNA-DNA, 3 17-3 18 
in situ 

DNA methylation, 336 
in study of KS tumors, 239-240 

and suppression of malignancy, 26-27 

carcinogenic, 22-23 
polycyclic, induced tumors, 47-48 

Hydrocarbons 

Hyperplastic alveolar nodules, as early le- 
sions, 121-123 

I 

Immune response 
allogeneic, 45-46 
p53-induced, 117 
role of heat shock proteins, 49 

Immunohistochemistry, detection of p53, 

Immunotherapy, and cell surface anti- 

Immunotoxin, targeted preleukemic cells, 

Infection 

109-112, 118, 124-125 

gens, 59-63 

306-308 

productive and nonproductive, 3 19- 

retroviral, 294-295 
Ingestion, foreign DNA, 314-316 
Insertion, foreign DNA 

concept in oncogenesis, 3 13-344 
mechanism, 324-326 

324 

Integration, adenovirus DNA, 3 17-324 
Intercellular junctions, resembling desmo- 

somes, 246 
Interferon-?, 60-6 1 
Interferon-& 65 
Interleukin-4, response of preleukemic 

Interleukin-6 
cells, 301-305 

induced leukemic cell differentiation, 

production, induction by CSFs, 8-12 
transduced tumor cells, 62 

17-18, 20 



350 INDEX 

Interphase, and cytoplasmic cyclins, 204- 

Ionizing irradiation, defective p53 re- 

Irradiation, see a h  speczjic t ~ e s  
induction of apoptosis, 16 
total body, 45-46 

205 

sponse in AT, 148 

J 

Junction sequences, cloning, 322 

K 

Kaposi's sarcoma 

237 
AIDS-associated, epidemiology, 236- 

etiology, 237-238 
growth medium, 240-245 
phenotype, 238-240 

Karyotype, alterations in band 1 lq23, 

KBFI, and NF,B, 53-54 
KB-binding factors, 257-265, 276-277 
KS, see Kaposi's sarcoma 

214-215, 231 

L 

Lesions, early, in breast cancer, 120- 

Leucine zipper 
122 

protein, dimerization, 227 
related motif in RelB, 262-263 

and ALL-1 rearrangements, 218-221 
chromosomal translocations, 2 16-2 17 
and hematopoiesis, 3-20 

differentiation, 17-18 
D+ myeloid, 27-28 
lacking wild-type p53 protein, 17-19 
malignancy suppression, 14- 15, 20 

Leukemogenesis, RadLV-induced, 295- 

Leukemias 

Leukemic cells 

297 
active intervention, 305-308 

Leukemogenicity, ALL- 1, models, 229- 
230 

Lewis lung carcinoma, 3LL 
cloning of cell population, 50-53 
immunogenic epitope, 55-56 
metastasis, 63 

LFS, see Li-Fraumeni syndrome 
Li-Fraumeni syndrome 

germline p53 mutations in, 114-1 15 
mutant p53 in, 164, 167 

LOH, see Loss of heterozygosity 
Loop-sheet-helix structure, p53, 154 
Loss of heterozygosity 

and mutations, 72-73 
as p53 mutation, 110-1 1 1  

Lymphomas, RadLV-induced, 297-300 

M 

Macrophage and granulocyte inducers, 

Macrophages, with metachromatic gran- 

Major histocompatibility complex 

7-9 

ules, 5-6 

class I 
and metastatic phenotype, 49-53 
peptide presentation, 57 

classes I and 11, peptide presentation, 
47-49 

Malignancy, see also Premalignancy 
and altered 12q13-14 region, 113 
suppression in 

leukemic cells, 14-15, 20 
sarcoma cells, 24-29 

cdc25 protein, 190-191 
chromosomes, 2-3 
initiation of & novo methylation, 331- 

integrative recombination, 324-326 
START, 196- 197 

Mammalian genomes 
adenovirus DNA integration, 319-324 
insertion of foreign DNA, 313-316, 

Mammalian cells 

334 

336-338 
MAP kinase, cascade, 191 
Mast cells, clones, 4-5 
Metastasis 

and early induction of p53 antibodies, 

in heterozygous and homozygous recip- 
118-1 19 

ients. 52-53 



INDEX 35 1 

in radiation chimeras, 45-46 
target organ specificity, 63-64 
tumor 

induction of immunity, 61 
and mutations in p53, 108 

Methylation, de novo, integrated foreign 

Methylcholanthrene, induced tumors, 46, 

Methyltransferases, DNA, 333-334 
MHC, see Major histocompatibility com- 

Microtubules, changes on entering mito- 

Miniproteins, murine p53, 103, 107-108 
Mitosis, related cyclins, 203-205 
Models 

adenovirus system, 316-324 
ALL- 1 leukemogenicity, 229-230 
immunotherapy, 61-63 
for p53 activation, 172-173 
viral DNA replication, 149-150 
in vitro murine, 121-122 

11B11, anti-IL-4, 301, 307 
clonotypic, 298 
PAb240 

DNA, 329-335 

48-49, 61 

plex 

sis, 203 

Monoclonal antibodies 

mutant p53-specific, 164-166, 170 
and PAb246 and PAb1620, 74-75 

PAb421, PAbl801, and PAb1620, 90-92 
PAb1620 and PAb421, 169-170 

Morphogenesis, controlling genes, 43-44 
Mouse 

fed bacteriophage M 13 DNA, 338-359 
Lewis lung carcinoma, 3LL, 50-53, 55- 

p53 knockout, 18, 144-145, 148 
p53 null, relevance to human tumor- 

tat transgenic, 238, 240, 243 
transgenic, myc and rus cooperation, 199 
tumors, 56-57 
in nitro models, 12 1 - 122 

genetic changes, 122-125 
with mixed p53 genotypes, 100 

Mucin, incomplete glycosylation, 59 
Multiplication, cellular, 14, 17, 27 
Mutagenesis, insertional, 262, 294-295, 

56 

igenesis, 99 

Mouse mammary epithelial cell system 

298,339-341 

Mutants 
immunogenic, 57 
p53, 98- 108 

Mutations 
and LOH, 72-73 
missense, 163 
p53, and breast cancer, 108-120 
point 

in c-Rel, 261 
in human tumors, 150-154, 170 

somatic, in endothelial cells, 247-249 

leukemic, differentiation, 12-16 
lineages, 3-6, 2 16-2 17 
normal 

differentiation, 7-9 
precursor cells, 17 

Myeloid cells 

Myelopoiesis, CSF-stimulated, 19-20 

N 

Natural killer cells, in metastatic growth, 

Neoplasm, spindle cell, 239-240 
Neovascularization 

aberrant, 241 
scatter factor stimulated, 

249 

6 1-62 

Neutropenia, genetic, 20 
NF,B, and KBFI, 53-54 
NF-KB 

half-life on KB site, 258-260 
- I K B ~  complex, regulation, 272-276 

Nuclear exclusion, inactivation of wild- 

Nuclear localization signal, p53, 80-8 1, 

Nuclear matrix, in transmission events, 

Nucleotides, deleted at junction sites, 321 
Nucleotide sequence, foreign DNA, 33 1- 

type p53, 112 

103 

340 

334 

0 

Oligodeoxyribonucleotides, synthetic, 335 
Oligomerization 

p53, 82-84 
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p53-mediated, 150-154 
and p53 transformation, 107-108 

Oncogenes 
Bcl-3, 269-270 
mutant p53 alleles, 153 

v-rel, derived from c-rel, 260-262 

and foreign DNA insertion, 313-344 
and gene therapy, 339-341 

adenovirus ElA, 146, 158-159, 198- 

viral, complex with p53, 84,87, 161-162 

p53,73-74 

Oncogenesis 

Oncoproteins 

199,202 

P 

PALA, see N-(Phosphonacet yl)-L-aspartate 
PCR, see Polymerase chain reaction 
PDGF, receptors, effect on metastasis, 

Persistence 
63-64 

Ad12 genome, 319-324 
selecting or counterselecting for, 325 

C-terminal to cyclin box, 183 
in IKBc~, 275-276 
p53, 81, 166 

biological activities, 144- 149 
mutants, 98- 108 
roles and regulation, 73-77 
tumor suppressor activity, 119-120 
wild-type and mutant, 26 

Phenotypic conversion, endothelial cells, 

N-(Phosphonacety1)-L-aspartate, induced 
gene amplification, 88-89, 148 

Phosphorylation 

PEST sequences 

p53 gene 

240-245 

IKBc~, 274-275 

p65, and NF-KB activity, 273 
T160 in CDK2, 188-191 
tyrosine acceptor site, 246 

p53, 79-80, 167-168 

Phosphorylation state, mutant p53, 105 
Plasmids 

mutant or wild-type p53-expressing, 

wild-type p53-expressing, 95-96 
119-120 

Polymerase chain reaction 
amplified M13 DNA, 338-339 
identification of p65A, 263 
identification of recombinants, 328 
partner genes, 225-228 

Polyoma virus, transformed cells, 2 1- 
23 

Polypeptides, partner, 229-23 1 
p53 protein 

associated cellular proteins, 162- 166 
biochemical functions, 149-161 
complexing with viral oncoproteins, 

expression and stability, 8 1-82 
function regulation, 166- 173 
increase after uv irradiation, 147- 

interaction with TBP, 158-159 
murine and human, structure, 77-78 
mutant, temperature-sensitive, 18- 19 
phosphorylation, 79-80, 89-90 
quaternary structure, 82-85 
RNA linkage, 80-81 
special reagents, 74-75 
wild-type 

161- 162 

148 

functional properties, 85-98 
lack in myeloid leukemic cells, 17- 19 
transcriptional modulation, 93-97 

Preinsertion sequence, p7, 326-328 
Preleukemic cells 

clonal nature and IL-4 dependency, 

cultures, 301-302 
RadLV-induced, 299-300 

characterization, 293-294 
preleukemic cells, 299 

3 0 2 - 3 0 5 

Premalignancy 

Preventive therapy, preleukemia, 293-3 12 
Probes, partner genes, 225-228 
Prognostic indicators, value of p53 ex- 

Programmed cell death, see Apoptosis 
Proliferation 

pression, 1 17- 1 19 

cellular, role of p53, 87-88 
and differentiation, switch between, 

polyclonal, 304 
198-199 

Promoters, frog virus 3, methylated, 

Proteasome, ubiquitin-dependent, 259 
334 



INDEX 353 

Protein kinase 
DNA-activated, phosphorylation of p53, 

p40M015, 189 

proteins 

79, 168, 171-173 

Proteins, see ako Miniproteins; Onco- 

ALL-I, chimeric, 224-229 

cellular, association with p53, 84-85, 

D-factor, 7-9 
differentiation-inducing, 14 
dnaK 

cdc25, 190-191 

162-166 

hsc70 homolog, 92 
interaction with p53, 104, 168-169 

heat shock, see Heat shock proteins 
high mobility group, 222 
IKB family, 265-272 
IKB, specificity of inhibition, 270-272 
inhibitor, see CDI 
mdm2, p53 binding, 113-1 14, 126 
noggin, 43 
p658, 263 
RPA, inhibition by p53, 89, 165 
tat, HIV-associated, 238-240, 243 
TATA-binding 

and p53, 158-159, 163-164 
and wild-type p53, 96-98 

tumor suppressor Rb, 197-198 
zinc-finger, 257, 264-265 

Proteolysis, regulation of cyclins, 183- 187 
Protooncogenes 

c-met 
in AIDS-KS, 235-253 
in KS carcinogenesis, 246-249 

c-rel, derived v-rel, 260-262 
expression in metastatic clones, 65 
PRADI, cyclin D1 as, 196-197 

R 

Radiation leukemia virus 
induced leukemogenesis, 295-297 

active intervention, 305-308 
induced preleukemic cells, 299-300 
transformation mechanism, 297-290 

RadLV, see Radiation leukemia virus 
Rearrangement 

ALL-I, 215-221, 231 

homeobox gene Hox2.4, 16 
retroviral integration sites, 297-298 
TP, 302 

Recombination, integrative 
in cell-free system, 326-328 
mechanism, 324-328 

activity regulation, 272-279 
NF-KB complex, 257-260 
other Rel/NF-KB members, 262-263 
regulation of target gene transcription, 

transformation by RellNF-KB proteins, 

v-rel and c-rel, 260-262 

Rel/NF-KB 

279-281 

263-264 

Renaturation, DNA, and strand transfer, 

Repression, and transcriptional activation, 

Rescue, differentiating cells, 17 
Retroviruses, chronic, induced tumori- 

RGC, p53-specific binding motif, 154- 

Risk factors, for breast cancer, 72 
RNA 

160- 161 

93-97 

genesis, 294-295 

155, 163 

ALL-I, 223 
chimeric, 230-23 1 
linkage in p53, 80 
messenger, transcripts from p53, 77 

S 

Sarcoma cells, suppression of malignancy, 

Scatter factor 
24-29 

in AIDS-KS, 235-253 
in KS carcinogenesis, 246-249 

Senescence, fibroblasts, role of p53, 87, 

Serine kinase, p65-associated, 273 
Sex, prenatal diagnosis, 2 
Simian virus 40, transformed cells, 21-22 
Site selection, in integration of adenovirus 

Spemann, Hans, 42-43 
Spermatogenesis, role of p53, 145 
S phase, cyclins, 201-203 
Splicing errors, as p53 mutations, 110 

145 

DNA, 317-319 
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Stability 
and conformation, p53, 101-103, 166- 

and expression, p53 protein, 8 1-82 

fission yeast, 194- 196 
major cell cycle checkpoint, 192-194 

Subcellular distribution 
mutant p53, 103 
and RNA linkage, p53,80-81 

regulated Dorsal activity, 281-283 
regulated NF-KB, 255 

RF-A, phosphorylation, 203 
semisolid, with agar, 5-6 

167 

START 

Subcellular localization 

Substrates 

Survival rate, for breast cancer, 72 
Symmetric recombinant, see SYREC2 
SYREC2 

Ad12 DNA, 333 
DNA. 322-323 

T 

Target genes, KB site specificity, 279-280 
TBP, see Proteins, TATA-binding 
TBP-associated factors, and p53 binding, 

96 
T cells 

conditioned media, HIV-infected, 240- 
245 

cytotoxic, see Cytotoxic T cells 
helper, 47-49 
HLA class I-restricted, 57-59 
and preleukemic cells, 302 
recognition of cell surface epitopes, 47- 

49 
Temperature 

effects on p53, 75 
sensitive cdc2, 192 
sensitive mutant p53, 18-19 

in cell rescue, 17 
induced NF-KB, 257 

12-0-Tetradecanoylphorbol- 13-acetate 

Tetramerization, p53, 83-84, 152-153 
Thymus, migration of preleukemic cells, 

T loop threonine, in CDK, 187-189 
TPA, see 12-0-Tetradecanoylphorbol- 13- 

299 

acetate 

Transactivation 
directed by p53, 92-93 
and DNA binding, role of p53, 105- 

KB-dependent, 260 
reporter gene, p53-mediated, 161-162 
wild-type p53, 84-86 

Transcription 
activation 

I07 

by Bcl-3, 269-270 
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