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Foreword

The exponential growth of medical knowledge in the last half of the twen-
tieth century led to dramatic improvements in the ability of physicians to 
diagnose and treat disease. Today, patients coming to a physician with a new 
symptom typically assume the physician will be able to figure out what is 
wrong with them, and “ fix it.”  While this confidence is a great compliment 
to our profession and the research that underlies these advances, it has often 
proven to be misplaced. We caregivers make many mistakes in applying that 
knowledge. Our diagnoses are not always correct, and errors are made in 
applying treatments, even in such seemingly simple tasks as identifying the 
correct patient or the correct medication. 

The patient safety movement began with evidence that a huge number of 
patients were being harmed by errors in their care. This led to the appre-
ciation of insights from human factors engineering, that most errors can be 
prevented by designing processes and systems to reduce reliance on human 
thought processes that are known to be unreliable. It was a logical step to try 
to apply these industrial concepts to healthcare, a prospect enthusiastically 
embraced by doctors, nurses, pharmacists, and others whose personal expe-
riences often provided strong motivation for change. 

An immense voluntary improvement effort arose— governments have 
given far too little support— resulting in significant improvements in spe-
cific areas, such as reductions in medication errors and hospital-acquired 
infections. However, these successes have made little dent in overall patient 
safety. Hundreds of thousands of patients are still injured each year because 
of our mistakes. Many are errors in diagnosis, the failure to recognize a seri-
ous medical condition or take appropriate measures to identify it so it can be 
treated in a timely fashion. 

Diagnostic errors are, in fact, a huge problem. Some have estimated that 
12 million Americans experience a diagnostic error each year, of which 
40,000– 80,000 are fatal. Diagnostic errors are the leading reason for malprac-
tice suits. It is urgent, therefore, to ask why, if we know so much, do we have 
so much trouble applying that knowledge appropriately.

From the beginning of the patient safety movement, there were those, 
especially the authors of this book, who realized that the issues were more 
complicated and the causes of errors much deeper than failures of systems. 
More precisely, most errors result from the dysfunctions of human thought 
processes. These are the failures that our systems need to compensate for. 
And we haven’ t done very well. 

The reasons are that cognitive failures are many and complex, and prevent-
ing or intercepting them requires multiple strategies— changes in multiple 
types of “ systems,”  if you will. We have learned a great deal about cognitive 
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functioning, and it is well explicated in what you are about to read: how we 
solve problems, the power of cognitive and affective biases, the difficulties 
we have in understanding probabilities, the individual and external factors 
that affect our thinking, and the importance of rationality, to highlight only 
some factors. 

Armed with this information, the conscientious physician will ask, “ What 
can I do?”  What “ systems”  can I put in place for reducing biases, for mini-
mizing the effect of individual variations in personality, gender, aging, and 
beliefs, for enhancing rational thinking? The authors do not disappoint. 
They offer advice both for better training of physicians and methods to help 
physicians in practice.

Substantial changes are needed in how we educate our doctors. By all 
accounts, modern medical schools do an excellent job in equipping their 
graduates with the knowledge they need— or how to get it— for diagnosis 
and treatment, the “ what”  of medicine. They have done a far less impres-
sive job in teaching doctors the “ how”  of applying that information, both in 
terms of the critical thinking needed for accurate diagnosis, and in commu-
nicating with colleagues and patients. Learning these skills has typically not 
been the focus of formal education, but has largely been left to the old-style 
apprentice system, in which it is assumed that the student will learn from 
the examples of their mentors. Sadly, the mentors too often suffer from the 
same limitations of biased, intuitive, and irrational thinking. 

To address this problem, the authors call for medical schools to empha-
size the crucial role of analytic and rational thinking by teaching it! They 
call for adding behavioral science as a new basic medical science, with par-
ticular emphasis on cognitive psychology, clinical reasoning, and above all, 
rationality. They point out that rationality has the most powerful impact on 
diagnostic decision making. Medical students must learn early the extent to 
which we are all susceptible to the cognitive and affective biases that can 
lead to cognitive failure. 

For the established physician, attention turns to methods for mitigating 
cognitive biases. 

Combating cognitive biases is a never-ending task, even for those who 
appreciate its necessity and are committed to it. The authors have a plethora 
of suggestions, 19 in all, from methods to increase awareness to establish-
ment of decision rules and forcing functions. 

Is information technology (IT) a critical part of the solution to improving 
diagnostic accuracy? Certainly. Whatever detractors may say about the elec-
tronic health record (EHR), few would disagree that its capacity to provide 
the information needed, at the time it is needed, in a form that can be used, is 
one of IT’ s great strengths. As the EHR becomes the norm, now finally near-
ing 90% of hospital and office records, this resource is more widely avail-
able. Decision aids are increasing in sophistication and usability, including 
methods to identify and compensate for biases that have the potential to 
significantly improve diagnostic accuracy. 
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In short, the authors provide a great deal of information about the “ what”  
of cognitive dysfunction, and practical guidance concerning the “ how”  of 
compensating for it. But they leave the reader with the most difficult chal-
lenge: changing the culture of medicine so that the focus on how we think 
is given comparable status to the emphasis on the “ what.”  Fortunately, they 
provide ample ammunition for that battle.

Lucian L. Leape
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Preface

Diagnosis is the core of medicine. To be a good diagnostician is to have 
diagnostic acumen, the essential characteristic of the effective clinician. 
Diagnostic success leads to more therapeutic success because, with an accu-
rate diagnosis, an appropriate treatment can be offered. Patients have a bet-
ter chance of a cure and improved outcomes. Improved diagnosis means that 
a variety of derivative benefits will accrue to clinicians, such as the satisfac-
tion of having helped the patient, the esteem of colleagues, self-gratification, 
and perhaps professional success. It has been this way since its primitive 
beginnings in the hands of shamans. Over the years, medical diagnosticians 
have become increasingly sophisticated in their approach, and advances in 
knowledge and technology have allowed remarkable diagnostic differentia-
tion of disease in all areas of medicine with equally sophisticated treatments. 
The foci of a cerebrovascular accident or a myocardial ischemic event can be 
diagnosed and delineated within millimeters, and timely interventions can 
target the offending lesion.

However, before these impressive technologies can be successfully applied, 
some differentiation of the disease needs to be made. Therein lies the chal-
lenge. Often, the initial presentation of disease may be incomprehensible, 
subtle, obscure, abstruse, and occasionally completely misleading. Critical 
signals need to be separated from considerable noise. For example, pneumo-
nia (a respiratory diagnosis) and migraine (a neurological diagnosis) may 
both present as abdominal pain, which suggests a gastrointestinal diagnosis. 
Patients do not present themselves to doctors with neat labels saying what 
they have, instead they have signs and symptoms that may or may not be 
helpful in establishing an accurate diagnosis. Diagnosis is not like prospect-
ing for gold where an unambiguous nugget presents itself. The initial mani-
festation of disease may be a fairly thick end of a large wedge that eventually 
narrows down to the business end, and that narrowing down process may 
be a hazardous journey with signposts along the way that only sometimes 
point in the correct direction. Often, physicians are dealing with indistinct, 
shadowy possibilities of where the correct path might lie.

The illustration on the cover of this book characterizes the uncertainty of 
the diagnostic process. Published in 1855, it depicts Plato’ s Allegory of the 
Cave, first described in The Republic  in 380 BCE . Three prisoners have been 
chained at the head and neck since birth so that they can only look at a wall 
on which shadows cast by their cave fire reflect the shapes of objects behind 
them which they can never directly view. Their reality is only shadows. The 
issue for Plato lay in establishing the nature of reality. Can we ever be said to 
know true reality if the world that we see is only a shadow of the form that 
the world represents?
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So it is with diagnosis. Diseases may be entirely invisible. At the outset, 
we rely on signs and symptoms that are one or more steps removed from 
the actual nugget. Often what the clinician sees is only a shadow of a covert 
process, and if they blindly trust what they see, they may be effectively blind. 
As Sir Zachary Cope noted, “Spot diagnosis may be magnificent, but it is not 
sound diagnosis. It is impressive but unsafe.” Trusting shadows may be a 
dangerous business.

Diagnosticians have to deal with many shadows. They must learn not to 
trust shadows that are ill-formed or unfaithful representations of reality, or 
shadows that their perceptual processes misrepresent to them, or second-
hand shadows that have been passed on to them from others. Part of being 
a well-calibrated diagnostician is treating shadows with the respect they 
deserve and, along the way, acquiring some intellectual humility— being 
aware of one’ s own failings in perceptions and beliefs and the vulnerability 
of the human brain toward bias. Bias may distort the shadowy constructs   
of reality.

We might well misjudge our abilities and our successes if it weren’ t for the 
undeniable fact that too often we fail, and too often we err in our efforts at 
diagnosis. What is even more difficult is to determine how we arrived at the 
wrong conclusion in the first place, and how we can perform better given 
similar circumstances again. Although we may analyze and critique these 
events, frankly we are often blind to any accurate understanding of why 
our clinical reasoning and our system of care failed. We try to learn from 
these failures, but without real insight it is likely that we merely appease our 
apprehension without necessarily improving our thinking, our science, or 
our systems of care.

If this book had been written a century ago, most of its content would 
probably have focused on how physicians think, reason, and decide. In some 
medical curricula, as early as the tenth and eleventh centuries (for example, 
at the medical school at Salerno in Italy), philosophy, logic, and critical think-
ing were considered essential elements of training. In contrast, in modern 
curricula, these topics receive scant treatment. Similarly, in assessment of 
the diagnostic process, there is a bias toward medical orthodoxy. This takes 
the form of examining the failure of medical systems in medical terms and 
often in the language of medicine. How physicians think is an area that 
has attracted less than reasonable attention. There is a perceptible deficit in 
addressing some of the cognitive processes that underlay the Salerno tradi-
tion. Readers will notice a distinct emphasis here on cognitive aspects of the 
diagnostic process which have typically not received sufficient attention in 
modern treatments. This will entail incorporating the language of cognitive 
science. If we are to understand and embrace this area in our discussion of 
diagnosis, these unfamiliar terms and concepts will need to be introduced 
and incorporated into our lexicon. Likewise, we need to acknowledge that 
there are invisible traps in diagnostic processes— latent defects that can cre-
ate situations and moments of vulnerability that may be unrecognizable at 
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the time, but ultimately manifest with risk and failure due to system and 
organizational deficiencies. We cannot afford to remain blind to these faults, 
lest they ensnare us and derail the diagnostic process.

The Allegory of the Cave depicts the different responses of those allowed 
to escape the cave and view the sun. Some cower in fear, pained by the light 
and perhaps confused. Others recover to celebrate the daylight. Similarly, 
clinicians may react with distrust and suspicion to ideas that challenge tradi-
tional models of thinking, training, and methods of diagnosis. But we hope 
that the ideas shared in this book will enlighten the reader and energize a 
renewed interest in and commitment to excellence in diagnosis.

In recent years, several new books have appeared which have made laud-
able contributions to our understanding of the process of clinical reasoning 
that underlies diagnosis. Our intention in writing this book is to add to that 
burgeoning literature while addressing some of the shadowy areas of the 
diagnostic process. Of these, cognitive processes loom large, but we will also 
try to flesh out some of the more straightforward areas with which we do 
pretend some familiarity. Several topics, not usually part of the medical dis-
cussion on diagnosis, will be addressed for the first time. We hope this book 
will spawn further interest and research into some of these areas.

Reference 

Cope S. The principles of diagnosis in acute abdominal disease. In Cope’s Early 
Diagnosis of the Acute Abdomen, Revised by W. Silen. 15th ed. New York: Oxford 
University Press; p.5.
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1
What Is Diagnosis?

Karen Cosby

Defining Diagnosis

Interested readers who pick up this book do not need the concept of diagno-
sis explained. However, it is likely that each of us has a different perspective 
and understanding of what a diagnosis is, and what we mean in our dis-
course about diagnosis. Most would agree that a diagnosis is an explanation 
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of a pathological condition with determination of the underlying cause(es) 
and pathophysiology. A complete and accurate diagnosis explains physi-
cal manifestations, predicts the natural course and likely outcome, antici-
pates potential complications, and leads to suggested treatment options. An 
accurate diagnosis is essential to a successful medical encounter. A missed 
or delayed diagnosis may result in diminished opportunity to intervene to 
change the natural course of the disease. A misdiagnosis may lead to inef-
fective or even dangerous actions that may complicate the illness.

Depending on the setting and our own particular role in medicine, we 
may have widely varying ideas about what constitutes a diagnosis, and the 
degree of precision, accuracy, and certainty carried by a diagnostic label; 
examples of types of diagnoses are shown in Figure  1.1. An office-based 

Initial diagnosis Preliminary diagnosis

Preoperative diagnosis Postoperative diagnosis

Working diagnosis Differential diagnosis

Symptom-based diagnosis “Rule-out” diagnosis

Prenatal diagnosis Screening diagnosis

“Suspected” diagnosis Diagnosis of exclusion

Admitting diagnosis Discharge diagnosis

Nursing diagnosis Billable diagnosis

Self-diagnosis “Diagnosis-by-Internet”

Clinical diagnosis Tissue diagnosis

Laboratory diagnosis Computer-aided diagnosis

CT diagnosis Radiology diagnosis

Pathology diagnosis Histology diagnosis

Evolving diagnosis Phone diagnosis

Alternate diagnosis Remote diagnosis (telemedicine)

Retrospective diagnosis Leading diagnosis

Principal diagnosis Final diagnosis

Confirmed diagnosis Postmortem diagnosis

FIGURE  1.1 
Examples of types of diagnoses, reflecting different phases of the diagnostic process, as well as 
differing degrees of accuracy, certainty, and finality.
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primary care doctor may be comfortable inferring the diagnosis of urinary 
tract or kidney infection based on a clinical syndrome of flank pain, fever, 
and dysuria. If that same patient visits an Emergency Department, the diag-
nosis may be confirmed by urinalysis. If there is a suspicion of complicated 
disease, the clinician may order a computed tomography (CT) scan to rule 
out perinephric abscess or infected renal stone with obstruction. If admitted, 
a hospitalist might rest his final diagnosis on the results of a urine culture 
to identify the exact organism and sensitivities to antibiotics. An infectious 
disease researcher might require an immunofluorescence study of urinary 
sediment to identify antibody-coated bacteria to distinguish between upper 
and lower urinary tract disease. Each of these clinicians is correct, but all 
with varying degrees of certainty and precision. Each has a risk of being 
wrong if information is incomplete or results are misinterpreted.

The Challenge of Making a Diagnosis

Most medical encounters revolve around screening for diseases or conditions, 
solving problems that patients present with, or taking actions on a presumed 
or established diagnosis. It is vitally important to recognize the natural limita-
tions in our ability to detect and diagnose disease. There are a number of rea-
sons why the diagnostic process is often challenging, inexact, or even wrong.

Biological Systems Are Complex

Biological systems have limited expressions of disease. The classical descrip-
tion of inflammation defined by the Roman scholar Celsus in the first cen-
tury AD still applies today. The human body has four main ways to respond 
to injury or illness: calor  (heat, warmth), dolor  (pain), rubor  (redness), and 
tumor  (swelling) [1,2]. These general responses are largely nonspecific.

The characterization of most diagnoses begins with recognition of syn-
dromes –  signs and symptoms that form recognizable patterns. With time 
and further study, we may come to better understand the underlying patho-
physiology. At the bedside, however, diagnosis still tends to rely on pattern 
recognition. Unfortunately, many patterns overlap. A classic example is a 
patient with a painful, red, swollen leg. The diagnosis may be a fracture or 
soft tissue injury, underlying abscess, hematoma, gout, arthritis, venous sta-
sis, deep venous thrombosis, cellulitis, lymphedema, or rash. The symptoms 
may be caused by edema from heart failure, nephrotic syndrome, nutritional 
deficiency, hypothyroidism, or even a side effect of medications. Some cases 
are a combination of problems, such as cellulitis from a minor abrasion in a 
leg with chronic edema from heart failure. Experienced physicians may be 
able to distinguish between these diagnoses by examination alone, but some 
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will require testing to rule in or rule out some possibilities. Eventually, most 
diagnoses are confirmed with time, and are often declared by how a patient 
responds or fails to respond to various interventions.

Biological organisms are made of multiple systems that exist in equilib-
rium. Perturbation in one system may manifest symptoms or problems in 
another. One diseased state can upset that equilibrium, especially in patients 
with chronic disease. A minor respiratory ailment may cause decompensa-
tion of heart failure in patients with underlying heart disease. The initial 
diagnosis of a simple respiratory ailment may lead to a serious deterioration 
and more important diagnosis in another system.

Manifestations of disease may surface distant from the underlying prob-
lem. The painful red eye of iritis may be due to any number of underly-
ing multisystem diseases. Patterns of illness may be incomplete or atypical. 
Some presentations are so atypical they defy explanation, such as painless 
aortic dissections, pyelonephritis without pyuria, acute coronary syndromes 
without chest pain, and asymptomatic pulmonary emboli, to name just a few 
examples. Illness is dynamic. Anyone witnessing the fulminant course of 
meningococcal meningitis or necrotizing fasciitis can attest to how quickly 
initially benign presentations can progress to devastating illness.

Emerging Infections

Diseases caused by infectious agents inevitably change as organisms evolve. 
Just as new strains of influenza emerge each year, new infectious agents may 
occur sporadically with little warning or time for preparation, such as Severe 
Acute Respiratory Syndrome (SARS) and Middle East Respiratory Syndrome 
(MERS). With global travel, clinicians may encounter organisms they have 
only read about, such as occurred with the first case of Ebola in the United 
States [3]. Fear of vaccination complications has led to the recurrence of once 
common diseases that were well controlled by standard preventive care, dis-
eases that many clinicians have never seen and have no experience with, 
including polio and measles. Threats of bioterrorism raise the possibility of 
manufactured biological weapons and the remote possibilities of conditions 
that would likely challenge any clinician or healthcare system. As science 
improves, new diagnoses are defined and characterized. The interminable 
progress of science and the remarkable variety of infectious diseases make 
it difficult to reliably know, let alone recognize, all possible disease states.

Calibration Is Difficult

Clinicians often do not get feedback about their diagnoses [4] and may not 
recognize when they are wrong [5]. One of the difficulties in conducting 
diagnostic evaluations is that the actual diagnosis is not known upfront, 
even when both patient and provider may feel quite certain about it after lim-
ited evaluation. A wrong diagnosis may only be apparent after a condition 
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worsens or complications arise. The mismatch between certainty and accu-
racy betrays both provider and patient: the provider experiences the sting 
of remorse and failure; the patient experiences (perhaps) avoidable conse-
quences of the delay and, at the very least, inconvenience.

Common Misperceptions about Diagnosis: 
What Does My Diagnosis Mean?

The cognitive underpinnings to clinical reasoning and system influences 
on the diagnostic process are discussed in detail throughout this book. 
However, it is useful to pause to ask how our method of diagnosis impacts 
what we mean by a diagnostic label. From one point of view, not all diagno-
ses are equal. In fact, many diagnoses are neither certain nor final.

The Value of “ No Diagnosis” 

First-line physicians do not always make a formal diagnosis for all complaints. 
A patient who presents with chest pain will typically have a clinical evaluation 
(history and physical examination) and basic tests (electrocardiogram, chest 
x-ray, troponin, d-dimer). Absent any clear explanation, they may be offered 
a diagnosis of exclusion, such as nonspecific chest pain, implying a condition 
likely of no consequence. No true diagnosis may be reached. Both provider 
and patient may be satisfied to accept the absence of significant disease as an 
end point itself without reaching a specific diagnosis or explanation for their 
symptoms. In fact, the willingness to avoid a premature label for a clinical syn-
drome is desirable, since an inaccurate label may mislead both the patient and 
other clinicians at future encounters. In cases where there is no clearly estab-
lished diagnosis, a label of “not yet diagnosed” (NYD) may serve as a marker 
of need for future testing should the condition persist or worsen.

Presumed Diagnosis

In some cases, diagnoses are only presumed  based on local epidemiology, 
a patient’ s risk profile (comorbidities, family history, social history), and 
how well their symptoms match typical patterns. Formal testing is often 
not necessary. When testing is done, it is often ordered to “ be safe,”  to rule 
out something more serious. Many diagnoses are never confirmed. And for 
many conditions, testing is unnecessary, since most healthy people recover 
from limited illness in spite of lacking a formal, specific diagnosis. Most 
benign viral infections are presumed. A classical presentation of a common 
condition is often presumed but not tested.
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Diagnostic (and Treatment) Thresholds

At times, a clinical presentation is sufficient to trigger treatment even with-
out testing. The benefits of treatment may simply outweigh the potential 
side effects. If the treatment is straightforward and cost-effective, it may be 
simply more pragmatic to treat. A diagnostic and treatment threshold has 
been met, although few would say that a firm diagnosis has been proven 
or tested [6,7]. One example is a decision to treat a febrile patient with an 
exudative pharyngitis with antibiotics without formal testing.

The Diagnostic Trajectory

Diagnoses may be made with a single visit for short-lived or self-limited con-
ditions. For others, however, a diagnostic process may evolve over time with 
repeated visits and reassessments. It is useful to refine how patients and doc-
tors think about the diagnostic process. Instead of prematurely placing diag-
nostic labels that infer certainty and finality, it is more realistic to think of the 
process as a diagnostic trajectory .

On one end of the trajectory is a single visit at one period of time. The qual-
ity of diagnosis from a limited evaluation is determined by the quality of 
information obtained and how typical the illness is. But with limited evalua-
tion, there will always be some degree of uncertainty. For minor conditions, 
the consequence of this uncertainty is usually harmless. For persistent or 
severe symptoms, a more aggressive approach to diagnosis will need to be 
pursued. As the diagnostic trajectory is followed, additional testing, imag-
ing, and consultation may be necessary. The diagnostic trajectory begins 
with little information and high uncertainty, but progresses to become a 
more refined, accurate, and complete diagnosis. This process works better 
if patients are aware of their role in following the path that leads to a more 
sophisticated assessment. It also only works when providers recognize when 
they need to advance their differential diagnosis to consider alternative pos-
sibilities and if necessary, seek specialty consultation and additional tests. If 
the diagnosis does not become progressively more certain and specific over 
time, or the patient fails to improve or even worsens unexpectedly, the initial 
diagnosis should be reconsidered, because it might be wrong. Discussions 
about diagnosis often do not involve communication about where provid-
ers are in this diagnostic trajectory. A diagnosis may be presumed based 
on symptoms alone, confirmed by preliminary screening tests or imaging, 
or fully established having considered a broad differential and extensive, 
specific testing.

It is important to recognize that this process should proceed at a pace dic-
tated by the severity of illness. In patients with acute illness, the trajectory 
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may require hospitalization and rapid mobilization of intensive emergency 
resources. For others, the process may evolve over weeks and months. It is 
essential that patients understand the process; those who don’ t may skip 
from doctor to doctor, each time finding lack of satisfaction as each provider 
duplicates the efforts of previous physicians.

The Patient’ s Perspective on Diagnosis

Patients seek a diagnosis in hopes of finding an explanation for their symp-
toms and treatment options to help them feel better and live longer. For 
them, a diagnosis may mean relief, reassurance, and hope; for some, a bad 
diagnosis may bring despair. Some diagnoses can have profound implica-
tions on personal decisions for career and work (Should I change jobs?), 
family (Should we move closer to relatives?), finances (Should we take that 
dream vacation now or save more for life insurance?), personal goals (Can I 
train for a marathon?), and even reproduction (Can we, or should we, have 
a baby?). Patients seek and need clarity and certainty for their diagnoses. 
Unfortunately, diagnosis is often not as clear or certain as some expect. 
Indeed, patients often think that a diagnosis is a fact, a simple black and 
white determination, when it is probably better described as a conclusion 
that is based on assumptions and imperfect evidence, and one that can be 
challenged, questioned, reassessed, and revised as needed. Patients may not 
be informed about how certain their diagnosis is, or aware of the limitations 
of diagnostic labels. A change in their diagnosis may be unsettling to them, 
and may even cause them to lose trust in their provider or suspect that they 
may have been misled. Worse, if patients do not understand how precarious 
a diagnosis can be, they may fail to seek reevaluation when needed, or may 
make choices they later regret.

Diagnostic Error

Our current understanding of disease and our methods of diagnosis are 
imperfect. There is a growing awareness of the frequency and nature of 
diagnostic error. The Institute of Medicine report, Improving Diagnosis in 
Health Care , defined diagnostic error as “ a failure to establish an accurate 
and timely explanation of the patient’ s health problem(s), or communicate 
that explanation to the patient”  [8]. Although simply enough stated, crite-
ria for “ accurate”  and “ timely”  are not easily defined or standardized. A 
diagnosis of “ chest pain”  is accurate, though imprecise; that label might 
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do well enough for a chest wall strain, but will hardly help a patient with 
a heart attack. What about “ timely” ? If we are to intervene successfully, a 
heart attack should be recognized within minutes, but we could reasonably 
accept a few weeks to figure out a diagnosis of porphyria. Determinations of 
diagnostic errors and delays are all contextual and based on a final diagnosis 
that often can’ t be known with certainty at the outset.

The topic of diagnostic error is difficult to understand, study, and solve. 
Once a diagnosis is known, there is a tendency to judge every evaluation that 
preceded the moment of certainty to be wrong or unnecessarily delayed. It 
is difficult, perhaps impossible, to reconstruct history to understand how 
a diagnosis wasn’ t made earlier. It is helpful to recognize that as diseases 
and conditions evolve, patterns become more complete and more specific, 
abnormal physical findings become more apparent, and the growing body 
of evidence adds to a more complete and accurate picture.

Although the numbers may be disputed, physicians may be largely 
unaware of how common diagnosis error is, or of limitations in their own 
diagnostic accuracy [5]. The Society to Improve Diagnosis in Medicine  (SIDM); 
Best Doctors, Inc .; and In Need of a Diagnosis  are examples of organizations 
committed to improving diagnoses [9– 11]. In dealing with diagnostic error, it 
would be wise for clinicians to remain humble about their diagnostic conclu-
sions, recognizing that diagnoses are too often inaccurate. Patients should 
be warned that a diagnosis is only good as long as it advances them toward 
health or at least provides a reasonable explanation of their condition; unex-
pected worsening or failure to improve should prompt reassessment and 
further inquiry.

The Evolving Science of Diagnosis

Biomedical science and technology are rapidly evolving. Conditions that 
once were described only as a clinical syndrome are now characterized and 
understood on a genetic, cellular, and molecular basis. Genomic analysis can 
now characterize even exceptionally rare conditions. Tumors can be reclas-
sified even as they change in response to treatment. With improvements in 
diagnostic tests, conditions can be detected earlier, some even before they 
cause symptoms.

Entire industries exist to develop new treatments, and as more effective 
treatments arise, standards for screening and diagnosis may need to be 
adjusted. Changing recommendations for controlling blood pressure and 
blood glucose are just two examples of new definitions for the diagnosis of 
hypertension and diabetes driven by changing standards for treatment.

Improved methods of detection and better treatments make previous 
diagnostic labels outdated. What might have been unknown, undetectable, 
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or untreatable a decade ago might well be labeled a diagnostic error today if 
missed or delayed.

Conclusion

While our technology is impressive, it is important to acknowledge that 
limitations and challenges in achieving timely, accurate, and complete diag-
noses persist and deserve our attention. Some involve our most basic skills 
in thinking and medical reasoning, the purview of providers. Some of the 
challenges require that we recruit help from outside traditional domains 
of medicine, including those who can help design robust and reliable sys-
tems of care. And increasingly, our efforts at making diagnosis accurate and 
timely may benefit from the voices of philosophers and ethicists (How much 
diagnosis do we want?) and even considerations about public policy (How 
much diagnosis can we afford?). This book is our attempt to grapple with 
these concepts.

References

 1. Scott A, Khan KM, Cook JL, Duronio V. What is “ inflammation” ? Are we ready 
to move beyond Celsus? Br J Sports Med . 2004 Jun;38(3):248– 9.

 2. Kumar V, Abbas AK, Fausto N, Aster JC. Robins & Cotran: Pathological Basis of 
Disease . 9th ed. Philadelphia: Elsevier Sanders; 2015.

 3. Upadhyay DK, Sittig DF, Singh H. Ebola U.S. Patient Zero: Lessons on misdiag-
nosis and effective use of electronic health records. Diagnosis (Berl) . 2014;1(4):283.

SUM MARY POINTS 

• Diagnosis is often imprecise and imperfect.

• Biological systems are complex and have limited expressions (signs 
and symptoms) of disease.

• Providers often make presumptive diagnoses with limited evidence.

• Diagnosis may require time and repeat assessments; it is important 
for both providers and patients to recognize where they are in the 
diagnostic trajectory.

• Diagnostic failure and diagnostic errors are common.

• Although medical science is advanced, the field of diagnosis is still 
evolving.



12 Diagnosis: Interpreting the Shadows

 4. Croskerry P. The feedback sanction. Acad Emerg Med . 2000 Nov;7(11):1232– 8.
 5. Meyer AN, Payne VL, Meeks DW, Rao R, Singh H. Physicians’  diagnostic accu-

racy, confidence, and resource requests: A vignette study. JAMA Intern Med . 
2013 Nov 25;173(21):1952– 8.

 6. Kassirer JP, Kopelman RI. Learning Clinical Reasoning . Baltimore: Williams & 
Wilkins; 1991:5– 6.

 7. Pauker SG, Kassirer JP. The threshold approach to clinical decision making. 
N Engl J Med . 1980 May;302(20):1109– 17.

 8. National Academies of Sciences, Engineering, and Medicine. Improving 
Diagnosis in Health Care. Washington, DC: The National Academies Press; 2015.

 9. Society to Improve Diagnosis in Medicine, at: www.improvediagnosis.org.
 10. Best Doctors, at: www.bestdoctors.com.
 11. In Need of Diagnosis, at: web.archive.org/web/20151031133116/http://www.

inod.org.



13

2
Medical Decision Making

Karen Cosby

Introduction

The primary work of diagnosticians involves investigating the source of ill-
ness, collecting evidence, drawing conclusions, and communicating results. 
The process of diagnosing typically involves a series of steps requiring a 
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variety of specific skill sets and expertise. Diagnosis is not a singular or 
necessarily linear process. From patient to patient, the process can differ, 
depending on circumstances, how simple the problem is, how direct a cause 
is assumed, and whether or not an intervention or treatment is identifiable 
and without controversy or contraindications. Although diagnostic path-
ways are sometimes reduced to algorithms, in reality, medical decision mak-
ing is often less ordered, and frankly, even a bit messy. There are endless 
variations of illness, and the task of considering, weighing, and testing the 
possibilities relies on a foundational knowledge of bioscience and epidemiol-
ogy, reasoning skills, and something we vaguely attribute to clinical reason-
ing and judgment, the skills gained from exposure and practice. This chapter 
explores the largely unseen, even unspoken, mental process of clinical rea-
soning and the making of a diagnosis.

Models of Clinical Reasoning: Analytical versus Intuitive

Diagnosis has been described as a sequential process that leads from input 
data (patient manifestation of disease) to output (diagnosis) [1]. There are 
two intrinsically different models for how clinicians process clinical data 
to determine a diagnosis: an analytical model (the rational quantitative 
approach) [2,3], and a nonanalytical model (the intuitive approach) [4– 6].

The Analytical Model

The rational quantitative analytical approach  is based on the hypothetico-deductive  
model that resembles the work of scientists who gather facts, then develop 
and test hypotheses [2,3]. The process is slow, deliberate, and methodical. 
Kassirer and Kopelman describe five phases of an analytical approach to 
diagnosis in their classical textbook Learning Clinical Reasoning  [3], includ-
ing the gathering of facts, generating hypotheses for a differential diagnosis, 
testing, refining, and then finally verifying the final diagnosis (Figure  2.1).

Because of its foundation in the scientific method, the rational analytic 
method has enjoyed respect and has been viewed as a method of serious 
thinkers. But the analytical approach is tedious and slow, and on a prac-
tical level, too inefficient for the rapid decisions demanded of most clini-
cal settings. An analytical approach is traditionally viewed as a beginner’ s 
approach, when experience is limited and reasoning must by necessity be 
thorough and cautious. Experienced clinicians may use detailed analysis 
when working with new or unfamiliar problems. Analytical methods may 
also be useful for complex problems that require multiple specialty con-
sultations or in situations where time and circumstances allow, such as for 



15Medical Decision Making

problems referred to tertiary care centers specializing in particularly dif-
ficult or rare cases.

Classically described as an exhaustive method, the hypothetico-deductive 
approach need not necessarily be an all-or-nothing technique. Physicians 
have adopted abbreviated forms, generating short lists of diagnostic consid-
erations based on prevalence and characteristic features of illness, then rul-
ing out a few alternatives to be sure they don’ t miss atypical variants. This 
is a practical but reasoned adaptation to the more formal method that helps 
catch outliers and mimics of common conditions.

The Intuitive Model

The intuitive model  contrasts sharply with the analytical mode [5]. With exper-
tise, and with practice, clinicians begin to recognize common patterns. On 
encountering a case, they assess whether or not they recognize the problem. 
With time and exposure to a variety of cases, clinicians assimilate similari-
ties and discriminating features that allow them to use pattern recognition 
much of the time. The intuitive mode is almost instantaneous. Because it is 
quick and energy efficient, most prefer to use the intuitive mode rather than 
labor in an analytical mode. While clinicians may not like to admit it, some 
have been known to suppress a painful groan when encountering cases that 
force them into analytical mode; for example, when needing to evaluate the 
weak and dizzy elderly patient.

While clinicians might like to consider themselves rational and believe 
they use analytical thought for diagnosis, there is good evidence that most 

Gathering of facts

Hypothesis generation

Hypothesis testing

Hypothesis refinement

Hypothesis verification

FIGURE  2.1 
Five phases of diagnosis. (Based on Kassirer, J.P. and Kopelman, R.I., Learning Clinical Reasoning , 
Lippincott Williams & Wilkins, Philadelphia, 1991 [3].)
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diagnoses are made not through a reflective analytical approach, but rather, 
simply by rapid pattern recognition [7]. The ability to recognize a diagnosis 
with limited information uses cognitive skills similar to those of recogniz-
ing different human faces. The rapid, almost instantaneous recognition of 
a familiar face happens with little conscious thought. The judgment is not 
based on listing a set of features and drawing the conclusion; rather, there is 
an appreciation for the essence of the person (their general appearance but 
also their mannerisms, their gait, their smile), characteristics that one may 
not even be aware of noticing. Experts perceive something bigger than the 
sum of the parts, features that somehow bring recollection of similar cases in 
their past and how they relate to the present one before them [5]. The ability 
to rapidly recognize a clinical syndrome is sometimes referred to as a hallway 
diagnosis , a term aptly describing conditions that clinicians recognize with 
a casual glance absent any objective information. The dramatic appearance 
of renal colic, a woman in labor, and flash pulmonary edema are a few such 
examples common to acute care medicine.

The acquisition of knowledge in the biosciences (biology, anatomy, pathol-
ogy, and pathophysiology) forms an essential foundation for clinical reason-
ing in medicine; but clinical expertise also requires a kind of diagnostic sixth 
sense that arises not so much from medical “ book knowledge,”  but rather, 
from the set of clinical experiences encountered over time [5]. Experts have a 
large repository of disease “ faces”  and thus are able to expand their recogni-
tion of even subtle variations in disease presentation.

In reality, clinicians rely on both  analytical and intuitive reasoning [6,8,9]. 
When cases are simple and straightforward, pattern recognition is efficient 
and accurate; when problems are unfamiliar, complex, or difficult, most phy-
sicians downshift to a more methodical, slower, reflective pattern— a practice 
that likely improves diagnostic accuracy [7]. The challenge for the clinician 
is to know when to use which strategy, and to recognize signals that should 
trigger a switch into the alternate mode. This back and forth strategy is also 
a feature of the dual process model  for clinical reasoning described in depth in 
Chapter  3: the analytical mode is analogous to System 2; the intuitive mode 
is analogous to System 1 [10– 12]. These concepts are now widely recognized 
and popularized in recent best-selling books, including Daniel Kahneman’ s 
Thinking, Fast and Slow  [13], Malcolm Gladwell’ s Blink: The Power of Thinking 
without Thinking  [14], and Michael R. Legault’ s Think!: Why Crucial Decisions 
Can’ t Be Made in the Blink of an Eye  [15].

Physicians typically don’ t think much about which type of reasoning they 
use; the choice is natural and largely unconscious. Having concluded that 
their patient has acute pulmonary edema, they might be hard pressed to 
explain how they know what they know. If questioned, they might describe 
the picture they are so familiar with: the patient has dyspnea, frothy sputum, 
and diaphoresis, is anxious and sitting upright, and has severe uncontrolled 
hypertension; but if urged to explain more, they might be— well, annoyed 
with the request. Intuition is easy and energy efficient, and allows them to 
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proceed with a course of action with minimal delay. In fact, if asked to slow 
down or reconsider the diagnosis, some would argue that the diagnosis is 
obvious and doesn’ t merit much thinking at all. However, should something 
unexpected happen, or a new fact emerge that confounds the diagnosis, cli-
nicians may need to rethink their diagnosis and resort back to analytical 
mode.

Logical Reasoning in Diagnosis

The formulation of a diagnosis can be viewed as the development of an argu-
ment. Evidence is collected and analyzed, and a conclusion (or diagnosis) is 
reached. If diagnoses are rational and objective, rules of logic might inform 
us of how valid our conclusions are, how well we reason, and where we 
might err in the process [16– 20]. There are two principal types of logical rea-
soning: deductive and inductive.

Deductive Logic

Deductive reasoning  begins with a general premise, and leads to the specific. If 
the premise is true, then the conclusion is certain. Deductive proofs in math 
are a good example:

 a. If x   =  3
 b. And if y   =  4
 c. Then 3x   +  y   =  13.

If the premises (a and b) are true, c is necessarily true. Deductive proofs 
like this are reliable and accurate, leaving no uncertainty.

Similarly, a deductive syllogism  (a natural language equivalent of the math-
ematical example) looks like this:

Premise 1: A treatment ought to be covered by insurance companies if 
it has been proved to save lives.

Premise 2: Treating hepatitis with antivirals saves lives.
Conclusion: Insurance companies ought to cover the cost of treating 

hepatitis.

The conclusion is valid (it follows from the premises); however, one can 
question the premise and thereby refute the conclusion: should insurance 
companies cover the cost of treatment for all conditions, independent of the 
burden of the cost and availability of treatments?
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While deductive logic is certain and accurate, it is not generative; that is, 
it does not improve understanding or generate new theories or knowledge. 
Thus, deductive reasoning does not adequately describe or fit the clinical work 
of diagnosis, and it cannot solve diagnostic questions. In diagnostic reasoning, 
we don’ t start our reasoning from premises of known general scientific knowl-
edge. We start with a problem, an ill-defined set of signs and symptoms, and 
reason backward to postulate a cause. Thus, diagnosis needs a different logic; 
our initial steps in diagnosis are better described with inductive logic.

Inductive Logic

Inductive reasoning  begins with specifics, and concludes with the general. The 
conclusions of an inductive process are probably  true considering the avail-
able evidence, but there is no way to guarantee truth, since one can never be 
sure of having seen all possible evidence, including facts that might invali-
date the hypothesis. Inductive reasoning is inexact and always leaves some 
amount of uncertainty. Unlike deductive reasoning, inductive reasoning is 
generative and leads to a new hypothesis that may or may not be true.

One example of inductive reasoning is demonstrated in criminal court 
cases, in which the jury is expected to conclude a verdict in the face of incom-
plete evidence. The case begins with facts discovered through investigation, 
and the jury is charged with declaring the guilt or innocence of the accused. 
The jury makes their verdict without ever knowing or being able to verify 
the accuracy of their judgment. Did they see all the evidence? Did someone 
lie or deceive? Was the defense attorney a weak advocate, or might the attor-
ney have offended the jury and biased them against the defendant? Jurors 
are expected to perform to some standard of reasonable certainty, but there 
is no pretense of absolute certainty.

Inductive reasoning is also used by naturalists, who observe phenomena 
and attempt to find explanations. Similarly, reasoning from symptoms to 
determine cause (diagnosis), as we do in medicine, relies on inductive rea-
soning. Based on background knowledge in biology, pathology, and patho-
physiology, we collect evidence (signs and symptoms of disease) and reason 
backward to possible causes. We can postulate and propose causes, but we 
can never be perfectly certain.

For example, a clinician is faced with a patient with chest pain. The triage 
nurse has ordered a troponin, and the result is reported as positive. We use 
induction to postulate a diagnosis:

Premise: My patient with chest pain has an elevated troponin.
Premise: Patients with myocardial infarctions (MIs) have elevated troponins.
Conclusion: My patient probably has an MI.

The conclusion is likely  true, but it is not absolutely certain. Why? Not all 
elevations in troponin are due to MIs. Not all patients with MIs have chest 
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pain. Finding an elevated troponin in a patient with chest pain makes it likely  
that he has an MI, but clinical reasoning then proceeds from a hypothetical 
explanation to the next phase of clinical reasoning using testing and probabil-
ity  to add another element of diagnostic certainty. A patient with chest pain 
and elevated troponin might have a pulmonary embolus. Or, perhaps, the 
specimen is hemolyzed, and the troponin is a false positive result. The clini-
cian needs to ask, “ What is the probability of MI in this patient and should 
I add alternative explanations to the differential diagnosis?”  Inductive rea-
soning allows the clinician to simultaneously consider multiple competing 
hypotheses by weighing their relative probabilities.

Neither deduction nor induction quite adequately describes how clinicians 
actually make diagnoses. A third form of logic, less well known, has been 
described that is a better fit for clinical reasoning: abductive reasoning.

Abductive Logic

Abductive reasoning  begins with specifics (in our case of medical diagnosis, 
symptoms and signs of diseases) and hypothesizes (invents) a plausible 
explanation [19,21,22]. Abductive reasoning accommodates the imperfections 
typical of clinical practice: it accepts that evidence and facts are incomplete, 
and requires the thinker to develop acceptable and “ most likely”  explana-
tions for the observed findings [23]. The clinician may admit that a hypoth-
esis fails to account for all  the evidence, but looks for the best fit that can 
reasonably be supported.

Abductive reasoning provides a plausible explanation for the facts available 
in the moment. An important part of abductive reasoning is the recognition 
that an explanation is tentative and useful only as long as a better explana-
tion doesn’ t present itself. The ability to provisionally accept the hypothesis 
allows one to take action in the face of imperfect knowledge. Conclusions 
from abductive reasoning allow one to move forward in the diagnostic tra-
jectory and treatment strategies without becoming mired in doubt and inde-
cision. Abductive reasoning may be useful for some situations when there 
is a drive to act in the face of partial information. An example of abductive 
reasoning is given in Box  2.1.

Abductive reasoning allows tentative diagnoses to be considered and 
acted on, but remains flexible and even skeptical, looking for evidence for or 
against the leading theory. Abductive reasoning is dynamic and actionable 
even in the face of uncertainty. The clinician need not be convinced of the 
theory, only that it is plausible. The strength of an abductive argument isn’ t 
necessarily in being accurate, only in being plausible. The concept of abduc-
tive reasoning adds value to the discussion of medical reasoning by recog-
nizing the dynamic nature of clinical decisions, all the while acknowledging 
uncertainty while still moving forward in testing and treating.

These three models of logical reasoning inform the diagnostic process. 
A more complete model of diagnosis can be described with a model that 
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combines all three methods of logical reasoning [19]. A clinician gathers evi-
dence and proposes a likely diagnosis using abductive logic. (My patient has 
chest pain, maybe he has an MI.) He then tests his theory using deductive 
logic. (If my patient has an MI, he will likely have wall motion abnormalities 
on an echocardiogram; let’ s request one.) Then, he uses the result of his test 
to confirm or refute his idea using induction. The process follows an iterative 
path until a diagnosis is developed to some reasonable degree of certainty 
dictated by the need or desirability of intervention. Understanding each type 
of logic can help clinicians assess the strength of their arguments and the 
limitations of their conclusions, features that are summarized in Table  2.1.

BOX  2.1 EXAMPLE OF CLINICAL REASONING 
USING ABDUCTIVE LOGIC 

A patient with cancer had chemotherapy 2  weeks ago. The patient has an 
episode of loss of consciousness and is found on the floor of her home. 
Her clinician is most concerned about the possibility of neutropenic sepsis, 
knowing that the timeframe is right for the nadir of her expected leuko-
penia. She might just be dehydrated. She might have had a syncopal event 
from a dysrhythmia. Perhaps the unwitnessed event was a seizure, and 
the patient has unrecognized metastatic disease in the brain. Perhaps she 
just slipped and hit her head, and has a traumatic brain injury. But if she is 
neutropenic, she is at risk for bacteremia and neutropenic sepsis. If she is 
septic, delay in antibiotics can worsen her outcome. The physician reasons 
that the most plausible explanation is sepsis, and orders blood cultures 
and antibiotics. Her doctor may not know the white blood cell count or 
whether she has a fever, but there is a reasonable concern that she might be 
septic. The need to act and the relative risks argue for action. The clinician 
doesn’ t ignore other possibilities, but acts rapidly on the most plausible 
ones. Should a period of observation prove that she doesn’ t have a fever, 
her laboratory tests exclude neutropenia, and her blood cultures are found 
to be sterile, the hypothesis will be revised.

TABLE  2.1 

Characteristics of Formal Models of Logic

Features Deductive Inductive Abductive 

Accuracy Certain Probable Plausible
Rules Formal, fixed Generative 

(generates new 
understanding)

Generative 
(creates new and even novel 
understanding)

Characteristics Conclusions true 
given premises

Weighs 
possibilities 
based on 
probability

Considered tentative, even 
skeptical, willing (even expected) 
to be revised as new information 
becomes available
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Collecting Evidence: The Narrative

A complete framework for diagnostic reasoning is still not fully explained by 
these models of clinical reasoning and logic. Something essential is still miss-
ing. The missing piece can be described as the difference between the theo-
retical framework of “ work as imagined”  and “ work as realized.”  Aristotle 
describes phronesis  as a practical rationality that describes the “ knowing and 
doing”  that occur in the clinical encounter [24]. The foundational underpin-
ning of diagnosis involves an interaction between doctor and patient, and an 
interpretation of the patient’ s subjective experience of illness. The primary 
source of information comes from the patient, and the primary method of 
collecting evidence begins with an interview and a narrative [25,26].

Schleifer and Vannatta argue that the most powerful diagnostic tool a phy-
sician has is the patient interview, the “ History of Present Illness (HPI)”  [27]. 
Like Sherlock Holmes, clinicians must gather clues from the victim and the 
suspects, assessing the story as well as the storytellers [28]. Experienced cli-
nicians know that collecting good evidence from the patient may require a 
nuanced approach perfected over time and with experience, and is affected 
by a number of factors that influence how people of differing age, gender, 
personalities, backgrounds, and cultures interact. The skill required for 
interviewing patients has more in common with the work of anthropolo-
gists, ethnographers, historians, and sociologists; we all share the need to 
construct meaning from a narrative account.

The physician must sort and sift through the symptoms patients describe, 
filtering what seem to be those relevant to a potential diagnosis from those 
that are likely to be trivial, inconsequential, or unrelated to the illness at 
hand. There are challenges to determining the essential facts from a patient’ s 
history. Not all relevant information is always available. Not all available 
information is relevant. Some details patients provide are misleading dis-
tractions that are unrelated to the actual diagnosis. Mamede demonstrated 
that when salient distracting clinical features were introduced early in a case 
presentation, the time required to formulate a diagnosis increased, and diag-
nostic accuracy fell [29]. The ability to discern the relevant signal and ignore 
or discount the irrelevant is partly gained with expertise, but may also be a 
matter of good judgment, or dare we say, simply luck. One such example is 
seen in an illustrative case in Box  2.2.

The answers patients provide to questions may depend on how the ques-
tion is asked, their willingness to share personal information, and their 
ability to recall accurately and communicate effectively. Patient information 
is not always accurate, complete, or consistent. Sometimes, patients do not 
understand why specific information is important, and give vague responses 
when we seek details that are meaningful to us, such as “ When did you first 
become ill?”  and “ Which symptom came first?”  Patients do not always give a 
factual account; it’ s not that they intend to deceive as much as they may hope 
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that you will give them the judgment (and reassurance) they seek. Families 
who bring a relative to the hospital may have cajoled them into a visit, only 
to have them deny the very problem that prompted their visit. Awareness of 
the dynamic at the bedside and recognition of others who have information 
to add to the encounter is important. Sometimes, it’ s not what people say, but 

BOX  2.2 THE VALUE OF THE NARRATIVE 

A 30-year-old man presented to an Emergency Department with 
abdominal distension and hypotension. A brief history revealed that 
he had just been discharged from another hospital a week after major 
surgery on his pancreas. He was alert but diaphoretic with a tender, 
distended abdomen. His initial blood count revealed a significant ane-
mia. He must be bleeding, but where? I quickly checked for other clini-
cal findings of blood loss, but found none. The distended abdomen was 
likely harboring the source of his hemorrhage. Perhaps a ligature came 
loose; strange, I thought. A week is a bit delayed for that explanation. 
But I had nothing better to account for his condition. His condition 
was critical and time was of the essence. I called the surgical team and 
ordered blood. The surgeon rushed to the ED and whisked him away.

In the rush, a woman appeared. His mother? She pulled on my arm, 
anxious to tell me something. I explained that he was bleeding and 
needed emergency surgery. She kept interrupting me, and I, her. “ No, 
no!”  I said. “ You must listen to me, this is important. He’ s very sick. 
He’ s going to the Operating Room. We have to hurry!” 

The following day I went to check on the patient, expecting to find 
him recovering from surgery. To my surprise, as I approached the ICU, 
a team of surgeons came running down the hall pushing a stretcher 
with the patient! “ Where are you going, what is wrong?”  I asked. 
“ We’ re going to the OR! He has a ruptured spleen!” 

Later, I pondered: what went wrong? I had expressed my concern that 
he was bleeding; how was that missed? The surgical team concluded 
that he must have hemorrhagic pancreatitis; surgery in complicated 
pancreatitis is thought to worsen outcome. Their goal, all the while, 
was to medically stabilize the patient and avoid surgery at all costs.

The problem? The message the mother had tried so hard to give me 
…  what was that, I began to recall. As the fog lifted from my memory 
I slowly realized …  She was trying to tell me that he had fallen down 
the stairs. At the time I thought, well, of course. He is hypotensive 
and orthostatic. It’ s a wonder he could stand at all. But in my sense 
of urgency, I failed to connect the dots. He didn’ t fall because he was 
bleeding; he was bleeding because he fell. The devil’ s in the details! 
And the narrative.
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rather, how they tell their story and how they behave, that is most meaning-
ful. Interestingly, sometimes the clue that provides the key to understand-
ing a patient’ s illness comes not from the intentional directed interview, but 
rather, from the casual discourse that happens during their visit. The skill to 
gain the confidence of the patient and the ability to sense subtle cues depend 
not on academic knowledge but on relational skills.

In some cases, patients may be too ill to reasonably provide needed infor-
mation. Someone struggling to breathe is unlikely to engage in extended con-
versation; a patient in pain is unlikely to be cooperative until after their pain 
is better controlled. In the most extreme example, an unconscious patient will  
be unable to speak at all. In those instances, other methods of investigation 
will have to suffice, such as examination of the patient’ s wallet and pockets, 
a search for medical alert tags, interviews with police and paramedics, and 
clues taken from the scene of an accident. The difficulty in finding and deter-
mining facts in extreme cases is illustrated by the misidentification of two 
young blond women involved in a horrible accident [30]. While one family 
mourned and buried the victim declared dead on the scene, the other family 
kept vigil at the bedside of the second comatose woman, who was covered 
in bandages and suffering a serious head injury [30]. The two families of the  
victims did not recognize the true identity of the surviving victim until 
weeks later, when bandages were removed from the head and face of the 
unconscious survivor. As incredible as this story may seem, many healthcare 
workers will attest to the difficulty in identifying and tracking people, their 
blood samples, and even their organs— as evidenced by wrong site surgery 
and even mix-ups in organ donations. What is fact versus assumption can 
be even more difficult in particularly emotion-laden settings when people’ s 
lives and futures are in the balance, especially when urgency for action gives 
little opportunity for redundancy in process.

Illness as experienced and described often falls outside the frameworks 
of disease presented in textbooks. Experienced clinicians learn to recognize 
common variants that defy usual textbook descriptions. The classification of 
angina, myocardial ischemia, and MI is artificially categorized under acute 
chest pain syndromes. Yet, clinicians know that patients who suffer from 
cardiac ischemia will sometimes deny chest pain altogether, often describ-
ing instead a sense of uneasiness, a foreboding, an uncomfortable feeling, or 
oppressive discomfort. Others may experience an unusual ache in their left 
jaw, fatigue, dyspnea, indigestion, dizziness, or palpitations. Nonetheless, 
these complaints are often reduced to a classification fitting an electronic 
template and International Statistical Classification of Diseases (ICD)-10 code 
for “ chest pain.” 

The skill of gathering evidence is important for all subsequent clinical 
reasoning, since the facts assumed from the history lay the groundwork for 
all the diagnostic questions and tests to follow. Some information from an 
interview provides hard facts that are usually reliable, assuming the patient 
has an intact memory and is alert: the patient’ s name, their date of birth, and 



24 Diagnosis: Interpreting the Shadows

(usually) a current list of medications. Those are hard facts that can usually 
be accepted at face value. Other facts from the history sometimes deserve 
some critique. Patients may relate that they had “ a cardiac workup”  that was 
“ normal.”  Without pursuing further questions or validating the account 
with actual records, any number of possibilities exist. Perhaps the patient 
had an electrocardiogram and was sent home from another hospital. Do they 
mean they had a stress test? A cardiac catheterization? Was the test result 
conclusive? If imaging was done, was the quality of the study adequate? 
Was the choice of technique and type of image appropriate for the question 
posed? The patient history is best done with an approach meant to ques-
tion, rephrase, and verify. The growth of the electronic health record has 
improved our ability to validate facts, although it can also be a source for 
error. In one example experienced by the author, a Do Not Resuscitate (DNR) 
order that was featured prominently in the banner of the electronic medical 
record of a healthy young person caught the attention of medical staff; inves-
tigation revealed that it had been placed there by mistake.

There is more to the narrative account of a patient’ s illness than what can 
be captured by simply checking off boxes to “ yes”  and “ no”  questions or 
completing a preformatted template. Disease is often best understood in the 
narrative. The patient’ s story provides context and meaning that go beyond 
the mere collection of facts. Stories are contextual, and often personal. To 
reduce the story to an ICD-10 code loses the richness, the human drama, and 
the complexity of intricate details of illness and its manifestations.

The “ story,”  the “ narrative,”  is important in understanding and learning 
about diagnosis. In part, students learn about diagnosis through storytelling, 
piecing together common threads between clinical encounters to learn varia-
tions of presentations. Clinicians share their stories and often compare their 
experiences with their peers. The clinical account described earlier (Box  2.2) is 
one such example. Our narratives create the memories that likely make us better 
diagnosticians. Most clinicians can retell stories of patients that impacted them 
years after the fact. Whether they describe human tragedy, humor, or simply 
strange and bizarre events, these accounts are well embedded in our memories, 
and with them, the lessons they taught us. The power of a patient’ s narrative, 
“ the story,”  is illustrated well in Oliver Sacks’  The Man Who Mistook His Wife for 
a Hat  and in Lisa Sander’ s Every Patient Tells a Story , collections of fascinating 
stories of medical mysteries explained through narrative accounts [31,32].

Collecting Data and Testing: The Physical Exam

The narrative leads to inquiry, and the physical examination is the first phase 
of testing for objective evidence of disease. The value of the physical exam has 
been questioned by some, who argue that newer and better-validated methods 
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exist for detecting disease. But the clinician has at his hands the ability to test 
and revise his hypothesis using simple time-honored methods to detect evi-
dence. Failing to conduct a thoughtful examination, one that intentionally 
looks for findings to support or refute diagnostic hypotheses, is similar to leav-
ing the scene of a crime without collecting evidence. Akin to putting blinders 
on, it is as if one hoped to reason through a case without the benefit of evidence.

Aging but experienced mentors sometimes have to convince the cynical 
student that old-fashioned methods of physical examination still have merit 
and are worth the investment of time and effort. Exhortations about the 
importance of the physical examination may be heard resounding from the 
hallways and corridors of academic medical centers, such as:

• You can’ t see what you don’ t look for.  You will never diagnose pap-
illedema without a funduscopic exam.

• You aren’ t inclined to look for what you don’ t expect to see.  If your 
clinical experience is limited you may never learn to recognize some 
of the occult manifestations of disease. Necrotizing fasciitis may be 
detected by palpating distant from the initial skin findings; the sur-
prise soft crunch of soft tissue air may be felt before the erythema 
spreads. The presence of dilated vessels in the upper torso may pro-
vide the first clue of a superior vena cava syndrome, the finding of 
an underlying lung cancer. One of the thrilling parts of learning 
medicine is the unexpected clue, the recognition of its relevance to 
the matter at hand, and the delight in using and sharing the finding 
to “ crack the case.”  I still recall the delight of an intern who detected 
the low rumbling diastolic murmur of mitral stenosis that helped 
establish the diagnosis of endocarditis, a finding and diagnosis 
missed by all the other members of the more senior examining team. 
The finding likely saved the patient’ s life.

• Success depends on the expertise and interest you bring to the 
exam. As described by Stanley and Campos, “ sometimes even a 
minor detail— an inadvertent gesture; a change in voice or speech; 
the mood of a patient; a factor such as foreign travel …  can lead 
the observer in a different direction for diagnosing”  [19]. Those who 
minimize the value of the exam will likely never benefit from its 
value. Physical exam skills come from personal experience with 
patients and cannot be gained from sitting in the library reading a 
textbook. They are the gift patients give us to unlock their mystery.

• The absence of a finding is not necessarily proof of lack of disease. 
Many have witnessed firsthand the typical symptoms of zoster only 
to have the rash appear after the onset of pain, remote from the first 
exam. That fact can be acknowledged without undermining the 
argument to look for a rash and the willingness to revisit the exam 
on another day.
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• The presence of a pathognomonic finding may be very specific for 
disease, and the presence of one cardinal finding may save unneces-
sary tests. A constellation of findings often provides very strong, if 
not conclusive, evidence of disease.

When novices declare that the physical examination was “ unremarkable,”  
the real question is: “ How hard did you look?”  and “ Did you know what you 
were looking for?”  Success at detecting signs of disease is dependent on the 
rigor with which one looks and the skill one has in detecting and recogniz-
ing physical signs of illness. Sherlock Holmes expresses this well in “ A Case 
of Identity ” :

Watson says to Holmes that what the detective saw “ was quite invisible 
to me” . Holmes replies: “ not invisible, but unnoticed, Watson. You did 
not know where to look, and so you missed all that was important.” 

(Sebeok and Umiker-Sebeok, 1983, p 21, citing “ A Case of Identity,”  
as cited by Schleifer and Vannatta) [27].

Use and Interpretation of Tests

Once the evidence has been collected, the diagnostic process continues to 
the next phase: using data to test hypotheses. When examining a differen-
tial diagnosis, there are formal mathematical methods to test the hypotheses 
under consideration. Formal diagnostic testing is a largely analytical process 
that is governed by rules of probability [33,34]. What is the likelihood of this 
patient having a condition based on the disease prevalence and the patient’ s 
unique set of risk factors? How good is this test for reliably ruling in, or rul-
ing out, disease?

Tests are developed based on their ability to discriminate between patients 
with disease and those without disease [34– 36]. Not all tests are equally 
helpful; the diagnostic performance of tests is illustrated in Figure  2.2. The 
effective use of tests relies on the establishment of a range of normal values 
that have sufficient ability to distinguish between normal and disease states.

The use of diagnostic tests depends on their operating characteristics— how 
well they predict the presence or absence of the condition in question [33]. 
A summary of these basic characteristics of medical tests is described in 
Figure  2.3 and includes:

 Sensitivity: the ability of a test to detect the presence of disease
 Specificity: the ability of a test to accurately predict the absence 

of disease
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Sensitivity and specificity are useful concepts in determining whether a 
test is likely to be of value. A negative result of a very sensitive test is useful 
in ruling out disease; a positive result of a test with high specificity is good 
to rule in disease.

The decision to test, and what methods to apply, is a distinct phase of work in 
diagnosis. Once a test result is obtained, the interpretation and application of the 
result require additional reasoning. Given a result, how does the probability of 
disease change? This question is better addressed by predictive value, defined as

Positive predictive value (PPV) : the probability of disease given a positive 
test result

Negative predictive value (NPV) : the probability of disease being absent 
given a negative test result

The application of PPV and NPV is influenced by the prevalence of the 
condition being questioned in the population examined. This has profound 
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implications for the potential of testing to change posttest probability of dis-
ease. As seen in Figure  2.4, a test with 95% sensitivity and 95% specificity gives 
a PPV of 99.4% in a population with disease prevalence of 90%, but the PPV 
falls to only 16.1% with a disease prevalence of 1% [33]. Common advice to 
young clinicians warns of this phenomenon: “ When you hear hoof beats (in 
North America, outside of zoos), don’ t go looking for zebras.”  Likewise, the 
same test gives an NPV of 95% in a test group with a disease prevalence of 50% 
but falls to 16.1% with a prevalence of 99%. If the disease is very prevalent, test-
ing may offer little help in changing the odds of disease. The use of testing can 
be treacherous and misleading if tests are misapplied to the wrong population.

Another method for assessing the likelihood of disease uses likelihood 
ratios (LRs) and Bayesian analysis [37,38]. Likelihood ratios are also referred 
to as conditional probabilities  and reflect how the odds of disease change rela-
tive to the odds expected for the general population once a given test result 
is known. A positive likelihood ratio (+LR) is the odds of a positive test result 
in a patient with disease divided by the probability of a positive result in 
a patient absent disease; that is, true positive/false positive, or [sensitivity/

Prevalence of disease = (a + c) / (a + b + c + d)
Sensitivity = a / (a + c)
Specificity = d / (b + d)
Positive predictive value 
   (PPV)

= a / (a + b)

Negative predictive value 
   (NPV)

= d / (c + d)

Positive likelihood ratio 
   (+LR)

= Sensitivity / (1 – Specificity)
=TP/FP

Negative likelihood ratio 
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= (1 – Sensitivity) / Specificity
= FN/TN
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2  ×   2 table with definitions for diagnostic test interpretation. TP, true positive; TN, true nega-
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(1− specificity)]. A negative likelihood ratio (− LR) is the odds of a negative test 
in a patient with disease relative to a patient without disease; that is, false 
negative/true negative, or [(1− sensitivity)/specificity]. An LR of 1 means that 
the test does not change the odds of disease; it has no discriminating value. 
An LR greater than 1 increases the odds of disease; the higher the value, the 
greater the odds of disease. Values between 0 and 1 argue against the diag-
nosis, or at least, lower the posttest probability. Using Bayesian analysis, LRs 
are used to modify pretest probability  (also known as a priori  probability ) to 
yield posttest probability . An easy example is the evaluation of possible appen-
dicitis. The presence of right lower quadrant (RLQ) pain has a  +LR of 8 and a 
− LR of 0.28. The presence of vomiting in appendicitis has a  +LR of 0.92 and a 
– LR of 1.12 [39]. Thus, the presence of RLQ pain should increase one’ s suspi-
cion of appendicitis, and the absence of RLQ pain should decrease suspicion. 
The presence of vomiting has minimal impact on posttest probability.

Bayesian analysis is even more powerful when combinations of tests are 
used. In each case, the posttest probability of one test becomes the pretest 
probability for the next. A carefully constructed series of tests should lead to 
an increasing degree of certainty [33]. There may be multiple available tests 
for any given condition, and the likelihood of disease may be based on the 
presence or absence of typical physical findings and the value of selected tests 
targeting the diagnosis under consideration: thus, each test helps rule in, rule 
out, and reorder the likelihood of conditions in the differential diagnosis.

Prevalence 99% 90% 70% 50% 30% 10% 1%
Positive predictive value 99.9% 99.4% 97.8% 95.0% 89.1% 67.9% 16.1%
Negative predictive value 16.1% 67.9% 89.1% 95.0% 97.8% 99.4% 99.9%
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Diagnostic tests don’ t typically give simple yes or no answers to a ques-
tion about a specific diagnosis. Before choosing a test, it is best to consider 
how the result will change the posttest probability and influence subsequent 
actions. A common example cited involves the use of stress testing for detec-
tion of coronary artery disease. Consider these examples [18,40]:

 1. A young 35-year-old woman with nonanginal chest pain has a 
likelihood of underlying coronary artery disease of 0.8%. Stress 
testing has a sensitivity of 90% and a specificity of 85%. Using a 
stress test in this patient will yield a positive predictive value of 
only 6%, and the odds are 16:1 against a positive result being cor-
rect. Applying a test in this patient will more often than not result 
in unnecessary further testing. This patient should not undergo 
stress testing unless there is some identifiable factor(s) that modi-
fies her unique risk differing from the general population of young 
women.

 2. A 65-year-old man with typical angina has a likelihood of under-
lying coronary artery disease of 94.3%. Using stress testing in this 
patient is of no value; the odds are 2:1 against a negative test being 
correct. In this example, nothing short of a gold standard test (car-
diac catheterization) is sufficient to rule out disease.

The use of Bayes’  theorem and the analytical approach to testing has 
grown partly through the influence of evidence-based medicine (EBM). EBM 
is defined as “ the integration of best research evidence with clinical exper-
tise and patient values”  [41]. The EBM movement has attempted to provide 
clinicians with the most current and best objective medical knowledge in a 
clinically relevant way. Students of EBM are encouraged to abandon routine 
medical texts (because they are often outdated) and rely more on evidence-
based data bases such as Uptodate ®  that summarize current data, assess the 
strength of evidence, and provide guidance for practical decision making. 
EBM includes systematic reviews and meta-analyses and may be used in 
the development of clinical decision rules. The evidence-based approach 
to diagnosis uses the rational quantitative tools described here to evaluate 
diagnostic hypotheses. The technique is rigorous and methodical. While 
it can be slow, some questions recur in practice, and clinicians may find it 
particularly useful to build a repertoire of common questions and scenarios 
they face in their daily work.

The calculation of mathematical probabilities and the use of Bayesian anal-
ysis (or perhaps more appropriately, Bayesian inference) lends an aura of cer-
tainty to diagnostic reasoning, but we must be cautious in how much trust 
we place in the results. Posttest probability is predicated on pretest prob-
ability, which in turn, is determined by clinical judgment, or expert opin-
ion— or put another way, an educated guess. And while one might think 
that these methods should reduce uncertainty and be met with enthusiasm, 



31Medical Decision Making

in fact, most clinicians don’ t have a working understanding of many of 
these statistical concepts, and even fewer use them at the bedside [42,43]. 
Studies of actual clinician performance demonstrated that most do poorly in 
their estimates of probability of disease [44], and there is significant interob-
server variation in estimation of risk [45]. The accuracy of clinical judgment 
varies so much between individuals that one can question whether there 
is anything of value added in all this analysis, something that is explored 
more in Chapter 9 (Individual Variability in Clinical Decision Making and 
Diagnosis). That does not necessarily mean that statistical methods don’ t 
influence and improve care. The mathematical analysis of risk and probabil-
ity factors into clinical decision rules and eventually affects standard of prac-
tice. In any given moment at the bedside, clinicians may not form questions, 
search data sets, or calculate odds, but they are likely familiar with evolving 
practice guidelines that are heavily influenced by these methods. Clinicians 
who actively seek feedback can hope to outperform the norm, but they need 
a supportive environment and tools to optimize their calibration and deci-
sion making [46,47].

There are other factors besides likelihood of disease that dictate how diag-
nostic testing is used based on the risk of testing, the risk of treating, and the 
potential gain of diagnosing and treating a condition. If a disease under con-
sideration is very likely to cause death or serious harm, and an intervention 
that can mitigate that harm is available and without significant additional 
risk, clinicians may choose to test even if the likelihood of disease is low. 
They may even choose to treat without testing. On the other hand, if a condi-
tion is fairly harmless and not likely to benefit from any specific treatment, 
some may choose not to test at all, since it is unlikely to change treatment 
recommendations. The art of medicine is pragmatic. The idea of reaching a 
point where enough information is available to reasonably decide to test, or  
to treat, is described as a threshold . Independent of formal testing, a threshold 
may be reached where it is reasonable to determine a course without fur-
ther delay [48]. In such cases, the goal isn’ t to achieve diagnostic certainty as 
much as to be safe.

Decisions about testing and treating are influenced by factors other than 
principles of epidemiology. Despite the evidence for or against a test, patients 
may favor an approach based not on numbers or risk, but on personal prefer-
ence. A patient may argue for breast cancer screening, despite a risk of false 
positive results and unnecessary biopsies, to minimize all chances of missing 
or delaying a diagnosis of cancer, even when the risk of testing exceeds the 
potential benefit. Physicians are known to modify their practice to accommo-
date the worries of patients, even when practice guidelines argue differently. 
Many pressures affect real-life practice: patient preference, fear of litigation, 
and fear of missing a diagnosis [36].

Although formal methods of testing rely on scientific methods and math-
ematics, they are not fully objective and suffer from their own limitations. 
Even the math cannot remove uncertainty from the diagnostic process.
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Informal Testing Strategies and Reasoning Guidelines

Scientific models of reasoning and formal rules of logic only partly explain 
how medicine is practiced. There are a variety of informal guidelines that 
describe how doctors act. Some are based on reason; others, perhaps, have 
their basis in superstition. They form some of the informal culture of work 
and wisdom shared between clinicians. While not validated, they do reflect 
the reality of “ flesh and blood”  decision making; that is, how decisions hap-
pen in the moment under real-life circumstances.

A few examples follow:

• When considering diagnostic possibilities, try the “ loveliest expla-
nation”  (the one that is the best explanation) [49].

• Seek the simplest explanation that is a reasonable fit. When possible, 
follow the rule of Occam’ s razor (the rule of parsimony); that is, find 
a single fit for all the evidence.

• “ Rule Out the Worst-Case Scenario.”  Always consider the worst case 
possible. If you can’ t be right, at least be safe.

• Beware of red flags, conditions that suggest the possibility of a 
missed diagnosis. Examples include repeat visits to the hospital and 
unexpected findings.

• Use rules of thumb. For example, anyone over 40  years of age with 
chest pain needs an electrocardiogram (EKG); always assume a 
woman of childbearing age is pregnant; and don’ t trust, verify.

Folklore and Aphorisms in Medicine

Medicine is filled with historical references to sage advice [25,50]. Some of 
them are firmly entrenched in the cultural heritage of medicine, preserv-
ing voices from the past. For those who promulgate medicine as a mostly 
scientific endeavor, anecdotal stories and catchy phrases seem silly and 
superstitious. Some might even chastise anyone who shares them as hav-
ing a lazy mind or believing in a lesser science. But there is a reason why 
these timeless, enduring phrases are passed on to new generations. They 
are valued because they humor us, shock us, and perplex us. Many contra-
dict themselves. But in doing so, they acknowledge how irrational, illogi-
cal, and unpredictable clinical work can be. They remind us that paradox 
is evident in actual clinical work. They emphasize the interpretive nature 
and inherent uncertainty in our judgments; that is, all rules are ultimately 
dependent on context and are situational. A rule that applies well in one 
case will fail in another. The maxims serve to warn clinicians of traps and 
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the less-than-perfect predictability of human disease and its manifestations. 
As diagnostic workups go, there is a process that is borne out over time, 
not uncommonly with twists and turns and unexpected events. The contra-
dictory nature of maxims helps ground clinicians in a healthy skepticism, 
reminding them to remain on guard, inquisitive, and open to new explana-
tions [51]. A few examples are described in Figure  2.5.

Critical Thinking

One might expect that having completed 20 or more years of formal educa-
tion, doctors would know how to think, critically appraise evidence, write, 
reason, and communicate. However, the critical examination of reasoning 

“When you hear hoof beats, think horses, not zebras!”  

�is maxim warns clinicians to pursue common things first, but in doing so 

reminds them that rare things do exist. Paradoxically, in considering this rule, the 

clinician must at least acknowledge that zebras exist, even if only to ignore the 

possibility until the situation suggests a reason to consider them again [51]. 

Occam’s razor: �e rule of parsimony. Look for a condition in which all the signs and 

symptoms can be explained by one disease, but

Hickam's dictum: A patient can have as many diseases as he pleases.

�e lesson: try to find a single good explanation, but alternatively, consider as 

many as you need. Be flexible.

“Always do everything for every patient” versus

“Just don’t do something, stand there.” 

�e lesson: consider the options. Sometimes you need to push forward, but be 

willing to recognize when less is more.  

“Listen, the patient is trying to tell you the diagnosis” versus

“Never trust the history.” (e.g., “Could you be pregnant?”, “Do you have a drug 

dependency?”, “Does your spouse abuse you?”)

�e lesson: Listen, then verify.  

FIGURE  2.5 
Examples of medical maxims and aphorisms.
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skills may be neglected in an overburdened curriculum focusing on content 
over thought process. Those who engage in diagnostic work engender the 
trust of patients who rely on their reasoning skills and judgment; certainly, 
patients should expect that their physician be grounded in sound reasoning. 
Their lives depend on it. Critical thinking is defined as “ the intellectually dis-
ciplined process of actively and skillfully conceptualizing, applying, analyz-
ing, synthesizing, and/or evaluating information gathered from, or generated 
by, observation, experience, reflection, or communication”  [52]. How interest-
ing that these skills are similar to the skills required for diagnosis. Further, 
“ critical thinking is that mode of thinking— about any subject, content, or 
problem— in which the thinker improves the quality of his or her thinking by 
skillfully analyzing, assessing, and reconstructing it. Critical thinking is self-
directed, self-disciplined, self-monitored, and self-corrective thinking”  [53]. 
The analysis of the diagnostic process deserves examination and requires a 
critical thinker (see Chapter 8, The Rational Diagnostician). The path to becom-
ing an expert diagnostician requires continual renewal and improvement [54].

Optimizing Individual Performance

With experience, clinicians should gain expertise, as they have opportunities 
to learn and improve their skills in diagnosis. Each case adds to their sche-
mata of illness, and with time and variety, a rich collection of illness scripts 
rounds out their representation of different diseases [54,55]. But not everyone 
learns from their experience. Depending on their practice setting, physicians 
often do not know the final outcome of their judgments. Dissatisfied patients 
often turn elsewhere for care or seek alternate opinions when the first opin-
ion fails to answer their questions or improve their symptoms. Medical care 
is often fragmented, such that patients move through a line of providers and 
consultants without any of them ever seeing the full pathway or accuracy 
of their diagnoses. Without feedback, clinicians likely assume that all went 
well. Over time, even determined and cautious clinicians may allow sloppy 
thinking, easy short-cuts, or flaws to creep into their practice; without feed-
back, they may not even recognize the harm they cause or how their skills 
have degraded [44,45,56].

Methods to improve feedback have been suggested that would help 
inform practitioners, but few healthcare systems provide routine or reliable 
methods for feeding information and results to those involved. Some cli-
nicians actively seek feedback. In an academic setting, they are likely the 
ones who offer up their cases for review at morbidity and mortality (M&M) 
conferences, eager to learn from each case. Others seem naively unaware of 
their limitations; clinicians have even been known to boast that they have 
escaped critique at M&M for a good part of their career, as if they had been 
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untarnished. Dare we ask: if they have not seen anything unexpected come 
from their care, perhaps they haven’ t looked? Self-awareness is important 
to learning and improving. Reflective practice may improve performance, 
particularly in difficult cases [7,8].

Is it not a personal and professional ethos for clinicians to seek to know 
their accuracy and calibrate themselves? By nature of being human, they 
encounter limitations and flaws even with the reasoning they try so hard 
to perfect. When they do, are they not ethically bound to at least learn from 
them? We have an ethical imperative to drive the science of diagnosis to 
higher standards, and we are responsible for our own self-improvement [57].

Reckoning with Uncertainty and Imperfection

Despite our desire to achieve certainty and to standardize and simplify 
diagnosis, there remains an irreducible uncertainty in medical diagnosis. 
Diagnosis is an iterative process. At any stage in the process, if you clicked 
a stopwatch, you would likely be at a point that would be considered not 
yet quite right, “ an error.”  Who stops the watch? Who judges the end point? 
For some conditions, the disease declares the end, when a critical illness  
threatens the immediate life or limb of the patient; in others, a slow, insidious 
course may not be recognized until late, as in an advanced cancer. In either 
case, a retrospective review will likely find missed opportunities, either in 
screening or early detection, or in recognizing the first symptoms that herald 
the onset of the disease. This review may come in the form of a critical judg-
ment from those downstream in the course of illness, or in the bad news of 
an unexpected poor outcome.

Clinicians have been judged to be overly confident or lacking awareness 
of their flawed judgments [58– 60]. Clinicians face a dilemma: they can never 
be certain, but they must be decisive. They cannot sit and ruminate over 
all possibilities until every hypothesis has been considered, examined, and 
tested. They must decide. Moreover, they must persuade the patient of their 
opinion enough to engage them in following their recommendations. And 
they must convince their peers and consultants. At some point, they turn 
from a position of inquiry, in which they remain flexible and thoughtful, to a 
position of advocacy to sway others to provide the care they feel is appropri-
ate. A pri mary care doctor who examines a patient with right lower quadrant 
abdominal pain weighs his hypothesis, but may eventually have to implore 
a reluctant patient to go the hospital, and must convince a consultant to see 
the patient. The patient does not need a doctor who equivocates; the surgeon 
who operates either cuts the skin or stays home. He must take a stance. In 
making the argument, both doctors choose to accept evidence in favor of the 
diagnosis and disregard evidence that is contradictory.
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Conclusion

Diagnosis is a complicated, complex process with different phases and a 
number of approaches. The fact that medical practice is grounded in scien-
tific knowledge and uses analytical testing with mathematics and statistics 
gives a semblance of certainty, but these methods do not guarantee accuracy. 
In actual practice, clinicians rely on analytical methods, intuition, formal 
logic, and informal rules, all of which help describe and explain how diagno-
ses are made. Understanding these processes can help elucidate where diag-
nosis is reliable, and unfortunately, how it remains tenuous and imperfect.
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3
Modern Cognitive Approaches 
to the Diagnostic Process

Pat Croskerry

Introduction

If people understood their symptoms and signs when they are ill, there 
would be no need for diagnosticians; we could all self-diagnose. For exam-
ple, if chest pain always meant a heart problem, then immediate action could 
be taken to ameliorate the problem, or if headache always meant a migraine 
attack, then the treatment would be straightforward. Unfortunately, symp-
toms are rarely specific or pathognomonic. There are at least 25 different 
causes of chest pain and literally hundreds of conditions associated with 
headache, and someone has to work out which one it is. Patients, themselves, 
do not have the knowledge or expertise and often turn to family, friends, 
books, the Internet, and other sources before consulting a physician for 
advice (see Chapter 4: Alternatives to Conventional Medical Diagnosis).

CONTENTS

Introduction ........................................................................................................... 41
Operating Characteristics of the Model .............................................................44
What Does Dual Process Theory Offer? ............................................................ 47

Universality ....................................................................................................... 47
Teaching .............................................................................................................48
Research .............................................................................................................48
Clinical Practice ................................................................................................ 49

References ..............................................................................................................50



42 Diagnosis: Interpreting the Shadows

Two basic factors influence a physician’s ability to make a diagnosis: a suf-
ficient knowledge base and the ability to think, reason, and decide effec-
tively. Those who perform well are referred to as well calibrated. Calibration is 
a term taken from quality engineering, used to refer to the operating char-
acteristics of measuring instruments—specifically, the relationship between 
the measuring device and what is being measured. Cognitive psychologists 
have adopted the term to describe the process by which an individual makes 
sound judgments that are reasonably free from favoritism, bias, stereotyp-
ing and other factors that can distort reasoning. In this case, the measuring 
device is the brain, and what is being measured is the quality of judgment. A 
good knowledge base, and the ability to learn from feedback and experience, 
leads to a well-calibrated decision maker.

Cognitive science is the discipline that studies human reasoning and deci-
sion making. Over the last 40 years, there has been a major research endeavor 
in this area, and consensus has emerged about how we make decisions; as 
noted in the previous chapter, we do it in one of two ways. We may use Type 
1 processes, which are extremely fast and reflexive, so that we are not aware 
of making them. These processes, collectively referred to as intuition, are how 
we accomplish most of everyday living (intuition is discussed more fully in 
Chapter 8: The Rational Diagnostician). Type 2 processes, in contrast, are slow, 
deliberate, and conscious. Collectively, they refer to analytical reasoning. More 
characteristics of the two types of thinking are given in Table 3.1 [1–3]. This 
approach, described as dual process theory (DPT), has been reviewed recently 
[1] along with descriptions of its various operating characteristics [4].

These ways of thinking are considered universal [5], which means that while 
the content of the two systems may vary according to prevailing cultural and 
contextual factors, the basic decision-making processes of a policeman, scientist, 
mechanic, teacher, factory worker, or any other occupation are similar. The same 
holds across cultures and races. The decision-making strategies of Italians com-
pare with those of Zulus, Tibetans, or those from Tierra del Fuego. The universal-
ity is based on anthropological studies and cognitive evolutionary psychology. 
Essentially, this holds that our modern brains are the product of Darwinian evo-
lution and that our current thinking is controlled, in part, by hardwired cogni-
tive modules that were selected in our ancient environments many thousands of 
years ago (see Chapter 6: Stone Age Minds in Modern Medicine) [6].

Dual process decision making is an increasingly well-substantiated theory 
with converging anatomical, neurophysiological, psychological, and genetic 
evidence. Specific neuroanatomic loci of Type 1 and Type 2 processes have been 
identified. Type 1 are located in the older parts of the brain, and importantly, 
involve the amygdala and parts of the limbic system that process emotion, 
whereas Type 2 processes are in the newer parts of the brain [7,8]. In experi-
mental studies, neurophysiological substrates for the different thinking states 
have been described. Neuronal groups underlying Type 1 fire at fast rates of 
approximately 50 cycles per second (cps) compared with the much slower 
Type 2 neuronal groups, which fire at only approximately 25 cps or half that 
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rate [9]. This argument is further supported by the fact that patients known 
to have specific areas of brain damage show corresponding functional dec-
rements in Type 1 performance [10]. There is additional supportive evidence 
from the field of psychology. Personality is very likely associated with reason-
ing. Personality tests have been developed that distinguish people inclined 
toward intuitive decision making from those who are predominantly analyti-
cal [11]. Differences in personality may in part be based in one’s genes. Half the 
variance associated with personality is said to be genetic [12], and studies have 
shown that certain behavioral disorders associated with impulsive reasoning 
in children can be identified with DNA markers [13]. Thus, there appears to be 
converging evidence from a variety of sources (anatomical, neurophysiologi-
cal, psychological, and genetic) that supports the dual process model.

These developments in cognitive psychology clearly have application in 
medicine [2]. The case has been made more explicit with the description of a 
schematic model (Figure 3.1) that incorporates the major operating character-
istics of DPT in diagnostic reasoning [14–16].

TABLE 3.1

Principal Characteristics of Type 1 and Type 2 Decision-Making 
Processes

Property System 1 System 2

Reasoning style Intuitive
Heuristic, 
associative, concrete

Analytical
Normative, deductive, 
abstract

Awareness Low High
Reliance on language No Yes
Prototypical Yes No, based on sets
Action Reflexive, skilled Deliberate, rule-based
Automaticity High Low
Speed Fast Slow
Channels Multiple, parallel Single, linear
Propensities Causal Statistical
Effort Minimal Considerable
Cost Low High
Vulnerability to bias Yes Less so
Reliability Low, variable High, consistent
Errors Common Few
Affective valence Often Rarely
Predictive power Low High
Hardwired Maybe No
Scientific rigor Low High
Context importance High Low

Source: Adapted from Evans, J.S, Annu. Rev. Psychol., 59, 255–78, 2008; 
Dawson, N. V., Clin. Chem., 39, 7, 1468–80, 1993; Croskerry, P, Can. J. 
Anesth., 52, Suppl 1, R1–R8, 2005.
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Operating Characteristics of the Model

Type 1 processes may work extremely quickly, such that no active reasoning 
has time to occur. If Figure 3.2 is shown to a physician, the diagnosis will 
be made instantly. The rash of herpes zoster is vivid, pathognomonic, and 
almost impossible to confuse with other rashes. The remarkable feature of 
this type of thinking is that it is made reflexively. We cannot stop ourselves 
from reaching the correct diagnosis. Equally, having reached this diagnostic 
point, we have great difficulty undoing it; that is, considering the possibility 
that it might be something else. We anchor on the salient features at the out-
set, and cannot easily overcome or adjust our first impressions.

The recognition of the pattern and its processing and matching to discrete 
knowledge templates are autonomous, in that they happen with no conscious 
effort. It is accepted that this autonomy of thought characterizes the “pattern 
recognition” specialties (Dermatology, Radiology, and Anatomic Pathology), 
although all specialties use pattern matching to a lesser or greater degree. 

Hardwiring
Ambient conditions
Context
Task characteristics
Experience
Affective state
Gender
Personality
Age

Knowledge
Education
Training
Critical thinking
Logical competence
Rationality
Calibration
Intellectual ability

Pattern 
recognition

Repetition

Executive
override

Irrational
override Calibration DiagnosisPatient

presentation
Pattern

processor

RECOGNIZED

NOT
RECOGNIZED
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1

processes
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2
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T

FIGURE 3.1
Schematic model for diagnostic reasoning. (Reproduced with minor modifications from 
Croskerry, P., Singhal, G., Mamede, S., BMJ Qual Saf, 22(Suppl 2): ii58–ii64, 2013; with permis-
sion of BMJ Publishing Group Ltd. [15].)
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Thus, an internist may react with Type 1 processing to stigmata of particular 
diseases such as alcoholism, endocrine disorders, cardiovascular disorders, 
or recognized combinations of salient symptoms or findings (syndromes, 
toxidromes), also referred to as illness scripts. Similarly, a surgeon may have a 
Type 1 response to a particular combination of symptoms and physical find-
ings. The more pathognomonic the disease, and the more the patients’ symp-
toms and signs match, the greater the diagnostic accuracy. Another feature 
of Type 1 thinking is that it is multichanneled [4]. One channel may trigger 
pattern recognition; another may be an emotional or affective disposition 
toward a particular patient (for example, “this child reminds me of one I saw 
during my training who died”); another might be activated by the particular 
context in which the patient presents, and another by a patient seen a week 
ago who had a stormy course. Type 1 processes are fast and frugal, and often 
work effectively, but they may occasionally fail.

Type 2 processes, in contrast, are single-channeled, slower, and deliberate. 
If a patient presents with symptoms that do not immediately match a pro-
totype, or appear ambiguous or inconsistent, a methodical workup may be 
called for to systematically work through various possibilities in an analytic 
fashion. Unlike in Type 1 thinking, steps along the way are clearly specified, 
there is little or no affective component, short-cuts and heuristics are gener-
ally not used, reliability is higher, and error will be rare providing input to 
the process was accurate. This is referred to as rational or analytical decision 
making.

FIGURE 3.2
Typical rash of herpes zoster, identifiable by pattern recognition.
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This basic two-process model may seem overly simplistic and straight-
forward, but in the course of diagnostic reasoning, there are a number of 
modifiers of these two processes that create a dynamic state of more complex 
decision making.

 1. In practice, diagnosticians do not consciously choose to stay in one 
system or the other; in fact, it appears that there is an oscillation between  
the two types of thinking [17], a “toggling” back and forth—this 
is depicted in Figure 3.1 as a broken double arrow and a T. In some 
cases, the diagnosis is what it is, especially in highly pathognomonic 
cases such as herpes zoster, and it would be wasteful to spend much 
time in Type 2 thinking through other possibilities. In other cases, for 
example chest pain that is atypical of an acute coronary syndrome, an 
initial hunch or intuition in Type 1 may force a Type 2 workup, which, 
if negative, might throw the thinking back into Type 1, a strategy of 
hypothesis-hopping. Well-calibrated physicians are probably those who 
achieve the optimum balance of Type 1 and Type 2.

 2. Type 1 processes may be overridden by Type 2 in an executive control 
fashion. For example, if a patient presents to an Emergency Department 
(ED) with flank pain, nausea and vomiting, and hematuria, Type 1 
processing may immediately and reflexively generate the diagnosis of 
ureteral colic. However, the emergency physician may pull back from 
this reflexive diagnosis and force a reflection on other possibilities that 
might present in a similar fashion and that might have greater conse-
quence, such as a dissecting abdominal aortic aneurysm.

 3. Because Type 1 processes are fast, reflexive, and autonomous, it fol-
lows that they must use short-cuts. Many involve heuristics, which 
are strategies of abbreviated thinking, mental short-cuts, educated 
guesses, common-sense maxims, or rules of thumb that bypass the 
more laborious, resource-intensive efforts of Type 2. Heuristics are 
important frugal ways of thinking that get us through the day, and 
they are often sufficient for our purpose, but they are vulnerable to 
error, and most error tends to occur in Type 1 [18].

 4. Type 2 processing involves analytical skills that are mostly acquired. 
The box that leads into Type 2 in Figure 3.1 contains some of the pre-
cursors of Type 2 processing. Diagnosticians who are well trained, 
knowledgeable, logical, rational, with good critical thinking skills, 
and who have enjoyed good feedback from their clinical decision 
making over many years, are likely to be well calibrated (see further 
discussion in Chapter 8: The Rational Diagnostician).

 5. Repeated Type 2 processing may allow a default to Type 1. When 
a medical student first sees the rash of herpes zoster, it will have 
no recognizable significance. He or she may methodically describe 
it as “clusters of vesicles, with patches of erythema that follow a 
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dermatomal distribution and stop at the midline.” With each new 
presentation of the rash, however, especially with the classic features 
in different dermatomes, the diagnosis is made faster and faster and 
with more confidence till eventually it is made reflexively, without 
thinking. With vivid, pathognomonic presentations of disease, very 
few repetitions may be necessary before they are managed with 
Type 1 processing.

 6. Occasionally, even if a Type 2 workup has been done, a Type 1 over-
ride may occur. Thus, despite knowing the best thing to do, the 
diagnostician chooses to do something else. This might be irrational 
behavior. For example, a clinical decision rule developed in the cold 
light of day by experts who are well rested and well slept, who have 
used highly sophisticated, valid, and reliable statistical methods, 
may be overridden by a busy, fatigued physician. Despite knowing 
the rule and its efficacy, the physician chooses instead to follow his 
own intuitions. Here, the physician hasn’t engaged in Type 2 pro-
cessing for this patient, but instead, has had the option of accessing 
Type 2-by-proxy, and chose to override it. While occasionally there 
may be virtue in ‘situational awareness’ and determining an action 
plan specific to a particular situation [19], this may not be the under-
lying cause of Type 1 override of Type 2. More often than not, the 
override reflects an ego bias, cognitive indolence, fatigue, idiosyn-
cratic decision making, other cognitive biases, personality factors, 
overconfidence, affective state, self-deception, or other quirks in the 
diagnostician. Or, it may be due to a variety of ambient factors—how 
many patients are waiting to be seen, cognitive load, team factors, 
systemic failures, and others. Some of these factors are annotated in 
the box that connects to Type 1 in Figure 3.1.

A further explanation of Type 1 prevailing when it should not resides in 
the cognitive miser function [20]. This reflects not cognitive laziness, but an 
overall tendency for thinking to default to Type 1 processing to preserve 
cognitive energy and resources, a strategy that would have had considerable 
survival value in our ancient past.

What Does Dual Process Theory Offer?

Universality

A major appeal of DPT is its universality. All other approaches to medical 
decision making, and all known features of the diagnostic process in par-
ticular, can be incorporated into DPT. This means that we can study decision 
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making in the primary areas in which diagnoses are made. Although physi-
cians and dentists have traditionally been the arbiters of the diagnostic pro-
cess, increasingly the skill is being extended to other domains: physician 
assistants, nurse practitioners, and the field of Emergency Health Services. 
Paramedics have considerably expanded their scope of practice, and some of 
their higher delegated acts now involve interventions based on their diag-
nosis of time-critical conditions such as stroke [21], congestive heart failure 
[22], acute myocardial infarction [23], and others. There are, too, a variety 
of other “alternative” practitioners who purport to provide diagnoses, but 
as their approach is largely intuitive and mostly lacking an evidentiary 
basis [24,25], they are unlikely to seek any scientific support (see Chapter 5: 
Complementary and Alternative Medicine).

Teaching

The expanding number of stakeholders who are required to make diagno-
ses need to be taught the clinical decision making theory that underlies this 
skill. While all human minds do engage in dual process thinking, charac-
teristics of the decision maker and ambient conditions will determine the 
thinking that is appropriate. The good news is that we can teach everyone 
the essential elements and operating characteristics of DPT such that they 
have an overall framework and understanding of the process.

Thus, it is possible to accommodate deliberation-without-attention 
approaches [26], in which decisions can be made without reaching a con-
scious level, alongside systematic hypothetico-deductive reasoning, which 
requires an active, deliberate, analytical approach. Both may be appropri-
ate under particular conditions. If we are choosing wallpaper for the dining 
room, an intuitive approach will be quite sufficient and probably optimal, 
whereas if we need to build a spacecraft to go to Mars, nothing but an ana-
lytical approach will do. Similarly, if a multitrauma victim crashes into an 
ED, at the outset we want fast, intuitive, shoot-from-the-hip decision making 
and diagnosis, whereas we would want an oncologist dealing with a com-
plex malignancy to be very analytical both in their diagnosis and in staging 
of the disease.

Research

The advantage of having a clear, universal approach toward the diagnostic 
process is that we can identify foci where things can go wrong and research 
their characteristics. For example, we have discussed Type 2 monitor-
ing of Type 1, the executive control function, anatomically located in the 
prefrontal cortex. What factors might compromise this control function? 
Inattentiveness, distraction, fatigue, sleep deprivation, and cognitive indo-
lence may all diminish System 2 surveillance and allow System 1 more lax-
ity than it deserves. With fatigue and sleep deprivation, for example, the 
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diagnostic error rate can increase fivefold [27]. The area of the brain believed 
to be the neuroanatomical substrate for System 2 reasoning—the anterior 
cingulate cortex, prefrontal cortex, and medial aspect of the temporal lobe 
[8]—is the same area that suffers neurocognitive compromise through sleep 
deprivation [28].

Clinical Practice

An awareness and understanding of the model and its operating character-
istics is the starting point toward a more calibrated diagnostic performance 
and may allow more focused metacognition. Thus, the decision maker can 
identify which system they are currently using and determine the appropri-
ateness and the relative benefits of remaining in that mode versus switching 
to the other. This insight, coupled with an awareness of the impact of various 
factors such as excessive cognitive load, fatigue, sleep deprivation, and other 
adverse ambient conditions, can be a signal to implement protective func-
tions; for example, if I am tired and sleep deprived, I am more vulnerable to 
a Type 1 processing error, and therefore, I should delay making a diagnosis 
on this patient, or defer to someone who is in better shape; or, if I have a pre-
dictable visceral bias (Type 1 response) against a particular group of patients 
(e.g., drug-dependent patients), I am more likely to make an error with their 
diagnosis and therefore, should adopt some specific forcing function (always 
take a good history, do a thorough examination and workup) or refer them 
to a colleague who does not hold a similar bias.

Another clinical practice strategy that is gaining increasing popular-
ity is the use of checklists. In several domains, they have been shown to 
improve performance [29,30]. Checklists function partly by allowing a 
moment of reflection and also by forcing a deliberate executive control step. 
If a diagnosis has been driven largely by Type 1 processes and has inher-
ent vulnerability to particular heuristics and biases (anchoring, overconfi-
dence, premature diagnostic closure), using a checklist stops the gathering 
momentum toward a particular diagnosis and forces a consideration of other 
not-to-be-missed possibilities. A variety of other cognitive bias–mitigating 
strategies are discussed in Chapter 15: Cognitive Bias Mitigation: Becoming 
Better Diagnosticians.

A further issue in clinical practice involves individual variability. The 
Rational-Experiential Inventory (REI) developed by Epstein and his co-
workers [11] is a personality test that measures an individual’s dispositions 
toward Type 1 versus Type 2 thinking. It might be useful for diagnosticians 
to take the test and determine their particular tendencies. If I know that I 
am predominantly a Type 1 thinker, intuitive and perhaps a little impul-
sive in making my diagnoses, perhaps I should deliberately exercise more 
techniques of reflection in my practice. Also, with aging, Type 2 reasoning 
tends to be replaced with Type 1 processes [31,32], so perhaps older diag-
nosticians should remind themselves of this vulnerability. Gender is also 
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an issue. Females tend to be more intuitive than males and score higher on 
Type 1 processes and lower on Type 2 [12]. Nursing educators, deliberately 
or otherwise, have tended to emphasize an intuitive approach in nursing 
[33]. High-functioning teams should probably embrace a blend of intuitive 
and analytical approaches. Other aspects of individual variability that may 
impact the decision making process are discussed in Chapter 9: Individual 
Variability in Clinical Decision Making and Diagnosis.
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4
Alternatives to Conventional 
Medical Diagnosis
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Introduction

Very few of us will live our lives free of injury, illness, or disease. There are 
estimated to be about 13,000 diseases or health conditions at present, and it 
is highly unlikely we will complete our lives without being diagnosed with 
at least a few of them, especially in our later years. On many occasions, the 
task of diagnosing an illness when we are sick falls to either ourselves or 
others who may or may not be trained in conventional medicine (Table  4.1). 
This list does not include a variety of other therapeutic modalities in which 
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treatment, but not necessarily diagnosis, is predominantly offered (faith 
healing, magnet therapy, spiritual healing, reflexology, guided imagery, and 
many others). In this chapter, we will discuss the usual alternatives to con-
ventional medical diagnosis, with the exception of complementary alterna-
tive medicine (CAM), which will be reviewed separately in the next chapter.

Self-Diagnosis

Little formal study has been done on the subject of self-diagnosis, although 
it is, by far, the most common type of diagnosis. Essentially, it is the pro-
cess of diagnosing, or identifying, medical conditions in oneself. The 
huge industry of over-the-counter (OTC) medications depends upon self-
diagnosis or lay diagnosis, the basic assumptions being that people can 
diagnose their condition as serious or unlikely to be serious, and that OTC 
medications are relatively inexpensive and mostly harmless. Additionally, 
harm caused by self-administering an incorrect OTC medication is gen-
erally minimal. Self-diagnosis may be assisted by home medical guides, 
resources on the Internet, past personal experiences, and recognizing 
symptoms or medical signs of a condition that has been experienced before 
by self, a friend, or a family member [1]. Self-diagnosis is typically intui-
tive and usually made with incomplete knowledge. It may be effective or 
at least harmless much of the time, but is generally considered error-prone 
and may have a significant impact on the course of a person’ s illness. Self-
diagnosis and treatment by physicians is a special case of self-diagnosis 
that is fraught with error. As Osler noted, “A physician who treats himself 
has a fool for a patient.” 

The human body’ s ability to repair and heal itself allows us to diagnose 
and manage many straightforward conditions. Given an estimated 85% 
of all illnesses are self-limiting and will resolve spontaneously, recovery 
would be expected to occur without outside medical help in the clear 
majority of cases. Thus, for the most part, we successfully self-diagnose 
muscle and joint sprains and strains, abrasions and minor lacerations, 
menstrual cramps, colds and infections, stomach upset, headaches, and a 

TABLE  4.1 

Sources of Diagnosis
• Self
• Family, friends, and acquaintances
• Telephone triage
• Complementary and alternative medicine
• Conventional medicine



57Alternatives to Conventional Medical Diagnosis

variety of other minor conditions. Much of this is accomplished by simple 
cause and effect reasoning that finds ready explanations: my headache 
is due to over-imbibing last night, my stomach upset to the rich food I 
ate, my muscle aches to the recent work-out at the gym, my sneezing 
to an allergy, and so on. This is often reinforced by early resolution of 
symptoms.

With the increased availability of medical information on the Internet, the 
general public can now access information that previously was only avail-
able in medical libraries. In Australia, it is estimated that 27% of the popula-
tion now access medical information on the Internet [2], in Canada about 
40% [3], and in the United States, a much higher 60% choose the Internet as 
their first source of health information [4]. However, there is a downside to 
this, familiar to many physicians. Cyberchondria , or cyberchondriasis , refers 
to “ the unfounded escalation of concerns about common symptomatology 
based on a review of search results and literature online”  [3,4] that may 
result in undue anxiety and a further risk of harm from self-diagnosis and 
self-treatment [5]. This phenomenon is similar to medical students’  disease , in 
which medical students tend to diagnose themselves or others with the dis-
eases they are currently studying. In Jerome’s comedy classic Three Men in 
a Boat (To Say Nothing of the Dog)  [6], published in 1889, George the medical 
student falls into this trap:

I remember going to the British Museum one day to read up the treat-
ment for some slight ailment of which I had a touch— hay fever, I fancy 
it was. I got down the book, and read all I came to read; and then, in 
an unthinking moment, I idly turned the leaves, and began to indo-
lently study diseases, generally. I forget which was the first distemper I 
plunged into— some fearful, devastating scourge, I know— and, before I 
had glanced half down the list of “ premonitory symptoms,”  it was borne 
in upon me that I had fairly got it.

I sat for a while, frozen with horror; and then, in the listlessness of 
despair, I again turned over the pages. I came to typhoid fever— read the 
symptoms— discovered that I had typhoid fever, must have had it for 
months without knowing it— wondered what else I had got; turned up 
St. Vitus’ s Dance— found, as I expected, that I had that too,— began to 
get interested in my case, and determined to sift it to the bottom, and so 
started alphabetically— read up ague, and learnt that I was sickening for 
it, and that the acute stage would commence in about another fortnight.

The prevalence of this phenomenon in medical school is estimated to 
be as high as 80%; some have seen it as lying along the continuum of the 
psychiatric syndrome of hypochondriasis, whereas others view it more 
as a normal perceptual process. In the process of learning about a dis-
ease, the learner “ creates a mental schema or representation of the illness 
which includes the label of the illness and the symptoms associated with 
the condition. Once this representation is formed, symptoms or bodily 
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sensations that the individual is currently experiencing which are con-
sistent with the schema may be noticed, while inconsistent symptoms 
are ignored” [7]. It is a form of intuitive reverse pattern recognition con-
founded by confirmation bias (see Appendix A: List of Common Biases 
in Medicine). Rather than giving it a psychiatric label, which could result 
in unwanted implications, it has been suggested the condition simply be 
termed nosophobia  [8].

The wide variation in human behavior surrounding self-diagnosis may 
affect the outcome of a given condition. For example, those with an anxious 
disposition may be especially vulnerable to an Internet-facilitated medical 
escalation of what may, in the final analysis, prove to be something inconse-
quential. However, patients with psychiatric conditions, for example somati-
zation disorder (the tendency to persistently complain of a variety of physical 
symptoms that have no identifiable physical origin), may suffer exacerbation 
of their symptoms through Web searching (Box  4.1). Conversely, patients 
with atypical symptoms may be misdiagnosed as having a somatoform dis-
order (Box  4.2), whereas patients who are stoical and deny symptoms may 
wait too long before seeking medical help (Box  4.3). What the individual 
thinks about their potential illness (their cognitive representation of it) is 
very important. It will influence whether or not they will search out informa-
tion that will elaborate on the illness, and to what lengths they will go. Aside 
from the potential for cyberchondriasis noted earlier, there is considerable 
risk of misinterpretation and misunderstanding of the actual problem when 
lay people struggle with self-diagnosis [9].

BOX   4.1 RACHEL: A CASE OF SOMATIZATION 

Rachel, a well-presented, intelligent woman in her late twenties, is very 
well known to the four emergency departments of a major city. On 
occasions she has visited them all on the same day. She is known to the 
emergency staff as a “ frequent flyer.”  She spends a lot of time on the 
Internet “ researching”  her symptoms, and is convinced that she may 
have one or more of the more rare conditions that are being missed. She 
usually responds well to reassurance.

Typically, she presents with lower abdominal complaints, more of a 
urogenital than a gastrointestinal nature. She has had innumerable uri-
nalyses, pelvic examinations, abdominal x-rays, ultrasounds, a CT of 
her abdomen, referrals to urologists, gynecologists, and, more recently 
to a psychiatrist who has diagnosed somatization disorder. The head 
of the emergency department, together with her family doctor and psy-
chiatrist, is in the process of developing a much-needed management 
plan for her.
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The Lay Referral System

For infants and children, the first diagnosticians are often immediate care-
givers, usually their parents. The symptoms and signs of teething, colic, and 
simple colds are well known, and seeking a medical opinion is often consid-
ered unnecessary. If there is no resolution, however, or if symptoms worsen, 
lay expertise might be sought from grandparents or other family members, 
other parents, or neighbors. Grandparents have often had firsthand experi-
ence with a variety of illnesses and diseases (the common cold, pinworm, 

BOX  4.2 ROBERT: A CASE OF NOT SO TYPICAL SEIZURES 

Robert is a quiet, healthy-looking male in his twenties, who has pre-
sented on a number of occasions to his family doctor and to the emer-
gency department with what he has labeled as “ seizures.”  His physical 
examination, including a neurological exam, electrocardiogram and 
blood-work, is always within normal limits, and he recovers com-
pletely from each episode. He sometimes describes feeling very fearful 
and appears to have a short post-ictal period. He has been referred to 
a neurologist and has had an electroencephalogram, which was nor-
mal. No other medical abnormalities have been revealed on numerous 
physical examinations. He has no history of alcohol or other drug use 
and is otherwise well. On several occasions, he has had a “ seizure”  
in the emergency department with no apparent loss of consciousness 
or convulsive activity. He has lost considerable time from work, and 
frequently asks for “ sick-notes”  to give his employer. Physicians and 
nurses have arrived at the conclusion that he is having pseudo-seizures 
or is malingering. A referral to psychiatry resulted in a diagnosis of 
somatization disorder.

On a recent visit to the emergency department, he presents with his 
usual symptoms, and after an examination and brief period of observa-
tion, he is discharged and advised to follow up with his family doctor. 
Shortly afterward, he is found collapsed on the sidewalk outside the 
emergency department. Resuscitation efforts are unsuccessful.

At autopsy, examination was normal other than sclerotic and atro-
phic changes in his hippocampus. The coroner attributed his death to 
temporal lobe epilepsy. Later, in the same year as his death, his younger 
brother presents to the emergency department with a similar history 
and similar symptoms. He is referred to neurology, who arrange an 
MRI, which shows changes in the hippocampus consistent with mesial 
temporal lobe epilepsy.
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chickenpox, cold sores, head lice, scabies, and many others) and, besides 
providing an accurate diagnosis, may also know of effective treatments and 
remedies. Most people will have access to such an informal network of poten-
tial consultants, what Friedson calls “ the lay referral system”  [10]. Given the 
pathognomonicity of many illnesses, the benign course they frequently take, 
and the general tendency for most conditions to resolve spontaneously, this 
referral system mainly works well and spares the resources of the health-
care system. In fact, when young, first-time mothers present to emergency 
departments with children showing self-evident, benign conditions, it is a 
common lament among staff that the lay referral system has failed some-
where— nurses refer to it as the “ absent grandmother syndrome.” 

Establishing Contact with the Healthcare System

For the majority, if the problem persists or worsens, standard medical care 
is then usually sought— this is the point at which the lay and the profes-
sional systems meet. The primary care physician ultimately is the “ hinge”  
between the lay and the traditional referral systems [10], although a non-
physician contact may first be made through telehealth or other means, such 
as retail clinics in the United States. Ultimately, the decision to seek medical 

BOX  4.3 JIM: A NOT SO SIMPLE CASE OF CONSTIPATION 

Jim is a 55-year-old male who has been experiencing abdominal dis-
comfort for about a week, which he attributes to constipation, although 
his bowel movements are usually regular. Over-the-counter laxatives 
have been ineffective, and by Saturday, it has worsened to the point 
where his wife eventually persuades him to seek medical attention, but 
his doctor’ s office is closed for the weekend. He comes to a busy emer-
gency department, where he is triaged as “ constipation”  and assigned 
a low level of acuity.

After 4  hours elapse, he is seen by the emergency physician. He ini-
tially apologizes for wasting the physician’ s time and says he simply 
needs a prescription for a strong laxative. On examination, he is found 
to have a tender pulsatile mass in his midline. He adds that he has 
been experiencing some back pain in addition to his abdominal dis-
comfort. An ultrasound reveals an abdominal aortic aneurysm mea-
suring 5.5  cm. He is immediately consulted to cardiovascular surgery 
and undergoes emergent surgical repair, from which he makes a full 
recovery.
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help requires some measure of self-triage. Individuals need to make deci-
sions about their symptoms and signs, and delays may occur for a variety of 
reasons, including novelty of symptoms, their severity, past medical history, 
socioeconomic status, sociodemographic factors, psychological variables, 
age, gender, race, and other ambient and contextual variables [11,12].

In terms of the urgency with which the individual will follow up and seek 
care, two major factors were found to be important: severity of the illness 
presented and certainty of diagnosis. In one study, for low-severity illness, 
if the diagnostic certainty was high, care would be sought less urgently. 
In contrast, for high-severity illness and greater diagnostic certainty, care 
would be sought more urgently. Importantly, for the high-severity illness 
case, the degree of certainty  attached to the diagnosis was found to be critical. 
For example, telling individuals their symptoms were “ consistent with”  a 
brain aneurysm produced less urgency in seeking medical care than if they 
were told that they “ had”  a brain aneurysm [12]. Literally, it seems that this 
uncertainty could be potentially harmful to patients. These findings were 
replicated and extended in a second study, in which an added feature was 
to offer a differential diagnosis. This had the effect of attenuating urgency 
away from a high-severity option [13]. Thus, subtleties in the ways in which 
degree of certainty is expressed, as well as framing options in a differen-
tial diagnosis manner, might have important implications for individuals 
seeking advice about self-triage from Internet-based resources and from 
telehealth.

Curbside and Corridor Consultations

Another type of problem occurs when a medical professional is accessed 
early on, but the contact is informal— these are colloquially known as 
curbside  or corridor  consultations (Box  4.4). For example, a nurse seeks the 
opinion of a trusted physician colleague in the workplace, a secretary to a 
medical specialist asks about the likely diagnosis of a family member, or 
someone asks a physician on the golf course about some recent symptoms 
they have been experiencing. The main problem in these scenarios is that 
the formal rules of a patient– physician encounter are usually violated. The 
interaction typically is not private, it is often hurried, a formal history of 
presenting illness is not done, past medical history may be ignored, physi-
cal exam is often not done or inadequate, accountability is uncertain, and 
follow-up is incomplete. Often, the physician being approached will ignore 
their own structured, tried and tested approach and settle for something 
considerably less. Golub [14] described the process thus: “ A physician, who 
is in a noisy, crowded hallway en route elsewhere, or is button-holed outside 
his office, that is, ‘ on the curb,’  may be distracted from offering the kind of 
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thoughtful opinion that may come from a formal consultation or thorough 
discussion.”  Several cognitive and affective biases may also creep in (see 
Chapter  7, Cognitive and Affective Biases and Logical Failures). The prob-
lem is compounded further when the interaction is between two physicians. 
Rosvold [15] has suggested some overall rules of engagement for physicians 
diagnosing and treating other physicians (Table  4.2).

Physicians Diagnosing Family Members

A related problem arises when physicians diagnose their own family mem-
bers. These encounters again suffer from many of the problems associated with 

BOX  4.4 A SERIES OF CORRIDOR CONSULTATIONS 
IN THE EMERGENCY DEPARTMENT 

A young emergency nurse has dryness and itching of her eyes and pho-
tophobia. She asks an emergency physician in the emergency depart-
ment if he could prescribe something for her symptoms. He readily 
obliges, and suggests natural tears. After several days, she has experi-
enced no relief and on her next shift asks a second emergency physician 
if he has any further suggestions. He, too, obliges with a suggestion of 
continuing the natural tears but adding a topical decongestant. A week 
later she still feels no significant relief of her symptoms and asks a 
third emergency physician for his suggestions. He examines her in the 
department and refers her to the “ red eye”  clinic at another hospital.

She is seen the following day and diagnosed with bilateral retinal 
detachment. During the course of her assessment she reveals that her 
mother was diagnosed with retinal detachment at age 33, and her father 
at 52. The successive corridor consultations resulted in a delay of about 
3  weeks in getting to her correct diagnosis.

TABLE  4.2 

Checklist for Physicians Diagnosing Physicians
• Discuss confidentiality and clarify the physician– patient relationship as early as possible.
• Perform thorough examinations in formal circumstances.
• Ask about self-treatment and self-diagnosis, and discourage those practices.
• Discuss diagnostic and treatment plans in detail; do not assume that a physician’ s 

professional knowledge makes such discussion unnecessary.
• Avoid engaging in corridor consultations, but do not refuse to help a colleague who is ill. 

Instead, encourage the colleague to seek appropriate help.

Source:  Reprinted with permission from Rosvold, E.O., AHRQ Patient Safety Network. AHRQ 
WebM&M [serial online]. September 2004. Available at: https://psnet.ahrq.gov/
webmm/case/71
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curbside consultations. Few physicians would hesitate to assist family mem-
bers with their medical problems, but it is, nevertheless, a path fraught with 
difficulties, and it is generally considered unwise to diagnose a family mem-
ber. Nevertheless, it is very common. In one survey, 80% of physicians admit-
ted to diagnosing family members. Interestingly, 33% reported being aware of 
another physician “ inappropriately involved”  in a family member’ s care [16]. 
There are few justifications for a physician involving themselves with family 
members other than in situations requiring expediency, in an urgent/emergent 
situation, or if the physician felt strongly that a misdiagnosis had occurred.

The code of ethics of the American Medical Association in 1901 noted that 
a family member’ s illness tends to “ obscure [the physician’ s] judgment and 
produce timidity and irresolution in his practice.”  The current view is very 
clear on the issue: other than in emergency situations or isolated settings 
where other professional help may not be accessible,

Physicians generally should not treat themselves or members of their 
immediate families. Professional objectivity may be compromised when 
an immediate family member or the physician is the patient; the phy-
sician’ s personal feelings may unduly influence his or her professional 
medical judgment, thereby interfering with the care being delivered. 
Physicians may fail to probe sensitive areas when taking the medical his-
tory or may fail to perform intimate parts of the physical examination. 
Similarly, patients may feel uncomfortable disclosing sensitive informa-
tion or undergoing an intimate examination when the physician is an 
immediate family member. This discomfort is particularly the case when 
the patient is a minor child, and sensitive or intimate care should espe-
cially be avoided for such patients. When treating themselves or immedi-
ate family members, physicians may be inclined to treat problems that 
are beyond their expertise or training. If tensions develop in a physician’ s 
professional relationship with a family member, perhaps as a result of a 
negative medical outcome, such difficulties may be carried over into the 
family member’ s personal relationship with the physician [17].

Drive-By Diagnosis

Finally, there is the problem of what is known colloquially as  drive-by diag-
nosis  ,  when someone makes an instant diagnosis after a very brief assess-
ment. It is also known as an  Augenblick   (blink of an eye) diagnosis [ 18 ].  
It may occur in all of the informal diagnostic modes discussed: in the lay 
system, in curbside or corridor consultations, in physicians diagnosing fam-
ily members, in pharmacists diagnosing customers, and in medical envi-
ronments such as the emergency department. It is characterized by a flash 
intuitive diagnosis with little or no history or examination (Box  4.5). It may 
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certainly be part of the standard diagnostic process. Emergency physicians, 
for example, can experience an initial diagnostic impression (see “ anchor-
ing”  in Appendix A) within seconds of seeing a patient, but their train-
ing and discipline usually forces a systematic approach that will include 
the core requirements — presenting complaint, history of presenting illness, 
past medical history, physical examination, and laboratory testing and 
diagnostic imaging if indicated. 

Telephone Triage

In 1876, the famous words from Alexander Graham Bell, inventor of the tele-
phone, “ Mr. Watson, come here, I want you,”  was actually a call for medical 
help, as he had just spilled battery acid on himself [19]. One of the earliest 
uses of the telephone for medical diagnosis is recorded in a letter published 
in The Lancet  in 1879, in which a physician is contacted in the middle of the 
night by a mother concerned that her child might have croup. The physician 
instructed her to “ Lift the child to the telephone and let me hear it cough.”  

BOX  4.5 OLIVER PRESENTS WITH A TYPICAL RASH 

Oliver is a 35-year-old healthy-looking male who presents to the emer-
gency department with a rash on his neck. He has no other symptoms 
or complaints, and his vital signs are stable. He is triaged to a non-
urgent area. The nurse who is covering that area quickly looks at the 
rash and tells the patient he has shingles. She later intercepts the emer-
gency physician and says, “ There is a quickie in bed 12, a guy with 
shingles.” 

The physician, who is bogged down in several complex cases, wel-
comes the opportunity to see and discharge a patient quickly to keep 
the waiting room moving, and goes in to see the patient. He is a tanned, 
healthy-looking man with a rash on his neck.

The rash is a cluster of vesicles with surrounding erythema that 
appears to follow a C5 distribution on the right side of his neck. On 
closer examination, however, it appears that the rash crosses the mid-
line. The physician takes further history from the patient. He works as 
a landscape gardener, and the day previously, had been cleaning up 
a property. He recalled pulling a vine from a tree and that it caught 
around his neck. He developed some itching on his neck soon after-
ward, and thought the rash was similar to something he had experi-
enced a year or two earlier. The physician diagnoses the rash as contact 
dermatitis from poison oak.
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Mother and child complied, and the physician diagnosed the cough as not 
being croup, which apparently alleviated the mother’ s anxiety and ensured 
a good night’ s sleep for child, mother, and doctor [20]. The first widespread 
formal use of the telephone was over 50  years ago in crisis intervention— used 
by a suicide prevention center in London in 1953 [19]. A variety of options are 
now available for the delivery of healthcare using telecommunications; tele-
health  is the umbrella term for them.

Physicians’  use of the telephone in their clinical practice has become more 
widespread over the last few decades. While it provides a considerable con-
venience in communicating with patients, it is not without a downside. In 
a study of closed malpractice claims, the leading allegation was diagnostic 
failure in 68% of cases [21]. The largest national insurer of physician and 
surgeon medical liability in the United States has now issued guidelines to 
physicians to manage their risk when communicating with patients by tele-
phone [22].

The mode that concerns us mostly here is telephone triage, which, osten-
sibly, has the purpose of arranging appropriate dispositions for callers with 
healthcare problems. Underlying the disposition is the goal of detecting, 
and to some extent diagnosing, conditions that may or may not require 
urgent care. Typically, nurses and occasionally physicians are employed in 
these services and sort medical problems according to algorithms and pro-
tocols. The process is fraught with difficulty for a variety of reasons. First, 
many of the signals normally used by nurses and physicians to interpret 
and diagnose a patient’ s condition are missing on the telephone. It is esti-
mated that over 65% of social meaning between individuals occurs through 
non-verbal cues such as motions and gestures [23]. In the absence of such 
cues, significant meaning is inevitably lost, although one might expect that 
the non-lexical aspects of speech (variation in loudness, pitch, stress, spac-
ing, rhythm) would assume more importance under these circumstances. 
Second, the nurse has no vital signs on the patient and no objective means 
of determining their stability. To put this in some perspective, in a study of 
triage efficacy, experienced triage nurses who could see the patient in front 
of them and were able to interact with the patient, had a complete set of vital 
signs (heart rate, blood pressure, temperature, respiratory rate, pupils, oxy-
gen saturation, and blood sugar), and were using a well-developed, widely 
used triage system, undertriaged in 12% of pediatric cases and overtriaged 
in 54% [24]. Overall, it seems very likely that the accuracy of telephone triage 
would be considerably less than this, yet few studies have directly looked at 
the efficacy of telephone triage and patient safety.

An Australian study examined telephone triage in a variety of settings 
using actors to simulate seven medical problems of varying severity on mul-
tiple occasions. The triage decision was recorded as Appropriate, Overtriage, 
or Undertriage according to a predetermined consensus on the appropriate 
decision for each scenario, all of which were clear-cut. Generally, undertriage 
was more likely than overtriage. It was particularly worrisome that for two 
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cases with high clinical implications, gastroenteritis with dehydration in a 
child and presumed meningococcal meningitis in another child, the triage 
responses were considered inappropriate 60% of the time [25]. Another study 
looked specifically at the triage process itself and whether or not obligatory 
questions had, in fact, been asked: that is, questions deemed to be essen-
tial for proper evaluation. They also checked on the home management and 
safety advice given: that is, circumstances in which the patient should call 
back. The results were not impressive. Appropriate triage outcome was con-
sidered to have been achieved in only 58% of cases, and only 21% of obliga-
tory questions had actually been asked. The quality of safety management 
was assessed as “ consistently poor”  [26].

Overall, the conclusion from these and other studies is that anything 
less than the traditional medical hands-on evaluation (presenting com-
plaint, past medical history, evaluation of symptoms and signs, and 
physical examination) will likely result in an assessment of lower qual-
ity and increase the likelihood of diagnostic failure. The very nature of a  
telephone consultation is error-prone and may lead to delayed or missed 
diagnoses of serious conditions. Important “ contextual”  and “ intui-
tive”  elements are missing from such evaluations, and they become a 
type of analytic process by proxy (see Figure  3.1 in Chapter  3: Cognitive 
Approaches to the Diagnostic Process). However, since many telephone 
triage systems depend on people following protocols that are designed to 
elicit responses to critical questions, might a more sophisticated process 
prove more effective? This may well be possible. Computer systems are 
currently undergoing development that have the capability to effectively 
ask and answer natural-language questions over an open and wide range 
of medical problems. The IBM Deep QA project provided a demonstration 
of such artificial intelligence, powering Watson to a victory over experts 
on the television game show Jeopardy  in February, 2011 [27]. More recently, 
IBM Watson has formed medical imaging collaboratives with a number of 
leading healthcare organizations in the United States. Imaging data will 
be combined with a variety of other medical data, including the electronic 
health record, reports from radiology and pathology, laboratory results, 
progress reports, the medical literature, clinical care guidelines, and other 
sources [28].

Complementary and Alternative Medicine

Those seeking a diagnosis for a range of mild to severe symptoms of injury 
or disease have a variety of alternatives to orthodox medical diagnosis 
that are readily available on the Internet. These are reviewed in Chapter  5: 
Complementary and Alternate Medicine.
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Conclusion

People have a variety of alternatives along a continuum before turning to 
conventional medical diagnosis. It begins with the individual and self-
diagnosis, and may proceed through a lay referral system, perhaps via 
telehealth, to the standard medical system. While conventional medicine 
does not always make the correct diagnosis, and while medical science 
still has much to learn about the basis of some diseases, it nevertheless 
remains the safest option by far. The imperative for all diagnostic strat-
egies is that, insofar as resources will allow, they stand up to scientific 
scrutiny and are delivered in a safe and ethical manner. In the future, it 
seems likely that sophisticated computerized systems might well be used 
alone or in conjunction with human operators to improve the overall reli-
ability of telephone triage, as well as the implicit diagnostic component 
built into it.

SUMMARY POINTS 

• Generally, people have two options for diagnosis: either self or the 
opinion of another.

• Self-diagnosis is intuitive and often effective for a wide variety of 
minor complaints and illnesses but may prove harmful in some cases.

• In all societies, ancient and modern, a lay referral system  has been 
developed and is usually available to diagnose common disorders. It 
is based on a network of family, friends, and acquaintances.

• Cyberchondriasis , an unfounded escalation of concern over common 
symptoms, may occur through using the Internet. It appears to be 
an extension of medical students’  syndrome — the tendency to identify 
and self-diagnose with diseases that are of personal interest.

• Curbside or corridor consultations are informal exchanges between 
professionals that usually result in diagnostic speculation and rec-
ommendations for treatment. Unless the purpose is restricted to 
advice about where to get appropriate help, they should be strongly 
discouraged.

• Physicians and other healthcare professionals should not engage in 
drive-by diagnosis, or diagnose themselves or their families except in 
emergency situations or where they feel strongly that a misdiagnosis 
might have occurred.

• Telehealth is the provision of healthcare service using telecommu-
nications. Telephone triage attempts to provide appropriate dispo-
sition and advice for people by telephone. There are a variety of 
challenges to present systems that may result in delayed diagnosis. 
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5
Complementary and Alternative Medicine

Pat Croskerry

Introduction

When something is given the label of “ medicine,”  the implication is that it pro-
vides both  diagnosis and treatment, but, in fact, a considerable emphasis in comple-
mentary and alternative medicine (CAM) is on treatment and less on diagnosis. 
It may well be that many people accept the diagnosis made through traditional 
methods but choose to be treated by alternate means. Nevertheless, many alter-
nate medical sources profess expertise in diagnosis, and because patients might 
pursue CAM for certain symptoms on their own and delay seeking traditional 
medical opinion for their correct diagnosis, CAM warrants some discussion.

Use of CAM Therapies

Complementary medicine has been defined as the “ diagnosis, treatment and/
or prevention which complements mainstream medicine by contributing to 
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a common whole, satisfying a demand not met by orthodoxy, or diversify-
ing the conceptual framework of medicine”  [1]. There are many different 
CAM therapies; some of the main ones are listed in Table  5.1 from Bausell 
[2]. In 2002, a government survey found that 36% of Americans had used 
some type of CAM therapy in that year [3]. The Centers for Disease Control 
and Prevention’ s National Center for Health Statistics reported that in 2007, 
Americans spent almost $34 billion on complementary and alternative medi-
cine: $22 billion was spent on alternative medicine products and classes, and 
$12 billion on the provision of services from professionals [4]. The National 
Institutes of Health’ s National Center for Complementary and Alternative 
Medicine now has an annual budget of more than $121 million.

There has been a noticeable increase of public interest in CAM over the last 
20  years. Ironically, some of this may have been due to the emergence of the 
patient safety movement and the revelation in the Harvard study published 
in 1991 that approximately 90,000 deaths occurred annually in the United 
States as a result of adverse events at the hands of the healthcare system, 

TABLE  5.1 

Use of CAM Therapies in the United States in 2002

CAM Therapy 
% of U.S. Population 

Using Therapy 
Number of U.S. 

Adults Using Therapy 

Natural products (e.g., herbs) 18.9 38,183,000
Deep breathing exercises 11.6 23,457,000
Meditation 7.6 15,336,000
Chiropractic therapy 7.5 15,226,000
Yoga 5.1 10,386,000
Massage therapy 5.0 10,052,000
Progressive relaxation 3.0 6,185,000
Megavitamin therapy 2.8 5,749,000
Guided imagery 2.1 4,194,000
Homeopathy 1.7 3,433,000
Tai chi 1.3 2,565,000
Acupuncture 1.1 2,136,000
Energy healing (e.g., Reiki) 0.5 1,080,000
Qi gong 0.3 527,000
Hypnosis 0.2 505,000
Naturopathy 0.2 498,000
Biofeedback 0.1 278,000
Folk medicine 0.1 233,000
Ayurvedic medicine 0.1 154,000
Chelation therapy 0.01 66,000

Source:  Reprinted from Bausell, R.B., Snake Oil Science: The Truth about Complementary 
and Alternative Science , 2007, by permission of Oxford University Press.
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and that diagnostic error was a significant factor [5]. It became an easy argu-
ment to make that if orthodox medicine was failing at this rate, then alterna-
tives might be safer; this was facilitated further by the growth of the Internet 
through the last decade of the century. Increasing numbers of people could 
now readily access websites on “ alternative medicine”  without rummaging 
around for hours at the local library, not knowing quite what they were look-
ing for.

Although “ complementary”  and “ alternative”  medicine are now lumped 
together in the term Complementary and Alternative Medicine , for some, they 
do not mean the same thing and may be quite distinct from each other. In the 
United States, the National Institutes of Health initially entered this arena in 
1991 with an Office of Alternative Medicine (OAM), which later evolved into 
the National Center for Complementary and Alternative Medicine (NCCAM) 
in 1998. In 2014, the name was again changed to the National Centre for 
Complementary and Integrative Health (NICCIH) apparently in an effort to 
avoid the term ‘alternative’, although the strategic plan of NCCAM contin-
ues to guide the work of the NICCH [6]. Other countries, such as the United 
Kingdom and Canada continue to use ‘alternative’ [6].

In the sense that complementary usually means something that is added 
to the whole, the inclusion of a healthy diet, routine exercise, a good night’ s 
sleep, and avoiding harmful substances, for example, might be considered 
complementary to the treatment of any disease, and few would argue with 
these potentially healthy lifestyle changes. Others might consider adding to 
the orthodox treatment of a disease in the expectation of complementing 
it; for example, a mother of a child already diagnosed with streptococcal 
pharyngitis might attempt to complement the treatment by adding Echinacea  
to the already prescribed antibiotic (although Echinacea  has no proven ben-
efit) [7]. Alternative medicine, in contrast, involves something different from 
what standard, orthodox medicine has to offer. Although there is a major 
emphasis on healing rather than curing, deliberate efforts may be made to 
establish a de nouveau  diagnosis. Traditional Chinese Medicine, Ayurvedic 
Medicine, Intuitive Diagnostics, Iridology, Applied Kinesiology, Chiropractic, 
Naturopathic Medicine, Tibetan Medicine, Homeopathy, and others all have 
approaches that are inclusive of both diagnosis and treatment.

Challenges to the Claims of CAM

A number of qualified researchers have challenged the unscientific and 
unsupported claims of CAM: Beyerstein, Ernst, Bausell, Singh, and others. 
Several detailed works have investigated the efficacy of CAM diagnoses and 
therapies [2,8– 12], with a consensus that they are largely ineffective outside 
a placebo effect [13]. Of itself, this might mean no more than wasted time 
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and effort in terms of a cure for a disease. However, when CAM diagnoses 
and therapies lead to a delay, or supplant standard medical diagnosis and 
treatment, then harm may be done on an individual (see Boxes  5.1 and 5.2) 
or grander scale. Baum and Ernst [14] note that over a 3-year period from 
2003– 2006, the National Health Service of the United Kingdom spent £ 20 

BOX  5.1 EDITH’S BACK PAIN 

Edith MacDougal is a pleasant 75-year-old woman who presents to the 
emergency department with lower back pain. Her family doctor has 
recently retired, and she is waiting to see another doctor who will be 
taking over the practice. She is apologetic for coming to the emergency 
department but felt she should get something for pain. 

She had a minor slip several months earlier and is unsure whether 
the pain is related to that event. She was told by a friend that chiroprac-
tors could fix back problems, and has been seeing one since. He has had 
x-rays done of her lower back and performed a series of manipulations 
for “ misalignment.”  These have been ineffective thus far and fairly 
costly to her. She has had 12 treatments at a cost of $110 each. Yesterday, 
she was told that her back continued to be out of alignment and that she 
would need a further course of treatment.

The emergency physician takes some further history. The patient leads 
an active life and is generally fairly healthy. She has had only minor sur-
geries in the past and is currently being treated for hypertension and 
osteoporosis. Her bowel function is normal, but she reports increased fre-
quency of urination over the last month or two, which she attributes to 
getting old. He performs an examination of her lower back. There is no 
localizing tenderness over the lumbar or sacral spine and no evidence of 
back spasm, and her pelvis is stable. She has good range of motion in both 
hips, her straight leg raising is about 80°  bilaterally, and she shows no signs 
of sciatic nerve irritation. Power is equal and strong bilaterally. Sensation 
in her legs is normal, reflexes 2+ bilaterally, and pulses equal and strong.

He reviews her back lumbar-sacral x-rays that had been ordered 
by the chiropractor, which showed normal alignment and only mild 
degenerative changes. At triage, she was asked to give a urine speci-
men. This has now been reported and shows 50– 100 WBCs per high 
power field, significant nitrites, trace of blood, and moderate bacteria.

He starts her on an antibiotic and advises her to return to a follow-
up clinic at the hospital for reassessment in 5  days. She asks whether 
or not she should start her second round of back manipulations and 
is advised to hold off till reassessment. She is seen in the clinic for the 
planned follow-up at 5  days. At that time, her back pain has completely 
resolved, and a repeat urinalysis is clear.
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million (then about U.S. $26 million) of British taxpayers’  money refurbishing  
the Royal London Homeopathic Hospital. They estimated that, at this time, 
this funding would have been sufficient to save the lives of 600 breast cancer 
patients over the same period.

Many will be puzzled why CAM diagnostics and therapeutics enjoy such 
widespread support, and why people remain willing to accept a wide vari-
ety of unscientific diagnoses and treatments that have no proven efficacy 

BOX  5.2 SAM’S NEW DOCTOR 

Sam McAvoy is a 60-year-old construction worker who lives in a small 
rural town. He presents at a walk-in clinic requesting some insurance 
forms be completed for a back injury he sustained several months ago. 
His regular family doctor has retired, but he now has a new doctor.

The physician at the clinic asks why he has not asked his new doc-
tor to complete the forms for him, as this would be more appropriate. 
He says he did, and she sent the forms in for him, but the insurance 
company has returned them asking that a “ real”  doctor complete them. 
Somebody suggested he attend the medical clinic. He appears a little 
confused about why his doctor’ s forms were rejected, because she told 
him she was a doctor. The physician inquires about the patient’ s new 
doctor and establishes that she is a naturopathic doctor. Apparently, the 
patient thought that all doctors were medical doctors. The physician 
explains that he is willing to complete the forms but will need to com-
plete a history and physical examination. The patient is agreeable to 
having this done, especially as his back pain has been worsening over 
the last month. His new doctor has recently performed several spine 
manipulations, but he feels he is worsening.

He relates that he injured his back about 6  months ago lifting some 
heavy wood. Because of his discomfort, he has been doing less at work, 
and attributes this to some loss of conditioning. Both legs have felt 
weaker over the last few months. He has also been experiencing some 
problems with urination, which he attributes to his age, as his father 
had a similar problem. On examination, he had equal straight leg rais-
ing bilaterally at about 45° , which was limited by central lumbar back 
pain. He appeared to have bilateral weakness for his age. He was hypo-
reflexive, but sensation was grossly normal in his legs. He was reluctant 
to have a rectal examination, not appreciating any relevance it might 
have to a back “ strain,”  but did eventually agree. There appeared to 
be some loss of sphincter tone and sensory loss in the sacral area. He 
was immediately referred to a nearby hospital for further assessment. 
An MRI confirmed the suspected diagnosis of cauda equina syndrome, 
and he was taken to the operating room later that day.
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and that may be costly and occasionally even fatal. Given the challenges 
and complexities of modern medicine, conventional physicians might well 
marvel at CAM practitioners’  fortitude and optimism in pursuing their 
diagnoses and therapies. Typically, there is no shortage of either confidence 
or optimism. What helps the CAM practitioner, certainly, is that humans 
normally tend to be believers rather than skeptics: that is, we have a hard-
wired disposition toward believing rather than disbelieving. Disbelief and 
doubting are not our “ natural options.”  Instead, belief is our default option, 
and there are abundant follies in modern societies that are testimony to our 
uncritical acceptance of various belief systems.

Why CAM Is Successful

In a thoughtful and systematic analysis, Beyerstein [8,9] has reviewed the 
major issues that give rise to such behaviors, summarized in Tables  5.2 and 
5.3. A wide range of psychological, social, cultural, and other factors are 
involved.

An additional factor, proposed by Schermer, theorizes that part of 
evolved brain modularity is a belief engine — a means of finding causal con-
nections between objects, events, or phenomena in the environment— and 
that this has been integral to Darwinian evolution. This “ patternicity”  
(finding patterns of apparent causation) was of critical importance for sur-
vival. We are inclined toward making false-positive causations because we 
believe it is very important not to miss a pattern; in fact, our survival as a 
species probably depended on it (see search satisficing  in Appendix  A and 
Chapter  6: Stone Age Minds in Modern Medicine). We thus find patterns 
where none exist— especially when we confuse correlation with causa-
tion, which in turn, may lead to the development of superstitious behavior, 
“ magical thinking,”  and ultimately self-deception [15]. The medical appli-
cation of this idea was nicely captured by Oliver Wendell Holmes Senior’ s 
valedictory address to the graduating class of Belleview Hospital College 
over 140  years ago:

This is the way it happens: Every grown-up person has either been ill 
himself or had a friend suffer from illness, from which he has recovered. 
Every sick person has done something or other by somebody’ s advice, 
or of his own accord, a little before getting better. There is an irresistible 
tendency to associate the thing done, and the improvement which fol-
lowed it, as cause and effect. This is the great source of fallacy in medi-
cal practice. But the physician has some chance of correcting his hasty 
inference. He thinks his prescription cured a single case of a particular 
complaint; he tries it in 20 similar cases without effect, and sets down the 
first as probably nothing more than a coincidence. The unprofessional 
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experimenter or observer has no large experience to correct his hasty 
generalization. He wants to believe that the means he employed effected 
his cure. He feels grateful to the person who advised it, he loves to praise 
the pill or potion which helped him, and he has a kind of monumental 
pride in himself as a living testimony to its efficacy. So it is that you 
will find the community in which you live, be it in town or country, full 

TABLE   5.2 

Social and Cultural Factors That Underlie the Apparent Success of CAM

Factor Description 

Anti-intellectualism 
and antiscientific 
attitude

New Age gurus have generally promoted emotional rather than 
empirical criteria for deciding what to believe; that is, we can all 
create our own reality— “ validity”  is what works for the individual.

Vigorous marketing Promotion of alternative options has been aggressive and may have 
involved intense legislative lobbying; extravagant claims are often 
made. The Internet has facilitated a variety of marketing ploys.

Inadequate media 
scrutiny or critique

The lack of evidence for CAM claims, other than anecdote and 
personal testimonials, has not been adequately challenged by the 
media partly because there is a fear of appearing racist or sexist, and 
also because their advertising may provide a source of revenue (thus 
creating a conflict of interest).

Increasing mistrust 
of traditional 
medicine

In recent years, there has been a growing disenchantment with the 
establishment. CAM has exploited an antidoctor backlash.

Disapproval of 
modern health-
care delivery

Modern medicine is seen as becoming more technocratic, bureaucratic, 
and impersonal. In contrast, CAM therapists can offer a more 
personalized individual approach that will hold appeal for many.

Presumption of 
safety 

Some CAM approaches play on the “ naturalistic”  bias; that is, natural 
products, coming from nature, are less likely to have harmful 
side-effects.

Will to believe People generally are believers rather than disbelievers and are 
vulnerable to a hardwired disposition toward “ magical thinking.” 

Logical errors and 
lack of control 
group

The basis of many decision pitfalls is mistaking correlation for 
causation. Without properly designed research studies, in particular 
using inadequate control groups, any conclusions are questionable.

Judgmental 
shortcomings

The lay public usually exercise intuitive judgment about the efficacy of 
CAM diagnosis and treatments, often confounded by a variety of 
biases and other frailties of reasoning, and typically are not aware of 
what is required for scientific proof.

Psychological 
distortion of 
reality

Personal belief systems can be very powerful, and even in the absence 
of evidence of CAM efficacy, people may still convince themselves of 
benefit for a variety of psychological reasons (cognitive dissonance, 
reinterpretation, denial, etc.).

Self-serving biases 
and demand 
characteristics

Conflict of interest and other biases (e.g., selective recall) distort reality 
for both CAM practitioners and their clients. Also, people have a 
natural tendency to respond to social demands of the therapeutic 
contract; that is, if I diagnose and treat you, you will feel an obligation 
to reciprocate by acknowledging the success of the treatment. 

Source:  Adapted from Beyerstein, B.L., Sci. Rev. Altern. Med ., 3, 16– 29, 1999.
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of brands plucked from the burning, as they believe, by some agency 
which, with your better training, you feel reasonably confident had 
nothing to do with it. Their disease went out of itself, and the stream 
from the medical fire-annihilator had never even touched it. [16]

Integrated Medicine

Integrated or integrative medicine is an approach that attempts to com-
bine conventional medicine with CAM. This can be construed as “ hedging 
the bet”  on both sides of the therapeutic exchange. The patient might feel 

TABLE  5.3 

Other Reasons for Mistakenly Concluding That CAM Works

Factor Description 

Disease may have run 
its natural course

The vast majority of illnesses are self-limiting with full recovery. 
Thus, any intervention that precedes the natural termination of an 
illness can be given credit for the cure.

Many diseases are 
cyclical

An improvement or apparent remission may simply be due to the 
cyclic nature of some diseases, but may be attributed to any recent 
intervention.

Placebo effect Placebo effects may produce improvement through a variety of 
means; CAM treatments often fail to take placebo effects into 
account. Both patients and those who treat them should be 
double-blinded to which treatment is being given.

Psychosomatic illness Some illnesses have a psychosomatic basis (the worried well) and 
may be responsive to support, reassurance, and suggestion, 
especially from an attentive and charismatic therapist who is 
willing to offer a “ medical”  diagnosis. 

Symptomatic relief 
versus cure

For a variety of psychological and other reasons, CAM may provide 
relief of pain and discomfort, which the patient may equate with 
cure of the disease.

CAM patients may 
hedge their bets

People may hedge their bets by accessing multiple diagnostic and 
treatment modalities, especially when the alternative to orthodox 
medicine is labeled “ complementary”  or “ integrative.”  If 
improvement occurs, the CAM option gets disproportionate (or 
undeserved) credit.

Misdiagnosis by self 
or physician

Those who self-diagnose themselves with an illness, but do not 
receive medical confirmation, are more likely to be diagnosed (and 
cured) with CAM. Conversely, patients medically misdiagnosed 
with a significant illness who engage CAM may attribute failure of 
the illness to progress to CAM. 

Derivative benefits Charismatic CAM therapists may enhance a patient’ s mood, 
expectations, and lifestyle such that any orthodox treatments they 
are receiving may be more effective through greater compliance.

Source:  Adapted from Beyerstein, B.L., Sci. Rev. Altern. Med ., 3, 16– 29, 1999.
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that they should engage CAM because it has intuitive appeal or they have 
heard some powerful testimony from a friend, but they will also follow the 
recommendations of conventional medicine just in case, or because they 
can have the best of both worlds. While CAM practitioners may strongly 
advocate their approach, some believe that having standard medicine in 
the background might have benefits. However, many people oppose this 
view. As Charlton notes, “ The dilemma is that in the short-term a modi-
cum of science (or pseudo-science) may serve to increase the status of New 
Age practitioners and validate their activities.  Yet, in the longer term, the 
attempt to subordinate science to spirituality will lead to a conflict which 
science will win”  [17]. Charlton and others are opposed to any integration 
of standard medicine with CAM, as is Ernst, who writes: “ The message 
that emerges …  seems clear. Integrated medicine is by no means ‘ the best 
of both worlds’ . Often it means the substitution of demonstrably effective 
treatments by remedies which are unproved or even disproved. Integrated 
medicine promotes CAM no matter what the evidence says. This is a cyni-
cal violation of the principles of evidence-based medicine at the expense of 
effective and cost-effective healthcare. The loser in all this, I fear, would be 
the patient”  [12].

Conclusion

In this chapter, we have reviewed alternatives to conventional medical diag-
nosis. Unlike the lay referral system, which is an important part of conven-
tional medicine (Chapter  4: Alternatives to Conventional Medical Diagnosis), 
CAM sets itself apart with radically different philosophies and ideas. A 
variety of entities under the umbrella term of complementary, integrated, 
and alternative medicine may be engaged by the general public. Generally, 
these alternative approaches have not been verified by traditional scientific 
methods. An important corollary of this is that if the approach itself is not 
verifiable, then the associated diagnostic and therapeutic approaches may 
be unsafe. It is true that, on occasions, some patients will benefit from CAM 
through placebo and psychological factors— symptomatic relief, enhanced 
mood and optimism, increased motivation toward healthier eating, exercise 
and sleep habits, reduced stress, an increased sense of well-being, and oth-
ers. This may well be beneficial, providing it does not delay definitive man-
agement of significant illness and is not unduly expensive for the patient. 
While traditional medicine does not always make the correct diagnosis, and 
while medical science still has much to learn about the basis of some dis-
eases, it remains by far the safest option. Again, the imperative for all diag-
nostic strategies is that they stand up to scientific scrutiny and are delivered 
in a safe and ethical manner.
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6
Stone Age Minds in Modern Medicine: 
Ancient Footprints Everywhere

Pat Croskerry

Introduction

As we have discussed, much of diagnostic reasoning is about thinking—
what is going on in the brain of the decision maker. The human brain, like 
any organ in the body, has evolved from very humble beginnings over many 
millions of years since the first primitive neural networks in simple organ-
isms started working together. In the process of natural selection, Darwinian 
forces have acted on the brain to produce a highly complex organ. And, like 
the heart or the kidney, the brain performs basic functions that served us well 
millions of years ago and continue to do so. What this does mean, however, 
is that certain operations of the brain that were selected millions of years 
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ago to produce specific kinds of behaviors may still produce those behaviors 
today in modern times. This is the gist of evolutionary psychology, a disci-
pline founded in the latter part of the twentieth century.

Evolutionary Psychology

Evolutionary psychology holds that major selective pressures on human 
brain development occurred over many thousands of years in our ancestral 
environment, principally during the nearly two million years that spanned 
the Pleistocene period. Thus, some modern human thinking, reasoning, deci-
sion making and behavior are the product of contemporary influences inter-
acting with our ancestrally designed brains. We might like to think that we 
are highly sophisticated thinkers and significantly superior in intellect to our 
ancestors from 50,000 years ago, but with a few minor exceptions, there do not 
appear to have been any major evolutionary changes in our brains for at least 
the last 50,000 years [1]. So, if we were able to take an infant born to prehistoric 
cave people and raise it in our present environment, it would be as able and 
accomplished as children born today. Living examples of this are the aborigi-
nes of Australia. They migrated to that continent about 40,000–50,000 years 
ago and, with no major selective pressures on the brain, remained as hunter-
gatherers till the first Europeans arrived a few centuries ago. Yet, they are 
just as capable of becoming engineers, pilots, physicians, or any other career 
in modern society. Given the accomplishments of the modern brain (putting 
men on the moon, smartphones, Michelangelo’s masterpieces, or a Beethoven 
concerto), it may be a humbling thought for some that we are no “brighter” 
than our caveman ancestors, but this appears to be the case. As Cartwright 
has observed, we now “carry Stone Age minds in modern skulls” [2]. While 
hardwiring provides the substrate for at least some of our brain function, the 
environment and learning significantly influence what the final product will 
look like. The question for us here concerns what relevance this might have to 
clinical decision making, and to diagnostic reasoning in particular. To answer 
it, we need to take a closer look at the evolution of cognition.

Empiricism and Nativism

The competing view against evolutionary psychology is that our brains are 
blank slates at birth—the empiricist position. Some still believe this; it was 
only a few decades ago that behaviorists argued that our entire behavioral 
repertoire was the result of learning. These reinforcement learning theories 
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lasted a span of about 70 years, from Pavlov at the turn of the century to 
Skinner in the late 1960s. In some ways, it proved to be a costly diversion of 
time and effort. Although it never enjoyed complete acceptance, it was the  
prevailing dogma for many psychologists until the latter part of the twentieth  
century. However, common sense and nativism have come to  prevail—Stephen 
Pinker has given a thorough exposition of the issues underlying the modern 
denial of human nature [3], and we now appear to be on the right track, recog-
nizing abundant examples of human prewired behaviors. Ancient footprints 
(as Bob Dylan noted on a trip to Rome) are everywhere [4]. A variety of human 
behaviors, posited to be hardwired, have been described in the evolutionary 
psychology literature (Table 6.1). Once we have accepted the nativist position 
that our bodies and brains are the products of millions of years of evolution, we 
can more closely look at the evolution of cognition and decision making.

Evolution of Cognition

With the exception of some basic reflexes, all of our behavior is under some 
degree of cognitive control, as it is with other animals. Further back on the 
evolutionary scale, the behavior of simpler forms is driven by instinct—a 
particular stimulus appears in the environment and triggers a fixed-action 
pattern (Figure 6.1). No conscious mediation is involved. We talk about the 

TABLE 6.1

Hardwired Behaviors in Humans
• Sympathetic arousal can improve or impair performance.
• Emotional arousal changes our judgments and decision making.
• Sexual arousal changes moral standards and reduces willpower.
• We inappropriately crave sugars and fats.
• Women’s social and sexual behaviors increase at ovulation.
• Women’s appetite decreases at ovulation.
• We have phobias (snakes, spiders, heights, strangers).
• We make overly predictive inferences about others’ personalities.
• We judge approaching sound to be closer than receding sound.
• We have aversions to diseased or injured persons.
• Men overinterpret the sexual interest of women.
• Women are biased toward underestimating men’s commitment.
• Racial and ethnic stereotyping increases in reduced ambient lighting.
• We overrate our own qualities and our degree of control over the environment.
• We perceive members of out-groups as less generous and more dangerous than 

in-group members.
• We search satisfy in a wide variety of tasks.
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instinct of birds to migrate, cats to hunt, and salmon to swim upstream in 
the breeding season. All of these complex behaviors are instincts—no pur-
poseful thought or decision making is involved. Although a robin’s nest 
may appear to be a thoughtful design, no learning was involved, no delib-
erate thinking went into it, and the next generation will build one almost 
exactly the same with no input from parents. Following instinct, Hogarth [5] 
describes the next level of cognitive function as primitive processing—this 
again involves innate automatic responses but is distinct from instinct in 
that there is now cognitive involvement that can recognize co-variation of 
events and frequencies, and some basic inferences might be made about 
weather, food, shelter, and predators. The next level is unconscious process-
ing, which again, is automatic and unconscious and does not require spe-
cific attention, but involves tacitly learning about the environment and may 
involve a memory for important stimuli. Sophisticated processing is the next 
level and involves meaning and affect.

When individuals are able to attach meaning and affect to their expe-
riences, they have a template for building a “personal” logic of inductive 
experience, and the beginnings of individual differences in decision mak-
ing become apparent. Sophisticated processing is quintessentially human, 
says Hogarth, but some would argue that there are examples of other species 

Evolution of type 1 processes
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FIGURE 6.1
Developmental stages in human cognition. H indicates when hominids (of which there were at 
least 20 different species) first began to appear. L indicates the recent emergence of language. 
We (Homo sapiens) have been in existence for about 200,000 years.
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showing aspects of sophisticated processing (crows come to mind). One can 
imagine that, as soon as the threshold of sophisticated processing has been 
reached, then we are not far from learning through practice and the acquisi-
tion of important skills.

In evolutionary terms, however, this took a very long time. As early as 
approximately 2.5 million years ago, humans were making stone tools—a 
behavior that required relatively sophisticated psychomotor skills. It is per-
plexing that very little appeared to change over the next 2.45 million years. 
Overall, it appears that simply being capable of sophisticated processing was 
not associated with any rapid expansion of motor skills over this period.

Analytic reasoning (Type 2 processes) appears to have emerged relatively 
recently. One of its intrinsic properties is that it requires abstract thinking 
around operations that can be verbalized. Thus, it seems highly likely that 
it underwent significant development in Homo sapiens sapiens within the last 
100,000 years. Once it did, repetitive processing allowed a variety of learned 
skills to be relegated to the intuitive mode and become Type 1 processes, as 
shown in Figure 6.2. (The figure is an expansion of the first part of the schema 
described in Figure 3.1.) With this overall view of the evolution of the differ-
ent types of reasoning, we can now look more closely at how ancient think-
ing might influence modern decision making and the diagnostic process.
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Competence Calibration Decision
Initial
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processor

FIGURE 6.2
Movement of a newly experienced percept from System 2 into System 1 through repeated pro-
cessing, as in the acquisition of a learned skill or habit.
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Characteristics of the Intuitive Mode of Decision Making

It is important to understand intuitive decision making of the type charac-
terized by Type 1 processes described in Chapter 3: Cognitive Approaches to 
the Diagnostic Process (see also Chapter 8: The Rational Diagnostician). It is 
where we spend most of our time and where most error is believed to occur. 
The Type 2 processes that underlie analytic thought are extremely important 
in modern medicine but are less a cause for concern in diagnostic reasoning.

There appear to be two main sources of input into intuitive thinking. One 
of them is depicted in Figure 6.2. Patterns and combinations of symptoms 
and signs that are not recognized are processed in System 2, but repeated 
processing there eventually leads to recognition, familiarity, and compe-
tence, such that future presentations may be reliably managed in System 1. 
The other major sources of input into System 1 are these hardwired responses 
that have their origins in basic instincts and in primitive, unconscious, and 
sophisticated processing. An example is given in Box 6.1.

This clinical case describes a “modern thinking failure” of search satisfic-
ing. Search satisficing was first described by Herbert Simon [6], who won the 
Nobel Prize for his work in the economics of decision making. Satisficing 
is an amalgam of satisfy and suffice. We satisfy ourselves that the search we 
have done will suffice for our purposes. Evolutionary psychology would 
argue that, from an evolutionary standpoint, search satisficing conferred 
some selective advantage; that is, individuals who called off the search ear-
lier would have been more likely to get their genes into the next generation. 
Consider the example in Box 6.2.

Decision making in ancient times, what the evolutionary psychologists refer 
to as the environment of evolutionary adaptedness (EEA), has been characterized as 
a form of evolutionary probability gambling. In Unweaving the Rainbow, Richard 
Dawkins discusses how natural selection has operated on intuitive decision 
making (System 1) by selecting differentially for false positives (believing 
something is there when it isn’t) over false negatives (believing something is 
not there when it is), and describes some human behaviors as evidence of false 
positive errors: for example, superstitions, phobias, magical thinking, and so 
on. Like Cartwright, he concludes that “parts of our brains for doing intuitive 
statistics are still back in the stone age” [7]. Much of survival depended on pat-
tern recognition and pattern matching, and there was probably some value in 
erring on the side of false positives rather than false negatives. Search satisficing 
strategies need not be optimal, only sufficient to improve chances of survival.

In evolutionary psychology, error management theory (EMT) proposes 
that such “thinking failures” evident in modern environments are the result 
of evolved, naturally selected patterns of behavior that served us well in our 
evolutionary past and for which we are now hardwired [8]. Dual process 
theory, in turn, proposes that many of these failures are examples of cogni-
tive biases and heuristics, and that these occur largely in the intuitive mode.
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As noted in Chapter 3, these hardwired characteristics of human behav-
ior are described in the anthropology literature as “universals,” meaning 
they are common to all known cultures on Earth (wariness around snakes 
is one of them). They are evidence of hardwiring acquired from a common 
ancestor—Homo erectus, originating from Africa about two million years 

BOX 6.1 MODERN SEARCH SATISFICING

A 45-year-old woman presents to the emergency department in an agi-
tated state. She is holding an empty bottle of aspirin and says she has 
taken all of the pills a few hours ago to “end it all.” Her breathing and 
heart rate are fast; she is nauseous and complains of ringing in her ears. 
Blood work is drawn that includes a toxic screen, intravenous lines are 
started, and treatment is begun for salicylate poisoning. Within an 
hour, her salicylate level comes back at a toxic level.

Although her condition initially showed marginal improvement, 
when she is reassessed by the emergency physician after 2 hours, the 
impression is that she is not progressing as well as expected. She now 
appears confused, and her monitor shows a marked tachycardia. While 
the ED physician is reflecting on her condition, the patient’s partner 
comes to the ED to inquire how she is doing.

The physician tells him that she is not doing as well as expected, 
but, given that she has taken a major overdose of salicylate, she may 
take a little time to stabilize. Her partner pulls an empty bottle of a 
tricyclic antidepressant out of his pocket and says that he found it on 
the bedroom floor when he got home from work. He wonders if this is 
important.

Shortly afterward, the patient becomes hypotensive, with the moni-
tor showing an intraventricular conduction delay with wide QRS, first 
degree block, and a prolonged QT interval; she then seizures. She is 
intubated and transferred to the ICU.

Comment: the emergency physician and nurses initially anchor on the 
patient’s story, the empty bottle of salicylate, and the signs of acute salicylate 
toxicity. They do not inquire about any other medication she might have taken. 
The initial toxic screen measures only salicylate, acetaminophen, and alcohol 
levels, and the initially high salicylate level confirms their belief that they are 
dealing with a salicylate toxidrome. However, they have satisfied themselves 
that they were dealing with only a single toxidrome and called off the search for 
any additional toxidromes. Had they asked the patient whether she had taken 
anything else, they might well have discovered the concurrent (and potentially 
more serious) tricyclic overdose, or might have detected tricyclics in a qualita-
tive urine screen that would have alerted them to the possibility of a concurrent 
toxidrome.
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ago. All human decision making, in all walks of life and in all cultures, 
has universal properties, although local contingencies, ambient factors, and 
cultural issues may be expected to exert an influence. For example, Nisbett 
[9] points out the impact of dialectical reasoning of Eastern cultures on the 
expression of several major biases (fundamental attribution error, confirma-
tion bias, and contextual biases). Nevertheless, all human decision making, 
from the inhabitants of Tierra del Fuego at the tip of South America to the 
Inuit of Northern Canada, has strong fundamental similarities. In 1986, the 
anthropologist Brown described over 300 “universals” of human behavior, 
characteristics such as jealousy, parenting, wariness of snakes, recognition 
of cheats, and many others that are common to all cultures, and his list 
has been expanded further since [10]. That the Inuit may suffer from snake 

BOX 6.2 ANCIENT SEARCH SATISFICING

About 75,000 years ago, in the Upper Pleistocene period, two cavemen 
are walking through low grasslands towards a group of trees, antici-
pating a meal of fresh fruit. They both hear a rustling sound ahead. 
One turns immediately away from the sound and makes a wide detour, 
believing there is danger ahead. The other is less convinced, thinking 
the sound is more likely due to leaves being blown around by the wind. 
He continues towards the trees and suffers a bite from a black mamba 
snake, which (in those days) carried a mortality rate of 100%.

The first caveman satisfied himself quickly that there was danger 
ahead and took immediate evasive action—his genes went into the next 
generation. The second was less satisfied and didn’t believe there was 
sufficient evidence of imminent danger—his genes didn’t.

Comment: snakes were probably the first serious predators of modern 
 mammals—they evolved about 100 million years ago. Decisions around detec-
tion and avoidance of snakes were therefore critical to survival and getting 
genes into the next generation.

Black Mamba
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phobia is fairly convincing proof—the Arctic is no place for a poikilotherm, 
and fear of them doesn’t make much sense. The existence of these collective 
ways of thinking and behaviors represents a collective conscious, the substrate 
of which is the brain and the genes that control its development.

Implications for Diagnostic Reasoning

Most of us would like to think that our daily thinking is deliberate, rational, 
objective, and in medicine (preferably) evidence-based. However, it is the 
rule of thumb among cognitive scientists that probably about 95% of what 
shapes and structures all decision making is below the surface of conscious 
awareness [11]. Much of our behavior is simply driven by what our bodies are 
doing—if we are sitting at the wheel of a car, many of the decisions that are 
made are automatic and reflexive Type 1 processes. Occasionally, things will 
come along that require attention—a new road works, or a danger of hydro-
planing—but for the most part, driving is a mindless, automatic act. On any 
particular day, most of us cannot remember driving to work. Similarly, when 
sitting at a table at mealtime, we do not consciously ask: how small do I 
need to cut the pieces to get them easily into my mouth, how much chewing 
should I devote to a particular food to make sure the bolus goes down my 
esophagus easily? All these questions and decisions, for the most part, can 
be relegated to a subconscious level. To use an expression from Pink Floyd 
[12], we become “comfortably numb” with the highly familiar; over-learned 
skills provide for a great redundancy and inevitably will lead to economy of 
thought and action, and a state of mindlessness.

As we have noted, the other major substrate for Type 1 processes are those 
reflexive patterns of behavior that have been acquired through natural selec-
tion, and which, in our evolutionary past, have served us well. They may 
still serve us well in modern environments—if you are skiing down a moun-
tain and round a bend to find an avalanche has blocked most of the path, 
there is no time for analytic reasoning (System 2). Instead, fast, evasive action 
(System 1) is required to avoid accident and injury. What saves the day are 
those Type 1 escape processes that are driven by hardwiring (fear, sympa-
thetic arousal, reflexive movement, search satisficing, and others).

Implications for Medical Education

This discussion has important implications for how we teach medical stu-
dents and residents, and for continuing medical education. Tooby and 
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Cosmides have come down strongly against the models that we currently 
use in education. Historically, the approach toward education in the medi-
cal sciences has followed the traditional conceptual framework of the stan-
dard social science model (SSSM) developed in the twentieth century. This 
had a culturally deterministic, blank slate, empiricist view that was largely 
descriptive and took insufficient account of the biological and evolutionary 
substrates of human emotions, thoughts, and behavior [13]. While there prob-
ably remain few proponents of blank slate empiricism nowadays, the legacy of 
the SSSM approach remains firmly embedded in the orthodoxy of medical 
education. New approaches are now required that will allow greater under-
standing of the evolved mechanisms that have led to present-day human 
nature, not only of patients but also of those charged with their care (see 
Chapter 14: Medical Education and the Diagnostic Process). In the process, 
we may come to a deeper understanding of what occurs during the process 
of diagnostic reasoning and especially what underlies diagnostic failure.

SUMMARY POINTS

• The evolution of thinking is relevant to understanding modern-day 
decision making.

• Thinking, reasoning, and decision making are not simple or singular 
processes.

• Intuitive processes of the human brain have evolved over millions 
of years from basic animal-like instincts to sophisticated processing.

• The existence of “universals” of behavior in all cultures gives testi-
mony to its inheritance from common ancestors.

• Analytic reasoning appears to have evolved fairly recently, probably 
co-evolving with the emergence of language over the last 100,000 
years.

• Most decision making is unconscious and autonomous.

• Unconscious thought and action have four major sources. The two 
principal ones are: decision making and behaviors that have under-
gone Darwinian selection, and over-learned thinking and behaviors 
that have moved from System 2 into System 1.

• Many hardwired decisions and behaviors were selected in the envi-
ronment of evolutionary adaptedness (EEA) when they had survival 
value.

• The human EEA is considered largely to have been the Pleistocene 
period (over the last 1.8 million years).

• Some medical decisions will be influenced by hardwired tendencies 
in the brain such as search satisficing.

• These concepts need to be acknowledged in medical education and in 
our approach toward diagnostic reasoning.



95Stone Age Minds in Modern Medicine: Ancient Footprints Everywhere

This challenge, for all domains of human behavior, is exquisitely articu-
lated by the novelist Lawrence Durrell in the context of his spiritual and 
philosophical excursion into Taoism: “The greatest delicacy of judgment, the 
greatest refinement of intention was to replace the brutish automatism with 
which most of us exist, stuck like prehistoric animals in the sludge of our 
non-awareness” [14].
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7
Cognitive and Affective Biases, 
and Logical Failures

Pat Croskerry

Introduction

It would be a simpler and safer world if all human thinking was objective, 
rational, consistent, and predictable, so that whenever we asked a particular 
question we would get comparable or similar answers. Unfortunately, this 
is not the case. For example, if a student in the Bachelor of Arts program 
at Tennessee Temple University was asked to explain the origins of human 
existence, his answer would likely be framed in terms of intelligent design, 
a young earth, and supernatural influences, whereas the same question to a 
biology major at the University of Copenhagen would likely elicit a response 
strongly couched in secular, scientific terms and perhaps framed with refer-
ence to Darwin and the theory of evolution (and a very much older earth). 
Despite coming from members of the same hominid species Homo sapiens , 
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and from individuals of comparable intellect and age, the two explanations 
are radically different from each other. Yet, both individuals are strongly 
convinced that theirs is the true explanation. How is it that biologically simi-
lar organs can produce such different and conflicting outputs? The answer is 
that the human brain is fundamentally biased [1] and flexible. As wonderful 
and as powerful as the natural computer is that we have as a brain, at times 
its output may be completely flawed. Despite the anatomical and physiologi-
cal congruence of human brains, they can come to function entirely differ-
ently. There may be some advantages to such variance. The Danish biologist 
might note that evolution needs variation to increase reproductive fitness, 
but thus far, alas, it does not appear to have selected for rationality [2].

Nature and Nurture

Two main sources of influence on cognitive aspects of brain function are 
generally accepted: nature and nurture. From the nature standpoint, just as 
there is clear evidence for the inheritance of height, habitus, eye color, and 
many other physical characteristics, there is mounting evidence that parts 
of our cognitive output are hardwired; that is, some of our decisions and 
behaviors are genetically determined. As noted in the previous chapter, this 
is the field of evolutionary psychology [3]. The basic tenet is that some of 
our present-day behaviors were biologically selected for survival in our dis-
tant evolutionary past, and may be transmitted through our DNA in modern 
brains. The nurture input, in contrast, is extra-genetic. Individuals acquire 
a variety of behaviors that are learned (tacitly or explicitly) through interac-
tion with the environment. It is generally accepted that there is an ongoing 
interaction between the biological substrate and the environment leading to 
behaviors that will not be passed on to subsequent generations genetically.

Heuristics and Biases

Predictable constancies in our environment result in repetitive patterns in 
our everyday life and lead to specific dispositions to respond to these pat-
terns. These set patterns of responding are referred to as biases , which in 
turn, may be due to heuristics. Both terms need explanation. Heuristics have 
been defined as “ strategies that guide information search and modify prob-
lem representations to facilitate solutions”  [4]; that is to say, they are informa-
tion processing rules. Heuristics are usually an abbreviated form of decision 
making that provides an approximation or short-cut to get to a reasonable 
conclusion. Thus, instead of the laborious process of reasoning deductively 
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through a series of premises, a heuristic may be employed that saves time 
and effort; for example, if I have to make a decision about whether or not to 
take an umbrella with me to work, I can muster everything I know about 
weather patterns, read some respected meteorological texts, study the cloud 
formations, review local geographical conditions, and make a prediction 
about whether it will rain or not. This will take considerable time and effort 
and may not even be reliable. Alternatively, I could look out into the city street 
and note how many people are carrying umbrellas. This is a heuristic behav-
ior that relies on an observation that has likely proved reliable in the past. An 
example of a medical heuristic is: take extra care with elderly patients who 
appear sick but whose vital signs may be normal. We use a lot of heuristics 
in our everyday clinical decision making— they save us time and effort and 
for the most part, provide reasonable approximations of the likelihood that 
something will happen. When they work, they often go unnoticed, but when 
they fail, there is a tendency to call them biases.

The word “ bias”  has a negative connotation. We are aware of racial biases, 
ageism bias, gender bias, obesity bias, biases against psychiatric patients, 
biases against those with addictions, and others [5]. They all suggest some 
unjustified perception in the decision maker that may result in certain patients 
being disadvantaged or treated unfairly. The various heuristics that under-
lie these particular biases are not well founded, but those underlying other 
biases may well be. Interestingly, one of the original meanings of bias was 
simply to increase the likelihood of a useful outcome; for example, in lawn 
bowling, a popular sport in England, lawn bowls are deliberately constructed 
with a weight bias so that they will tend to veer to the right or the left. This 
feature of the bowl allows an increased variety of shots that can be played; 
that is, the biased ball can do more things than balls that only go in straight 
lines. So, under certain circumstances, having a bias might be preferred, 
because it serves some useful purpose. An example of a useful medical bias 
is always establishing a differential diagnosis rather than a solitary diagnosis 
on any patient. An example of a negative bias is to call off a search for further 
findings on an x-ray once a significant one has been found (search satisficing). 
The heuristic that underlies this particular bias is: once something accept-
able has been found, the likelihood of finding another significant finding is 
very low and not worth the effort; therefore, call off the search. Many of our 
biased behaviors are positive and useful and support the well-being of our 
patients, but some will not. An important feature of heuristics and biases is 
that they are usually unconscious. They tend to be Type 1 processes; that is, 
they are reflexive and autonomous (see Chapter  3: Cognitive Approaches to 
the Diagnostic Process). Therefore, we may not be aware of them. This prop-
erty makes teaching and educating about biases difficult. People may simply 
not recognize them in their own behavior, or if they do, may discount their 
importance, and be less inclined to teach about them.

Experimental research into heuristics and biases began in the mid-1970s 
with the classic work of Daniel Kahneman and Amos Tversky, two cognitive 
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psychologists at Princeton. At the outset, they described only a handful of 
heuristics that could lead to biased judgment in decision making [6], but 
the proverbial cat was out of the bag. The number has risen steadily over 
the years, and new ones continue to be added as cognitive scientists delve 
ever deeper into the vagaries of human decision making. New biases are 
added if they describe a consistent and predictable pattern of departure 
from “ normative decision making.”  By “ normative”  reasoning in decision 
making, psychologists are referring to the best decision that an individual 
might make if they were rational, capable of computing with a high degree 
of accuracy, well slept, appropriately motivated, and fully informed. Dobelli 
describes almost a hundred common biases for the layperson along with 
suggestions on how to deal with them [7], and Jenicek lists 110 of them in his  
Medical Error and Harm: Understanding, Prevention, and Control  in 2010 [8]. 
Wikipedia currently lists 103 cognitive biases, 27 social biases, and 49 mem-
ory biases [9], which do not include many of those cited in other sources. 
Students new to the area may experience despair as the list continues to 
grow; however, in a recent chapter in a classic medical text on clinical deci-
sion making for medical students, Cooper focuses in on 12 common biases 
[10] extracted from an original list of 30 that were published in one of the 
earlier papers [11]. This seems to be a sensible approach to avoid the onus 
some may feel to memorize them. Knowing a dozen is to be well armed, and 
further alerts us to what is out there. A list of common cognitive biases is 
given in Appendix A.

It appears that all biases have some affective component; therefore, any 
cognitive and affective separation may be arbitrary. Often, however, biases 
will be characterized in this way for ease of typifying their main characteris-
tics. It may be worth noting that our emotional reactions to patients often are 
our very first reactions, occurring reflexively and subsequently influencing 
information processing, judgment, and decision making [12]. Mamede et al. 
recently demonstrated that the simple insertion of a fragment of text into a 
clinical case scenario describing a patient’ s behavior as “ difficult”  was suf-
ficient to reduce the accuracy of subsequent diagnostic decision making [13]. 
Extensive research into the nature and extent of biases has been conducted 
by cognitive scientists in the fields of psychology and sociology over the last 
40  years. There is an extensive literature of books and literally hundreds of 
scientific papers on the topic. It has also captured the interest of the lay pub-
lic, and a number of books targeted at this audience have appeared over 
the last 20  years [see 14– 25] and continue to do so. At issue is the question 
of just how irrational the human brain can be. Although the distinguish-
ing feature of our species is its rationality, it is readily apparent that some 
humans are more rational than others. There are significant individual dif-
ferences (Chapter  9: Individual Variability in Clinical Decision Making and 
Diagnosis) and therefore a continuum of decision-making performance from 
those who are impulsive, quick, and less than fully informed at one end to 
those who are thoughtful, deliberate, and evidentiary at the other. Stanovich 
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et al. [2] specifically define irrationality as the vulnerability to cognitive bias: 
“ Degrees of rationality can be assessed in terms of the number and severity 
of such cognitive biases that individuals display. Conversely, failure to dis-
play a cognitive bias becomes a measure of rational thought.” 

Despite the protean and convincing findings from the field of cognitive 
science, there remains a significant minority who do not accept that the nor-
mal brain is biased with the potential to produce significant departures from 
rationality. There are abundant examples in everyday life: those who read 
astrology forecasts, the belief in alien abduction, tarot cards, extra-sensory 
perception, homeopathy, and other magical thinking in a variety of forms 
and guises. Historically, nonsecular extremist irrationality has led to human 
suffering and death on a scale that has few rivals in other belief systems. 
At a more granular level, there are many examples of suboptimal decision 
making. Stanovich cites numerous studies demonstrating failings in human 
rationality: “ people’ s responses sometimes deviate from the performance 
considered normative on many reasoning tasks. For example, people assess 
probabilities incorrectly, they test hypotheses inefficiently, they violate the 
axioms of utility theory, they do not properly calibrate degrees of belief, their 
choices are affected by irrelevant context, they ignore the alternative hypoth-
esis when evaluating data, and they display numerous other information pro-
cessing biases”  [2, p. 345]. The experimental demonstrations of irrationality 
in the earlier studies in the “ heuristics and biases”  literature were dismissed 
by some as the selective study of psychology students and/or a laboratory 
artifact— a “ cartoonish”  characterization that now appears to have been laid 
to rest [26], but not, apparently, to the satisfaction of all [27].

Logical Fallacies

When clinicians communicate with patients and when members of the medi-
cal team communicate with each other the exchange of information is mostly 
verbal. Our perceptions and understanding of what the other person is say-
ing, together with their appearance and body language, are influenced by a 
number of factors that may bias our interpretation. For example, at a fairly 
basic level, what we remember about the information that is presented to us 
is determined by its serial position, such that we recall better what we hear 
first (primacy) and what we hear last (recency), as illustrated in Figure  7.1 
[28]. Further, the juxtaposition of one idea or concept in a message to another 
idea may influence the receiver’ s interpretation of the second; the idea that is 
there are intermessage influences that are not simply based on recall. This is 
referred to as verbal priming  and may be employed as a strategy to influence 
how a person may express their attitude or belief about something; for exam-
ple, simply asking someone about the weather where they are may influence 
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their response to a next, unrelated question [29]. However, there are less sub-
tle biases than these in the context of the information presented that may 
distort our understanding. A patient might say, for example, that they have 
strained their left shoulder while mowing the lawn and would like an x-ray 
of the shoulder (see Box  14.1). The physician, however, may look beyond the 
patient’ s correlation and see instead the possibility of a causal relationship 
between exertion and referred pain to the left arm, and therefore a possible 
cardiac origin of the shoulder pain. The confusion of correlation with causa-
tion is an example of the post hoc  logical fallacy; that is, the fact that B follows 
A does not mean A caused B. There are many examples of logical fallacies 
that lead to distorted reasoning, misunderstandings, and failures of commu-
nication (Appendix  B) [30]. Some of the fallacies themselves are associated 
with cognitive and affective biases. For example, if a patient’ s complaint of 
pain is not believed because they are currently being treated with metha-
done for an opiate addiction, the physician may be engaging the ad hominem  
fallacy that discredits the source of the information rather than objectively 
interpreting the symptom of pain in the context of illness. Opiate-dependent 
patients on methadone may experience pain just as another patient does. 
This is an example of a social stigma or bias [5]. As with cognitive and affec-
tive biases, many people are simply unaware of them and may be led toward 
irrational conclusions.

Meliorists and Panglossians

In his discussion of The Great Rationality Debate, Stanovich describes the 
opposing sides as Meliorists and Panglossians [2]. The Meliorists argue 
that human rationality is not everything it could be but might be improved 
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Recall is a U-shaped function dependent on serial position.
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(amel iorated) by educational interventions. The Panglossians take an 
 alternate view: that the characteristics described above do not demonstrate 
ir rationality but rather, an optimal information processing adaptation 
[31– 33]. Gigerenzer and his colleagues argue for the general adaptive  utility 
of heuristics in everyday life [34,35], which few would disagree with, as 
most heuristics serve us well. However, as the philosopher Horton [36] notes,  
this everyday usefulness is, in turn, “ consistent with the claim that such 
‘ heuristics’  sometimes lead us astray, and, in particular, with the claim that 
when we have time to reflect, and the question at hand is an important one, 
it is sensible to take account of the possibility that this may happen.”  This is 
exactly the point. Medical heuristics do have broad utility in clinical medi-
cine, and in diagnostic reasoning in particular, but both vigilance and reflec-
tion are needed to make sure they do not lead us astray.

The Panglossian view,* emphasizing the “ trusting one’ s instincts”  
approach, has undergone some resuscitation recently in the medical literature 
in an exchange of seemingly opposing views about intuitive versus analyti-
cal approaches toward clinical reasoning [38– 41], although the polarization 
here appears to be more imagined than real. Part of the issue has been that 
different people have differing views of what intuition is (see Chapter  8: The 
Rational Diagnostician). The pro-intuition camp appears to take the view 
that intuition has been unduly vilified as an unreliable process that inevita-
bly leads to diagnostic failure, although this claim does not appear to have 
been explicitly made by medical Meliorists. What the Meliorists have said is 
that most mistakes occur in the intuitive mode, and that we should expect 
this, as we spend most of our time there, compared with the analytical mode. 
Further, heuristics are working approximations and can be expected to fail 
occasionally, whereas the analytic method, executed deliberately, carefully, 
and following the rules of science, is less likely to fail. The consensus view of 
medical Meliorists, rather, is that medical decision making involves an equi-
poise of intuitive and analytical decision making that will be determined 
by ambient and contextual influences. The optimal approach appears to lie 
in promoting a finer tuning of intuition generally, recognizing its limita-
tions and pitfalls and the dangers of affective and cognitive bias, conflict of 
interest, and logical failures [42], while retaining the option to exercise more 
deliberation in reasoning and problem solving if required. Thus, the view 
that clinical reasoning can be improved by cognitive interventions (e.g., criti-
cal thinking, rationality training) is an ameliorative one aimed at improving 
the performance of the intuitive system [43].

* The term appears to have been first used by Gould and Lewontin [37] and derives from the 
Professor of Philosophy Pangloss in Voltaire’ s Candide  (1759). Pangloss famously inverted 
explanations: “ Our noses were made to carry spectacles, so we have spectacles.”  The 
Panglossian view of rationality defines it as an evolutionary adaptation for optimal infor-
mation processing, so that whatever human rationality has evolved to be is how rationality 
should be defined, and not how rationality experts would define it.
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All disciplines and several subdisciplines in medicine have now acknowl-
edged the impact of cognitive bias in clinical reasoning (for references, see 
Chapter  14). The consensus view is that clinical decision making is vulner-
able to cognitive and affective biases, as well as logical failures, and is ame-
nable to improvement. Importantly, recent papers have begun to address 
how bias might be detected and mitigated in specific disciplines such as 
radiology [44], pediatrics [45], neurology [46], neurosurgery [47], and foren-
sic science [48], and in patient safety generally [49]. Concurrently, there is a 
growing awareness of the problem in such diverse areas as bryology [50], the 
business community [51], the judicial system [52], the National Aeronautics 
and Space Administration [53], U.S. foreign policy [54], the broader scien-
tific community [55], and the Sirius program of the Intelligence Advanced 
Research Projects Activity (IARPA), an organization within the Office of 
the Director of U.S. National Intelligence [56]. All are keenly aware of the 
need to find solutions to the problems of cognitive bias. For medical deci-
sion making, too, it is probably fair to say that a consensus now prevails 
that there is room for improvement in physician performance just as there 
was when evidence-based medicine (EBM) began to emerge in the 1990s. In 
fact, Guyatt et al. [57] referred several times to the potential ameliorating 
effects of EBM strategies in clinical reasoning in those clinicians resistant 
to change. Interestingly, they also took the view that while EBM should de-
emphasize intuition, it should not reject it, which concurs with the current 
Meliorist approach [43].

Impediments to Medical Meliorism

Although a number of fields of human endeavor have now embraced the 
Meliorist view [58], uptake has been slow in medicine until fairly recently. 
This has impeded our understanding of diagnostic failure. While a number 
of other impediments have been described [1,59], ironically, three particu-
lar biases have slowed the uptake of Medical Meliorism: they are the Not 
Invented Here (NIH) bias, blind spot bias, and myside bias [60].

Not Invented Here Bias : medicine has a fairly long history of following its 
own path and doing its own thing. Clinicians were making a living practic-
ing medicine long before the Enlightenment and the study of pure sciences 
emerged. The imperative to care for the sick dates back to the emergence 
of our “ conscious”  brains many thousands of years ago. There is evidence, 
for example, that Neanderthals cared for their physically crippled, which 
presumably went beyond simply providing food and shelter. Specialists in 
caring for the sick (the earliest diagnosticians) in the form of shamans even-
tually emerged. Archaeological evidence of the existence of shamans dates 
back at least 30,000  years (see Figure  7.2) [61]. A long history of self-sufficiency 
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in medical problem solving within medicine may have accounted for the 
disinclination of medical practitioners to look outside of the profession 
for help in understanding how we make decisions. Part of the reluctance 
to accept the findings from cognitive science on decision theory may have 
stemmed from the fact that medical scientists did not invent the approach. 
Although times are changing, a significant number of modern practitioners 
still believe that cognitive science is not relevant to modern clinical deci-
sion making. However, in many areas of medicine now, there is a new open-
ness and willingness to embrace its findings. There is not only an increased 
vigilance in detecting biases in clinical decision making, but also a growing 
armamentarium of strategies to mitigate them (see Chapter  15: Cognitive 
Bias Mitigation: Becoming Better Diagnosticians).

Blind Spot Bias : even though many people can detect bias in the decision 
making of others, they may not be so vigilant or effective in detecting it 
in themselves. This metabias, which shows considerable individual varia-
tion [62], was originally described by Pronin et al. [63] as the bias blind 
spot. Our assessments of ourselves are based largely on our thoughts and 
feelings, whereas our assessments of others are based on their external 
observable behavior [64]. We have a strong tendency to believe that our 
own perceptions reflect true reality (naï ve realism), while those of others 
are seen to be biased by self-interest, personal allegiances, an emphasis 
on dispositional rather than situational explanations (fundamental attri-
bution error), and other factors. In the process, we are less likely to fol-
low the advice of others [65], although it does not appear to make one 

FIGURE  7.2 
The earliest known depiction of a Siberian shaman, by the Dutch explorer Witsen in 1692, in 
his account of his travels among the Samoyedic- and Tungusic-speaking peoples. Labeling the 
figure a “ Priest of the Devil,”  he gave it clawed feet to characterize its demonic nature. (From 
Wikipedia, https://en.wikipedia.org/wiki/Shamanism [61].)
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any less competent at decision making overall [62]. An important question 
is whether or not vulnerability to biases makes it more or less likely to 
exhibit blind spot bias. Testing people on six common cognitive biases, 
West et al. [66] found that cognitive sophistication did not reduce vulner-
ability to blind spot bias; however, Scopoletti et al. [62] did report that a 
higher susceptibility to bias blind spot appeared to be a barrier to bias 
mitigation training for the robust bias fundamental attribution error. An 
important aspect of bias blind spot is that those who are more susceptible 
to it are less  likely to engage in strategies to improve their decision making 
through taking the advice of others or by corrective training, and may be 
resistant to bias mitigation training [62].

Myside Bias : this is a tendency by people to “ evaluate evidence, generate 
evidence, and test hypotheses in a manner biased toward their own prior 
opinions and attitudes”  [67]. Thus, people may gather information selec-
tively, and recall information selectively, that supports their own viewpoint. 
It is a form of ascertainment bias, in that people see what they want to see. 
It does not appear to be related to intelligence. It is of particular concern 
for decision making, as a critical feature of critical thinking is the ability of 
the decision maker to separate out their own beliefs and opinions in their 
evaluation of the evidence and the arguments around an issue. The bias is an 
impediment at both the individual and the group level. It is not difficult to 
see the problems it generates at an individual level, but the effects of myside 
bias may be exacerbated in a group situation. For example, a football fan may 
see no failings in his home team but is keenly aware of a multitude of egre-
gious behaviors in the opposing team. It is not hard to imagine that a group 
of fans will augment the bias through various groupthink [68] phenomena; 
that is, the strength of an individual’ s myside bias may be amplified by group 
membership. This is similar to the biased thinking that may occur in mem-
bers of an affinity group, known as identity protective cognition  [69]. Thus, an 
individual may interpret evidence in such a way that it is consistent with, 
and aligns with, the values of the particular group to which they perceive 
themselves as belonging. Lest anyone think that intellectually sophisticated 
people are above such “ groupthink”  vulnerabilities, it appears that (just as 
for the blind spot bias [62]) the more cognitively able members of the group 
are more likely to interpret evidence in such a biased fashion [70,71]. In the 
case of the Meliorists and Panglossians, then, individuals may take strength 
from their respective group and polarize themselves further than they might 
otherwise have done on their own. Concerns have been expressed that this 
polarization may lead to deadlock, such that progress in understanding the 
processes of clinical reasoning may be impaired [72]. Though other contribu-
tory factors may have impeded the uptake of cognitive science into medical 
decision making, the combination of these three specific and independent 
biases may have been a particularly potent challenge. Those who are reluc-
tant to accept the impact of biases on clinical decision making would have 
been especially vulnerable.
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Conclusions

About 10  years ago, David Eddy, who did much to set the stage for evidence-
based medicine, said of medical decision making in the 1970s: “ Up until 
about 40  years ago, medical decisions were doing very well on their own, or 
so people thought. The complacency was based on a fundamental assump-
tion that through the rigors of medical education, followed by continuing 
education, journals, individual experiences, and exposure to colleagues, 
each physician always thought the right thoughts and did the right things. 
The idea was that when a physician faced a patient, by some fundamentally 
human process called the ‘ art of medicine’  or ‘ clinical judgment,’  the physi-
cian would synthesize all of the important information about the patient, 
relevant research, and experiences with previous patients to determine the 
best course of action. ‘ Medical decision making’  as a field worthy of study 
did not exist”  [73].

It might be argued that in some training programs, nothing much has 
changed, and Eddy’ s status quo prevails. However, in others, there does 
now appear to be a growing awareness of the need to study clinical deci-
sion making and all the processes that it involves, as part of the general 
skill domain of the clinician within the complex arena of evidence-based 
decision making [74]. Interestingly, the resistance from those who see biases 
as natural and optimizing factors in decision making is reminiscent of the 

SUMMARY POINTS

• There is substantial variation in the ways in which different people 
see things. The normal operating function of the brain is biased.

• The two major influences on the way in which a particular brain 
functions are genetic (what we inherit from our parents) and 
environmental (what we learn from the environment as the brain 
matures).

• Abundant studies demonstrate that heuristics (mental short-cuts) and 
biases (heuristics and other predictable failures of rationality) have 
significant impact on our decision making.

• The ways in which we reason about things may be logical or other-
wise. Logical failures in the ways in which people handle informa-
tion are common.

• The Great Rationality Debate refers to a polarization of attitudes 
toward heuristics and biases. The major opposing groups are referred 
to as Meliorists  (reasoning and decision making is often suboptimal 
but can be improved on) and Panglossians  (the negative impact of bias 
is exaggerated, and many biases are useful).
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polarization against scientific enlightenment that came from the Romantics 
in the early nineteenth century. The last 20  years have seen what might be 
termed a Medical Enlightenment , with a growing understanding that cogni-
tive and affective biases, logical failures, and any other factors that interfere 
with rationality rightfully belong in the study of clinical reasoning and deci-
sion making.
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8
The Rational Diagnostician

Pat Croskerry

Introduction

Within the last decade or so, significant advances in cognitive science have 
increased our understanding of what it is to be rational in medical decision 
making. A consensus has emerged that rationality is the quintessential char-
acteristic of the well-calibrated decision maker [1]. Rather than decision mak-
ers being seen as either rational or not, it appears instead that rationality is 
normative; that is, we have an understanding of what is generally considered 
to be the normal or correct way of doing something with reference to an ideal 
standard or model. Thus, rationality is a variable individual characteristic, 
such that we can expect some diagnosticians to be more rational than others. 
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One’ s capacity for rationality appears to be influenced by several major com-
ponents: extent of medical knowledge, intellectual abilities, critical thinking, 
and individual characteristics (Figure  8.1).

Components of Rationality

If a clinician has limited medical knowledge about a disease, then no amount 
of cognitive effort can yield a rational decision about it. Depth of knowledge 
is important, and there is little room for maneuver around this in medicine. 
Inadequate knowledge of a topic will compromise decision making. In terms 
of the etiology of diagnostic failure, however, several studies have found that 
physician knowledge deficits are not nearly as significant as some might think. 
Most diagnostic errors involve conditions that are common, and about which 
physicians have considerable knowledge and familiarity. This is supported 
by studies in primary care [2], general medicine [3], emergency medicine [4], 
hospitalized patients [5], and in the intensive care setting (ICU) [6]. In the 
ICU, where patients are generally sicker, and where diagnostic assessment 
would be expected to be more aggressive and thorough, the results of 5863 
autopsies over a 45- year period found that of the autopsies identified with a 
Class I diagnostic error (major missed diagnosis that likely was the cause of 
death or contributed to the death), pulmonary embolus, myocardial infarc-
tion, pneumonia, and aspergillosis were the most common missed diagnoses 
[6]. There are a number of reasons that might explain how common things 
can be (and are) missed. Many illnesses are complex, and patients often have 
multiple problems; signs and symptoms of one condition may well overlap 
those of another. Diseases may have atypical manifestations. Perhaps our 
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FIGURE  8.1 
Components of rationality.
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understanding of disease is not completely developed, such that even our 
science fails to give us the tools and methods we need. But it also appears 
that it isn’ t what the clinician doesn’ t know that leads to diagnostic failure, 
but rather, the way the clinician thinks. Historically, medical education has 
done a good job of imparting the necessary knowledge to would-be prac-
titioners but has been less effective at addressing the question of how they 
should subsequently think about the knowledge they have painstakingly 
acquired (see Chapter  14: Medical Education and the Diagnostic Process).

Being rational also requires a certain degree of intellectual ability. 
Generally, a higher level of intelligence is associated with being able to grasp 
things more readily, having a broader knowledge about the world and how 
things work, and perhaps finding studying less arduous. However, there are 
again caveats. Some studies show that intelligent people can exercise poor 
judgment. While tests that measure intelligence quotient (IQ) are widely 
regarded by the lay public and by many scientists as tests of all cognitive 
abilities and generally of “ good thinking”  [7], there are abundant examples 
of intelligent people not being so smart. In a survey of members of Canadian 
Mensa (membership requires an IQ in the 98th percentile or higher), 51% 
believed in biorhythms, 44% in astrology, and 56% in visitors from outer 
space [8]. None of these topics is supported by valid evidence. Such failure 
to think rationally despite a normal intelligence is referred to as dysratio-
nalia  [9]. As noted in Chapter  9 (Individual Variability in Clinical Decision 
Making and Diagnosis), those who pursue a career in medicine will score in 
the upper range on tests that measure IQ, and so deficiencies in thinking are 
unlikely due to overall intellectual deficiencies. But, as Stanovich notes, IQ 
does not guarantee rationality, which is considered superordinate to IQ [10] 
and is a more desirable attribute than scoring well on IQ tests. So, an above 
average IQ (100 is defined as the average) may be a necessary but insufficient 
attribute for the level of rationality required to be a good diagnostician.

Many aspects of critical thinking (CT) are desirable and would be expected to 
support rationality, but CT, too, qualifies as another necessary but not sufficient 
condition for good rational thinking. Despite someone having acquired good 
CT habits (e.g., being precise, relevant, accurate, and logical), there is no guaran-
tee that sufficient account has been taken of training other cognitive attributes 
(probabilistic and statistical reasoning, scientific reasoning skills, rules of logi-
cal consistency and validity) that are known to be important for sound decision 
making [10]. So, critical thinkers may still make erroneous judgments. Thus, it 
appears that critical thinking is “ a subspecies of rational thinking”  [10].

The fourth major factor is individual variability. Despite being an intelligent, 
critical thinker with a sound knowledge base, there is still considerable vari-
ability due to individual characteristics that have to do with gender, age, per-
sonality factors, traits, cognitive styles, and other variables. These are reviewed 
in the following chapter (Chapter  9: Individual Variability in Clinical Decision 
Making and Diagnosis). One in particular, actively open-minded thinking 
(AOMT), is highly correlated with rational thinking ability [1].
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Medical Rationality

Rationality is defined as “ the quality or state of being reasonable, based on 
facts or reason”  and implies conformity of one’ s beliefs with one’ s reasons 
to believe, or of one’ s actions with one’ s reasons for action. “ Rationality”  
has different specialized meanings in economics, sociology, psychology, evo-
lutionary biology, and political science [11]. In medicine, Hippocrates was 
responsible for the early transition away from the divine toward “ rational”  
decision making, and over the ensuing two millennia, we have gradually 
moved closer toward a secular understanding of what it is to make ratio-
nal medical decisions. But the understanding of “ medical rationality”  var-
ies considerably within medicine, and many researchers and educators still 
have differing views of the concept.

Like Stanovich [1], Bornstein and Emler [12] equated irrational decision mak-
ing with the influence of biases and proposed that improved rationality might 
be achieved with an increased awareness of bias. Cognitive debiasing train-
ing, therefore, might mitigate the influence of biases and improve rationality. 
They further pointed out that evidence-based medicine (EBM) itself would 
facilitate improved decision making: “ by providing the most relevant and 
objective empirical information available, and incorporating it with clinical 
expertise, test results and patient preferences, many of the biases associated 
with doctors’  relying too heavily on intuition and selectively attending to some 
information while ignoring other relevant information could be avoided.”  In 
contrast, the treatment of rationality by Rao in Rational Medical Decision Making  
[13] contains no reference to biases other than those associated with study 
design: allocation of subjects and bias in the preparation of systematic reviews 
(publication bias, citation bias). There is no discussion of any of the common 
cognitive biases anywhere in the book. This is not to disparage Rao’ s thorough 
treatment of the important area of clinical epidemiology and biostatistics, that 
is, quantitative medical decision making, which, as noted in Chapters  2 and 14 
(Medical Decision Making; Medical Education and the Diagnostic Process), is 
a vital aspect of clinical decision making, but it serves to illustrate the widely 
differing views of what it is to be rational in medicine.

A similar comment can be made about a long-running series in the 
Journal of the American Medical Association  (JAMA ) titled The Rational Clinical 
Examination . Over the years since its inception in 1993, this series has provided 
an invaluable, up-to-date, evidence-based review of the approach toward the 
diagnosis and management of a number of common medical conditions, and 
is available in book form [14]. The focus is on the appropriate interpretation 
of patient history, symptoms, and signs, emphasizing precision and accu-
racy. However, the issue of the rationality of the clinician’ s thinking is not 
explicitly addressed. All clinical examinations include taking and thinking 
about the patient’ s history, forming an impression of the patient, and evalu-
ating his or her reliability and credibility, which may all have a significant 
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influence on the subsequent physical examination. In fact, in the first article 
of the JAMA  series, Sackett recognized this problem in a patient referred to 
an orthopedic clinic on whom he could smell alcohol: “ For an item of the 
clinical history or physical examination to be accurate, it first must be pre-
cise. That is, we need to have some confidence that 2 clinicians examining 
the same, unchanged patient would agree with each other on the presence 
or absence of the symptom (such as our patient’ s answer to one of the CAGE 
questions) or sign (such as the presence of spider nevi on our patient’ s chest). 
The precision (often appearing under the name of ‘ observer variation’  in the 
clinical literature) of such clinical findings can be quantitated”  [15].

It seems likely that at least some observer variation will be explained by 
individual variation in rationality, referred to above. In terms of precision 
in eliciting the patient’ s clinical history, much can be won or lost at the very 
outset of the clinician– patient encounter. For example, if a patient is sim-
ply described as “ difficult”  [16], or even if the patient smiles [17], this can 
result in a change in attitude toward the patient that may influence diag-
nostic outcomes. Thus, although it may not seem immediately relevant to 
the rational physical exam, the physician’ s rational approach toward taking 
the patient’ s clinical history would seem to be very important. Factors that 
bear on individual rationality, various facilitators and inhibitors (see below) 
as well as patient characteristics, and ambient factors (cognitive load, time of 
day, teamwork issues, and ergonomic features of the workplace) will influ-
ence patient assessment.

Types of Rationality

Which aspects of rationality, then, are most relevant to the diagnostic pro-
cess? The view taken in this and other chapters in this book is that while it 
is important and necessary for clinical practitioners to acquire the special 
knowledge and expertise of clinical epidemiology and biostatistics, it is also 
extremely important to train the appropriate skills to overcome the cognitive 
failures described in Chapter  7 (Cognitive and Affective Biases, and Logical 
Failures). The sources of expertise for such rationality come from the field of 
cognitive science. Thus, for well-calibrated decision making in medicine, we 
need both.

Rationality, one of the most important characteristics of human cogni-
tion, comes in two forms: instrumental  and epistemic  (or evidential ) rationality. 
Instrumental rationality describes thinking behaviors that get us what we 
most want given the resources available to us [18]. So, in the present con-
text, these would be those thinking behaviors that achieve the most accu-
rate diagnosis for a patient given the resources available to us. Given that 
our overarching goal is accurate and timely diagnosis, we can say it is the 
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thinking behaviors that optimize that goal. The other aspect of rationality 
is epistemic rationality, which describes how well our beliefs map into the 
real world; that is, holding beliefs “ commensurate with available evidence”  
[10]. Thus, to achieve our goal of making an accurate diagnosis, our actions 
need to be based on beliefs that are properly calibrated to the evidential 
nature of disease and its manifestations [14]. This assumes, of course, that 
the quality of evidence (and thus the quality of our science and facts that we 
accept as true and use to make decisions) has not been compromised (see 
Chapter  15: Cognitive Bias Mitigation: Becoming Better Diagnosticians) by 
factors outside the decision maker’ s control. The two types of rationality can 
be remembered in practical terms as what is true  (epistemic) and what to do  
(instrumental), each integrated with the other.

Stanovich has described important elements of rationality that support 
sound clinical decision making [10]. Attributes of rationality are listed in 
Table  8.1. In the left column are those that make up Stanovich’ s conceptual 
structure of rational thought [10]. They emphasize that rationality is not a 
single mental construct but is instead heterogeneous. Rationality is seen to 
be made up of an assortment of cognitive styles and dispositions. It is not 
difficult to find clinical examples for each of the specific attributes, some of 
which are shown in the right column. These describe the operating charac-
teristics and skill set that many would hope to see in a rational physician.

In clinical decision making, some factors will help to improve rationality 
(facilitators) whereas others will degrade it (inhibitors). A variety of facilita-
tors that serve to optimize rationality are reviewed in Table  8.2. Importantly, 
rationality may be facilitated through access to specific domains of knowl-
edge (mindware) that have been acquired by the decision maker through 
specialized training [19].

Mindware

Mindware is a key concept originally used by David Perkins to describe 
rules, procedures, and other forms of knowledge that are stored in memory 
and can be retrieved for decision making and problem solving [20]. Nisbett 
has explored the concept in depth recently, covering a wide range of essen-
tial mindware tools for optimal decision making [19], many of which may be 
construed as facilitators of rational thinking.

Facilitators of rationality are explicitly taught in courses of medical deci-
sion making in clinical epidemiology and biostatistics (Chapter  14: Medical 
Education and the Diagnostic Process), and many of the examples of phy-
sician failures in clinical decision making described in some detail by 
Gigerenzer [21] are due to inadequate knowledge or failed training in these, 
or failed retention.
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TABLE  8.1 

Examples of Preferred Attributes of the Rational Decision Maker

Attribute Clinical Behavior 

Resistance to miserly 
information processing.

Make the effort, and allow adequate time, to obtain a full history of 
illness from the patient or from a collateral source. Avoid search 
satisficing, premature closure, status quo bias. Resist base rate 
neglect. Judge risks and benefits independently.

Resistance to myside 
thinking. Accurate 
self-evaluation.

Avoid overconfidence. Be fair to the patient. Hold a broad 
perspective on diagnostic possibilities. Recognize own limitations 
and biases. Recognize alternate possibilities and viewpoints. 

Absence of irrelevant 
context effects.

Be aware of influence of context. Ignore distracting patient 
characteristics, avoid stereotyping: for example, use of terminology 
such as “ frequent flyer.”  Be aware of framing and anchoring 
effects.

Belief flexibility. Active 
open-minded thinking 
(AOMT).

Construct comprehensive differential diagnosis. Be willing to spend 
more time on thinking through diagnostic process and changing if 
necessary. Revising an initial diagnosis is not a sign of weakness.

Value placed on reason 
and truth.

Believe that following objective and logical reasoning is key to 
optimizing diagnosis. Seek unbiased evidence. Value the process of 
critical thinking in the diagnostic process. Understand principles 
of rationality. 

Tendency to seek 
information, enjoy 
thought, and fully 
process information.

Accept and engage the intellectual challenge of diagnostic 
reasoning. Actively involve the patient. Avoid the cursory exam. 
Elicit a comprehensive history from the patient and perform an 
appropriate exam. Engage team members. 

Objective reasoning styles. Be aware of and avoid bias in reasoning. Distinguish facts from 
opinions and evidence from narrative. Know the logical fallacies. 

Sensitivity to 
contradiction; tendency 
to seek consistency in 
belief and argument.

Don’ t be dismissive of patient’ s and/or colleagues’  input. Ensure 
congruence of personal beliefs with objective reasoning about 
patient’ s illness. Actively listen and make an effort to see both 
sides of an argument.

Sense of self-efficacy. Believe in one’ s own ability and worth in clinical reasoning. Be 
willing and have the courage to challenge authority gradients. 
Value your integrity.

Prudently discount the 
future.

Rule out worst-case scenario to ensure it is not missed. Be prepared 
to imagine what else the diagnosis might be if not the one you 
have selected. Provide patient with options if not getting better; 
that is, consider the possibility of the diagnosis being incorrect. 

Self-control skills. Recognize and deal constructively with visceral bias against certain 
patients, colleagues, and team members. Relinquish immediate 
gain from rushing patients and minimizing their complaints 
versus the longer-term satisfaction of doing the job thoroughly and 
conscientiously to maximize patient safety. 

Fine-grained, controlled 
emotional regulation.

Be aware of own emotional state and reasons for it. Recognize wide 
range of affective responsivity required in dealing with patients. 
Observe principles of mindfulness.

Emotional regulation 
related to reward.

Think about and identify one’ s own feelings in a clinical interaction 
and prioritize the patient’ s interests over one’ s own. Take 
satisfaction in untangling complex diagnostic challenges for their 
own sake. Avoid cherry picking “ easy”  patients.

Source : Adapted from Stanovich, K.E. et al., Cambridge Handbook of Intelligence , Cambridge 
University Press, Cambridge, UK, 2012.
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Rationality can be degraded or inhibited. Two main sources of inhibi-
tion are processing  problems and content  problems (Figure  8.2). All informa-
tion accessed by the decision maker needs to be processed appropriately. 
If the decision maker behaves in a miserly fashion (which may be influ-
enced by individual or ambient factors), then rationality may be compro-
mised. Treating information superficially, assuming what you see is all there 
is (WYSIATI)  [22], or not applying sufficient cognitive effort may lead to 
reduced rational performance. If, instead, cognitive effort is appropriate to 
the task, but the decision maker is functioning with various mindware gaps  
(for example, deficits in problem-specific knowledge, deficiencies in scientific 
thinking, lacking knowledge about probability theory, fallacious reasoning, 
and other factors), then rationality will again be compromised [23]. Another 
possibility is that the decision maker does have mindware available to solve 
the problem at hand, but it is contaminated and thus ill-suited to the task. 

TABLE  8.2 

Clinical Examples of Facilitators of Rational Thought

Facilitators Clinical Examples 

Probabilistic reasoning Know clinical epidemiology and biostatistics: understand 
Bayesian reasoning, importance of sample size and bias, 
awareness of base rate, sensitivity and specificity, test 
characteristics, likelihood ratios, number needed to treat, 
and so on.

Qualitative decision 
theory insights

Understand the issue of uncertainty in medicine, that 
quantitative decisions are not always possible, that full 
rationality may be limited by available information; adopt 
general decision rules that at least allow the exclusion of must 
not miss diagnoses and allow open-ended diagnoses; for 
example, chest pain not-yet-diagnosed (NYD). Take context into 
account.

Knowledge of scientific 
reasoning

Basic principles of experimental design, selection of sample and 
size, need for control groups, blinding, causal variable isolation; 
understand placebo effects, covariation, belief bias effects, 
hypothesis generation and testing, importance of falsifiability of 
a hypothesis; appreciate converging evidence, limitations of 
personal observation and of single case histories, perception of 
risk, and so on.

Rules of logical 
consistency and validity

Be aware of the main logical fallacies; for example, distinguish 
correlation and causation, avoid ad hominem  reasoning (some 
addicted patients have genuine complaints and are not drug 
seeking), and others.

Economic thinking Avoid sunk costs in diagnosis, understand gains and losses in 
treatments, understand spontaneous regression of disease, 
choose wise strategies in test ordering, and so on.

Source : Adapted from Stanovich, K.E. et al., Cambridge Handbook of Intelligence , Cambridge 
University Press, Cambridge, UK, 2012.
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When it is used, it may result in rationality failure. Cognitive biases are a 
major and inevitable source of contamination. Several of these (Table  8.3) 
have been reviewed in Chapter  7 (Cognitive and Affective Biases, and 
Logical Failures) and may lead to irrational decision making. As noted, the 
extent of an individual’ s rationality can be measured in terms of the number 
and extent of cognitive biases to which they are vulnerable [10,12].

Many such inhibitors characterize the practices of alternative medicine 
(Chapter  5: Complementary and Alternative Medicine), which, together with 
a virtual absence of facilitators of rationality, explains much of its irrational-
ity. Yet, as the clinical examples in Table  8.3 illustrate, practitioners of con-
ventional medicine may also be vulnerable to the influence of some of these 
inhibitors.

Basically, the world works in a fairly orderly, scientific way, and a degree of 
sound rationality should be achievable. The truth is there for the taking, but 
we often fail because of mindware inhibitors. At the close of Mindware: Tools 
for Smart Thinking  by the psychologist Richard Nisbett [20], some of the major 
mindware inhibitors of rational thinking are reviewed. Among them are:

• Our beliefs about important ways in which the world works and the 
machinery of our everyday existence are “ sorely mistaken.”  Further, 
the ways in which we have acquired these beliefs, explicitly or other-
wise, is often “ fundamentally flawed.” 

• Our feelings, beliefs, and behavior are affected by a wide variety of 
stimuli without our knowing or awareness. Even for something as 

Dysrationalia

Processing problems

Cognitive
miserliness

Minimizing cognitive effort
Accepting things at face value
Insufficient breadth and depth

Unquestioning attitude

Ignoring alternate hypotheses
Knowledge deficits

Impaired scientific thinking
Impaired probability thinking

Egocentric thinking
Cognitive biases

Cultural conditioning
Illogical reasoning

Mindware
gaps

Mindware
contamination

Content problems

FIGURE  8.2 
Factors that compromise rationality. (Adapted from Stanovich, K.E., Rationality and the Reflective 
Mind , Oxford University Press, Toronto, 2011 [23].)
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simple as shopping at a store, we are mostly oblivious to the tech-
niques that are being used to manipulate us.

• Without specialized training, most of us are very poor at 
introspection— knowing what is going on in our minds and being 
able to express it to ourselves and others. We have poor access to our 
cognitive processes and their influence on our behavior.

TABLE  8.3 

Clinical Examples of Inhibitors of Rational Thought

Inhibitors Clinical Examples 

Superstitious thinking 
and belief in the 
paranormal

Belief in the influence of a full moon on the number of psychiatric 
patients who present to emergency departments; workplace beliefs 
about luck; “ cloud”  theory— belief that some doctors are black 
clouds (bad things typically happen with them) or white clouds 
(good things happen); disapproval of anyone in an ED using the 
“ Q”  word (commenting on how “ quiet”  the department is); 
ritualistic playing of particular pieces of music in the operating 
room; beliefs that certain items of clothing are lucky. 

Belief in the 
superiority of 
intuition

Trusting one’ s gut feelings in diagnosing patients before sufficient 
evidence has been systematically gathered. Placing too much faith 
in initial impressions of patients.

Overreliance on folk 
wisdom and folk 
psychology

Belief in doing something in a particular way because that’ s how it 
was originally taught, despite a lack of evidence; for example, 
patching an eye for a corneal abrasion. Taking credit for successful 
diagnoses and ignoring failed ones. Ignorance of, or disbelief in, 
the impact of a wide range of biases on one’ s own decision making.

Belief in special 
expertise

Belief there must be some therapeutic advantage in alternate 
medical treatments (acupuncture, homeopathy) other than placebo 
effects, even though the evidence may show no such efficacy. 

Incorrigibility of 
introspection 
(overoptimistic 
theories of one’ s own 
introspective powers)

Placing undue faith in the power of one’ s beliefs to the point that 
they cannot be changed; despite recognizing bias in others, 
refusing to believe in one’ s own vulnerability to bias (belief bias); 
overconfidence in one’ s intuitive diagnostic abilities. 

Dysfunctional 
personal beliefs

Believing that drug dependency is not a disease but a personal 
failure (fundamental attribution error). Holding irrational beliefs 
about some diseases, especially new ones (many physicians were 
skeptical at the outset about the extent of post-traumatic stress 
disorder, irritable bowel syndrome, bacterial etiology of stomach 
ulcers, and others). 

A notion of self that 
encourages 
egocentric processing

Overconfidence in one’ s diagnosing abilities; overconfidence in 
skills; some specialty surgeons come to believe in their all-powerful 
ability to heal, especially for groundbreaking surgery such as heart 
transplantation. Such beliefs may lead to egocentric processing. 

Source : Adapted from Stanovich, K.E. et al., Cambridge Handbook of Intelligence , Cambridge 
University Press, Cambridge, UK, 2012.
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• We are unduly influenced by narrative and anecdote. Many of us do 
not understand the importance of gathering reliable data and of the 
effect of sample size.

• We underestimate the role of context even though we may be aware 
of it.

• We are often oblivious to the power of social influences on our deci-
sion making.

• We naï vely believe that we understand what is going on in the real 
world; such naï ve realism is widespread.

• We unconsciously use a variety of heuristics to accomplish the 
majority of everyday things we do.

• We are not very good at interpreting relationships between events.
• We are flawed as intuitive scientists. We are overly confident about 

how well we gather evidence to understand how the world works 
and about the competence of our reasoning skills to deal with it.

Nisbett is an essential meliorist. What he says about the facilitators of 
rationality is very encouraging. If some basic rules are learned and applied, 
including awareness of some major biases and context effects, we will be 
able to perceive the real world more accurately and be more rational; he 
has demonstrated this in his own research. He differs from others who 
hold the contrasting view that biases cannot be undone, mindware gaps 
cannot be repaired, and contaminated mindware cannot be cleansed (see 
Chapter  15).

Overall, the framework provided by the conceptual structure of rational 
thought [1,10] together with Nisbett’ s approach [19] can be used to provide 
useful tools for evaluating and correcting physicians’  rationality in diag-
nostic decision making. Optimal performance appears to depend primar-
ily on dealing with inhibitors of rationality in the physician’ s thinking 
dispositions, but facilitators are a key component too. Importantly, one 
of the key issues in a physician’ s rational make-up is how he or she han-
dles intuition (see Chapter  7: Cognitive and Affective Biases, and Logical 
Failures), and we need to take a closer look at what is actually meant by 
the term.

Intuition

Intuition means different things to different people. It has a number of 
everyday uses along a spectrum from soft to more scientifically based. At the 
soft end are notions expressed in this description: “ Like creativity, intuitive 
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inspiration often happens when someone virtually ‘ fuses’  in an activity, 
when one is highly focused on the respective activity in a state of joy and 
fulfillment. Intuition can be trained and in its highest level leads into a con-
scious contact with non-incarnated beings, a process usually called chan-
neling”  [24]. Also at the soft end are those intuitions that people trust when 
they buy lottery tickets, follow their astrology forecast, or engage in Tarot 
card readings or other examples of magical thinking. Intuition has also been 
described as a sixth or inner sense, instinct, spiritual guide, or other vague 
term. In his excellent book on intuition, Myers lists a dozen of intuition’ s 
deadly sins [25] that cluster at this end of the spectrum.

Toward the other end of the spectrum, intuition may be used in a default 
sense whereby if something is complex or difficult to understand, the person 
simply “ goes with their gut,”  and deep convictions may often be expressed 
as “ gut”  feelings. Another meaning implies common sense— something 
that feels like the right thing to do may be imbued with an “ intuitive”  
logic. This may be a result of past learning, implicit or explicit, that gives 
the person a feeling of the right thing to do. Another has a sense of specific 
design; that is, something that ergonomically fits well with its expected use. 
A car’ s  engineering might be described as “ intuitive”  when features of the 
car’ s function are explicitly designed to provide the best response to the road 
or changing conditions. Another meaning is again associated with design, 
but in the sense of  user friendliness— in this case, the design may or may not 
have been intended, but the end result is that it works very well; that is, it is 
a compliment to good design. An even more sophisticated use of “ intuitive”  
arises in discussions of complex topics, illustrated in this example from the 
neuroscientist Firestein: “ I made a comparison of neuroscience to quantum 
physics …  about how it is so unintuitive to our brains. To take that a step 
further, the difference between modern physics and brain science is that the 
unintuitive thoughts one has to think in physics can be done with the lan-
guage of mathematics”  [26], a far cry, perhaps, from channeling with non-
incarnated beings.

Gigerenzer defines intuition as a gut feeling, “ a judgment (1) that appears 
quickly in consciousness, (2) whose underlying reasons we are not fully 
aware of, yet (3) is strong enough to act upon. A gut feeling is neither caprice 
nor a sixth sense, nor is it clairvoyance or God’ s voice. It is a form of uncon-
scious intelligence”  [21]. For Myers, intuition is simply defined as “ our 
capacity for direct knowledge, for immediate insight without observation 
or reason,”  and for the harder end of the spectrum, he lists evidence of intu-
ition’ s powers [25].

In the language of cognitive science, intuition is referred to more explic-
itly as Type 1 processing  (Chapter  3: Cognitive Approaches to the Diagnostic 
Process). Originally conceived of as a single channel, it has since been bro-
ken down into four channels [23]. Thus, intuitive processes may (1) have 
hardwired origins; (2) be associated with emotions; (3) result from explicit 
learning and practice; and (4) be due to implicit learning (Figure  8.3 [27]). An 
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understanding of what is meant by intuition would be helpful in resolving 
some of the misunderstandings that have arisen in discussions of intuitive 
and analytical processing, and perhaps provide a clearer understanding of 
its role in rational thinking and decision making.

Conclusion

Decision making is the engine that drives all behavior in the animal world 
and ultimately determines survival. Humans have achieved the highest 
pinnacle of decision making, having evolved a sophisticated analytic sys-
tem that can work in parallel with a robust intuitive system. Medicine is 
a domain that provides a unique opportunity to study efficacy in decision 
making. Cognitive science has provided the current understanding of the 
complex processes that govern its decision making and the standard against 
which medicine’ s work in decision making will be measured. It remains, 
however, a work in progress, and we need to know more about the compo-
nents of rational thought, specifically about the nature of rationality and its 
facilitators and inhibitors in medicine. These are beginning to take shape. 
Nevertheless, there is a continuing imperative for medical educators to 
embrace recent developments in cognitive science and recognize that ratio-
nality is the ultimate arbiter of sound clinical reasoning and, therefore, of the 
diagnostic process. It seems likely that we will find that the truly optimal 
diagnostician is a rational one.

Calibration Diagnosis

Type 1
processes

Hard-wired
processes

Emotional
processes

Over-learned
processes

Implicitly
acquired
processes

FIGURE  8.3 
Differentiation of Type 1 processing into four subgroups. (Reproduced from Croskerry P. et al., 
BMJ Qual. Saf ., 22, ii58– ii64, 2013. With permission from BMJ Publishing Group Ltd. Based on 
Stanovich, K.E., Rationality and the Reflective Mind , Oxford University Press, New York, 2011 [27].)
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9
Individual Variability in Clinical 
Decision Making and Diagnosis

Pat Croskerry

Introduction

The study of individual decision making (differential psychology) falls in 
the domain of the cognitive sciences. Psychology is the study of a variety 
of mental processes such as perception, memory, cognition, and reasoning 
and the relationship of these processes with behavior. They all impact deci-
sion making and how we live from moment to moment. From the time we 
wake up in the morning till we sleep at night, we are making decisions. The 
complexity of mental processes will vary from fairly mindless automatic 
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acts, such as taking a shower or getting dressed, all the way through to the 
focused and deliberative efforts of the annual tax return. Decision making is  
the very essence of our existence. If we were all of the same genetic and expe-
riential make-up, our behavior would be as predictable as the daily routine of  
a worker ant, but our genetic diversity, our variable learning environments, 
and a long developmental period combine to make human behavior the most 
complex of any species. The basic thrust of this chapter is that all physicians 
are individuals and as such are all different and, therefore, may be expected 
to make different kinds of decisions. In psychology, the observation has been 
made that “the lack of research being conducted from an individual differ-
ences perspective limits the applied use of relevant measures for predictive, 
selection/profiling purposes” [1]. A similar constraint applies to the assess-
ment of individual differences in medical diagnostic decision making. This 
remains an underappreciated and underresearched area. Several aspects of 
this issue have been discussed previously in some detail [2].

As far as the individual decision maker goes, much depends on the nature 
of the task. If it was rocket science, for example, there would be minimal 
flexibility in decision making—the hard rules of science and logic would 
have to be followed, and there would be little room for idiosyncrasy or indi-
vidual interpretation in putting a spacecraft into orbit. Contrast that with the 
work of an instructor in art school: certainly, there are rules to follow and 
various organizational requirements of the job, but the content might vary 
considerably from one class to the next. The difficulty for medical decision 
makers is that their work is both an art and a science. Over the last century, 
medicine has gained more credibility and efficacy as a science, especially 
through the advent of evidence-based medicine, but the art of physicians 
interacting with patients remains as valuable as ever. It involves concern, 
empathizing, caring, helping, ethical considerations, compassion, communi-
cation, humanitarianism, beneficence, assurance, listening, and advocacy. If 
physicians were simply the robotic conveyors of scientific information, there 
might be little variation in decision making. Various algorithms could be 
constructed to deal with various situations, but we know that helping and 
healing require both science and art. It is in the art portion of the physician 
make-up that much of the variation in decision making originates. Human 
behavior is infinitely variable. We are all very different from one another, 
yet the default approach taken in medical education is that medical train-
ees, as a group, are comparatively homogeneous and whatever is inputted 
to them will be absorbed and reproduced fairly faithfully by them at a later 
date. Typically, no significant influence is ascribed to gender, personality, 
aging, intellect, critical thinking, rationality, or other core aspects of human 
behavior that psychologists, on the other hand, view as interesting, relevant, 
and worthy of study. As Berger notes, “There is a strong presumption in the 
medical literature that clinicians are neutral operators governed by objec-
tive science and are unaffected by personal variables. Yet, there is a body of 
research that finds physicians’ practice patterns are influenced by their own 
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demographic characteristics, and patient care is affected by the demographic 
concordance or discordance of the physician–patient dyad” [3]. These demo-
graphic variables might be especially important in clinical decision making 
and in how physicians make diagnoses, yet this area has attracted very little 
attention. For the most part, physicians are seen as consistent, objective, neu-
tral, predictable, and invariable in their decision making. But we do not have 
to look far in our workplace to see that this is not so. This chapter explores 
some of the sources of individual variability in clinical decision making that 
might affect diagnostic calibration (Table 9.1).

Gender

Historically, when the overwhelming majority of physicians were male, 
gender was not an issue in clinical decision making. “Paternalism” pre-
vailed—the physician was parental in that he decided what was wrong with 
the patient and what would be the best treatment, and paternal in that the 
parental role was almost exclusively male. Having a paternalistic approach 
meant assuming a therapeutic privilege to decide what was best for the 
patient and that, in some cases, it might be in the patient’s interest not to 
know certain things—there was a focus on care rather than patient auton-
omy. In a study in 1961, for example, 88% of doctors would not have routinely 
informed a patient of a diagnosis of cancer [4]. This degree of paternalism is 
now seen as inappropriate. Nevertheless, in some situations in medicine, a 
certain amount of paternalism may be appropriate, especially with regard 
to patient competency. “Asymmetric paternalism” has been advocated [5] 
following the rule of thumb that the degree of paternalistic intervention 
required should be inversely proportional to the amount of autonomy pres-
ent. Some will need more nudging than others [6].

The face of medicine changed when Elizabeth Blackwell came along. An 
immigrant to the United States from Bristol in England, she graduated from 

TABLE 9.1

Characteristics That May Impact Decision Making

Individual Characteristic

• Gender 
• Religion
• Cognitive ability 
• Aging
• Experience, competence, and expertise
• Personality, states, and traits
• Cognitive and decision styles 
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Geneva Medical College in New York in 1849 as the first female doctor in the 
United States. Parenthetically, the first female doctor to graduate in medicine 
in the United Kingdom was Margaret Bulkley in 1809, but she accomplished 
this by masquerading as a male, James Barry, at the University of Edinburgh 
[7]. Increasing numbers of women are now entering medicine. In the last 
decade, in some medical schools in Canada, female enrollment outnumbered 
male by 3:1. Not surprisingly, studies are beginning to emerge comparing 
the practices of female physicians with those of their male counterparts.

Perhaps the first question should be: Is there any evidence that female 
physicians behave differently in their clinical practice toward their patients? 
The answer is a definite yes. Female physicians have been found to have 
more apprehension and less self-assurance and worry more than their male 
counterparts [8], yet also reported more satisfaction with their relationships 
with patients [9]. Female physicians are also found to place more emphasis 
on their patients’ needs and opinions, and are more effective in encouraging 
cooperation and questioning from their patients than their male counter-
parts [10]. Further, they are more likely than male physicians to discuss psy-
chosocial issues and more thoroughly investigate their patient’s condition 
[11,12].

The second question, then, should be: If such gender differences in physi-
cian behavior exist, do they impact decision making? This would be expected, 
and has been confirmed in several studies. Compared with male physicians, 
female physicians made more referrals [13,14], experienced higher levels of 
anxiety with medical uncertainty [15], were more compliant with guideline 
recommendations and prescribed more effectively in patients with chronic 
heart failure [16], discussed hormone replacement therapy less with female 
patients [17], more frequently used lethal drugs in end-of-life decisions (vs. 
intensified use of opioids, or simply withdrawing or withholding treatment) 
and were less likely to discuss the issue with competent patients [18], influ-
enced older female patients’ choice of treatment for breast cancer [19], were 
less likely to agree to a patient’s request for a cesarean section [20], had less 
implicit racial bias toward patients compared with male physicians [21], 
delivered more preventive services than males [22–25], and were more likely 
to order diagnostic imaging tests [26].

Thus, there is strong evidence of gender differences in decision making, 
but does this translate into differing diagnostic performance? In an exper-
imental study, female physicians asked more questions about history and 
were more likely to make a psychiatric diagnosis, and be more certain of 
the diagnosis, than male physicians [27]. In another study using vignettes, 
female physicians were more likely to make a psychiatric referral than their 
male counterparts—that is, they were more likely to consider a psychiatric 
diagnosis [28]—while a survey of Australian general practitioners found that 
females reported more difficulty than male physicians in diagnosing depres-
sion in male patients [29]. A Swiss clinical study of coronary heart disease 
(CAD) found gender differences in diagnostic accuracy among cardiologists. 
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Based on history taking alone, overall diagnostic accuracy was comparable 
between the sexes; however, female cardiologists’ diagnostic accuracy was 
more than 20% better for male than for female patients (85% vs. 66%) [30].

A gender difference in misdiagnosis is also suggested by data showing 
that male physicians are twice as likely to get sued during the course of their 
careers than female physicians, but factors other than medical error may 
be involved [31,32]. Studies in the United States [33,34] and Australia [35], 
for example, found differences in practice patterns, with female physicians 
seeing differing types of problems compared with males. In a U.S. study of 
patients visiting an emergency department, female patients were more satis-
fied with the care received by female physicians, rating them as more caring 
and willing to spend more time with them [36]. It has been observed, too, 
that communication is better between female physicians and their patients, 
and perhaps they are less likely to be sued for that reason alone. However, 
given the observation by Schiff et al. [37] implicating failure to order labo-
ratory tests as a major contributor to diagnostic error, coupled with female 
physicians being more likely to order diagnostic tests [26], it appears that 
physician gender could be an important factor in diagnostic error. There is 
direct evidence of this. Patients in family medicine and internal medicine 
were less likely to get screening pap tests, breast exams, and mammograms 
from male than from female physicians [22,38] and therefore, would be less 
likely to be diagnosed with underlying disease. Further, given the tendency 
of males to be generally less risk-averse than females, it might be expected 
that male physicians would be inclined to take more risk in uncertain situa-
tions, but no studies have reported on this.

Studies of the determinants of diagnostic failure have begun in earnest 
only over the last few years, and, as yet, there are few direct clinical studies 
of the impact of gender on diagnostic failure. However, the many studies 
showing gender differences in clinical decision making, the experimental 
studies showing differing diagnostic preferences, and the clinical studies 
reviewed here strongly suggest that physician gender is a relevant variable 
in diagnostic decision making.

Religion

Western medicine is generally held to be objective, scientific, and secular, 
yet it would not be surprising if deeply held religious convictions by a phy-
sician might impact his or her clinical practice. As Berger notes, “The role 
of the physician and, more specifically, the influence of physicians’ demo-
graphic characteristics on clinical care—has been relatively overlooked” [3]. 
Physicians are not demographically homogeneous and cannot be assumed 
to be “neutral operators” [2]. In a Medscape 2016 survey, no significant 
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differences in bias toward patients were reported by physicians holding 
spiritual or religious beliefs compared with those who did not [39]. However, 
personal beliefs and attitudes of psychologists and psychiatrists have been 
shown to bias their decision making [40]. In a 2005 survey, 55% of U.S. physi-
cians believed that their religious beliefs influenced their practice [41]. One 
can readily see how religious beliefs might influence physicians’ decisions 
about certain specific issues such as circumcision, abortion, palliative care, 
and end-of-life issues, but there is evidence, too, that truth telling, benefi-
cence, paternalism, and full disclosure of diagnosis and prognosis may be 
influenced by religion. In Islamic ethics, the belief is held that death only 
occurs when God permits it [42]. Thus, communication between physician 
and patient may be less open and objective than in a secular relationship, 
or at least in one that is free of religious influence. Thus far, a direct effect 
of physician demographics on diagnostic outcomes does not appear to have 
been studied, but given the very clear influence of physician demographics 
on clinical practice, some impact on diagnostic outcomes would be expected.

Cognitive Ability: Intellect, Critical Thinking, and Rationality

In a thoughtful essay by Laqueur, parallels are drawn between the challenges 
of studying political intelligence and those of clinical judgment, suggesting 
that intelligence analysts would do well to contemplate “the principles of 
medical diagnosis” [43]. Certainly, the degree of complexity of the diagnos-
tic process ranges from very low to extremely high, and whereas pathogno-
monic signs of straightforward conditions might not be expected to require 
extraordinary mental effort, those that are obscure, undifferentiated, and 
with a high degree of uncertainty might well do so. Making diagnoses gen-
erally is no trivial intellectual exercise. Although the correlates and conse-
quences of cognitive abilities have attracted considerable political sensitivity 
[44], it nevertheless seems reasonable to ask whether accomplished diagnos-
ticians have higher levels of cognitive ability than those who are more prone 
to diagnostic failures. There is a wide range of cognitive abilities, but most 
prominent among them are measures of fluid and crystallized intelligence, 
which define two broad ability domains related to levels of knowledge, rea-
soning ability, judgment, and decision making.

How doctors think might have a lot to do with their ability to make an 
accurate diagnosis, and one might expect that a good thinker would require 
at least normal intelligence. Usually, by the time someone has made it to 
medical school, they will have demonstrated their intellectual ability in mul-
tiple ways up to and including the Medical College Admission Test (MCAT). 
Although many factors are involved in academic success, it is likely that gen-
eral intelligence (g) plays an important part. Gottfredson described g as “a  
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highly general information processing capacity that facilitates reason-
ing, problem solving, decision making, and other higher order thinking 
skills” [45] and would be essential in dealing with the complexity of many 
diagnostic decisions.

If intellectual ability proved to be a limiting factor on the efficacy of diag-
nosing ability, it should at least be reassuring that a major study found that 
the group with the highest range of intelligence quotients (IQs) were physi-
cians: with a general population average of 100, physician IQs were in the 
range from 106 (10th percentile) to 133 (90th percentile) [46].

Further, insofar as academic achievement is associated with intellectual 
ability, there may be some additional differentiation through medical train-
ing. A study involving 883 graduates over a 10-year period found that aca-
demic achievement (measured by grade point average [GPA] and scores on 
steps 1 and 2 of the United States Medical Licensing Examination) was corre-
lated with career choice [47]. Lower levels of academic achievement were sig-
nificantly associated with the general residencies (family medicine, general 
practice, obstetrics-gynecology, general pediatrics, and general psychiatry), 
whereas the higher levels were associated with the specialized residencies 
(diagnostic radiology, surgery, anesthesiology, medicine pediatrics, oph-
thalmology, pathology, emergency medicine, and other surgical subspecial-
ties) [47]. While there are probably many other factors at play here, it does at 
least raise the question of whether or not diagnoses are more challenging and 
therefore require greater intellectual effort in specialized medicine. Given 
that vulnerability to cognitive bias has been shown to be related to intellec-
tual ability, and dispositions to engage in analytic processing (System 2) have 
been found to be negatively related to biases [48], it is interesting that diagnos-
tic failure is reported to be highest in the general disciplines where diagnostic 
problems are the least differentiated (family practice, internal medicine, and 
emergency medicine) [49], and these same specialties are among those with 
the highest self-reported biases toward patients: emergency medicine at 62%, 
family medicine at 47%, and internal medicine at 40% (Figure 9.1) [50].

A second important aspect of cognition is critical thinking. In recent years, 
a variety of domains have begun to acknowledge and promote the concept 
of critical thinking and its influence on problem solving, reasoning, and 
decision making. It is a significant contributor to overall rationality and is 
discussed in three other chapters in this book: Chapter 2 (Medical Decision 
Making), Chapter 8 (The Rational Diagnostician), and Chapter 14 (Medical 
Education and the Diagnostic Process).

Rationality is of all-encompassing importance for clinical decision making. 
While the folk psychology of intelligence sees the performance on an IQ test as 
a reliable measure of intelligence characteristics such as reasoning and prob-
lem solving, others have challenged this view. We can all think of numerous 
examples of intelligent people exercising poor judgment and decision mak-
ing. It appears that IQ tests may be missing some important areas of cognitive 
function. They do not measure certain characteristics such as interpersonal 
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skills, empathy, emotional intelligence, and other socioemotional abilities; nor 
do they measure a very important aspect of cognitive function, rationality [51]. 
Stanovich has described two major aspects of Type 2 processing: the reflective 
mind and the algorithmic mind [52]. Importantly, most individual variability 
in rational thought arises from variation in the reflective mind, which char-
acterizes fluid intelligence (Gf: intelligence as process)—the ability to reason 
across a variety of domains. The algorithmic mind, in contrast, is what IQ tests 
mostly measure, referred to as crystallized intelligence (Gc: intelligence as 
knowledge)—cognitive skills acquired through learning experiences (general 
knowledge, vocabulary skills, verbal comprehension). The thinking disposi-
tions that underlie rationality and action, argue Stanovich et al. [51], are

the tendency to collect information before making up one’s mind, the ten-
dency to seek various points of view before coming to a conclusion, the 
disposition to think extensively about a problem before responding, 
the tendency to calibrate the degree of strength of one’s opinion to the 
degree of evidence available, the tendency to think about future conse-
quences before taking action, the tendency to explicitly weight pluses 
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Self-reported biases against patients by specialty. (Figure reprinted with permission from 
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and minuses of situations before making a decision, and the tendency to 
seek nuance and avoid absolutism.

If we are looking for optimal diagnostic problem solving, reasoning, and 
decision making, we surely would want someone who not only has the req-
uisite knowledge and information, and critical thinking skills, but also pos-
sesses the rational characteristics described above. Thus, a certain level of 
Gc is necessary but not sufficient, whereas a good helping of Gf is essential 
for the well-calibrated diagnostician. We would want to know, too, that the 
decision maker is a competent critical thinker. Overall, we need knowledge-
able physicians who are critical thinkers and rational. As things stand, a RQ 
(rationality quotient) test is not yet available, but there is a burgeoning inter-
est and growth of knowledge about the topic. Rationality is superordinate 
to critical thinking as well as to intelligence [51] and may ultimately prove 
to be a key factor in optimal diagnostic decision making (see Chapter 8: The 
Rational Diagnostician).

Aging

Generally, we tend to think of older physicians as wiser, at least up to a point. 
As physicians get older, they certainly are more experienced, and we assume 
that with experience comes wisdom. However, it is sometimes difficult to 
differentiate the impact of aging and experience on diagnostic decision mak-
ing. Also, the two may be confounded, such that cognitive deficits associated 
with aging are masked or compensated by the benefits of experience as well 
as the acquisition of learning, reasoning, and critical thinking skills.

Given that the clear majority of diagnostic errors are due to various cogni-
tive failures [53–56], we would expect that anything associated with cognitive 
impairment would, in turn, impair diagnostic performance. Some neurode-
generative diseases and syndromes that are age-related, such as dementia, 
Alzheimer’s disease, frontotemporal dementia, vascular dementia, and tran-
sient global amnesia [57], would all be associated with cognitive deficits to 
varying degrees and differentially affect particular areas of the brain and their 
associated cognitive functions. It would be expected that these conditions 
would quickly become evident, but early changes may be subtle and attrib-
uted to the effects of fatigue, stress, sleep loss, and other variables. It is said 
that “When true impairment in clinical skills is apparent, the illness is usually 
severe and longstanding” [58]. Once disease is diagnosed, neuropsychological 
assessment is useful in localizing brain lesions and assessing functional abili-
ties, and neuropsychiatric assessment can focus on the relationship between 
the disorder and mental symptoms. Diagnosis may be difficult, with some 
cases requiring positron emission tomography scans before the anatomic 
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lesion is identified. So, the first point is that if a physician has an age-related 
neurodegenerative disease, deficits in cognition might impair decision mak-
ing and lead to diagnostic error before the condition is diagnosed.

If we assume that physician expertise is probably asymptotic at about 10 
years following completion of training, as has been found in other domains 
[59], then it may be possible for aging effects to be separated out following 
that period. If medical graduation occurs at about age 25, and completion of 
specialty training by about 30, then “expertise” should be reached at about 
40. Retirement from medical practice tends not to follow the abrupt cessation 
that occurs traditionally in other fields at age 65. Doctors appear to retire 
later, but mitigate their workload or take on other nonclinical responsibilities 
in their 60s, and hold off retirement proper till around 70 or later. Thus, the 
critical interval we are looking at is approximately 40–65 years.

In healthy, educated adults, there is a decline in cognitive function with 
aging from the mid-20s onward, accelerating after the mid-60s (Figure 9.2) [60]. 
Memory, overall speed of thinking, spatial visualization, and reasoning all 
show almost monotonic negative age trends that begin in early adulthood. 
From the age of 61 to 96, the rate of decline accelerates [60].

0.8
0.6
0.4
0.2
0.0

–0.2
–0.4
–0.6
–0.8

20 25 30 35 40

Memory

Word recall
Logical memory
Paired associates

45
Chronological age

Memory

Word recall
Logical memory
Paired associates

g yg

Cognitive decline with aging

Z-
Sc

or
e

50 55 60

0.8
0.6
0.4
0.2
0.0

–0.2
–0.4
–0.6
–0.8

20 25 30 35 40

Reasoning

Matrix reasoning
Shipley abstraction
Letter sets

Word recall
Logical memory
Paired associates

45
Chronological age

Z-
Sc

or
e

50 55 60

0.8
0.6
0.4
0.2
0.0

–0.2
–0.4
–0.6
–0.8

20 25 30 35 40

Spatial visualization

Spatial relations
Paper folding
From boards

45
Chronological age

Z-
Sc

or
e

50 55 60

0.8
0.6
0.4
0.2
0.0

–0.2
–0.4
–0.6
–0.8

20 25 30 35 40

Speed

Digital symbol
Letter comparison
Pattern comparison

45
Chronological age

Z-
Sc

or
e

50 55 60

FIGURE 9.2
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It is important to note that other characteristics of cognitive function, 
such as accumulated knowledge (vocabulary, general information), actually 
increase till at least the age of 60 [60].

There are also declines in general intelligence with aging. As noted above, 
general intelligence is made up of fluid intelligence and crystallized intelli-
gence. Fluid intelligence peaks at an earlier age and declines faster than crys-
tallized intelligence (Figure 9.3) [61]. These patterns follow what one might 
expect with normal development and aging; that is, it would appear prefer-
able to have fluid intelligence at its peak in the formative years of learning 
and reasoning, and have the skills associated with crystallized intelligence 
peak later and be more sustained through later years. Finally, multitasking 
of cognitive and motor functions, an important requirement of clinical prac-
tice in several settings, declines through middle age [62]. So-called “senior 
moments” appear to be due to the brain’s diminished capacity to ignore dis-
tractions with age. Older people have more difficulty disengaging from a 
distraction as well as getting back to what they were doing before the dis-
traction occurred [63].

To summarize, during the interval of concern (40–65 years), there is a 
decline in most areas of cognitive function. The important question is 
whether or not this translates into compromises in clinical reasoning that 
may lead to diagnostic failure. To date, there are no direct studies that have 
reported any escalation of diagnostic failure through this period, and it 
would seem unlikely for several reasons: first, accumulated knowledge and 
other skills increase till the 60s, and one would also expect that a variety 
of short-cuts and efficiencies would have been built into clinical practice 
through the years. As far as diagnostic reasoning goes, specific deficits such 
as memory and speed are unlikely to adversely affect performance, as the 
presenting features of specific diseases have been repeatedly experienced 
over the years, and what needs to be remembered will have become well 
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consolidated. It would be expected, too, that sophisticated pattern recogni-
tion would be well established for the majority of conditions. Further, the 
increased availability and ready access to computerized information (check-
lists, clinical guidelines, and decision support) significantly reduce reliance 
on memory and may even lead to overall improvements in performance. 
Although fluid intelligence will be on the wane through this period, crys-
tallized intelligence, which has significant value through this period, peaks 
later and is declining only slowly. Much will depend on the particular medi-
cal environment. In the pattern-recognition specialties such as radiology, 
dermatology, and clinical pathology, the impact of aging on diagnostic rea-
soning is probably minimal, whereas multitasking, maintaining speed, and 
functioning well in a setting such as emergency medicine would be more 
challenging and diagnostic failure more likely.

Experience, Competence, and Expertise

We do not know many young experts. We usually associate expertise 
with older people, and as noted earlier, age, experience, and expertise all 
go together. It is clear that expertise differs from one domain to another. 
Generally, those domains with a strong science basis allow development 
of expertise that is reliable and measurable; for example, the parameters 
of expertise for a nuclear physicist can be very clearly described. For other 
areas that are less scientific and less rational, for example, economic fore-
casting and political science, there is considerably less certainty, and expert 
performance may be very poor, even worthless [64]. Medicine is a combina-
tion of both extremes. A considerable part of it is now scientific, and exper-
tise in those areas is more predictable. A significant part of medical practice, 
however, is nonscientific and construed as an art. Expertise in this aspect 
is presently more difficult to describe and measure. Most of us are aware 
of diagnosticians with strong reputations, and it is usually clear that their 
expertise is not accounted for solely by their knowledge of scientific aspects 
of medicine.

The range of activities within any domain is also important. Higher levels 
of expertise can be achieved where the domain is focused and restricted. 
Chicken-sexing, arguably one of the most specialized careers, is a complex 
visual pattern-recognition skill that requires 2–3 years to achieve exper-
tise, the expert chicken-sexer expecting to achieve 100% accuracy [65]. 
Dermatologists, in contrast, require double that time after completing medi-
cal training and a few more years after that before approaching anywhere 
near the success rate of the chicken-sexers. Whereas chicken-sexers need to 
recognize a limited number of configurations of the anal vent, dermatolo-
gists have to learn to recognize a much wider range of patterns. Specialists 
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who work in specialized hospitals, which restrict themselves to a very lim-
ited range of diseases, achieve higher rates of success with fewer adverse 
events. The Shouldice Hospital in Toronto, Canada, for example, does noth-
ing but hernia repairs—over 7000 a year—and does them very well. Whereas 
a hernia operation typically takes about 90 min in a regular hospital and fails 
in about 10%–15% cases, at Shouldice it can be done in half the time with a 
failure rate of 1%. It is also done at about half the cost [66].

Acquisition of expertise is biphasic. The initial shorter basic training phase 
involves learning basic schemas, whereas the secondary protracted phase is 
primarily experiential, requiring continuing learning in the gradual refine-
ment of schemas. It is preferable that the experiential phase starts early, with 
students seeing patients early on in the first phase. Figure 9.4 shows the rela-
tionship between time spent in training and practice. The abscissa is on a 
logarithmic scale. Before entering medical school, candidates are mostly at 
the consciously incompetent stage; that is, they are aware of what they don’t 
know. After 3–4 years, they have traveled up the steep part of the learning 
curve, meriting the description consciously competent [67,68].

As experience and further learning occur beyond medical school, they will 
pass a further phase of unconscious competence, in which the performance 
of a psychomotor task may be completely relegated to System 1 processing, 
and perhaps then to a final stage of reflective competence, in which System 2 
processes can be used to reflect on or monitor the unconscious output from 
System 1.
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FIGURE 9.4
The learning curve and stages of competency. The first four stages are attributed to Noel 
Burch, an employee at Gordan Training International in the 1970s (from Robinson, W.L., The 
Personnel Journal, 53(7), 538–539, 1974 [67]), and the fifth stage to Baume, 2004 (from Adams, L., 
Learning a New Skill Is Easier Said than Done [Internet], Gordon Training International, Solana 
Beach, CA, c2016 [68].)
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Development of Clinical Expertise

The progressive elaboration on patterns of disease is reminiscent of schema 
theory, developed by the early psychologists. An initial schema is estab-
lished, much like a cognitive scaffold. This is gradually elaborated on and 
progressively refined with use and experience [69].

The process is described by Schmidt and Rikers [70] as beginning with 
a scaffold foundation of biology, anatomy, and pathophysiology, on which 
causal networks are elaborated that explain the causes and consequences of 
disease. Through repetitive application of this burgeoning knowledge and 
exposure to patient clinical problems, the networks become encapsulated 
into diagnostic labels that are used to explain signs and symptoms. Other 
labels for encapsulated knowledge are syndrome, stigmata, disease prototypes, 
pathognomonic features, toxidrome, and others. The labels become a type 
of shorthand to summarize the detailed pathophysiology that underlies the 
disease in question and speed up communication.

The next stage is a reorganization of encapsulated knowledge into illness 
scripts [71]. These contain important, clinically relevant information about 
the enabling conditions for disease. During the diagnostic process, an ill-
ness script may be matched to the patient presentation and then instantiated 
in the course of script verification; that is, the particular patient’s illness is 
accepted (or rejected) as a valid example (instance) of the illness script that 
describes a particular disease entity.

Ericsson et al. estimated that expertise requires 10,000 hours of deliberate 
practice [72]. Much will depend on the individual—their motivation, intelli-
gence, rationality, personality, and other factors discussed in this chapter, as 
well as the characteristics of the environment in which they work—the qual-
ity of support, feedback, resources, team member performance, and others. 
As physicians see more and more patients in their clinical setting, the num-
ber and richness of enabling conditions associated with a particular disease 
increase [73–76], and illness script patterns become increasingly refined and 
sophisticated. Whereas a physician’s initial encapsulated knowledge and 
diagnostic labels are based on prototypical manifestations of illness, with 
experience they increasingly recognize atypical manifestations and subtler 
enabling conditions for particular diseases. Not only do they deliberately 
maintain and expand their explicit knowledge of the diseases in their area of 
specialty, but they also acquire tacit knowledge of them. Simply being pres-
ent in the clinical context in which patients repeatedly present themselves 
allows the passive accumulation of additional knowledge (implicit learning) 
about patients and their diseases. In the process, they move more and more 
toward the unconsciously competent state and, accordingly, spend increas-
ing time in System 1 (Figure 9.5). This allows them to become faster, use 
fewer resources, and become increasingly accurate in their diagnoses. As 
noted, reflective competence is achieved when the decision maker has the 
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capacity to attend to and reflect on their own unconscious competence, as 
well as that of others. This is necessary to monitor, and modify if neces-
sary, the unconscious output from System 1. This faculty is the essence of the 
rational thinker and fundamental to cognitive bias mitigation (see Chapter 
15: Cognitive Bias Mitigation: Becoming Better Diagnosticians).

We can see that competence and expertise are important characteristics of 
the individual decision maker. If it were the case that one simply had to com-
plete the two phases of expertise acquisition to become an expert, then all 
would be well. But we know that experience alone is not sufficient to attain 
expertise. There are some experienced nonexperts who do not make optimal 
diagnostic decisions. Further, there are other phenomena associated with 
experience that may be counter-productive, such as overconfidence, over-
familiarity, burnout, complacency, altered states of emotional well-being, 
reduced motivation, and many others. A number of these issues have been 
reviewed in the context of clinical decision making [77].

Personality: Traits and States

There are significant individual differences among people in their behav-
ior patterns, cognition, and emotion. Each of us in our own workplace can 
think of colleagues who are cheerful, optimistic, tireless, careful, thorough, 
and agreeable, as well as others who are pessimistic, hasty, inward look-
ing, superficial, and disagreeable, and others who are shades in between. It 
would be surprising if clinical decision making were not influenced by such 
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FIGURE 9.5
The respective times spent by novices and experts in Systems 1 and 2. (Courtesy of Catherine 
Lucey. Adapted by Catherine Lucey from Reason J. Overview of unsafe acts. Presented at the 
Second Halifax Symposium on Healthcare Error, 2002, Dalhousie University, Halifax, Nova 
Scotia, Canada.)
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individual characteristics. In fact, there is substantial evidence that personal-
ity does influence general performance and that it also influences the ways 
in which we make decisions [78]. As Bensi et al. note, “Personality can play a 
crucial role in how people reason and decide. Identifying individual differ-
ences related to how we actively gather information and use evidence could 
lead to a better comprehension and predictability of human reasoning” [79]. 
Overall, leadership, job performance, and career success are all associated 
with personality characteristics [2,80].

Generally, personality is stable over time and can be broken down into 
five major traits: conscientiousness (C), openness to experience (O), extra-
version (E), agreeableness (A), and neuroticism (N) (or emotionality). States, 
such as fear, happiness, joy, excitement, disappointment, and many others, 
are moment-to-moment passing conditions that may last for a few hours or 
a day and may change quickly, whereas traits (in addition to the big five), 
such as empathy, mindfulness, metacognition, confidence, and reliability, 
are more enduring.

Of the big five, extraversion is associated with making decisions impul-
sively [81] and therefore, one would think, less competently. Neuroticism 
(emotional stability) is also associated with appropriate decision making in 
paramedics [82]. Conscientiousness appears particularly relevant to diag-
nostic decision making. Conscientious individuals are careful and thor-
ough, and, importantly, they are deliberate; that is, they think before acting 
and are less likely to show spontaneous, impulsive, reflexive behaviors. 
Conscientiousness, followed by extraversion, is a significant predictor of job 
performance in most domains [83]. Given the choice, many of us would pre-
fer to have conscientious decision makers making decisions about our diag-
nosis, as they are more careful and thorough. Conscientiousness in medical 
students is a predictor of exam success in preclinical training [84]. It is also 
a significant predictor of a preference for rational thinking and an inverse 
predictor of intuitive thinking.

Certain medical specialties are associated with characteristic personal-
ity differences [8,85–87]. Anesthetists generally were found to be shy, with-
drawn, inhibited, and cold, whereas surgeons were confident, domineering, 
and aggressive [88]. It seems that surgeons are less likely than anesthetists 
to accept that stress, fatigue, or personal problems have an impact on deci-
sion making and performance [89]. This is interesting in light of the find-
ing from a study of Israeli judges, which found that favorability of decisions 
for parole appeared to be related to decision fatigue [90]. Seventy percent of 
prisoners whose cases were heard early in the day received a favorable deci-
sion compared with only 10% of those whose appeals were heard late in the 
afternoon. This has also been referred to as “ego depletion” [91] and has been 
related to more activity in the nucleus accumbens (part of Type 1 processing) 
and less in the amygdala, which helps in impulse control. This and other 
studies suggest that for each individual, there is a finite store of energy that 
fuels willpower or mental self-control [92]. As it becomes exhausted, we tend 
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to fall back into well-established habits and preserve the status quo; in the 
process, we become less inclined toward Type 2 decision making. Glucose 
levels appear to be involved as part of the substrate for ego depletion [93]. 
That similar phenomena affect medical decision making is suggested by two 
studies. A study of 477 colonoscopies found that more polyps were detected 
in patients receiving colonoscopies early in the morning compared with later 
in the day, and that the likelihood of detection and diagnosis of adenomas 
reduced as the day progressed [94]. In another study, the tendency for pri-
mary care clinicians to prescribe marginal or unnecessary antibiotics for 
acute respiratory infections significantly increased through the clinic ses-
sion [95]. In a meta-analytic study effort, perceived difficulty, negative affect, 
subjective fatigue, and blood glucose levels were all found to be significantly 
associated with ego depletion [96]. Thus, it might be a relatively simple exer-
cise to demonstrate such circadian diagnostic failure increases with deci-
sion fatigue/ego depletion/self-control failure in other domains of clinical 
medicine.

Other examples of personality variables biasing decision making come 
from studies showing that raters’ scoring tendencies of criminal offenders 
were related to their own personality traits [97]. In another study, physician 
personality variables were associated with the likelihood of a diagnosis of 
depression in their patients. Physicians who were rated more dutiful and 
more vulnerable on a personality assessment (Neuroticism-Extraversion-
Openness Personality Inventory [NEO-PI-R]) were more likely to diagnose 
depression in standardized patients [98]. In an extensive review, Boerebach 
et al. [99] looked at the impact of clinicians' personality and their interper-
sonal behaviors on the quality of patient care. Most of the outcome measures 
of quality involved patient satisfaction, reduction of patient anxiety, patient 
compliance, change in patient health behaviors, quality of care rated by 
judges, and others. Although there were very few observations on diagnos-
tic outcomes, it would be surprising, given the above observations, if physi-
cian personality were not an important variable. Several personality traits 
in particular might be expected to influence diagnostic decision making: 
mindfulness, need for cognition (NFC), reflective coping (RC), metacogni-
tive awareness, and others [100].

Mindfulness requires both awareness and attention in a particular situa-
tion. It reflects the capacity of some individuals for enhanced attention to and 
awareness of aspects of the environment, and generally of life’s experiences. 
The trait is generally associated with an open, nonjudgmental, and receptive 
overall attitude. It is the opposite of automatic, impulsive behavior. Studies of 
trait mindfulness suggest it reflects aspects of executive function and emo-
tional regulation. These are important cognitive functions that depend on 
the functional integrity of the prefrontal cortex [101], which is where Type 
2 processes such as cognitive bias mitigation (CBM) originate. Training in 
mindfulness has been shown to reduce sunk cost bias [102], implicit age and 
race bias [103], and the effects of negativity bias [104]. Interestingly, Sibinga 
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and Wu have proposed a clinical connection between mindfulness and CBM 
[105]. Thus, mindfulness state may be an important predictor of successful 
diagnostic decision making; it can be measured using the Mindful Attention 
Awareness Scale [106].

Need for cognition trait motivates individuals to engage in and enjoy effort-
ful cognitive activities [107]; that is, they are more likely to be what we would 
call thinkers. NFC in jurors influences their legal decisions [108]. NFC is cor-
related with metacognition [109], academic motivation [110], and academic 
achievement [111]. Those low on NFC are more likely to default toward the 
cognitive miser function of Type 1 processing [112] and less likely to see the 
need for Type 2 effortful processing. Thus, it might be expected that indi-
viduals with NFC trait would be less vulnerable to diagnostic failure. In one 
study, obstetricians’ NFC was associated with superior maternal and/or neo-
natal outcomes [100].

Reflective coping is a subscale on the Proactive Coping Inventory [113]. Its 
items are focused on optimal decision making and include brainstorming, 
thinking analytically about problems at hand, considering alternatives and 
their perceived effectiveness, resource utilization, and imagining hypotheti-
cal plans of action. In a study by Dunphy et al., obstetricians high in RC more 
effectively identified clinical problems early, before the onset of the second 
stage of labor, which suggested superior diagnostic skills leading to superior 
maternal and/or neonatal outcomes [100].

Metacognition is an important trait in the context of decision making. It is 
the ability to detach yourself from the immediate pull of the stimulus or pat-
tern in front of you to take a broader perspective. It is a trait that reflects an 
individual’s ability to think about their own thinking, beliefs, feelings, and 
motives and goes by a number of other names (cognitive awareness, mind-
fulness, reflection, self-regulation, executive cognition, executive control, 
meta-knowledge, and others). It is a concept somewhat related to mindful-
ness. We might imagine that metacognitive skills would be among the most 
desirable in optimal diagnostic decision making. The original concept of 
metacognition embraced knowledge about cognitive tasks and strategies and 
referred to self-monitoring and regulation of cognition [114]. It can be mea-
sured by the Metacognitive Awareness Inventory [115]. Further, confidence 
trait appears to augment metacognition [1]. Preliminary studies using the 
Solomon Questionnaire [116], designed to assess metacognitive knowledge 
about behaviors and mental processes involved in decision making, have 
begun looking at different medical specialties [117]. Thus, metacognition is 
proposed as a framework for physicians to gain insight into their decision 
making, understanding the limitations of their cognition; the inherent uncer-
tainty of many clinical problems and associated risk; the constant need to be 
current in knowledge; the need to ration one’s cognitive effort and know when 
heuristics may be safely used; the overall impact of stress, time, and other 
resource limitations; the intrusion of one’s own feelings into decision mak-
ing; the level of confidence one can safely attach to a particular decision; and 
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other factors [117]. It is akin to a cognitive manager role [118]. A metacognition 
assessment questionnaire was administered to small groups of emergency 
physicians, internists, and surgeons. The density of decision making was 
highest in emergency medicine, and emergency physicians made more deci-
sions about themselves—that is, reflecting on their own performance—than 
the other two groups. Approximately half of all physicians considered feeling 
regret to be an important feature of good decision making; the more difficult 
the decision, the more likely were feelings of regret. The emotional experi-
ence of regret was considered an important characteristic of a good decision 
maker; that is, in the process of making a decision, individuals may anticipate 
feeling regret after the uncertainty is resolved, and therefore build into their 
choice their desire to eliminate or reduce this possibility. Thus, anticipated 
regret may lead the decision maker to more thinking and reflection during 
the stages of the decision-making process [117]. Colbert et al. have detailed a 
number of explicit strategies to actively enhance the metacognitive skills of 
medical students to improve their clinical reasoning [118].

Cognitive and Decision Styles

People are noticeably different in the way they make decisions. Some make 
rapid shoot-from-the-hip decisions with confidence, whereas others may 
be more hesitant, reflective, and deliberate before committing themselves. 
Cognitive styles are classified into three groups: knowing, planning, and 
creating. Knowing is a style that places emphasis on precision, objectivity, 
and logic; planning emphasizes structure, control, and routines; and cre-
ating involves subjectivity, impulsivity, and openness to possibilities [119]. 
Dewberry et al. describe a variety of decision styles, such as anxiety, avoid-
ant, dependent, brooding, vigilant, intuition, and spontaneous [78]. In terms 
of the predictive value of cognitive style toward characterizing individual 
decision making, it does not appear to add anything to the effects of per-
sonality and decision style. Some of these styles are measured in tests that 
examine preferences for rationality or intuition, ways in which individuals 
prefer to process information to make decisions. However, decision-making 
styles do predict decision-making competence [78]. Individual differences in 
decision-making competence can be measured with the Decision Outcomes 
Inventory [120].

The Rational-Experiential Inventory (REI) is a widely used tool that 
was developed by Pacini and Epstein [121] to assess preferences for par-
ticular decision styles. It can be used to distinguish between people who 
have a greater tendency to make Type 1 decisions (experiential) and those 
more inclined to make their decisions using Type 2 processing (rational). 
The German Preference for Intuition versus Deliberation scale (PID) [122] 
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measures similar parameters as the REI, but there are differences. The REI-E 
and PID-I appear to be measuring the same decision style, which follows 
feelings and affect, whereas there is a lower correlation between REI-R 
and PID-D in the tendency to have thoughtful, analytical cognitions; that 
is, rationality overlaps less with deliberation than experientiality does with 
intuition [123]. The REI has been used in several studies in medicine [124–
128], but, thus far, none have looked at a potential relationship between REI 
scores and efficacy of diagnostic decision making. It seems likely that such a 
relationship might exist.

The individual preferences that are measured in both the REI and the 
PID are germane to the present discussion in that they are predictive of a 
range of decision-making behaviors. Higher scores in rationality (analytical 
thinking), for example, are associated with superior reasoning skills, bet-
ter syllogistic reasoning, and a reduced vulnerability to cognitive biases, 
whereas higher experiential (intuitive) scores are associated with poorer 
reasoning skills and susceptibility to cognitive biases, superstitiousness, 
and categorical thinking [129,130]. The ability to control attention is strongly 
dependent on working memory capacity, which imposes a constraint on 
rational processing. Controlling attention is essential for sustaining motiva-
tion and goal-directedness during complex tasks. Importantly, it promotes 
concentration on relevant stimuli, allowing irrelevant stimuli to be ignored, 
and it inhibits the characteristic stereotypical and reflexive processes of 
System 1. The net expectation would be that optimal diagnostic decision 
making would be expected with individuals who score higher on the ratio-
nal (analytical) scale.

It should be noted that these measures of decision style are not categorical 
in the sense that individuals are either rational or intuitive. There are gra-
dients of each characteristic both within and between people. Further, the 
degree to which one might be rational or intuitive may vary with ambient 
conditions. This appears to be the case in the antibiotic prescribing study 
[95], where the prescribers’ “rationality” appeared to be compromised by 
fatigue; that is, as the day wore on, the degree of executive control over 
decisions (Type 2 processing) appeared to be compromised. Other studies 
on this effect are probably forthcoming in medicine. Also, individual dif-
ferences in the degree of competence of intuition and analytical reasoning 
can be expected. Thus, some analytical thinkers will be more normative 
and rational than others, while some who prefer to make predominantly 
intuitive decisions may be particularly good at it and others may not. Good 
intuitive decision makers may be those who have learned well from life’s 
lessons.

Finally, a test of decision style that shows particular promise and relevance 
to medical decision making is the actively open-minded thinking (AOMT) 
test. Originally developed by Baron in 1993 [131], it was designed to iden-
tify thinkers who have a tendency to weigh new evidence against currently 
preferred beliefs, to persist with effort and devote more time to solving a 
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problem rather than giving up, and to dialectically take into consideration 
the opinions of others in the process of forming one’s own opinions. It has 
been shown to significantly predict failures in rationality due to contami-
nated mindware [132], which may significantly compromise reasoning (see 
Chapter 8: The Rational Diagnostician), and is a good predictor of both 
the short form and the full form of the recently developed Comprehensive 
Assessment of Rational Thinking (CART) test [132]. Importantly, there is evi-
dence that thinking skills can be improved by teaching adaptive cognitive 
thinking styles, including AOMT. Baron et al. [133] developed an 8 month 
course of decision making, with hypothetical examples, practice exercises 
and feedback, which effectively reduced the susceptibility of students to bias 
and improved thinking skills. Similar findings have been obtained in other 
studies [134,135].

In summary, there is good evidence that personality traits and cog-
nitive and decision style are related to decision making, and therefore 
likely related to the decisions that are made in the process of  diagnosis. 
To date, work on the AOMT and the REI is most promising. It seems 
likely that other personality characteristics, such as metacognitive aware-
ness, RC, NFC, mindfulness, conscientiousness, and other traits are all 
involved. Further study of these important features of decision making 
is warranted.

Conclusions

The rich variety of studies reviewed here on individual differences in deci-
sion making suggest that this area is particularly relevant to the diagnostic 
process. Although it appears to have received wide consideration in the lit-
erature, it has not hitherto factored in the general discussion of diagnostic 
performance and receives very little mention in the recent report from the 
National Academies of Sciences, Engineering and Medicine on Improving 
Diagnosis in Healthcare [136]. There is sufficient evidence from these studies, 
however, to begin to embrace the topic in the context of diagnostic fail-
ure. It is of more than academic relevance. Further research will lead to a 
greater understanding of how these variables (gender, aging, personality 
traits and states, and religion and other belief systems) and cognitive pro-
cesses (rationality, intellect, mindfulness, reflection, metacognition, cogni-
tive and decision styles, and others) impact diagnostic decision making. 
This may lead, in turn, to greater attention to these factors in medical edu-
cation, and in particular, to our understanding of clinical reasoning and 
decision making.
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Diagnostic Error

Karen Cosby

Introduction

Diagnostic work is quite amazing. There are myriad diagnoses, yet relatively 
few physical expressions of disease; there are nearly infinite possibilities, yet 
only one right answer. The diagnostician often seems to be part scientist, part 
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shaman. The fact that our diagnoses are accurate most of the time is almost 
surprising considering the conditions of uncertainty under which we oper-
ate and the endless demands of a busy clinical practice. The gambler might 
well hedge his bets on diagnostic success! We would be impressed with our-
selves if it were not for the remaining 10% or so of missed diagnoses— cases 
that reflect human lives that are diminished by our failures. While there are 
countless steps and processes in diagnostic evaluations, diagnostic errors are 
generally attributed to cognitive errors, system flaws, or both. This chapter 
examines processes common to many diagnostic workups, reviews contrib-
uting factors to diagnostic errors, and provides suggestions for clinicians, 
healthcare institutions, and patients to improve the odds of making the right 
diagnosis.

Incidence of Diagnostic Error

The Institute of Medicine (IOM) report To Err Is Human  heralded the birth of the 
patient safety movement in 2000 and awakened the healthcare community’s 
consciousness to the reality that harm comes to many in the course of their 
medical care [1]. A quiet rumble of concern was raised early on by a few who 
felt that diagnostic delays and errors should be addressed as part of patient 
safety initiatives, but was largely ignored to attend to the “ low lying fruit”  of 
treatment-related harm [2– 7]. Judgments about diagnostic errors were consid-
ered controversial, since they inevitably involve some degree of hindsight bias. 
Admittedly, some of the concern was rooted in the sense that we ought not to 
judge another person’s cognitive process, lest we too be judged. Doing so was 
almost a betrayal of the inviolable trust among our peers and profession. Some 
of the hesitancy in addressing diagnosis error is understandable; diagnostic 
error is hard to define, difficult to detect, and challenging to study [8– 12].

We are only just beginning to grapple with the definition and measure-
ment of diagnostic error, and the early numbers reveal what many have sus-
pected: diagnosis is a highly uncertain and imperfect process [13]. Most of us 
will experience a diagnostic error in our lifetimes [14]; 12 million Americans 
experience a diagnostic error each year [14,15]. The annual death toll attribut-
able to diagnostic errors has been estimated to be between 40,000 and 80,000 
lives each year in the United States [16]. Estimates from adult autopsies sug-
gest that 71,400 of adults who die in hospitals each year (8.4% of all adult 
deaths) have a major diagnostic error, half of them significant enough to have 
likely impacted their outcome [17]. More than 34,000 patients die each year 
in intensive care units (ICUs) with Class I diagnostic errors— major condi-
tions that might have been treatable and survivable had they been identified 
[18]. Data from pediatric ICUs reveal diagnostic errors in approximately 20% 
of autopsied cases [19]. Not all diagnostic errors occur in hospitals; half of 
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missed diagnoses occur in ambulatory settings [14]. Five percent of outpa-
tients experience a diagnostic failure each year, most commonly involving 
delays in the detection of lung, breast, and colon cancer [14,20]. Diagnostic 
errors occur across the spectrum of healthcare, including hospital wards, 
emergency departments (EDs), ICUs, and ambulatory settings; they also 
occur in all specialties. One recent U.S. survey found that 35% of adults 
recalled having personally experienced a medical error (in either themselves, 
a family member, or close friend); half of these were diagnostic errors [21,22].

Diagnosis error is the leading source of paid malpractice claims, accounting 
for the highest proportion of payments and the largest settlements, and involv-
ing the cases most likely to experience the worst patient outcomes (death or 
major disability). In a summary of 25  years of claims data, diagnostic error 
accounted for $38.8 billion U.S. dollars in settlements [23]. The biggest revela-
tion is perhaps in finally admitting that healthcare providers, institutions, and 
processes are imperfect. Despite advanced training, commitment, passion, and 
high-tech care, we have simply failed to recognize and design for fallibility.

Sources of Error in Diagnosis

On the face of it, diagnostic activity would seem to be a mostly cognitive pro-
cess that is largely dependent on expert clinical reasoning; we have explored 
the elements of reasoning and clinical decision making in the first half of this 
book. Diagnosis also relies on coordinated activity with different phases and 
processes of care provided by the healthcare system. The recent report from 
the National Academies of Sciences, Engineering, and Medicine, Improving 
Diagnosis in Health Care, describes diagnosis as a process, as illustrated in 
Figure  10.1 [24]. Attempts to address diagnostic error can be broken down 
into improvements made in each of these steps, beginning with patient entry 
into the healthcare system.

Patient Interview

Most diagnoses begin with a conversation— an interview with the patient. 
No one has yet established how accurate, reproducible, or valid the patient 
history is. However, clinicians will attest to how variable and difficult even 
a basic routine history can be. Patients may have difficulty describing their 
symptoms or use adjectives that differ from standard textbook descriptions. 
In academic settings, the information obtained from an inexperienced medi-
cal student may differ from that of other team members (sometimes bet-
ter if they take the time to listen, but often not if they approach the history 
with closed-ended questions). The questions that are asked, how they are 
asked, and how much of a rapport the examiner has with the patient, can all 
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influence the quality of information obtained. Sometimes patients don’t offer 
the most relevant history; a worried or frightened patient may sense that 
something is wrong but fixate on extraneous sensations, unable to discrimi-
nate between those that are relevant and those that may simply be benign 
or normal variants. In some cases, patients may be unable to contribute to 
a meaningful interview— too ill, medically illiterate, or simply disengaged.

The history is probably one of the most important yet precarious aspects 
of diagnosis. The quality of information gained from the clinical history is 
essential to an accurate diagnosis, but is largely dependent on the exper-
tise of the interviewer. There are two types of information obtained in the 
clinical history: (1) facts and (2) subjective descriptions. The facts include (in 
part) past medical events, current medications, timeline of symptoms, and 
results of previous testing. The subjective description includes the patient’s 
account of their illness as they experience it. Features of the history may have 
varying degrees of predictive value in establishing a diagnosis. For example, 
abdominal pain that precedes vomiting is thought to more likely reflect a 
surgical problem than pain that follows vomiting. An experienced clini-
cian elicits specific details in an attempt to match the patient’s symptoms 
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to recognizable patterns or illness scripts. The ability to obtain accurate and 
meaningful data about the patient is acknowledged as an essential skill by 
medical educators [25]. However, experts do more than just collect facts; they 
generate and test hypotheses. They form an overall impression, or gestalt, of 
the patient and their health. Experts derive contextual information during 
an interview that influences the quality of the history and the accuracy of 
hypotheses considered [26]. This is not usually conscious or deliberate, but 
rather derived from experience and expertise. Even with expertise in gather-
ing and interpreting data, important information from the history is missing 
in many encounters. In close to a third of ED visits, significant information 
desired by clinicians is unknown or unavailable, a situation referred to as an 
information gap  [27]. Incomplete information may prolong ED lengths of stay 
[27] and likely compromises diagnostic accuracy [28].

Physical Examination

Once the history is obtained, diagnosis begins with a fundamental clinical 
assessment of the patient: the physical examination. Historically, the history 
and physical examination (H&P) has been the most powerful and certainly the 
most routinely accessible diagnostic tool available to a physician. Over 50  years 
ago, one practitioner boasted that a diagnosis could be made on the basis of a 
carefully performed H&P in 88% of cases [29]. Medical science has arguably 
advanced in the half century since; not only do we recognize more conditions, 
but we also classify and sub-classify many more conditions. In addition, our 
armamentarium of diagnostic tools has become more sophisticated. Advanced 
imaging modalities (e.g., spiral computed tomography scans, magnetic reso-
nance imaging, positron emission scans, echocardiography) have begun to 
replace the careful and deliberate use of the physical examination for many 
conditions, especially in the detection and evaluation of heart murmurs and 
dyspnea, and in the evaluation of abdominal pain and neurological conditions.

Although traditionally valued as a measure of a physician’s skill, the physi-
cal examination seems to have become less esteemed in recent years [30]. 
Many lament the “ demise of the physical exam”  [31], referring to “ disuse 
atrophy”  [30] and “ hyposkillia”  [32] in the physical diagnosis skills of cur-
rent medical graduates. One junior doctor has even suggested that the clini-
cal exam “ is dead”  [33]. Concerned clinician– educators argue that the fault 
may not be in the actual value of the exam, but rather in the proper skill set 
and methods used for physical diagnosis, and the appropriate application of 
findings in decision making [34,35]. In recent years, at least one author has 
demonstrated that the basic H&P can still accomplish diagnosis within the 
first few hours of a patient’s hospital course with about 60% accuracy; the 
addition of very basic labs and an electrocardiogram can increase the accu-
racy to about 80% [36], similar to the number cited 50  years ago.

The physical examination begins with the measurement of vital signs 
that reflect the overall health of the patient (blood pressure, heart rate, 
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respiratory rate, temperature, and pulse oximetry). Triage systems rely 
almost exclusively on these basic measurements. These time-honored 
measurements are subject to significant interobserver variability and poor 
reproducibility [37– 39]. Blood pressure measurements by primary care 
providers in Geneva overestimated the incidence of hypertension in 32% 
of normal volunteers [39]. In an ED population, independent measures of 
respiratory rates differed by 35%, and heart rates by 10%– 15% [37]. Across 
different practice settings, a range of providers using different measur-
ing devices at different moments in time may show significant variation. 
However, clinicians intuitively know this, and are pretty good at dis-
criminating between normal or abnormal, or at least agreeing on which 
measurements require intervention [37]. Experienced clinicians tend to 
rely more on clinical context, serial measurements, trends over time, and 
combinations of findings (e.g., blood pressure and  heart rate) to assess how 
meaningful any single value is.

Measurements in biological systems are tricky. Humans are not autom-
atons with fixed responses to stimuli. There is inherent variability from 
moment to moment that can be impacted by environmental stimuli as well 
as equipment and technical proficiency. Patients may not understand this 
and may need reassurance and education in how to participate with in-home 
monitoring and follow-up to distinguish between measurements that reflect 
underlying disease and those that may be due to a white coat effect , the spuri-
ous abnormality known to occur in stressful settings [40].

The diagnostic utility of individual physical findings is not as well-estab-
lished as for laboratory tests and imaging studies, and competencies in 
physical diagnosis are certainly not standardized across medical education. 
The sensitivity of many common findings described in textbooks is shock-
ingly poor, so much so that some are no longer thought to have any value in 
the detection of disease. Homan’s sign, described in the detection of deep 
venous thrombosis, has a sensitivity of 8%– 56%, and a specificity of 39% [41]. 
The finding of a fluid wave in ascites has a sensitivity of 50%– 53%  [42]. 
Many common exam findings have only poor to moderate interobserver 
agreement, such as the Babinski reflex (kappa 0.17– 0.59)[43,44] and crackles 
on lung exam (kappa 0.3– 0.63) [45]. The diagnostic performance of some 
findings is so poor that it has been argued that they should be abandoned 
altogether, including the auscultation of bowel sounds in suspected bowel 
obstructions [46].

While sensitivity may be lacking, some examination findings have excel-
lent specificity (Table  10.1), and their presence can be extremely valuable in 
establishing diagnoses [44,47–56 ]. Clinical vignettes collected from a physi-
cian survey about diagnostic errors found that the most common reason why 
physical findings were missed was the failure to look for them in the first 
place [57]! In examples like those in Table  10.1, the absence of an abnormality 
on exam may be unreliable in excluding disease, but the presence of a find-
ing is quite good evidence for disease.
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Studies that evaluate the accuracy of physical findings in isolation may not 
fairly assess their clinical utility. Exam findings are sought based in part on the 
patient’s narrative account of illness, thus they have context. If the leg hurts, 
searching for the area of tenderness helps localize the problem (skin, subcuta-
neous tissue, muscle, bone, or joint) and refine the differential diagnosis. And 
at the very least, looking at the area of interest shows concern! In addition, 
the value of any one part of the exam is enhanced by the presence or absence 
of other physical findings. For example, when percussion dullness is noted 
over the spleen, the sensitivity of palpation for splenomegaly is improved to 
87% [58]. While no single finding may be diagnostic, a combination of find-
ings can be more predictive, and a combination of physical findings inter-
preted in light of the patient’s history can collectively improve diagnosis, as 
in the Alvarado score for appendicitis [59]. In addition, repeated examinations 
over time may be useful. Surgeons have long advocated for serial exams in 
the assessment of abdominal pain. With repeated examinations, a clinician 
is perhaps likely to become more confident in his exam, more aware of subtle 
abnormalities, or better able to detect changes as a condition worsens.

With so much diagnostic capability available from modern imaging modal-
ities, it is natural that clinicians are becoming more dependent on them 
for help with diagnosis. What they may fail to appreciate is that abnormal 
physical findings may provide the first evidence of disease that might oth-
erwise go undetected (even with imaging); without these clues, conditions 
may progress to a more advanced and less treatable state [60]. Nystagmus, 
asterixis, skin lesions from melanoma or vasculitic rashes, optic papillitis, 

TABLE  10.1 

Diagnostic Utility for Common Physical Findings

Physical Sign Diagnosis Sensitivity (%) Specificity (%) Reference 

Palpable spleen Splenomegaly 58 92 38
Pulse pressure 
over 80

Moderate to 
severe aortic 
regurgitation

57 95 39

Breast exam Breast cancer 54 94 40
S3 heart sound Ejection fraction 

under 50%
51 90 41

Murphy’ s sign Cholecystitis 50– 97 80 42
Phalen’ s test Carpal tunnel 40– 90 80 43
Initial impression COPD 25 95 35, 44
Hepatojugular 
reflex

Congestive heart 
failure

24– 33 95 35, 45

Femoral artery 
bruit

Peripheral arterial 
disease

20– 29 95 46

Kernig’ s sign Meningitis 5 95 47

Source:  Adapted from Joshua, A.M., Celermajer, D.S., Stockler, M.R, Int Med J ., 35, 178– 87, 2005; 
Hansen, M. et al., Acta Neurol Scand ., 90(3), 145– 9, 1994.
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and rebound tenderness are just a few examples of conditions that can only 
be detected by visual inspection or palpation [30]. One hospitalist recorded 
findings on physical examination that were pivotal in detecting conditions 
that impacted the immediate hospital course and patient outcome in 26% of 
cases admitted to his service over a one-month period [61]. Another author 
recalls his failure as a young medical student to recognize the significance 
of a pulse differential in a patient with chest pain; the aortic dissection went 
undiagnosed until a day later when the patient’s condition worsened, by 
which time his course was irreversible [31].

Perceived limitations in the physical exam may have more to do with 
uncertainty, poor training, and lack of confidence than the value of the exam 
itself. Unfortunately, the clinical work environment and workflow pressures 
do little to encourage better exams. With the growth of the electronic health 
record and institution of duty hour restrictions for interns (both meant to 
improve patient safety!), internal medicine residents now spend only 12% 
of their clinical time with patients and 40% on computer-related tasks [62]. 
The modern patient has been aptly described as an iPatient — a virtual avatar 
more so than a real person [63]. It may take a determined refocus to bring the 
physical examination back to its appropriate place in diagnosis [30].

A number of technological advancements have improved the bedside 
exam. Portable point-of-care ultrasound has dramatically changed the diag-
nostic capability of bedside clinicians. With limited training, a number of 
physical conditions can rapidly and accurately be detected, including ascites, 
pleural effusions, pericardial effusions, cholelithiasis, and hydronephrosis. 
In addition, ultrasound can even be used to assess physiological parameters, 
determine fluid status, estimate cardiac function, and predict fluid respon-
siveness in shock-like states [64]. The use of a PanOptic™  ophthalmoscope 
may improve the ability of novices to visualize the retina [65]. A device using 
quantitative video-oculography (under development) may help with the 
assessment of eye movements to improve the diagnosis of vertebrobasilar 
stroke in patients with acute vertigo or dizziness [66]. Development of newer, 
more innovative diagnostic aids may augment basic skills and help revive 
the bedside assessment.

The failure to detect a significant physical finding is unlikely to be discov-
ered in a retrospective review of the medical record, since you can’t prove 
what was unknown but may have been detected if sufficient expertise and 
attention had been given to the subject. Missed physical findings, like missed 
diagnoses, may first manifest in the unexpected deterioration of patients or 
unexplained outcomes. It is impossible to prove whether a finding might have 
been present and detectable earlier, but one can’t help but wonder what might 
have been possible if a more masterful clinician had examined the patient.

Old-school clinicians argue that there is more to be gained at the bedside 
than a simple checklist of signs and symptoms. The history should provide 
a narrative account that gives context to symptoms [67]; the patient’s story 
is richer and more meaningful when grounded in a relationship with a 
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caring and empathetic clinician [68]. The history and physical exam may be 
both diagnostic and therapeutic [69,70]. Time at the bedside done well can 
engender trust, improve communication, and, in the long run, contribute to 
improved diagnosis [71].

Radiology

The last few decades have seen an explosion in imaging capabilities: 3-D mul-
tidetector row computed tomography (CT), positron emission tomography 
(PET), and magnetic resonance imaging (MRI) are now widely available in 
most centers. All imaging requires visual interpretation ultimately limited by 
human perception, and thus have some irreducible rate of error. Error rates in 
radiology are widely quoted as about 3%– 4%; however, these rates are typi-
cal of a general practice that sees mostly normal images. Rates rise to 30% if 
a sample of mostly abnormal images is reviewed [72,73]. In fact, if a collec-
tion of abnormal films is reviewed a second time, an error rate of 30% is still 
found with another independent reviewer, and the errors are not necessarily 
the same [74]. Most errors in interpretation are due to flawed perception; if 
the abnormality is pointed out, it becomes obvious after the fact. However, 
errors in imaging can arise for a number of reasons as outlined and classified 
by Kim and Mansfield, as shown in Table  10.2 [74]. While the most common 
error is simply failing to see what is there (42% of errors in general radiology), 
the second most common error is failing to detect a second (or even third) 
abnormality (22%), a problem described as search satisfying  (also referred to by 
some as search satisficing) — when the examiner abandons the search, appar-
ently satisfied once the first abnormality is detected [75]. The accuracy for 
general skeletal abnormalities is about 78% on plain radiography; this falls to 
40% for second and third abnormalities in the same study [75].

Perceptual errors are difficult to understand and explain. Findings missed by 
CT and MRI tend to occur most often in the first or last image of a series, those 
that may be quickly surveyed and dismissed as the examiner scrolls through 
images [74]. When radiologists were asked to perform a lung-nodule detection 
task by CT in which the image of a gorilla had been embedded, experienced 
radiologists failed to see the gorilla, even though it was much larger than a 
typical nodule [76]. Eye-tracking studies verified that the radiologists had even 
looked directly at the gorilla image. When given an opportunity to look again 
specifically for the gorilla after completing their screen for a lung-nodule, the 
radiologists were able to visualize it. Experts are apparently not immune to 
the phenomenon of inattentional blindness  [77]. There seems to an irreducible 
human fallibility in perception that limits accuracy in visual diagnosis.

Clinical Laboratory

Routine clinical laboratory tests include common and basic examinations of blood 
and serum, such as chemistry panels, hematology, serology, and coagulation 
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studies. These studies are performed countless times each day in processes that 
are tightly controlled and regulated. Laboratory medicine is highly automated 
and very accurate. The total testing process  (TTP) involves much more than the 
few steps taken when the test is performed in the clinical lab. The TTP involves 
numerous steps or phases as described below and in Table  10.3 [78,79].

• Pre pre-analytic : The decision to test the selection and ordering of 
the test; the collection, identification, labeling and transport of the 
appropriate specimen to the lab

TABLE  10.2 

Classification of Errors in Radiology and Their Frequency Distribution

Type Cause Explanation Errors (%)

1 Complacency A finding is appreciated but attributed 
to the wrong cause

0.9

2 Faulty reasoning A finding is appreciated and interpreted 
as abnormal but is attributed to the 
wrong cause (true-positive finding 
misclassified)

9.0

3 Lack of knowledge A finding is seen but is attributed to the 
wrong cause because of lack of 
knowledge

3.0

4 Underreading A finding is present on the image, but is 
missed

42.0

5 Poor 
communication

An abnormality is identified and 
interpreted correctly but the message 
doesn’ t reach the clinician

0.0

6 Technique A finding is missed because of the 
limitations of the examination or 
technique

2.0

7 Prior examination A finding is missed because of failure to 
consult prior radiologic studies or 
reports

5.0

8 History A finding is missed because of 
inaccurate or incomplete clinical 
history

2.0

9 Location A finding is missed because the location 
of the lesion is outside the area of 
interest on an image

7.0

10 Satisfaction of 
search

A finding is missed because of failure to 
continue to search after the first 
abnormality is identified 

22.0

11 Complication Complication from a procedure 0.5
12 Satisfaction of 

report
A finding was missed because of 
overreliance on the radiology report 
from a previous examination

6.0

Source : From Kim, Y.W., Mansfield, L.T., AJR Am J Roentgenol ., 202(3), 465– 70, 2014; Bruno, M.A. 
et al., Radiographics ., 35(6), 1668– 76, 2015.
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• Pre-analytic : The acceptance of the specimen by the lab and the pro-
cessing of the specimen that precedes testing, including centrifug-
ing, diluting, and aliquoting the specimen

• Analytic : The actual test, now largely automated
• Post-analytic : The reporting of results to the clinician
• Post post-analytic : The interpretation and use of the test in decision 

making and communicating the result to the patient

The total error rate for all phases of work for the clinical lab is remarkably 
low, occurring in approximately 1.9% of all tests [79]. The analytic phase, 

TABLE  10.3 

Laboratory Errors by Stage of Total Testing Process (TTP) and the Distribution. 
Frequency of All Errors (%)

Stage of Total Testing Process (TTP) Error Rate (%) 
Distribution Frequency 

of Errors (%) 

Pre pre-analytic 
Inappropriate test request
Order entry
Patient/specimen misidentification
Sample collected from infusion route
Sample collection problem (hemolysis, clotting, 
inadequate volume)

Inappropriate container
Handling, storage, and transportation

— 46– 68.2

Pre-analytic 
Sorting and Routing
Pour-off
Aliquoting, pipetting and labeling
Centrifugation (time and/or speed)

0.913 3.0– 5.3

Analytic 
Equipment malfunction
Sample mix-ups
Interference (endogenous or exogenous)
Undetected failure in quality control

0.002 7.0– 13

Post-analytic 
Erroneous validation of analytical data
Failure in reporting or addressing the report
Excessive turnaround time
Improper data entry, manual transcription error
Failure, delay in reporting critical values

0.0715 12.5– 20

Post post-analytic 
Delayed, missed reaction to laboratory 
reporting

Incorrect interpretation
Inappropriate, inadequate follow-up plan
Failure to order appropriate consultation

— 25– 45.5

Source : Adapted from Plebani, M., Ann Clin Biochem ., 47, 101– 10, 2010.
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where the test is actually performed, has an admirable error rate of only 
0.002% [79]. The majority of all clinical lab errors (60%– 70%) occur in the 
steps taken outside the physical realm of the lab and mostly outside the con-
trol of lab personnel [78]. Stat labs, in which the pre-analytic process is sim-
plified, have an error rate less of than 1% [80]. In most cases of diagnostic 
errors, clinically significant errors resulting from laboratory testing prob-
lems occur not from errors generated by the lab itself, but rather in decisions 
made in selecting and using tests, interpreting test results, informing the 
patient of actionable results, and integrating the results into management 
decisions— tasks that ultimately depend upon the reasoning, organizational, 
and relational skills of healthcare providers.

Anatomical Pathology

Anatomical pathology refers to the examination of tissue, through either 
cytology (aspirates or fine needle biopsy) or histology (solid tumors, biop-
sies). While the clinical laboratory has automated processes for testing, tis-
sue samples in anatomical pathology require more specialized processing, 
and ultimately require visual examination for the detection of abnormali-
ties. Like clinical laboratory tests, anatomical pathology has both pre- and 
post-analytic phases, but unlike the clinical lab, the analytic phase of tis-
sue examination has more variability and potential for error [81]. The most 
common source of error in anatomical pathology is from misinterpretation, 
either from errors in the visual interpretation of findings, or because of inad-
equate specimen collection or poor specimen preparation. Perception may be 
affected by fatigue, excessive workload, and ambient light; perceptual errors 
may also be attributed to the influence of heuristics and cognitive bias [82]. 
When studies to compare tumors obtain both cytology and histology speci-
mens, there is an overall diagnostic discrepancy rate of 11.8% [83]. Second 
reviews of pathology specimens reveal an overall error rate of 6.7% across a 
wide range of tissue types, with one in six of these likely resulting in harm 
[84]. A review of published error rates on second reviews found a wide varia-
tion in error rates depending on the site and tumor type, ranging from a low 
of 1.3% (prostate) [85] to a high of 60% (thyroid cytology) [86,87]. Significant 
treatment decisions often depend on surgical or anatomical pathology, so the 
tolerance for error is especially low. Many recommend a routine mandatory 
review of all specimens in which cancer is suspected or whenever a major 
intervention is contemplated based on the result [88].

While the interpretative analytical phase of anatomical pathology is chal-
lenging enough, a process flow map for biopsy specimens reveals additional 
complexity. Ten major steps are required from arrival to the lab until the 
specimen reaches the pathologist, each with its own failure rate or poten-
tial for problems [89]. When detailed further, between two and three hun-
dred individual smaller steps have been identified from the time the test 
is ordered, specimen acquired, specimen processed, study interpreted and 
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reported, and results finally acted on [85]. Dermatopathology biopsy speci-
mens may pass through the hands of twenty different people stationed in 
different workplaces before results are obtained [90]. It’s a wonder that error 
rates aren’t even higher. 

The communication of pathology results between the pathologist and the clini-
cal team typically occurs in the form of a pathology report. The language, ter-
minology, and formatting of pathology reports may be confusing to clinicians. 
When surgeons were given a test to evaluate how well they understood pathol-
ogy reports, 30% demonstrated a basic misunderstanding of the results [91].

Communication and Coordination of Care

Within each specialized area, a determined focus on accuracy can optimize 
results. Individuals can study, practice, and hone their clinical and cognitive 
skills. Labs and imaging centers can and have achieved excellence in inter-
pretation. However, much of diagnostic error occurs during the exchange of 
information and coordination of care between different silos, in a sort of no-
man’s-land. Ambiguities often exist about who assumes care and when: who is 
responsible for relaying, receiving, interpreting, and integrating different types 
of information into the final diagnosis? These struggles are discussed in more 
detail in Chapter  11, and are likely very relevant to many diagnostic failures.

The State of Medical Knowledge

The accuracy of diagnosis depends on clinical expertise, reliable evidence 
and the appropriate use of diagnostic tests. Evidence-based medicine (EBM) 
was developed and introduced in the 1980s as a means of collecting, syn-
thesizing, and analyzing data about clinical questions. The EBM approach 
has since dominated the evaluation of clinical research and has been used to 
develop clinical practice guidelines. Although widely accepted and highly 
respected, critics have challenged its assumptions and noted its flaws and 
limitations [92– 94]. The evidence in EBM is viewed in a hierarchical scheme, 
with randomized control trials (RCTs) given the greatest weight, followed by 
cohort studies, then observational studies and case reports. Expert opinion 
is the least valued. Quantitative studies are valued over qualitative methods. 
RCTs are widely thought to provide the best and most objective evidence. 
However, in the EBM paradigm, large RCTs can almost silence voices that 
are considered less authoritative and lower in the hierarchy of evidence. 
Evidence from RCTs can be tainted by bias, or by conflicts of interest. Biases 
can creep into the study design and analysis in many forms, including opti-
mism, overconfidence, confirmation, anchoring, search satisficing, group-
think, and “ think within the box”  [92]. Conflicts of interest may be financial 
or simply ideological. Since bias is unconscious, and conflicts of interest 
often subtle, these flaws may be unintentional and even unavoidable. And 
they may be difficult to detect. Critics of EBM suggest that this danger can be 
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mitigated by leveling the hierarchy of evidence to weight other voices on a 
par with RCTs, or at least encourage debate from opposing views that might 
detect and compensate for bias.

Another concern expressed by critics, and acknowledged by EBM advocates, is 
a reductionist bias , that is, using methods to address risk and likelihood for disease 
using data from a population that may differ from the unique characteristics of 
any given patient [93]. Blind allegiance to practice guidelines based on EBM may 
simplify clinical work, but may also contribute to some diagnostic error.

A second limitation in the current state of diagnostics is poor penetra-
tion of existing evidence into clinical practice [95]. A review of U.S. adults 
found that only about half of patients received routine care recommended by 
national guidelines [96]. There are numerous barriers to the use of existing 
guidelines [95]. There is a natural inertia to change and reluctance to trust 
new standards. Even for highly motivated clinicians, a major barrier is sim-
ply keeping up with the sheer volume of material [95,97]. One author noted 
that in a single day, his medical unit cared for 18 patients with a total of 44 
diagnoses; the available guidelines for his patients totaled 3679 pages [97]!

Another obstacle to diagnostic work is the lack of understanding of basic 
mathematical principles needed to use diagnostic tests [98,99]. Although most 
clinicians have some rudimentary understanding of diagnostic testing, most 
don’t apply that knowledge at the bedside. A survey of 300 practicing physi-
cians found that although some articulated an understanding of sensitivity 
and specificity, only 3% reported using Bayesian methods in their daily work, 
and only 1% used receiver operator curves (ROCs) and likelihood ratios [100].

Not all data is easy to apply in actual clinical work. Feinstein has urged the 
redefinition of how we measure the clinical utility of diagnostic tests, focus-
ing on “ diagnostic efficacy”  (how the test performs in patients with  symp-
toms) versus “ accuracy”  (how the test performs in a known population with 
a previously defined disease state) [101]. Convenient tools embedded within 
clinical documents might improve the use of data. When clinicians were 
given test performance characteristics of clinical data, they made more accu-
rate predictions of posttest probabilities when the data was presented in a 
visual format compared with text alone [102]. Estimates of the risk of disease 
are often inferred from probability data; however, physicians (and laypeople) 
perform better when information is represented in natural frequencies [103]. 
Some improvement in diagnosis may be gained simply by putting data in a 
form that is easier to understand in vivo , at the point of patient contact.

Strategies and Solutions to Address Diagnostic Error

Although medicine uses scientific principles and avails itself of modern tech-
nology, ultimately we deal with biological systems that have intrinsic variability 
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and unpredictability, a fact that makes diagnostic work difficult, imprecise, and 
error-prone. Diagnosis is complex; the proposed work to improve diagnosis is 
formidable. Each of the categories discussed in this chapter is a potential source  
of error. Each one offers a focus for improvement efforts. The first step toward 
improvement is acknowledging the need for change. The publication of the 
2015 report Improving Diagnosis in Healthcare  is an important step that may help 
increase awareness and recruit resources to address the challenge [24].

A number of leading experts have summarized ideas for improving diag-
nosis [104– 109]. Three main approaches have been described: (1) improve cli-
nician performance, (2) improve the design of the system, and (3) engage the 
patient; the suggested ideas are summarized in Tables  10.4– 10.6. A fourth 
could reasonably be suggested: (4) improve the interface between clinicians, 
healthcare systems, and patients using help from experts in human factors 
engineering [108]. Finally, we need to improve the science of diagnosis and 
take advantage of technological advancements in non-medical areas.

Optimize the Performance of Clinicians

We can hope changes in education and training (both in content and meth-
odology) will make clinicians better diagnosticians; ideas for improvement 

TABLE  10.4 

Ideas to Improve Diagnostic Performance of Clinicians

General Goal Suggested Methods 

Improve knowledge and expertise Improve clinical experience: increase number of patients 
during training, use simulated cases and standardized 
patients, use online courses with cases, improve 
bedside mentoring.

Teach biostatistics.
Provide feedback for calibration.
Improve teamwork and communication skills during 
training.

Encourage dialog with specialists in the laboratory and 
radiology.

Teach and practice awareness of personal limitations 
and potential for error.

Improve reasoning skills Add training in cognition, metacognition, decision 
making, and reasoning.

Provide cognitive aids Provide access to specialists, second opinions, and 
consultants.

Integrate clinical decision support tools within the 
medical record, including differential diagnosis 
generators, checklists, and guidelines.

Improve data display on computers to make data easier 
to view and interpret.

Source : Adapted from McDonald, K.M., Matesic, B., Contopoulos-Ioannidis, D.G., Lonhart, J., 
Schmidt, E., Pineda, N., Ioannidis, J.P., Ann Intern Med. ,158(5 Pt 2), 381– 9, 2013.
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TABLE  10.5 

Ideas to Improve System Support for Diagnosis

General Goal Suggested Methods 

Clinical laboratory Simplify and streamline processes (fewer steps lead to 
fewer errors).

Automate, when possible.
Reduce chance of misidentified specimens (barcoding).
Eliminate handwritten results (where possible use 
computer reports).

Use real-time automated paging to notify clinicians of 
critical lab abnormalities.

Use information technology support to track and follow 
abnormal test results.

Anatomical pathology Use second opinions and mandatory reviews.
Standardize processes; standardized diagnostic criteria.
Use checklists.
Use concise terminology and formatting reports that are 
unambiguous and easily understood by clinicians.

Radiology Develop computer-aided diagnostic systems to improve 
visual recognition of signals.

Improve image processing techniques to optimize lesion 
detection (e.g., pulmonary nodules).

Develop checklists for common misses.
Apply eye-tracking technology to alert radiologists of 
sites where prolonged dwell time suggests something 
aberrant.

Improve utilization of specialists Improve the range of specialists available for medical 
teams, including pharmacists and librarians.

Enhance technology Use ultrasound to improve diagnostic sampling for 
biopsies.

Encourage study and development of improved 
diagnostic tests, such as cap-fitted and high-resolution 
colonoscopy, for example.

Build an infrastructure that facilitates the flow of 
information between clinicians and between providers 
and their patients.

Develop and implement effective clinical decision 
support.

Improve environment Provide an environment with minimal distractions and 
allow sufficient time for productive work; optimize shift 
scheduling.

Encourage usability testing for medical equipment.
Create a culture of learning Develop methods to monitor the diagnostic process and 

related errors.
Reward quality.
Give individuals feedback.
Facilitate communication between clinicians and 
departments.

Create structures for teams and teamwork.

Source : Adapted from McDonald, K.M. et al., Ann Intern Med ., 158(5 Pt 2), 381– 9, 2013.
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TABLE 10.6 

How Patients Can Improve Diagnosis

General Goal Suggested Methods 

Educate themselves Read and know about your diagnosis.
Ask questions.
Ask why a test is needed, and how to get the result.
Understand what to expect and when to worry if 
you don’ t improve.

Ask your doctor how you can learn more about 
your diagnosis.

Prepare for visits Provide a one-page summary of symptoms and 
timeline of illness.

Keep an accurate copy of medications.
Whenever possible, bring an advocate with you to 
help remind you of questions and listen with you.

Have a copy of all your medical record Keep copies of tests and reports.
Monitor your health When appropriate, keep logs of your condition 

(such as home blood pressure or glucose 
monitoring) and bring them to each doctor’ s visit.

Ensure follow-up for every test; don’ t assume no 
news is good news.

Speak up Verbalize your questions and concerns.
Ask what unfamiliar terms mean.
Ask your doctor how sure they are of the diagnosis 
and if you could benefit from a second opinion.

If you seek a second opinion, be sure to bring all 
medical records with you.

Source : Adapted from McDonald, K.M., Bryce, C.L., Graber, M.L., BMJ Qual Saf.,  22, 8833– ii39, 2013.

are summarized in Table  10.4. The field of cognitive psychology provides 
insight into how we think: about how we collect data, how our minds per-
ceive visual images, and how we make decisions. There is a growing impera-
tive to educate physicians about strategies to mitigate cognitive biases (see 
Chapter  15), and increased awareness of the need for feedback on diagnos-
tic performance. Clinicians rely on diagnostic tests to make decisions; they 
need to be educated on the operating characteristics of diagnostic tests and 
given appropriate decision support. These efforts will likely be tedious and 
slow, and will probably produce small and incremental change. Systems can 
offer support to make information more accessible at the right time, in the 
right format. Teamwork training can improve how we function together and 
in groups to help each other achieve more accurate diagnoses.

Improve Systems of Care

Our current healthcare system serves an antiquated model of care that is 
physician-centric, where all information flows to and between physicians. 
We have excellence in specialty silos, but hazy boundaries between those 
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silos where healthcare information is lost and responsibility for patients left 
to chance. We are largely blind to or even indifferent to diagnostic failures, 
too often attributing them to difficult diseases or even patient noncompli-
ance. Alternative models of care have been proposed that are patient-centric, 
promote cross-disciplinary collaboration, actively track error, and provide 
innovative tools for diagnostic support [24]. Those who are entrenched in the 
current system may lack enough creative vision and imagination to redesign 
how diagnosis take place; insight may come from nontraditional sources, 
such as philosophers, cognitive scientists, psychologists, human factors engi-
neers, business people, economists, mathematicians, statisticians, and yes, 
patients themselves.

Principles from non-medical industries have helped improve common 
processes. The simplification, standardization, and automation of routine 
processes have improved common laboratory testing. Interpretive studies, 
such as imaging and anatomical pathology, may benefit further from com-
puterized aids, such as the computer-aided detection of pulmonary nodules 
[110,111]. The growth of information technology has tremendous potential 
for improving and streamlining clinical care, although development has 
been slow. Embedding clinical decision support into routine tasks, tracking 
and monitoring lab tests, and designing electronic methods of informing 
clinicians of critical lab results are just a few of many potential applications. 
A few ideas for the system support of diagnosis are described in more detail 
in Table  10.5 and discussed in more detail in Chapter  16 (Diagnostic Support 
from Information Technology).

Engage and Empower Patients

Patients need (and want) to be involved in the diagnostic process, after all, 
they have the most to gain or lose in the process [112– 114]. Patient stories 
reveal recurring themes of how diagnostic errors occur, and their stories are 
quite compelling [113]. Patients who have experienced catastrophic diagnos-
tic error often relate that they tried to warn others but were dismissed or 
ignored. Many were simply not believed, their opinions or concerns thought 
to be uninformed or not relevant, or clinicians were too busy or preoccupied 
with seemingly more important tasks [113]. Change will require a paradigm 
shift in our model of care to give more respect to patients and their concerns 
and give them more responsibility and ownership for their care; this focus 
should be given as much priority as the taking of vital signs. An engaged 
patient who is informed can contribute actively and compensate for many 
imperfections in their process of care. Guidelines for patients, summarized 
in Table  10.6, give practical advice to help patients themselves take owner-
ship in driving the diagnostic process toward a safe conclusion [114,115].

We should not expect patients to take more responsibility for their care 
without guidance. Physicians can help by flattening the authority gradient 
and prioritizing communication with patients. Healthcare teams should 
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have someone designated available to help patients as they navigate their 
illness. Systems can be better designed to feed test results and educational 
materials directly to patients and allow them to play a larger role in tracking 
their test results and managing their healthcare information.

Innovation and Technological Advancements

We need breakthrough advancements in science and technology and inno-
vative changes in the design of our systems of care. Efforts targeted directly 
at diagnostic error may not achieve the greatest gains. Spinoffs from space 
exploration have led to thousands of useful products, including infrared ear 
thermometers, a microvolt T-wave alternans test useful for detecting people 
at increased risk for sudden death cardiac events, and a MicroMed DeBakey 
Ventricular Assist Device small enough to be used in children [116,117]. 
There are likely many other technologies we can look to for improvement.

Conclusion

As the challenges and difficulties with diagnosis have been acknowledged, 
the next decade offers hope for improvement. The medical community and 
the public at large now seem more aware of the limitations of diagnosis 
and our potential for improvement. The diagnosis of biological systems is a 
remarkable and sophisticated process, and the risk of failure and misdiag-
nosis has probably been underestimated and underappreciated. Increasing 
awareness of diagnostic error has highlighted the need to think more about 
our clinical care and how we can use both the art and science of medicine to 
optimize our diagnostic endeavors.

SUMMARY POINTS 

• Diagnosis is an imperfect science.

• The actual incidence of error in diagnosis is unknown, but is certainly 
far more common than we have acknowledged in our recent past.

• Although we have many sophisticated tools, many diagnoses can be 
detected by a well-done history and physical examination, the foun-
dation of all diagnostic work.

• Errors in diagnostic reasoning may be due to inadequate knowledge, 
or flaws in reasoning.



180 Diagnosis: Interpreting the Shadows

References 

 1.  Kohn LT, Corrigan J, Donaldson MS. To Err is Human: Building a Safer Health 
System . Washington DC: National Academy Press, 2000.

 2.  Schiff GD, Kim S, Krosnjar N, Wisniewski MF, Bult J, Fogelfeld L, McNutt RA. 
Missed hypothyroidism diagnosis uncovered by linking laboratory and phar-
macy data. Arch Intern Med . 2005;165(5):574– 7.

 3.  Schiff GD, Kim S, Abrams R, Cosby K, Lambert B, Elstein AS, Hasler S, Krosnjar 
N, Odwazny R, Wisniewski MF, McNutt RA. Diagnosing diagnosis errors: 
Lessons from a multi-institutional collaborative project. In: Henrikson K, 
Battles JB, Marks ES, Lewin DI (eds). Advances in Patient Safety: From Research 
to Implementation (Volume  2 : Concepts and Methodology) . Rockville (MD): Agency 
for Healthcare Research and Quality (US): 2005 Feb. Advances in Patient Safety.

 4.  Graber M. Diagnostic errors in medicine: A case of neglect. Jt Comm J Qual 
Patient Saf . 2005;31(2):106– 13.

 5.  Graber ML, Franklin N, Gordon R. Diagnostic error in internal medicine. Arch 
Intern Med . 2005;165(13):1493– 9.

 6.  Cosby KS, Roberts R, Palivos L, Ross C, Schaider J, Sherman S, Nasr I, Couture 
E, Lee M, Schabowski S, Ahmad I, Scott RD 2nd. Characteristics of patient care 
management problems identified in emergency department morbidity and 
mortality investigations during 15 years. Ann Emerg Med . 2008;51(3):251– 61.

 7.  Croskerry P, Campbell S. Comment on The Canadian Adverse Events Study: 
The incidence of adverse events among hospital patients in Canada. CMAJ . 
2004;171(8):833; author reply 834.

 8.  Graber ML, Trowbridge R, Myers JS, Umscheid CA, Strull W, Kanter MH. 
The next organizational challenge: Finding and addressing diagnostic error. 
Jt Comm J Qual Patient Saf . 2014;40(3):102– 10.

• Techniques that rely on visual interpretation are subject to human 
limitations in perception as well as cognitive biases that influence 
what we “ see.” 

• Diagnostic work relies on complex processes that are error-prone.

• Failure in the diagnostic process can occur simply due to a lack of 
coordination in care, and inadequate communication.

• There are five main strategies to target diagnostic error:

• Optimize clinician performance

• Design better systems

• Engage patients

• Improve the interface between patients, providers, and the health-
care system

• Advance the science and technology of diagnosis through 
innovation



181Diagnostic Error

 9.  Wachter RM. Why diagnostic errors don’t get any respect— and what can be 
done about them. Health Aff (Millwood) . 2010;29(9):1605– 10.

 10.  Graber ML, Wachter RM, Cassel CK. Bringing diagnosis into the quality and 
safety equations. JAMA . 2012;308(12):1211– 2.

 11.  Singh H, Graber ML. Improving diagnosis in health care: The next imperative 
for patient safety. New Engl J Med . 2015;373(26):2493– 5.

 12.  Newman-Toker DE, Pronovost PJ. Diagnostic errors: The next frontier for 
patient safety. JAMA . 2009;301(10):1060– 2.

 13.  Zwaan L, Singh H. The challenges in defining and measuring diagnostic error. 
Diagnosis.  2015;2(2):97– 103.

 14.  Singh H, Meyer AND, Thomas EJ. The frequency of diagnostic errors in out-
patient care: estimations from three large observational studies involving U.S. 
adult populations. BMJ Qual Saf . 2014;23(9):727– 31.

 15.  Singh H, Sittig DF. Advancing the science of measurement of diagnostic errors 
in healthcare: The Safer Dx framework. BMJ Qual Saf . 2015;24(2):103– 10.

 16.  Leape LL, Berwick DM, Bates DW. Counting deaths due to medical errors. 
JAMA . 2002;288(19):2404– 5.

 17.  Shojania KG, Burton EC, McDonald KM, Goldman L. Changes in rates of 
autopsy-detected diagnostic errors over time: A systematic review. JAMA.  
2003;289(3):2849– 2856.

 18.  Winters B, Custer J, Galvagno SM Jr, Colantuoni E, Kapoor SG, Lee H, Goode 
V, Robinson K, Nakhasi A, Pronovost P, Newman-Toker D. Diagnostic errors in 
the intensive care unit: A systematic review of autopsy studies. BMJ Qual Saf.  
2012;21(11):894– 902.

 19.  Custer JW, Winters BD, Goode V, Robinson KA, Yang T, Pronovost PJ, Newman-
Toker DE. Diagnostic errors in the pediatric and neonatal ICU: A systematic 
review. Pediatri Crit Care Med . 2015;16:29– 36.

 20.  Gandhi TK, Kachalia A, Thomas EJ, Puopolo AL, Yoon C, Brennan TA, Studdert 
DM. Missed and delayed diagnoses in the ambulatory setting: A study of 
closed malpractice claims. Ann Intern Med . 2006;145(7):488– 96.

 21.  Blendon RJ, DesRoches CM, Brodie M, Benson JM, Rosen AB, Schneider E, 
Altman DE, Zapert K, Herrmann MJ, Steffenson AE. Views of practicing physi-
cians and the public on medical errors. N Engl J Med . 2002;347(24):1933– 40.

 22.  Berner ES, Graber ML. Overconfidence as a cause of diagnostic error in medi-
cine. Am J Med.  2008;121(5A):S2– S23.

 23.  Saber Tehrani AS, Lee H, Mathews SC, Shore A, Makary MA, Pronovost PJ, 
Newman-Toker DE. 25-year summary of U.S.  malpractice claims for diagnostic 
errors 1986– 2010: An analysis from the National Practitioner Data Bank. BMJ 
Qual Saf . 2013;22:672– 80.

 24.  National Academies of Science, Engineering and Medicine. Improving Diagnosis 
in Healthcare . Washington, DC: National Academy Press, 2015.

 25.  Teutsch C. Patient– doctor communication. Med Clin North Am . 
2003;87(5):1145– 55.

 26.  Hobus PP, Schmidt HG, Boshuizen HP, Patel VL. Contextual factors in the 
activation of first diagnostic hypotheses: Expert-novice differences. Med Educ . 
1987:21(6):471– 6.

 27.  Stiell A, Forster AJ, Stiell IG, van Walraven C. Prevalence of information gaps 
in the emergency department and the effect on patient outcomes. CMAJ . 2003; 
169(10):1023– 8.



182 Diagnosis: Interpreting the Shadows

 28.  Heuer JF, Gruschka D, Crozier TA, Bleckmann A, Plock E, Moerer O, Quintel 
M, Roessler M. Accuracy of prehospital diagnoses by emergency physicians: 
Comparison with discharge diagnosis. Eur J Emerg Med . 2012;19(5):292– 6.

 29.  Crombie DL. Diagnostic process. J Coll Gen Pract . 1963;6:579– 89.
 30.  Shattner A. Revitalizing the history and clinical examination. Am J Med . 

2012;125(4):e1– e3.
 31.  Jauhar S. The demise of the physical exam. N Engl J Med . 2006;354(6):548– 51.
 32.  Fred HL. Hyposkillia: Deficiency of clinical skills. Texas Heart Inst J  

2005;32(3):255– 7.
 33.  Patel K. Is clinical examination dead? BMJ . 2013;346:f3442.
 34.  Verghese A, Horwitz RI. In praise of the physical examination. BMJ . 

2009;339:b5448.
 35.  Schattner A. The clinical encounter revisited. Am J Med . 2014;127(4):268– 74.
 36.  Paley L, Zornitzki T, Cohen J, Friedman J, Kozak N, Schattner A. Utility of 

clinical examination in the diagnosis of emergency department patients admit-
ted to the department of medicine of an academic hospital. Arch Intern Med . 
2011;171(15):1394– 6.

 37.  Edmonds ZV, Mower WR, Lovato LM, Lomeli R. The reliability of vital sign 
measurements. Ann Emerg Med . 2002;39(3):233– 7.

 38.  Roubsanthisuk W, Wongsurin U, Saravich S, Buranakitjaroen, P. Blood pres-
sure determination by traditionally trained personnel is less reliable and tends 
to overestimate the severity of moderate to severe hypertension. Blood Press 
Monit . 2007;12(2):61– 8.

 39.  Sebo P, Pechere-Bertschi A, Herrman FR, Haller DM, Bovier P. Blood pres-
sure measurements are unreliable to diagnose hypertension in primary care. 
J Hypertens . 2014;32(3):509– 17.

 40.  Pickering TG, James GD, Boddie C, Harshfield GA, Blank S, Laragh JH. How 
common is white coat hypertension? JAMA . 1988;259(2):225– 8.

 41.  Ebell MH. Evaluation of the patient with suspected deep venous thrombosis. 
J Fam Pract . 2001;50(2):167– 71.

 42.  Cummings S, Papadakis M, Melnick J, Gooding GA, Tierney Jr LM. 
The predictive value of physical examinations for ascites. West J Med . 
1985;142(5):633– 6.

 43.  Hansen M, Sindrup SH, Christensen PB, Olsen NK, Kristensen O, Friis ML. 
Interobserver variation in the evaluation of neurological signs: Observer 
dependent factors. Acta Neurol Scand . 1994;90(3):145– 9.

 44.  Joshua AM, Celermajer DS, Stockler MR. Beauty is in the eye of the exam-
iner: Reaching agreement about physical signs and their value. Int Med J . 
2005;35(3):178– 87.

 45.  Metlay JP, Kapoor WN, Fine MJ. Does this patient have community-acquired 
pneumonia? Diagnosing pneumonia by history and physical examination. 
JAMA . 1997;278(17):1440– 5.

 46.  Breum BM, Rud B, Kirkegaard T, Nordentoft T. Accuracy of abdominal auscul-
tation for bowel obstruction. World J Gastroenterol . 2015;21(34):10018– 24.

 47.  Grover SA, Barkun AN, Sackett DL. The rational clinical examination. Does 
this patient have splenomegaly? JAMA . 1993;270(18):2218– 21.

 48.  Grayburn PA, Smith MD, Handshoe R, Friedman BJ, DeMaria AN. Detection 
of aortic insufficiency by standard echocardiography, pulsed Doppler echocar-
diography, and auscultation. Ann Intern Med . 1986;104(5):599– 605.



183Diagnostic Error

 49.  Barton MB, Harris R, Fletcher SW. The rational clinical examination: Does this 
patient have breast cancer? The screening clinical breast examination: Should 
it be done? How? JAMA . 1999;282(13):1270– 80.

 50.  Patel R, Bushnell DL, Sobotka PA. Implications of an audible third heart sound 
in evaluating cardiac function. West J Med . 1993;158(6):606– 9.

 51.  Adedeji OA, McAdam WA. Murphy’s sign, acute cholecystitis and elderly peo-
ple. J R Coll Surg Edinb . 1996;41(2):88– 9.

 52.  Kuschner SH, Ebramzadeh E, Johnson D, Brien WW, Sherman R. Tinel’s sign 
and Phalen’s test in carpal tunnel syndrome. Orthopedics . 1992;15(11):1297– 302.

 53.  Badgett RG, Tanaka DJ, Hunt DK. Can moderate chronic obstructive pulmo-
nary disease be diagnosed by historical and physical findings alone? Am J Med . 
1993;94(2):188– 96.

 54.  Marantz PR, Kaplan MC, Alderman MH. Clinical diagnosis of congestive heart 
failure in patients with acute dyspnea. Chest . 1990;97(4):776– 81.

 55.  Criqui MH, Fronek A, Klauber MR, Barrett-Connor E, Gabriel S. The sensitiv-
ity, specificity, and predictive value of traditional clinical evaluation of periph-
eral arterial disease: Results from noninvasive testing in a defined population. 
Circulation . 1985;71(3):516– 22.

 56.  Thomas KE, Hasbun R, Jekel J, Quagliarello VJ. The diagnostic accuracy of 
Kernig’s sign, Brudzinski’s sign, and nuchal rigidity in adults with suspected 
meningitis. Clin Infect Dis . 2002;35(1):46– 52.

 57.  Verghese A, Charlton B, Kassirer JP, Ramsey M, Ioannidis JPA. Inadequacies of 
physical examination as a cause of medical errors and adverse events: A collec-
tion of vignettes. Am J Med . 2015;128(2):1322– 24.

 58.  Barkun AN, Camus M, Green L, Meagher T, Coupal L, De Stempel J, Grover SA. 
The bedside assessment of splenic enlargement. Am J Med . 1991;91(5):512– 8.

 59.  Alvarado A. A practical score for the early diagnosis of acute appendicitis. Ann 
Emerg Med . 1986;15(5):557– 64.

 60.  Grais IM. Little things can be big diagnostic clues. Tex Heart Inst J . 
2011;38(6):617– 9.

 61.  Reilly BM. Physical examination in the care of medical inpatients: An observa-
tional study. Lancet . 2003;362(9390):1100– 5.

 62.  Feddock CA. The lost art of clinical skills. Am J Med . 2007 Apr;120(4):374– 8.
 63.  Verghese A. Culture shock: Patient as icon, icon as patient. N Engl J Med . 

2008;359(26):2748– 51.
 64.  Bailitz J. A Problem-based approach to resuscitation of acute illness or injury. 

In: Cosby KS, Kendall JL (eds). Practical Guide to Emergency Ultrasound.  2nd ed. 
Philadelphia PA: Lippincott Williams & Wilkins; 2014.

 65.  Petrushkin H, Barsam A, Mavrakakis M, Parfitt A, Jaye P. Optic disc assessment 
in the emergency department: A comparative study between the PanOptic and 
direct ophthalmoscopes. Emerg Med J ; 2012;29(12):1007– 8.

 66.  Newman-Toker DE, Saber Tehrani AS, Mantokoudis G, Pula JH, Guede CI, 
Kerber KA, Blitz A, Ying SH, Hsieh YH, Rothman RE, Hanley DF, Zee DS, 
Kattah JC. Quantitative video-oculography to help diagnosis of stroke in acute 
vertigo and dizziness: Toward an ECG for the eye. Stroke . 2013;44(4):1158– 61.

 67.  Sanders L. Every Patient Tells a Story: Medical Myths and the Art of Diagnosis . 
New York: Broadway Books, 2009.

 68.  Hurwitz B. Narrative and the practice of medicine. Lancet . 2000 Dec 
16;356(9247):2086– 9.



184 Diagnosis: Interpreting the Shadows

 69.  Richardson B. Clinical examination is essential to reduce overdiagnosis and 
overtreatment. BMJ . 2014;348:g2920.

 70.  Bleakley A, Marshall RJ. The embodiment of lyricism in medicine and Homer. 
Med Humanit . 2012; 38(1):50– 4.

 71.  Swendiman RA. Deep listening. Acad Med . 2014;89(6):950.
 72.  Berlin L. Radiologic errors, past, present and future. Diagnosis . 2014;1(1):79– 84.
 73.  Bruno MA, Walker EA, Abujudeh HH. Understanding and confronting our 

mistakes: The epidemiology of error in radiology and strategies for error reduc-
tion. Radiographics . 2015;35(6):1668– 76.

 74.  Kim YW, Mansfield LT. Fool me twice: Delayed diagnoses in radiology with 
emphasis on perpetuated errors. AJR Am J Roentgenol . 2014;202(3):465– 70.

 75.  Ashman CJ, Yu JS, Wolfman D. Satisfaction of search in osteoradiology. AJR Am 
J Roentgenol . 2000;175(2):541– 4.

 76.  Drew T, Vo ML, Wolfe JM. The invisible gorilla strikes again: Sustained inat-
tentional blindness in expert observers. Psychol Sci . 2013;24(9):1848– 53.

 77.  Eitam B, Shoval R, Yeshurun Y. Seeing without knowing: Task relevance 
dissociates between visual awareness and recognition. Ann N Y Acad Sci . 
2015;1339:125– 37.

 78.  Plebani M, Sciacovelli L, Aita A, Pelloso M, Chiozza ML. Performance crite-
ria and quality indicators for the pre-analytical phase. Clin Chem Lab Med . 
2015;53(6):943– 8.

 79.  Plebani M. The detection and prevention of errors in laboratory medicine. Ann 
Clin Biochem . 2010;47(Pt 2):101– 10.

 80.  Carraro P, Plebani M. Errors in a stat laboratory: Types and frequencies 10 years 
later. Clin Chem . 2007;53(7):1338– 42.

 81.  Hollensead SC, Lockwood WB, Elin RJ. Errors in pathology and laboratory 
medicine: Consequences and prevention. J Surg Oncol . 2004;88(3):161– 81.

 82.  Crowley RS, Legowski E, Medvedeva O, Reitmeyer K, Tseytlin E, Castine 
M, Jukic D, Mello-Thoms C. Automated detection of heuristics and biases 
among pathologists in a computer-based system. Adv in Health Sci Educ . 
2013;18(3):343– 63.

 83.  Raab SS, Grzybicki DM, Janosky JE, Zarbo RJ, Meier FA, Jensen C, Geyer SJ. 
Clinical impact and frequency of anatomic pathology errors in cancer diagno-
ses. Cancer . 2005;104(10):2205– 13.

 84.  Raab SS, Nakhleh RE, Ruby SG. Patient safety in anatomic pathology: Measuring 
discrepancy frequencies and causes. Arch Pathol Lab Med . 2005;129:459– 66.

 85.  Epstein JI, Walsh PC, Sanfilippo F. Clinical and cost impact of second-opinion 
pathology. Review of prostate biopsies prior to radical prostatectomy. Am J Surg 
Pathol . 1996;20(7):851– 7.

 86.  Baloch ZW, Hendreen S, Gupta PK, LiVolsi VA, Mandel SJ, Weber R, Fraker D. 
Interinstitutional review of thyroid fine-needle aspirations: Impact on clinical 
management of thyroid nodules. Diagn Cytopathol . 2001 Oct;25(4):231– 4.

 87.  Raab SS, Grzybicki DM. Quality in cancer diagnosis. CA Cancer J Clin . 
2010;60(3):139– 165.

 88.  Kronz JD, Westra WH, Epstein JI. Mandatory second opinion surgical pathol-
ogy at a large referral hospital. Cancer . 1999;86(11):2426– 35.

 89.  Raab SS, Grzybicki DM, Condel JL, Stewart WR, Turcsanyi BD, Mahood LK, 
Becich MJ. Effect of Lean method implementation in the histopathology section 
of an anatomical pathology laboratory. J Clin Pathol . 2008;61(11):1193– 9.



185Diagnostic Error

 90.  Wyers W. Confusion: Specimen mix-up in dermatopathology and measures to 
prevent and detect it. Dermatol Pract Concept . 2014;4(1):27– 42.

 91.  Powsner SM, Costa J, Homer RJ. Clinicians are from Mars and pathologists are 
from Venus. Arch Pathol Lab Med . 2000;124(7):1040– 6.

 92.  Seshia SS, Makhinson M, Philips DF, Young GB. Evidence-informed person-
centered healthcare (part I): Do “ cognitive biases plus”  at organizational levels 
influence quality of evidence? J Eval Clin Pract . 2014;20(6):734– 47.

 93.  Seshia SS, Makhinson M, Young GB. Evidence-informed person-centred health 
care (part II): Are “ cognitive biases plus”  undermining the EBM paradigm respon-
sible for undermining the quality of evidence? J Eval Clin Pract . 2014;20(6):748– 58.

 94.  Greenhalgh T, Howick J, Maskrey N, Evidence Based Medicine Renaissance 
Group. Evidence based medicine: A movement in crisis? BMJ . 2014;348:g3725.

 95.  Grimshaw JM, Eccles MP, Lavis JN. Hill SJ, Squires JE. Knowledge translation 
of research findings. Implement Sci . 2012;7(50):1– 17.

 96.  McGlynn EA, Asch SM, Adams J, Keesey J, Hicks J, DeCristofaro A, Kerr EA. 
The quality of health care delivered to adults in the United States. New Engl J 
Med . 2003;348(26):2635– 45.

 97.  Allen D, Harkins KJ. Too much guidance? Lancet.  2005;365(9472):1768.
 98.  Gigerenzer G, Gaissmaier W, Kurz-Milcke E, Schwartz LM, Woloship S. Helping 

doctors and patients make sense of health statistics. Psychol Sci . 2008;8(2):53– 96.
 99.  Whiting PF, Davenport C, Jameson C, Burke M, Sterne JA, Hyde C, Ben-Shlomo 

Y. How well do health professionals interpret diagnostic information? A sys-
tematic review. BMJ Open . 2015;5:e008155.

 100.  Reid MC, Lane DA, Feinstein AR. Academic calculations versus clinical judg-
ments: Practicing physicians’ use of quantitative measures of test accuracy. Am 
J Med . 1998;104(4):374– 80.

 101.  Feinstein AR. Misguided efforts and future challenges for research on “ diag-
nostic tests.”  J Epidemiol Community Health . 2002;56(5):330– 2.

 102.  Ben-Schlomo Y, Collin SM, Quekett J, Sterne JAC, Whiting P. Presentation 
of diagnostic information to doctors may change their interpretation and 
clinical management: A web-based randomised controlled trial. PLoSOne . 
2015;10(7):e0128673.

 103.  Hoffrage U, Gigerenzer G. Using natural frequencies to improve diagnostic 
inferences. Acad Med . 1998;73:538– 40.

 104.  McDonald KM, Matesic B, Contopoulos-Ioannidis DG, Lonhart J, Schmidt E, 
Pineda N, Ioannidis JP. Patient safety strategies targeted at diagnostic errors: A 
systematic review. Ann Intern Med . 2013; 158 (5 Pt 2): 381– 9.

 105.  Singh H, Graber ML, Kissam SM, Sorensen AV, Lenfestey NF, Tant EM, 
Henriksen K, LaBresh KA. System-related interventions to reduce diagnostic 
errors: A narrative review. BMJ Qual Saf . 2012;21(2):160– 70.

 106.  Graber ML, Kissam S, Payne VL, Meyer AN, Sorensen A, Lenfestey N, Tant E, 
Henriksen K, Labresh K, Singh H. Cognitive interventions to reduce diagnostic 
error: A narrative review. BMJ Qual Saf . 2012;21(7):535– 57.

 107.  El-Kareh R, Hasan O, Schiff GD. Use of health information technology to reduce 
diagnostic errors. BMJ Qual Saf . 2013;22 Suppl 2:ii40– ii51.

 108.  Henriksen K, Brady J. The pursuit of better diagnostic performance: A human 
factors perspective. BMJ Qual Saf . 2013;22 Suppl 2:ii1– ii5.

 109.  Trowbridge RL, Dhaliwal G, Cosby KS. Educational agenda for diagnostic error 
reduction. BMJ Qual Saf . 2013;22 Suppl 2:ii28– ii32.



186 Diagnosis: Interpreting the Shadows

 110.  Zeng JY, Ye HH, Yang SX, Jin RC, Huang QL, Wei YC, Huang SG, Wang BQ, 
Ye JZ, Qin JY. Clinical application of a novel computer-aided detection system 
based on three-dimensional CT images on a pulmonary nodule. Int J Clin Exp 
Med . 2015;8(9):16077– 16082.

 111.  Jacobs C, van Rikxoort EM, Murpy K, Prokop M, Schaefer-Proko CM, van 
Ginneken B. Computer-aided detection of pulmonary nodules: A comparative 
study using the public LIDC/IDRI database. Eur Radiol . 2015 Oct 6. (in press)

 112.  Graedon T, Graedon J. Let patients help with diagnosis. Diagnosis . 2014;1(1):49– 51.
 113.  Haskell HW. What’s in a story? Lessons from patients who have suffered diag-

nostic failure. Diagnosis . 2014;1(1):53– 4.
 114.  McDonald KM, Bryce CL, Graber ML. The patient is in: patient involvement 

strategies for diagnostic error mitigation. BMJ Qual Saf . 2013 Oct;22 Suppl 
2:ii33– ii39.

 115.  The Joint Commission: Facts about Speak Up Initiatives. Available at: http://www.
jointcommission.org/assets/1/18/Facts_Speak_Up.pdf. Accessed December 5, 
2015.

 116.  NASA. NASA Technology Spinoffs. Improving technology on earth. Available 
at:https://www.nasa.gov/centers/johnson/pdf/167752main_FS_Spinoffs508c.
pdf. Accessed Dec 6, 2015.

 117.  NASA. NASA Technology Transfer Program Spinoff. Bring NASA technology 
down to earth. Available at: https://spinoff.nasa.gov. Accessed December 6, 
2015.



187

11
The Role of the Healthcare System 
in Diagnostic Success or Failure

Karen Cosby

Diagnosis Relies on Both Cognitive and System Processes

We have described the act of making a diagnosis  as mostly a cognitive pro-
cess. The mental process of diagnosis occurs in the mind of the clinician 
and is largely unseen. Like Sherlock Holmes, or the more recent television 
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188 Diagnosis: Interpreting the Shadows

character Dr. House, the doctor acts like a detective, asks a series of questions 
(the “ history” ), then pokes and prods (“ examines the patient” ), and finally 
declares a diagnosis in a somewhat mystical manner, as if by superior intel-
lect, good training, or even just good luck. The relationship between doctor 
and patient is historically romanticized by the famous Norman Rockwell 
painting that portrays a caring family doctor and his patient in a comfortable 
office setting, imbued with a sense of comfort and compassion. Although 
many admire the skill set possessed by the fictional character Dr. House and 
others may long for the traditional relationship between doctor and patient 
illustrated by Rockwell, neither image accurately reflects medical diagnosis 
today. Advancements in biomedical science allow us to recognize a growing 
variety and number of conditions, offer more treatment options, improve 
quality of life, and prolong survival. However, with that progress comes 
greater complexity. While in some cases a simple office visit with a single 
experienced provider will secure a likely diagnosis and treatment strategy, 
in many others, diagnosis relies on an increasingly elaborate coordination 
of specialists, complex processes, and technical procedures occurring over 
time and in places remote to the visit with one’ s primary physician. Thus, we 
need a system designed to support diagnosis.

What Is “The System?” 

The doctor and patient are at the center of the diagnostic process, but they 
often rely on services and procedures to establish a diagnosis. Common 
needs include laboratory testing, imaging (such as x-ray, computed tomogra-
phy (CT) scans, ultrasound, echocardiography), procedures (such as biopsies 
and endoscopies), and specialty consultations. Each test requires a series of 
actions, typically beginning with patient identification, determination of the 
clinical question to be addressed, selection of the correct test, performance of 
the test, interpretation of the result, communication with the ordering doc-
tor, follow up with the patient and further diagnostic reasoning to integrate 
the results with the diagnostic impression. Diagnosis becomes a complex 
practice with an elaborate network of people and processes; the “ system”  
is the network required to complete these steps. The system includes fac-
tors proximate to the patient (local resources such as people, supplies, equip-
ment), or even remote (including public policy and healthcare financing that 
may determine access to care and resources for diagnosis). Care in emer-
gency departments has been described as dependent on local system factors 
(the microsystem), wider hospital resources (the macrosystem), and distant 
factors that may influence the ability to care for patients, as illustrated in 
Figure  11.1 [1]. Flaws or gaps in any part of this system can create risk for 
diagnostic errors.
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Sydney Dekker has described “ the system”  as

“ …  a dynamic and complex whole, interacting as a structured functional unit 
to achieve goals (e.g. treating patients).    …  The behavior of a system reflects the 
linkages and interactions among the components that make up the entire system. 
All medicine is practiced within a system… These system design factors can help 
or hinder medical professionals from doing their job  … ”   [2]

A complete listing of system factors is far too detailed to provide here. 
Each type of task has requirements. Each practice environment has its own 
requisite equipment, supplies, processes and procedures. The coordination 
of care within each environment and communication between them is nec-
essary to provide robust, reliable care.

System Flaws Contribute to Diagnostic Failure

The diagnostic thought process may be primarily cerebral, but it relies on 
a healthy clinician in a supportive environment with access to necessary 
resources and accurate data. System flaws have been identified as significant 
contributing factors to diagnosis error in a variety of healthcare settings and 
specialties [3– 7]. Some of the evidence of the impact of system flaws on diag-
nostic accuracy is summarized in Figure  11.2.

Microsystem: Local
emergency department
environment
Macrosystem: Wider hospital 
services

�ird parties,
administration, budget

Outside community
resources

FIGURE  11.1 
A model of the multiple layers of system factors that contribute to medical error (and diagno-
sis). (Reprinted from Annals of Emergency Medicine, 42(6), Cosby, K., A framework for classify-
ing factors that contribute to error in the emergency department, 815–23, Copyright 2003, with 
permission from Elsevier [1].)
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Historically, clinicians have been slow to acknowledge potential system 
contributions to diagnostic error. The traditional professional model pro-
motes individual accountability, and pointing a finger at the system seems 
to some like relinquishing ownership of diagnosis, or even sharing a portion 
of our professional identity with a system for which we do not have primary 
responsibility [8]. But the recognition of system contributions to diagnosis 
error brings with it acknowledgment that if the system could cause failure, 
perhaps an improved system design might improve diagnosis. This revelation 
has given new insight into potential strategies for optimizing the diagnostic 
process. Rather than decreasing accountability, appreciation of system factors 
has provided support for the medical work product and invited clinicians to 
contribute to the meaningful design of their workspace and workflow, and 
even recruit outsiders like human factors engineers into the medical realm [2].

Diagnosis Is a Process, Not Just an Endpoint

Diagnosis might be better understood as a series of tangible steps primarily 
involved in collecting data to substantiate or refute diagnostic possibilities. 
The process can be outlined or mapped into phases of work as shown in 
Figure  11.3. By examining each phase of work, we can identify processes that 
need specific design.

Access to Care and Patient Involvement

The patient must first recognize the need to seek care. Timely recognition of 
some conditions may be challenging; public health measures have focused on 
educating the public on the need to seek immediate care for signs of a stroke 
in order to make the diagnosis quickly enough to offer effective treatment. 

• 65% of diagnostic errors in internal medicine have system factors as a 
major contributing factor (2) 

• 65% of diagnostic errors in emergency medicine were attributed in 
part to teamwork failures, and another 41% involved other system 
flaws (3) 

• 75% of diagnostic errors by medical trainees across a wide variety of 
specialties are due in part to system factors (4) 

FIGURE  11.2
System factors that are common contributing factors to diagnostic error. (From Dekker, S.W. 
and Leveson, N.G., BMJ Qual Saf ., 24(1), 7– 9, 2015; Graber, M. et al., Arch Intern Med ., 165(13), 
1493– 99, 2005 and Cosby, K.S. et al., Ann Emerg Med ., 51(3), 251– 61, 2008 [2–4].)
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Unrecognized hypertension is another example of a common diagnosis that 
is often neglected or delayed due to either a lack of patient awareness or 
inability to access routine care. Public health measures to educate the public 
and provide routine diagnostic screening can address this limitation. Once 
patients decide to seek care, they need access. A patient who lacks insurance 
may avoid care, or select only those tests they feel they can afford. A variety 
of specific patient factors may further complicate diagnostic efforts. Patients 
may be afraid to seek care if they feel they will be judged harshly or treated 
poorly; for example, obese patients recognize that they are discriminated 
against and tend not to seek care when they should, fearing embarrassment 
or humiliation by the healthcare system [9]. Other patient factors may impact 
the ability to communicate and engage the system, such as language and 
cultural barriers, cognitive impairment, and psychiatric illness. Patient fac-
tors have been identified as common contributing factors to diagnostic error 
in emergency medicine [1,4]. Although patient factors are not necessarily an 
intrinsic part of the system, systems can (and probably should) find ways to 
compensate for these difficulties, such as by providing interpreter services 
and employing social workers and patient advocates for help as the failure 
to design for these stakeholders is seen by some as a key system flaw. Access 
to care implies that there is a fully functioning healthcare center with ready 
and expert staff. Adequate staffing includes well-trained, qualified, licensed 
individuals with sufficient equipment and supplies.

Testing

Comprehensive healthcare settings require testing facilities. The labora-
tory is a good example of a common diagnostic center that is used by most 
diagnosticians on a daily basis that has evolved its own system. Laboratory 
testing itself is mapped into phases. The need for a test begins with test selec-
tion and ordering. Once the test is ordered, the pre-analytic phase involves 

Access 

Patient involvement 

Testing (laboratory) 

Imaging 

Consulting 

Communication and collaboration 

Data management and follow-up 

FIGURE  11.3 
Phases of diagnostic work.
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identification of the correct patient, sample procurement, sample labeling, 
transportation to the lab site, and receipt by the lab. The analytic phase 
involves performing the test itself; it requires functioning and calibrated 
equipment, reagents, and technical expertise. Once the test is completed, the 
process moves to the post-analytic phase in which the test result is recorded 
and communicated to the ordering physician. Lastly, the physician inter-
prets the result and applies it in his decision making. At each phase in this 
testing procedure, well-designed processes are needed to ensure accuracy. 
Individual labs have highly refined processes for the analytic phase of work, 
involving calibration of equipment and quality assurance. This phase is 
highly reliable and accurate. The pre-analytic and post-analytic phases are 
the source of most laboratory errors, probably because they cross domains of 
care and share responsibility with those outside the laboratory itself [10,11].

Common tests such as hematology and chemistry are provided by largely 
automated systems with little potential for error. However, the clinical 
pathology examination of tissue is highly dependent on specimen process-
ing and subjective interpretations. There is a surprising discrepancy rate 
in the interpretations of tissue for cancer, high enough for most systems to 
require mandatory second reviews of new cancer cases and/or review of 
cases in multidisciplinary conferences. Major discrepancies in final pathol-
ogy reports (defined as impacting treatment and prognosis) have been noted 
in as many as 18% of endocrine and thyroid biopsies, 23% of endometrial can-
cers, 28% of liver biopsies, and 7.8% of breast cancers [12]. (See case described 
in Box  11.1.)

Imaging

Similar to the laboratory, imaging centers have their own systems and pro-
cesses. Just like the laboratory, the order for an image begins with a clinical 
question, a decision to image, and a selection of the most appropriate test 
and technique. The correct patient must be identified and prepared (proper 
pre-imaging testing for renal function, pregnancy status, establishment 
of an intravenous line if needed), and transported to the site. Once in the 
imaging center, the patient must be identified; the image is then acquired 
and transmitted to the radiology suite. The formal process of interpretation 

BOX  11.1 DIAGNOSIS ERROR FROM THE LABORATORY 

A patient presents with a new diagnosis of a brain mass. A preliminary 
biopsy reports pathology consistent with glioblastoma. A second biopsy 
report performed later reports the cell type as likely metastatic adeno-
carcinoma. An investigation reveals that specimens from different 
patients were misidentified, leading to diagnostic errors in two patients.
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is performed and a report is generated and sent to the ordering physician. 
Finally, the physician interprets and applies the information to the patient.

The process of both laboratory testing and imaging requires site-specific 
measures to ensure accuracy. Laboratories need to process specimens and 
confirm that they are adequate for the test. Radiology images must confirm 
that the image quality and technique are sufficient to answer the question 
posed by the ordering team. Factors such as ambient light and visual fatigue 
are relevant to the accuracy of a radiologist, whereas sample handling and 
specimen preparation are important factors in laboratory medicine [13]. 
While radiologists tend to focus on their expertise in image interpretation, 
and laboratory directors focus on equipment maintenance and technician 
certification, the accurate communication of test results is integral to both 
processes, and a common source of error [13,14] (See Box  11.2).

Consultation

At times, specialty consultation is necessary. Processes need to be in place to 
define what specialists are available, when they are available (or not), the time-
frame to expect an evaluation, and the methods by which recommendations 
can be shared. Whenever multiple physicians and teams are involved in patient 
care, there must be an explicit understanding regarding who takes primary 

BOX   11.2 ERROR CAUSED BY INFORMATION 
LOST IN THE HEALTHCARE SYSTEM 

A 21-year-old man with asthma presents to his local ED for three  weeks 
of chest pain and generalized fatigue. His vital signs are normal. The tri-
age nurse notes that his oxygenation is normal and he is not wheezing. 
He is given a low triage acuity and a low priority compared with other, 
more acutely ill patients. The department is very busy and wait times are 
long. In order to facilitate care in the waiting patients, the ED uses stand-
ing orders for routine tests. A chest x-ray is performed from the waiting 
room. After a 6-hour delay, the patient gives up and goes home.

The x-ray is seen and interpreted by the radiologist who notes a new 
mediastinal mass. The radiologist notes this on his report and trans-
mits the report to the picture archiving system. Once the patient leaves, 
however, there is no patient encounter, and no one to note the result. 
The finding goes unnoticed until the patient presents a month later 
with progressive signs and symptoms of lymphoma. Who was respon-
sible for communicating with the patient? The radiologist? The emer-
gency physician? The hospital administration? The quality assurance 
department? Or is the patient responsible for not asking about or get-
ting the results?
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responsibility for coordinating care. Availability of specialty care needs to be 
consistent and known to those who depend on consultants. (See Box  11.3).

Communication and Collaboration

The responsibility for making a final diagnosis, traditionally assumed by 
a single physician, is now often shared between teams of physicians. In 
hospitals, the responsibility for diagnosis may rotate as teams change call. 
Responsibility may also float between specialists when a diagnosis is nar-
rowed to within a specialist’ s domain. Without proper procedures for hand-
offs, the ultimate responsibility for ownership of the diagnosis may not be 
openly claimed by any single individual. The initial diagnosis by an emer-
gency physician may change on admission to a primary care service, then be 
reassigned to a surgeon should an operative intervention be necessary. Over 
time, different physicians may contribute to diagnosis and management, the 
extent of their involvement changing with the needs of the patient. The care-
ful coordination of care between providers (including thought process and 
diagnostic strategies) is essential to diagnostic accuracy.

Medical care tends to occur in silos that are culturally and academically 
distinct from each other. There are potential difficulties created by the seg-
regation into subspecialization. Specialty-specific language may not be 

BOX  11.3 WHO IS RESPONSIBLE FOR PATIENTS 
DURING TRANSITIONS IN CARE? 

A patient hospitalized in respiratory distress is noted to have a mark-
edly elevated white blood cell count. The result is so abnormal that the 
laboratory holds the results until they can be repeated and confirmed 
by a manual examination of the blood smear. The abnormal result is 
finally communicated to the emergency physician long after the patient 
has been moved to the intensive care unit, but wanting to be helpful, 
the physician agrees to notify the admitting team of the result. Busy 
with other sick patients, the hospitalist asks the emergency physician 
to order a hematology consultation. The emergency physician, already 
preoccupied with other duties, simply places an electronic order for a 
hematology consultation but does not personally call the hematologist 
directly. The hematologist sees that the electronic request was placed 
late at night, and assumes it can wait until morning. By then the patient 
is in septic shock and succumbs to acute myeloid leukemia, a diagnosis 
that needed rapid treatment for survival. Discussion at the following 
Morbidity and Mortality conferences centers on the question, “ Who 
was responsible for the diagnostic delay: the emergency physician, the 
admitting team, or the hematologist?”  



195The Role of the Healthcare System in Diagnostic Success or Failure

understood, and may even be misinterpreted by other physicians. (See case 
examples in Boxes  11.4 through 11.6.) Clear communication may require 
direct conversations to clarify understanding.

Advancements in diagnostic methods may require increasing collabora-
tion with individuals with expertise outside the traditional medical team 

BOX  11.4 ERROR GENERATED BY 
CONFUSING ANATOMICAL TERMS 

A 50-year-old woman with ovarian cancer presents with two  days of 
unilateral leg edema. Her physician orders an ultrasound of her lower 
extremity to rule out a deep venous thrombosis (DVT). The sonographer 
reports that there is clot in the superficial femoral vein. The physician 
explains to the patient that she does not have a DVT and will not need 
anticoagulation, since only the superficial vein is involved. The patient 
leaves and later dies of a massive pulmonary embolus. On review of 
the case, the radiologist notes that the nomenclature of the superficial 
venous system often confuses clinicians. In fact, some have recom-
mended that the name be changed to avoid misunderstanding, or that 
the report explicitly describe the presence of a clot in the deep system.

BOX  11.5 MISCOMMUNICATION CAUSED BY 
TECHNICAL SPECIALTY LANGUAGE 

A patient undergoes a surgical procedure to resect what is believed 
to be a relatively unusual but benign tumor. A frozen section identi-
fies and names the tissue. The surgeon continues to operate with the 
understanding that the tumor is benign. The patient recovers and 
keeps his follow-up appointments. His condition unexpectedly dete-
riorates several months later. On review of the final pathology report 
with the pathologist, the surgeon learns that the biopsy was actually 
malignant. The misunderstanding came from not being familiar with 
the terminology used by the pathologist.

BOX  11.6 ERROR CREATED BY USE OF A  
NON-STANDARDIZED ABBREVIATION 

A patient with dyspnea undergoes a computed tomography scan of the 
chest. When a “ PE”  is reported by the radiologist, the patient is antico-
agulated. The following day it becomes evident that the radiologist used 
the abbreviation “ PE”  for pleural effusion, not pulmonary embolus.
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structure. New diagnostic tests may be implemented without medical staff 
fully understanding how to use or interpret them, and some primary care 
physicians express uncertainty in their use of lab tests [15]. Newer diagnos-
tic tests, including complex genetic testing and coagulation studies, have 
become so nuanced that laboratorians argue that they need to provide more 
support to clinicians who may not know how to order and use the growing 
list of test options. The College of American Pathologists has advocated for a 
model of care delivery that promotes and reimburses clinical pathologists for 
consultations for test selection and interpretation. In addition, some teams 
have incorporated medical librarians into their bedside rounds to research 
questions. In order to improve communication and ensure that the medi-
cal team has accurate and timely information about the patient, other teams 
have added family members and social workers to their bedside rounds.

Data Management and Patient Follow-Up

Communication of test results and patient follow-up are two of the most 
essential but precarious aspects of diagnosis. Healthcare systems and  medical 
practices often lack effective processes to reliably communicate and follow-
up test results [16,17]. In the United Kingdom, the Royal College of General 
Practitioners’  report on Delayed Diagnosis of Cancer  noted that the ordering, 
tracking, and managing of test results was a prime cause of diagnostic delay 
in cancer [18]. Similarly, U.S. studies report that “ missed opportunities”  for 
earlier diagnosis of lung and colorectal cancer occur in about a third of cases, 
largely due to failure to note and follow up abnormal test results [19,20]. One 
U.S. study of colorectal cancer found that two-thirds of cases had a delay of 
six  months or more due to system factors, including scheduling delays and 
abnormal findings lost to follow-up [21]. A review of 56 cases of missed and 
delayed diagnoses of breast and colorectal cancer found that half were due 
to logistical breakdowns in tracking screening tests and arranging timely 
follow-ups [22]. A survey of pediatricians reported that failure to follow up 
on diagnostic laboratory test results contributed to 39% of diagnostic delays 
[23]. A third of abnormal Papanicolaou (Pap) smears are lost to follow-up 
[24]. Thirty percent of diagnosis-related malpractice cases reported by the 
Controlled Risk Insurance Company (CRICO) were attributed in part to fail-
ure in follow-up; another 20% had a failure or delay in reporting findings, 
and 15% had delays in scheduling or performing tests [25]. Patients may move 
from hospital to hospital and doctor to doctor, each time making it more dif-
ficult to establish a long-term relationship with a single system or provider 
and further complicating the flow of information. Gandhi describes the loss 
of information and miscommunication as “ fumbled handoffs”  and notes  
that current systems do not reliably ensure that abnormal test results are 
received and acted on [26].

At the same time, some physicians suffer from information overload. It is 
estimated that primary care physicians handle 930 lab and 60 pathology/
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radiology reports each week [17] and most are dissatisfied with existing result 
management systems [16]. In contrast, emergency physicians often suffer from 
a lack of information, referred to as an information gap , resulting from patient 
factors (language, altered mental status, lack of medical records, and so on) 
that severely limit their information about patients’  medical histories [27].

Within a given system, there is often a problem with sharing information. 
While individuals may function well within their specialty silo, coordina-
tion between silos is often neglected. Just who owns the responsibility for 
patient data and patient follow-up? The answer to this may vary by local 
standards, but it is sometimes left undefined. The traditional role of the sin-
gle primary care doctor or group practice is not universal. If we don’ t know 
who owns the data, and who is ultimately responsible for the patient, how 
can we provide reliable care?

These phases of diagnosis involve a series of complex tasks, each with 
potential for contributing to diagnostic error; examples are given in Table  11.1.

Who Owns the System? Who Is Responsible 
for the Design of the System?

To complicate matters further, it can be difficult to determine just who 
“ owns”  the system. Medicine is learned as an individual skill; professional 
expertise for providers is based on individual excellence in clinical skills. 
Whether someone practices in an office, a clinic, or a hospital, they enter 
an environment dependent on services they often don’ t control. Much of 
the complexity of medical practice evolved without much forethought or 
intentional design. There are of course business managers, hospital admin-
istrators, group contractors, and malpractice insurers all contributing to the 
management and maintenance of practice settings; they have assorted pur-
poses. But just who owns safety? Who helps create a safe, reliable system 
ensuring that the diagnostic process is timely and accurate? Increasingly we 
are realizing that everyone must contribute to an understanding of how sys-
tem factors influence the ability to care for patients, and actively contribute 
to the design (or redesign) of diagnostic work.

Human Factors

Human factors engineering focuses on optimizing human performance 
by designing the environment and task to accommodate human fallibility. 
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An effective system is designed to take human factors into account. A 
good deal of progress in patient safety has come from the human factor 
approach, including methods for investigating and analyzing adverse 
events, usability testing of medical equipment, analysis of medication 
errors, and teamwork training. Human factors can help improve diagnosis 
by helping design processes to get necessary information to clinicians in a 
timely way and in a us able form. The development of information technol-
ogy to support clinical decision making is still in early development, but 

TABLE  11.1

 Diagnostic Error Examples for Major Phases of Evaluation

Domain Diagnostic Error Example 

Access to care A 50-year-old man lost his job and health insurance. He develops chest 
pain and is afraid to seek care because of the financial expense. He suffers 
a cardiac arrest from undiagnosed heart disease.

Patient 
involvement

A 30-year-old man presents with heart failure from undiagnosed 
hypertension. He knew he had a family history of hypertension but never 
sought screening.

Laboratory 
testing

A laboratory has a history of frequent hemolyzed specimens with 
hyperkalemia. Tired of repeated false positives, a skeptical and ill-rested 
on-call physician fails to evaluate a patient.

Imaging A radiologist amends a radiology report to note a new lung mass. The 
ordering physician views the report, but does not scroll all the way 
through the document to see the amendment attached to the end of the 
initial report. The diagnosis is missed.

Consultation A patient has an abnormal mammogram that notes the presence of a 
smooth regular mass that is likely a fibroadenoma. There is a separate 
area of stippled calcifications concerning for malignancy. A surgical 
consultation request is completed by an office assistant who lists the 
reason for consultation as “ likely fibroadenoma”  but fails to mention the 
calcifications. The surgeon reassures the patient that nothing more than 
follow-up is indicated. The patient returns a year later with metastatic 
disease. 

Communication An elderly patient relates in detail a recent fall and residual wrist pain to 
her home nurse. No one mentions this to the physician who fails to 
diagnose the fracture.

Coordination of 
care

A patient is referred to a tertiary center with a hand-written note 
mentioning hypercalcemia. The crinkled note is lost and the patient seizes 
and dies.

Data 
management

A surgeon has the practice of reviewing final pathology reports during the 
postoperative visit. A young patient fails to follow up after an apparently 
uncomplicated appendectomy. The pathology report showing a carcinoid 
is lost to follow-up.
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is considered one of the most promising solutions to diagnostic error [28]. 
Clinicians tend to have a set perspective on their practice and environ-
ment. Human factors engineers and safety experts outside the traditional 
discipline of medicine may bring fresh insights and new solutions to the 
task of diagnosis [1,29].

System Awareness

There are important implications to the recognition of the system 
contributions to diagnostic error.

  1. Although diagnostic error occurs at the level of the provider, it is 
essential that clinicians understand how system flaws may impact 
them and their ability to do their work. (See Box  11.7.) You can’ t 
improve something you don’ t know about. System awareness is the 
first step in navigating system flaws.

 2. Safe systems need to be designed intentionally and actively main-
tained. No system will ever guarantee perfection due to the dynamic 
nature of disease and the variable processes typical of physiological 
systems. However, good design can overcome many natural limita-
tions in clinical practice.

 3. There is a tendency to recognize harm only after the event; this reac-
tive approach inevitably leads to a patchwork approach to fixing 
flaws. Good design requires a systematic proactive approach.

The System as Solution for Diagnostic Error

While this chapter focuses on system flaws as a source of diagnostic error, 
many will suggest that system design may provide potential solutions for 
common types of diagnostic errors. We may never be able to fully compensate 
for human fallibility, but well-designed systems can optimize human func-
tioning and create processes that make success more likely. Improvements in 
system design are on the horizon. These improvements will be more effec-
tive if designed with the input of frontline clinicians and the patients who 
rely on them.
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SUMMARY POINTS 

• System factors play a significant role in diagnostic errors.

• Awareness of system factors can help patients and clinicians better 
navigate the complicated processes in their diagnostic evaluations.

• Patients, clinicians, and safety experts all have much to contribute to 
necessary system design.

BOX  11.7 SYSTEM-RELATED DIAGNOSTIC ERROR 

A 56  year-old male was admitted to the intensive care unit (ICU) with an 
8-day history of increasing cough, fever, shortness of breath, hypoxemia, 
and pulmonary infiltrates. The admitting diagnosis was pneumonia and 
the patient was started on intravenous broad-spectrum antibiotic cover-
age. A nephrology consultation was requested to investigate a slightly 
elevated creatinine level, and the possibility of Wegener’ s granulomato-
sis or a related multi system vasculitis was raised, with the recommenda-
tion to obtain cANCA and related serologies. The tests were ordered, but 
the patient expired of a massive pulmonary hemorrhage three  days later. 
An autopsy was consistent with vasculitis and the cANCA eventually 
returned strongly positive, consistent with the diagnosis of Wegener’ s 
granulomatosis. On investigation, it was learned that the cANCA serum 
was in the laboratory freezer awaiting the providers to fill out a special 
“ send-out”  test request form. None of the team members were aware of 
the requirement to fill out a send-out test request form.

Analysis:   This case illustrates many different failures that contributed 
to the fatal and potentially preventable outcome in this case. Over 85% of 
patients with Wegener’ s granulomatosis respond to appropriate chemotherapy 
if treated in time. 

• Over-reliance on printed policy: Providers were not aware of the labo-
ratory’ s policies. 

• Failure to appreciate the immediacy of testing needs: The laboratory 
failed to appreciate the need for a very rapid turnaround time on 
vasculitis testing. 

• Communication failure: The laboratory failed to communicate the need 
for the form to be completed; the care team failed to indicate the urgency 
of their need and to follow up on the missing test results. Clinical pro-
viders and the laboratory had no established communication pathway. 

• Inadequate supervision: Supervising physicians could have been 
more assertive in investigating the missing test. 
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Introduction

We tend to view the work of diagnosis as a solo task with images of the doc-
tor sitting, thinking, and deciding. In academia, we envision a gray-haired 
professor encircled by captivated young trainees. After all, diagnosis is 
important work requiring expertise and leadership. The doctor is the leader; 
the surgeon is the captain of the ship.

A more realistic model for diagnosis, suited to work as it actually hap-
pens today, is one that includes cross-discipline collaboration and team-
work. Admittedly, no single person possesses all the necessary expertise. 
Knowledge, skills, and expertise are shared across the spectrum of medi-
cine. Diagnosis is no longer the domain of a single person but rather the joint 
work product of many individuals. Diagnosis is also best seen as a process 
that is incremental, occurring over time and space, involving multiple test-
ing modalities and consultations. Whether we realize it or not, our skill in 
working and collaborating with other professionals may be a significant fac-
tor in our diagnostic success. The effective use of teams and teamwork prin-
ciples has been suggested as one strategy to improve diagnosis.

Everyone loves the concept of teams and teamwork. The idea of teamwork 
conjures up images of the esprit de corps  of a group of individuals working 
(even racing) toward a goal, supporting one other, and sacrificing for the 
good of the whole. But does a teamwork model fit the work of diagnosis, a 
process that is largely intangible and unseen? Before arguing for teamwork 
in diagnosis, we must first examine the work of diagnosis.

The Anatomy of a Diagnosis: How Are Decisions and Diagnoses Made?

In all parts of life, decisions must be made, and relevant models for decision 
making described in non-medical disciplines provide an interesting com-
parison for diagnostic work (Table  12.1). Business and management models 

TABLE  12.1 

Comparison of the Classical Model for Decision Making with the Process of 
Making a Diagnosis

Classical Model for Decision Making Process of Making a Diagnosis 

Identify a problem
Gather information
Analyze the situation
Consider options
Select preferred alternatives
Act, decide
Evaluate the outcome

Identify a symptom or syndrome
Obtain a history, examine the patient
Consider a differential diagnosis, test
Interpret the tests
Decide on most likely diagnosis(es)
Treat
Evaluate response to treatment, outcome
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for decision making closely resemble the diagnostic process; in fact, diagno-
sis is a kind of decision –  the choosing of a diagnostic label that forms the 
foundation on which all other clinical actions are made [1,2].

The process of diagnosis is well described in Kassirer and Kopelman’ s clas-
sic text as a hypothetico-deductive process, beginning with hypothesis gen-
eration and refinement, followed by testing, causal reasoning, and verifying, 
as discussed in more detail in Chapter  2 [3]. Their scheme is similar to other  
analytical models of reasoning, and can be compared with the classical ra tional 
model for decision making [2]. When all information is known and there  
is a high level of certainty and unlimited time to consider the options, a ra tional 
deliberate process can be used. Given unlimited time and resources, this  
thorough and methodical model is highly effective and likely very accurate. 
However, real-life decision making typically has limitations, such as imperfect 
information, time limits, and uncertainty. Alternative models better describe 
decisions made under these constraints [4,5]. A clinical situation may demand 
a decision despite less than perfect certainty and incomplete information. In 
such moments, rather than be paralyzed with indecision and inaction, people 
can set “ bounded”  expectations, choosing to make a “ good enough”  decision 
with less than perfect information (the bounded rationality  model). In more 
extreme situations, circumstances may arise when rapid, almost split-second 
decisions must be made in spite of high risk and great uncertainty. In police, 
fire, and healthcare emergencies, some decisions must be made in the absence 
of complete understanding, almost like a reflexive action that relies largely on 
experience and intuition (intuitive  model) [6,7]. Lastly, some circumstances are 
unique and require innovation. The creative  model for decision making fits a 
situation in which no expert exists and a totally novel solution is needed [8].

TABLE  12.2 

Context-Dependent Models for Decision Making

Model Characteristics 

Rational • Problem is clear and unambiguous
• High level (if not perfect) certainty
• All relevant information is known
• No time constraints
• Slow and deliberate

Bounded 
rationality

• Uncertainty cannot be removed
• Information is never complete
• Time does not allow opportunity to consider all alternatives

Intuitive • Time pressure precludes thorough assessment of all alternatives
• There is urgency to act
• Relies on experience
• Sometimes requires reaction that relies on unconscious pattern recognition

Creative • Novel problem
• Requires innovative solution
• No one has expertise



206 Diagnosis: Interpreting the Shadows

These four different models of decision making are described in Table  12.2 [8]. 
No single model fits all types of diagnostic work; in fact, there is a role for each, 
and for blends of each model in different situations. The diagnostic workup for 
a newly recognized cancer requires expertise across multiple specialties and is 
a situation ideally suited to a formal, thorough, rational approach. The evalu-
ation of acute chest pain in the emergency department (ED) is not. The goal of 
the evaluation of chest pain in an ED is not focused so much on what is caus-
ing the pain as much as determining that it is not something dangerous or life 
threatening; in that context, the bounded rationality model is better suited. In 
an instance of cardiac arrest, there is no time to ponder; considered diagno-
ses require rapid action to quickly detect any process that may be potentially 
reversible. Although a methodical process for such cases can be rehearsed, the 
keen eye of an experienced clinician may be able to quickly recognize the prob-
lem with rapid recognition and intuition gained over time (the intuitive model). 
Finally, a novel problem requires a creative solution. On rare occasions, a patient 
may present with a unique set of circumstances and problems; this requires an 
innovative strategy, one that must be created as a one-of-a-kind solution.

Each of these models can be further informed by the dual process model 
described in earlier chapters. System 2 analytic processing is required for the 
rational decision-making model, and System 1 decision making is required for the 
intuitive model. The bounded rationality model lies somewhere in between, tog-
gling between System 1 and System 2; as uncertainty increases and time available 
for thinking decreases, there is an increasing reliance on heuristics and intuition.

Who Should Make the Decision (or Diagnosis)?

The need for individual decision making, as opposed to a preference for 
group effort, is similarly dependent on setting and context (Table  12.3) [9]. 
Situations that favor a single individual decision maker include fast-paced, 
time-dependent problems that must be addressed urgently. Whenever there 
is a clear and unambiguous expert, most would favor his or her advice over 
a group of less experienced individuals. If a decision point arises that is rou-
tine and easy to resolve, it may be simply more efficient to allow an indi-
vidual to decide, especially if there is nothing likely to be gained from a 
group effort. A group of experts may contribute to better decisions when 
problems are complex, such as when no single person has broad expertise, 
when important problems arise that have significant implications for long-
term outcomes, and when there is time for deliberation.

These two examples are extremes; many situations exist that lie somewhere 
in between, and the choice of an individual leader versus group effort is often 
left to chance or made without much thought. Often frontline healthcare work 
is not even designed to provide an opportunity for group effort in diagnosis.
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Who Is on the Diagnostic Team?

Diagnosis is often viewed as an individual act performed at a single point in 
time. But many diagnoses involve numerous acts by a variety of people, some 
not routinely acknowledged or appreciated for the role they play. Take the 
example of a patient who has a myocardial infarction (MI). A bystander calls 
a 911 operator who verifies the location and notifies a local emergency medi-
cal first responder crew. A paramedic stabilizes and transports the patient to 
safety. The emergency medicine physician recognizes ST-segment elevation 
on an electrocardiogram (EKG) and triggers the cardiac catheterization (cath) 
lab. The on-call cath team rushes to prepare the lab and an interventional 
cardiologist diagnoses an occlusion of the right coronary artery. The patient 
is monitored and treated in a coronary care unit by nurses; a cardiologist and 
hospitalist continue medical care, identifying and managing cardiovascular 
risk factors until the time of discharge to the care of the primary care doctor. 
Diagnosis is suspected, confirmed, and verified in different steps. Individuals 
at each step are all diagnosticians in their own right. Each of them recognizes 
relevant diagnoses (“ the chest pain on First and Elm street,”  “ acute chest 
pain,”  “ ST-segment elevation acute coronary syndrome,”  “ a stenosis of the 
right coronary artery,”  the “ post-cath patient,”  “ hypertension”  and “ hyper-
cholesterolemia” ). Each individual is necessary for the diagnosis to be made 
and managed in different moments in time. The all-too-common failure to 
recognize the role that each individual plays in diagnosis is not only short-
sighted but also limits our understanding of diagnosis.

Sometimes diagnosis occurs in a series of steps with different partici-
pants acting sequentially, but all are necessary to the ultimate diagnosis. 

TABLE  12.3 

Advantages and Disadvantages of Individual versus Group Decisions

Individual Decides Group Decides 

Pro Con Pro Con 

Fast! Limits generation of 
ideas

Generates diversity of 
ideas 

Slower

Best individual in 
group may 
outperform the 
group

Must identify who has 
expertise, determine 
who decides

Encourages group buy-in 
with the plan

Beware of 
Groupthink 

Accountability is 
easy to determine

Team must practice 
cooperation, can be 
made to feel more 
cohesive in the process
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Participants need not necessarily recognize their role within the diagnos-
tic process or be aware of their interdependency. However, their work will 
likely be more accurate, their actions more timely, and their team transitions 
more effective when they do.

Structure and Concept of Medical Teams

Recent initiatives strongly advocate for improving teamwork and institut-
ing team training in medicine [10– 12]. But before assuming that teamwork 
can improve diagnosis, we need to determine just who the team is, what we 
mean by teamwork, and how that might impact diagnostic work. A team 
is roughly defined as a group of individuals all working together toward a 
shared mission with common and interdependent goals. That is, they need 
each other. Teamwork principles argue that individual skills and excellence 
are necessary but insufficient for optimal results. Important team traits 
include interdependence and interconnectivity. That is, each participant has 
a role, understands and respects the other roles, and has a sense of aware-
ness of and dependence on other team members [13].

Diagnostic work takes place in assorted and highly varied settings. No 
single team model adequately describes diagnostic work. Some medical 
teams are fairly well-structured and clearly defined. A surgeon may choose 
someone as a first assistant, and may arrange to have a favorite scrub nurse 
or circulating nurse, and may even be fortunate enough to have a preferred 
choice of anesthesiologist. Such teams can be familiar with one another and 
aware of each other’ s strengths and limitations. However, a team arranged 
for an emergency case with on-call individuals may not even know each 
other’ s names and be largely unaware of their relative skill levels. Some fluid 
teams are dynamic and assembled on the spur of the moment, such as code 
teams or rapid response teams. Some unit-specific teams may train together; 
others may have never met one another before being placed together. Some 
diagnostic work takes place in private offices remote from anything resem-
bling teams. For many settings, the concept of teams and teamwork may 
seem altogether foreign.

The concept of teamwork is simpler and more obvious in treatment cen-
ters. Treatments tend to be more standardized, and treatment units more 
specialized. Infusion centers for chemotherapy, intensive care units, dialysis 
centers, burn units and other specialty care centers all develop around cer-
tain types of problems and common patterns of treatment. It is natural to 
consider how teamwork around these common processes can be developed. 
In contrast, diagnosis is a more abstract concept, and is a more varied and 
less visible process. The need for teamwork with diagnostic work is more 
easily understood through examples of misdiagnosis.
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Team Work Failure Can Give Rise to Diagnostic Failure

At best, diagnosis is uncertain and difficult. But when systems lack team 
structure and processes, the path to diagnosis is made all the more difficult.

Examples of a Flawed Diagnostic Process: Doctors Acting as Individuals

A 55-year-old man presents with chest pain and is suspected to have an aortic 
dissection. A young emergency physician new to the hospital encounters the 
patient. He pages the on-call cardiologist who requests that an echocardio-
gram be done to evaluate the aortic arch. He also contacts the on-call cardio-
thoracic surgeon to warn him of his concern, who refuses to see the patient 
until his diagnostic test of choice, an angiogram, is done by an interventional 
radiologist. When he calls the interventional radiologist, the on-call radiolo-
gist refuses as he thinks a computed tomography (CT) scan is an easier and 
preferred imaging modality. The echocardiology technician fails to respond 
when paged, since he is rarely called and has fallen asleep with his pager at his 
desk. The emergency physician contacts the intensivist to arrange a hospital 
bed in the intensive care unit (ICU), but the intensivist argues about the drug 
of choice in managing the patient’ s blood pressure, and refuses to help until 
the diagnosis is “ firmly established.”  Finally, the emergency physician obtains 
a CT scan that demonstrates the dissection. The cardiothoracic surgeon is 
angry because too much intravenous contrast has been administered, making 
the angiogram he requested now too risky. The diagnosis is ultimately made, 
but each of the doctors disagrees about the diagnostic pathway, and each has 
differing ideas about who should direct the workup for the patient. Each of the 
clinicians is an expert in his own right, but each has a different idea for opti-
mal diagnosis and management. Each of them dogmatically believes that he 
is demanding what is best. They fail to recognize that they are dependent on 
each other to make and manage the diagnosis of aortic dissection.

When controversy and disagreements surround diagnostic workups, the 
ability to rapidly and efficiently reach a diagnosis is affected. Worse still, 
the frontline clinician facing such challenges may be reluctant to encoun-
ter that difficulty again, and may even raise his threshold for testing in the 
future. Aortic dissections are relatively uncommon, and the diagnosis is 
often delayed or even missed. Impediments in the diagnostic pathway only 
add to the challenge.

Salas describes three aspects of teamwork behavior that are lacking in this 
example [14]:

 1. Team behavior that allows information exchange
 2. Team cognition, a shared mental model
 3. Team attitudes that reflect cohesion
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Individuals can be “ correct”  yet fail to deliver quality care if they are inter-
dependent while simultaneously at odds with each other. In this example, the 
individuals did not see themselves as team members but rather individual 
experts. Without team training, an individual may be rigid and intolerant, 
viewing himself as the ultimate authority that should dictate all decisions.

Example of a Failed Diagnostic Process: System Failure

A patient has a spinal tumor and travels far from home to have surgery by 
a renowned expert, who assures him that the tumor is benign. He is dis-
charged home to the care of his usual primary care provider. The final 
pathology report is completed three weeks later and copies of the pathol-
ogy report are sent to both his surgeon and his primary care doctor. The 
surgeon’ s office assistant files the report in the patient’ s records, but with 
no follow-up visit scheduled, the surgeon never sees it. The primary care 
doctor reviews the report, but is unfamiliar with some of the language and 
terms used and assumes all is well. A few months later, the patient has recur-
rent pain, undergoes a second procedure, and is found to have a rare cancer. 
When the first pathology report is reviewed, it becomes clear that the diag-
nosis was missed. An investigation of this incident revealed a flaw in the 
system to review and track abnormal pathology reports by both the surgeon 
and his hospital. Additionally, there was flawed communication between 
the pathologist and the primary care physician attributed to overly technical 
language and unfamiliar terms used in the pathology report.

Communication has been identified as the most critical teamwork compe-
tency for healthcare providers [14,15]. Failure to follow up test results and failed 
communication between physicians are common sources of diagnostic failures. 
Communication is not only dependent on individuals seeking information 
exchange; the reliable flow of information depends on institutional processes 
that facilitate the flow of information between individuals, even between dif-
ferent settings (inpatient, ambulatory clinics, offices, other hospitals, and so on).

Concepts of Teamwork Are New to the Culture of Healthcare

Teamwork has gradually improved healthcare [16,17]. We have yet to prove 
that teamwork per se  results in improved diagnoses. However, the evidence 
we have makes it clear that some diagnostic failures can be attributed to a 
lack of team structure and the absence of traits that characterize highly func-
tioning teams, including effective communication, attitudes and actions that 
reflect awareness of our interdependence with other people and processes, 
and shared mental models. Historically, clinicians have been trained in silos 
and primarily rewarded for individual excellence. They compete with one 
another for training positions. They establish hierarchical relationships and 
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have “ turf battles.”  A less competitive environment that fosters a spirit of 
cooperation and expectation of teamwork might actually be threatening to 
those who are accustomed to autonomy and authority in making decisions. 
But ultimately, clinicians are dependent on both a system of care and a net-
work of others to achieve their goals and can benefit from a change in culture 
that fosters teamwork.

For any one moment in time, individuals may function as solo diagnosti-
cians, but over time, most rely on many others and depend on teamwork 
principles to be successful, whether they realize it or not. Teamwork is a 
relatively new concept in medicine, particularly with regard to diagnosis. 
Teamwork principles that are necessary for timely and accurate diagnoses 
include communication and coordination of care over the continuum of the 
patient experience.

Are More Opinions Better?

There is an assumption that more equals better. But on a practical level, just 
how many opinions matter, and how many can we afford?

Role of Second Opinions

Patients are encouraged to get second opinions before surgery or before 
planning a major or controversial treatment plan. Sometimes patients seek 
second opinions when they do not understand their diagnosis, doubt their 
diagnosis, receive conflicting reports, or just want clarity about their diag-
nosis [18]. Perhaps some simply hope that a second opinion might give them 
a better result and a more favorable prognosis. A number of options are 
available for patients who seek second opinions. Most insurers will cover 
second opinions within their own networks of care, or patients can ven-
ture out to academic centers and online services that offer opinion services, 
such as Johns Hopkins and the Cleveland Clinic [19,20]. A Harvard group of 
physicians has organized a private second opinion program known as Best 
Doctors, Inc. [21]. Second opinions are valued: they give a chance for a fresh 
look at the evidence, add time to consider more options, and provide one 
more opportunity to catch flaws in clinical reasoning. The American Medical 
Association has a policy on second opinions [22]. Are these consultations 
and tests worthwhile? We simply do not have enough data to know. Results 
from Best Doctors, Inc. report that patient-initiated consultations for cases 
with diagnostic concerns result in a change in diagnosis in 14.8% of cases 
[23]. Some of these are just refined and perhaps better clarified diagnoses, 
although 20.9% of the revised diagnoses were considered to have moderate 
to major clinical impacts. Although this study gives a glimpse of diagnostic 
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questions that patients may identify, we do not know the final outcomes. 
Was the second diagnosis correct for the patient? Did the patient pursue a 
third diagnosis? What was the eventual outcome? Several questions remain.

Institutions often have mandatory second reads for tests that are known to 
have high discordant rates. Second opinions are widely used in pathology. 
Discrepancies in diagnosis with second reads have been reported for 12.9% 
of lymphomas [24], 56% of dermatopathology specimens (22% of which 
were classified as major) [25], 26% of fine needle aspirations for thyroid nod-
ules [26], and 18% of urothelial cancers [27]. In general radiology, 2%– 26% 
of images have discrepancies with second reads [28]. In abdominal/pelvic 
CT scans, radiologists disagree with each other 26% of the time, and with 
themselves in 32% of cases [29]. These variations in performance are due to 
numerous factors: quality of specimens and staining, image technique, and 
perhaps changes in perception affected by fatigue, workload, and adequacy 
of search (just how thoroughly did the pathologist or radiologist search?). 
In fact, there is no guarantee that the second read is in fact the correct one. 
Ideally, a discrepancy between the first read and the second one should at 
least mandate a third. If a second opinion sometimes catches flaws, should a 
third or fourth be sought? How much can be gained by adding more experts, 
and how many is practical?

Role of Expert Consensus and Specialty Guidelines

If two opinions are good, are more even better? At the point of patient care, 
there are natural limitations to the number of voices and opinions that can be 
considered. Behind the scenes of clinical work, in conference rooms, librar-
ies, and networking sites, groups of experts can conduct studies, collect data, 
analyze the literature, and generate guidelines to support diagnostic work. 
The number of experts who contribute to the literature and produce clinical 
rules is truly unlimited. In the end, however, diagnosis still relies on front-
line individuals proximate to the patient, who collect the facts, frame a diag-
nostic question, and use their experience and judgment to apply the evidence 
to any given case.

Might Clinicians Make Better Diagnoses Working in Pairs or Groups?

Much of our discussion has involved using more people working separately, 
independent of one another. But what if they worked together? Beyond the 
obvious change in clinical practice models, would diagnosis be improved if 
clinicians worked in groups simultaneously? One study observed the suc-
cess of medical students who were placed in pairs and asked to solve a diag-
nostic problem [30]. The students in pairs performed better than those acting 
alone: they were more accurate, took longer but planned a more efficient 
workup, and were more confident in their results. However, their confidence 
was not well-calibrated (their confidence was greater with wrong diagnoses). 
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Groups offer many advantages: they allow for a diverse set of members who 
may focus on different aspects of care; collectively, they increase the amount 
of time spent with the patient and potentially collect more data. Working in 
groups may help clinicians think aloud and better crystallize their thoughts. 
Theoretically, groups might improve the range of novel ideas considered [31]. 
In practice, however, groups often fail to live up to their potential, largely 
because of social interactions that may constrain individuals from fully par-
ticipating in generating ideas and sharing knowledge. Groups can improve 
performance above that of the average individual, but are often inferior to 
the most superior member, and often fall short of their overall potential [32]. 
Certainly, the current organization of work in medicine seldom allows cli-
nicians to work side by side to solve diagnostic challenges, and workplace 
pressures to be efficient hardly seem to support the idea.

Models of Teamwork for Medicine

While teamwork is not a routine part of all medical settings, some areas 
already incorporate team structure in diagnosis.

Oncology

The diagnosis and management of cancer is one of the best examples of 
multidisciplinary diagnostic work [33]. The diagnosis of cancer requires the 
expertise of many specialists. Medical oncologists rely on the coordinated 
efforts of pathologists, radiologists, surgeons, radiation therapists, nutrition-
ists, social workers, palliative care teams, and ethicists [34– 36]. Oncology 
teams often meet at tumor boards and multidisciplinary conferences where 
representatives from different disciplines gather to review, discuss, and 
debate diagnosis. Their joint effort allows the team to better assess the type 
and stage of tumors, and helps oncologists plan their treatment strategy. 
They may ask if the assessment of the tumor fits the overall clinical picture: 
does the pathologist’ s interpretation match the degree of invasiveness of the 
disease noted by the surgeon, or do the findings by the radiologist match the 
clinical course noted by the oncologist? This type of collaborative approach 
leads to a team-based diagnosis.

Specialty Guidelines

Another model of team care is evidenced by the work of the American Heart 
Association to improve time to diagnosis of acute ischemic events (both acute 
coronary syndromes and stroke) and facilitate the rapid detection of condi-
tions that benefit from time-dependent thrombolysis. These team structures 
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require institutional commitment as well as cross-discipline collaboration to 
adopt and implement standardized protocols. Other standardized processes 
in resuscitation (advanced cardiac life support, advanced trauma life sup-
port, pediatric advanced life support) have provided structure for the rapid 
identification and care of cardiac arrests and trauma. Now considered rou-
tine, they have defined effective team structures and standardized processes 
that unquestionably improve diagnosis and treatment.

Growing Medical Team

The concept of medical teams is evolving. New voices are offering help, many 
that would not have been considered even a decade ago. Medical rounds 
commonly include pharmacists who help recognize common drug interac-
tions and adverse side effects [37]. Librarians are available in some hospitals 
to identify questions and find evidence to expand on diagnostic consider-
ations [38]. Increasingly, clinical pathologists are expanding their work to 
bedside consultations to assist with test ordering and interpretation [39– 41]. 
Medical ethicists and palliative care specialists are beginning to join rounds 
to add additional perspectives on diagnostic and treatment decisions [34].

Patient-Centered Diagnosis

While we aim to redefine how diagnostic work takes place, a new player has 
been introduced to the process— the patient himself [42,43]. The Institute of 
Medicine report Crossing the Quality Chasm  has argued for a model of care 
that is more patient-centric, although to date most of the emphasis has been 
placed on treatment [11]. The idea of a patient participating and contributing 
to a differential diagnosis turns the traditional model of diagnosis on its 
head. Patients who have experienced a diagnostic failure offer much to this 
conversation [44]. If a diagnosis hinges on a patient’ s description of his or 
her symptoms, might an educated, informed, and engaged patient be better 
able to provide necessary details? Ferguson has described and fostered the  
e-patient movement— encouraging patients to be e quipped, enabled, empow-
ered, and engaged and use the Internet to search for their own answers [45]. 
Many a doctor will groan when approached by a patient who has predi-
agnosed himself after a Google search, and most would argue that Google 
is not an ideal resource for diagnostic queries. Yet, engaged patients may 
be helpful advocates who can take the time to check resources that physi-
cians may not have time for. Patient advocacy groups suggest that patients 
can be trained to participate in diagnosis; one even emphasized the need 
for patient engagement with the expression “ nothing about me without me”  
[46]. Guidelines have been suggested to help patients participate, including 
preparing for their doctor visit and bringing a short one-page summary of 
symptoms with a time line, asking if any of their symptoms do not fit the 
leading diagnosis, and understanding the expected course of their illness 
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(so they can return if they do not respond as expected) [44– 47]. Portals have 
been designed to provide patients with access to their medical records and 
appointment schedules. Most poignantly, Helen Haskell of Mothers Against 
Medical Error suggests that “ diagnosis is born in a relationship, and it forms 
the basis for everything else that happens in healthcare”  [48]. The relation-
ship between provider and patient may be the most important link in the 
diagnostic team.

Do We Need Teamwork, or Culture Change?

Many have argued that teamwork is one solution for some diagnostic fail-
ures, but simply assigning people to teams will likely do little to achieve 
better results. The argument for teamwork is based on the recognition that 
a lack of teamwork and poor task design often lead to diagnostic errors [10]. 
Good, effective, and highly functioning teams can address many of the prob-
lems that manifest in healthcare, but teams tend to reflect the culture that 
gives rise to them, and may reproduce the same flaws that exist in the under-
lying organization.

Potential problems with team structure include the following:

• Teamwork implies effective, timely, and accurate communication. 
However, many communication failures are the result of a complex 
dynamic in relationships between people. If we fail to address the cul-
tural issues that impact how individuals communicate in healthcare, 
much of the improvement we seek in team structures will fail [49].

• Individuals tend to contribute less to a project as more people are 
added to the task, a concept described by Latane as social loafing  [50]. 
When German workers were asked to pull a rope, the effort they 
expended decreased with the successive addition of more workers, a 
phenomenon known as the Ringelman effect  [50].

• Teams may lead to the diffusion of responsibility, such that no one 
feels, or takes, responsibility for team actions. This tendency has 
been observed outside the field of medicine where bystanders are 
less inclined to intervene in an emergency if others are present [51]. 
This tendency may be compounded further in medicine when mem-
bers are uncertain of their roles, or fearful of taking charge when 
there are others with greater authority or seniority.

• Physicians work in hierarchical settings, and the role of any given 
team member may be ambiguous [49,52]. The willingness to take 
charge, make a decision, or speak for the team may be influenced by 
authority gradients , fears of criticism or reprisal, or uncertainty [53].
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• Teams can develop an illusion of invulnerability and become overly 
confident.

• Even good teams can suffer from collective rationalization  that can pre-
vent them from recognizing weaknesses or flaws in their decisions.

• Very dominant teams may have unquestioned belief in their group. 
Strong groups may give the appearance of unanimity, when in fact, 
less dominant members feel discouraged from questioning or chal-
lenging the team. Groupthink  may sway the team members to buy 
into a decision simply because it seems to reflect the majority opin-
ion. Unquestioned belief in Groupthink  can have devastating and 
even fatal consequences.

Team training is now integrated into many medical schools and the health-
care community is widely adopting strategies to teach and promote team-
work. However, we should use caution to ensure that the teams we build 
are healthy and effective. And ultimately, we need to understand that the 
change we seek is not necessarily one of team structure, but rather a change 
in attitudes and culture.

Conclusion

We can describe diagnosis as a decision that is made in a single moment 
by a single person, or a decision made by a number of individuals acting in 
sequence, or a process that occurs over space and time depending on numer-
ous people and processes, or as a real-time face-to-face collaborative process. 
These differing images reflect the varied settings in which diagnosis takes 
place. Individual excellence in cognition is essential for all diagnostic work. 
But some diagnostic work also requires interpersonal communication skills 
and professional collaboration. Diagnostic excellence within healthcare 
organizations also requires institutional commitment to reliable processes 
for the timely and accurate flow of information, support for second opin-
ions, and structures for team development. The concept of multidisciplinary 
medical teams has become rather expansive and open to a number of new 
voices and opinions. Regardless of setting, a culture of safe and accurate 
diagnosis is one that engages the patient, the only constant throughout the 
diagnostic journey.

Is diagnosis a team effort or an individual skill? The answer is both. No 
amount of team structure can compensate for poor decision-making skills 
or a lack of individual expertise. However, we can also argue that individual 
skills are insufficient for diagnosis in the complex medical system that clini-
cians and patients must navigate. Future work in building team structures 
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and support for diagnosis looks promising, but we should recognize that it 
will require a significant investment in resources to ensure that we form reli-
able and effective teams.
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13
How Much Diagnosis Can We Afford?

Karen Cosby and Mark L. Graber

Introduction

The cost of medical care is a serious concern in the industrialized world, 
threatening the financial security of individuals, businesses, and even coun-
tries. The United States outspends all other Organization for Economic 
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Cooperation and Development (OECD) countries on healthcare, but has 
lower life expectancy and poorer outcomes for many key measures. 
Much of this difference in cost can be attributed to greater utilization of  
expensive medical technology, including imaging and pharmaceuticals that 
may not all generate better outcomes [1]. Costs relating to diagnosis make up 
just a small fraction of this expense, around 10% according to recent estimates. 
Even this small fraction, however, amounts to the staggering sum of $250 bil-
lion per year in the United States [2]. Even more disturbing is the fact that 
these costs have increased at an annual rate of 14% over the last decade, such 
that by 2015 they are projected to be $750 billion per year (see Figure  13.1) [2].

Diagnosis is at the heart of all medical care, and is the basis for all subse-
quent interventions. Accurate and timely diagnosis is essential to all other 
healthcare decisions. Do we get our money’s worth? What makes up these 
costs? Why are costs increasing so rapidly? Can we control cost without com-
promising quality? Will measures to control cost force us to limit options, or 
discourage the growth of industries that support healthcare and drive inno-
vation? These are difficult questions.

The escalating costs of diagnosis reflect a host of factors, including the ever-
increasing complexity of medical care, new and better tests, increased utiliza-
tion of expensive imaging, better access to medical care, increased adherence 
to recommendations for screening tests, and inevitably, some waste. It all 
adds up. Consider the costs of a simple chemistry test, like measuring serum 
calcium. Run as part of a multi-channel analyzer on 5 microliters of blood, the 
cost for the reagent is about 10 cents. The autoanalyzer can run over 1000 tests 
per hour! The final charge might well be $25, the difference reflecting the lab’s 
overhead for its clinical and administrative staff, the amortized cost of the $5 
million instrument, and a healthy “profit”  for the clinical lab, one of the few 
departments in the hospital that actually makes money for the institution.
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FIGURE  13.1 
The rising costs of medical diagnosis in the United States in billions of dollars, 2000– 2015 
projected. (Adapted from Feldman, L., Manag Care ., 18(5), 43– 45, 2009 [2].)
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Cost of Medical Imaging and Advancements in Technology

The ever-escalating expense of medical imaging accounts for many of the ris-
ing costs of diagnostics and total healthcare. According to the U.S. Government  
Accountability Office (GAO), Medicare payments for imaging services dou-
bled between 2000 and 2006, a growth rate more rapid than that of any other 
healthcare expenditure (see Figure  13.2) [3]. Much of the increase has been 
attributed to the newer and most expensive imaging modalities: computed 
tomography scans (CT), magnetic resonance imaging (MRI), positron emis-
sion tomography (PET), and related nuclear imaging. These have increased 
at an annual rate of 17% [4]. There are over 7000 MRI imaging facilities in the 
United States, twice as many per capita as any other industrialized nation, 
and the United States orders two to three times as many advanced imaging 
studies as most other countries (seen in Table  13.1) [5,6]. Whether or not this 
pace of growth will continue or plateau simply cannot be known. At some 
point, the sensitivity of advanced imaging becomes clinically irrelevant as 
we become capable of detecting subtle and clinically insignificant abnor-
malities that do not impact treatment. However, there is always the promise 
of new developments on the horizon that will likely continue to expand our 
capability to better characterize disease and feed the appetite for testing.

Large regional variations in these costs suggest that at least some imag-
ing studies may be ordered unnecessarily or inappropriately. Expenses for 
imaging ranged from a low of $62 per beneficiary in Vermont to $472 in 
Florida, an eightfold difference [3]. Siegel, chief of nuclear medicine imaging 
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FIGURE  13.2 
The rate of change for use of imaging and diagnostic tests is rising faster than any other com-
ponent of healthcare services. (From Iglehart, J.K., N Engl J Med , Health insurers and medical-
imaging policy: A work in progress, 360, 1031, Copyright 2009, Massachusetts Medical Society. 
Reprinted with permission from Massachusetts Medical Society [3].)
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at Washington University in St Louis, recently estimated that 10%– 15% of the 
requests he gets “raise questions”  about their appropriateness [7]. This com-
ponent may be addressed in the future through better dissemination and use 
of guidelines. The American College of Radiology maintains an extensive 
online set of appropriateness guidelines to optimize test use; however, most 
physicians are unaware of the resource, and integration into clinical practice 
has been limited thus far [8,9]. Adding decision support algorithms into the 
ordering process has been suggested as one way of encouraging their use.

The unanswered question is whether the increased cost of imaging 
improves healthcare value and by how much. Assessing value, however, 
is a challenge; the costs are always clear, but the benefits, if any, may play 
out over time, and are more difficult to translate into a dollar value. The 
Cost-Effectiveness Analysis (CEA) Registry, maintained at the Center for the 
Evaluation of Value and Risk at Tufts Medical Center in Boston, is a database 
of over 4000 cost– utility analyses on a wide variety of diseases [10,11]. Only 
6% of its analyses focus on diagnostic modalities, but the number is growing 
all the time. In 2003, the Medicare Modernization Act authorized the Agency 
for Healthcare Research and Quality (AHRQ) to conduct research on com-
parative clinical effectiveness. The American Recovery and Reimbursement 
Act of 2009 has since allocated over $1.1 billion to fund cost-effectiveness (CE) 
research, ensuring that the science of evaluation will continue to mature as 
more high-quality studies are funded [12]. A sampling of cost-effectiveness 
analyses related to medical imaging is presented in Table  13.2 [13– 17].

Cost-Effectiveness (CE) Analysis

CE analysis is the accepted approach to judging the relative value of health-
care costs [12,17– 22]. These analyses are complex but critically important to 
determining which tests are worthwhile and which are not. Each analysis 
typically compares an intervention state to a control condition (such as no 
intervention), constructing a “C/E”  ratio: the difference in the cost measured 

TABLE  13.1 

Comparison of the Use of Diagnostic Imaging by Country, 2014 Data

Country CT Exams/1000 population MRI Exams/1000 population 

Australia 115.5 35.3
Canada 148.5 54.9
Denmark 150.5 75
France 187.9 95.5
The Netherlands 79.5 51.2
United States 254.7 109.5

Source : OECD Health Statistics 2016. Available at: http://www.oecd.org/els/health-systems/
health-data.htm. Accessed August 5, 2016.
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in dollars divided by the difference in the outcomes or effectiveness measured 
in Quality Adjusted Life Years (QALY). As an example, compared to no screen-
ing at all, screening for cervical cancer every 3  years costs $11,830 per life year 
saved, an intervention that would be considered highly cost-effective [21].

The QALY is an artificial measure used by healthcare economists to more 
precisely estimate effectiveness. These analyses hinge on determining the 
net benefit of an intervention, and the outcome of most interest is whether a 
specific intervention prolongs life. Does mammography at age 40 prolong life 
for a population of women screened? Does screening for abdominal aortic 
aneurysms prolong life? The outcome in these studies, measured in years of 
life, seems simple enough, but what if a disease impacts quality of life but not 
necessarily duration, or reduces both quality and duration? The QALY can be 
adjusted by a health utility value between 0 and 1 that adjusts for quality of life. 
This scale adjusts how one’s current quality of life compares to perfect health 
(scored as 1) on a scale where death is rated 0. A patient who recently had a 
stroke and has not recovered speech or the ability to use their right leg might 
estimate that their quality of life is only half what it used to be, corresponding 
to a utility factor of 0.5. Over time, a chronic condition may worsen and the 
utility value may change. The calculation of QALY in such an example would 
weight years of life with health utility for a final QALY calculation. Figure  13.3 
demonstrates an example calculation for QALY when a condition affects both 
quality of life and longevity [22]. A wide variety of approaches are available 
to help patients estimate their own quality of life, such as the Health Utility 
Index, the Quality of Well-Being Scale, and the Health and Activity Limitation 
Index. For research studies where population averages are needed, standards 
have been developed that can be used in place of individual estimates.

TABLE  13.2 

Examples of Cost-Effectiveness (CE) Analysis

Test Cost-Benefit 

CT imaging for suspected appendicitis CT scans eliminated unnecessary admissions, 
expedited surgery in the patients who needed it, 
and saved an average of $447 per patient [13].

PET scanning for cancer Cost-effective for evaluating pulmonary nodules and 
staging non-small cell lung cancer. Clinically 
effective for diagnosis and staging of other cancer 
types, though cost-effectiveness in these settings is 
not conclusive [14].

CT imaging for headache Only 1%– 2% of scans reveal critical new findings at 
a cost of $50,078/significant case detected [15].

CT coronary angiography to triage 
patients with chest pain in the 
emergency department

CT angiography was cost-saving for women and 
cost-effective for men at a cost of $5400/QALY [16].

Stress electrocardiography in men 
with atypical chest pain

Compared to not testing, the procedure cost was 
$57,700 per QALY saved [17].
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CE analysis provides an estimate based on clinical studies that can be used 
by health economists and policy makers to compare different strategies in 
care. There is no absolute standard for an acceptable CE ratio and assess-
ments about desirable CE ratios are inevitably influenced by context, setting, 
funding (public or private), and resources [23,24]. Interventions that are both 
more effective and less costly than existing standards of care are obviously 
worthy of support. In general, U.S. interventions that cost < $50,000-$60,000/
QALY are considered “cost-effective”  [24]. Canadian guidelines are most 
likely to adopt interventions that cost < $20,000/QALY, whereas interventions 
with CE ratios from $20,000-$100,000/QALY are commonly recommended 
for adoption [25].
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FIGURE  13.3 
Demonstration of the calculation of cost-effectiveness of an intervention when condition 
affects quality of life as well as longevity. (Adapted from Whitehead, A.J. and Ali, S., Br Med 
Bull. , 96, 5– 21, 2010 [22].)
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Categories of Diagnostic Work and Their Costs

In order to better understand and assess diagnosis, it is helpful to describe 
three different categories of diagnosis as viewed through three different 
lenses. Diagnosis may:

 1. Screen for (as yet) unrecognized conditions, such as occult cancer or 
hypertension, or

 2. Test for inherent risks or tendencies toward future illness (by molec-
ular or genetic analyses), or

 3. Evaluate the source of symptoms (such as chest pain)

Each of these involves distinctly different thought processes and analyses.
The costs and benefits of diagnosis can also be assessed through different 

perspectives:

 1. The population at large (societal needs), versus
 2. The individual, or
 3. The scientific community

These differing perspectives can at times be at odds with each other. From 
a societal perspective, the cost of investigating a rare or unclassified disease 
for which there is no cure is hardly justified; yet on a personal level, the desire 
to find a better understanding of a rare degenerative condition may be quite 
compelling, regardless of the cost if it involves a young child for whom no one 
has given hope or even a diagnostic label. From a scientific perspective, there is 
the argument that we cannot advance the state of medical knowledge without 
investigating and studying rare conditions. There is a cost of diagnosis, a cost 
of treatment, and a cost of failure. The economics of healthcare is complicated: 
it involves objective statistics and facts of course, but priorities and choices are 
also influenced by cultural, humanitarian, and philosophical values that may 
change relative to the perspective from which you view the matter.

Routine Screening Tests

The best screening tests detect disease at an early stage, allowing for early and 
effective treatment. When applied to large populations, however, any test will 
yield false positive results. Complications or problems that result from investi-
gating these will offset the benefit gained from early detection in the patients 
with true positive results. For example, CT scanning of the lungs can be used as 
a sensitive screening test for lung cancer, but will also detect small indetermi-
nate nodules that are likely benign. Any analysis of potential benefit will have to 
consider the cost and potential harm required to investigate other abnormalities.
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The process by which screening tests are evaluated is an excellent example 
of how CE analysis works in practice. The United States Preventive Service 
Task Force (USPSTF) is considered the leading organization in this effort [26]. 
This independent body of experts uses existing peer-reviewed evidence to 
make and disseminate recommendations for preventive care [27]. The task 
force determines the strength of evidence that can either support (recom-
mend) a particular screen, or declare it “medically unnecessary”  (not rec-
ommend). If there is insufficient evidence to determine effectiveness, they 
may make no recommendation. To be recommended, tests must be sensitive, 
specific and accurate; there must be evidence that early intervention is effec-
tive; and the cost-benefit analysis, taking into account disease prevalence 
and the costs of screening, must be favorable. The tests recommended by the 
USPSTF all meet the criteria that the net benefits outweigh the known costs 
and risks. An example of USPSTF guidelines includes common and widely 
used recommendations for routine cancer surveillance and common dis-
eases; a few examples are shown in Table  13.3 [27]. For example, the USPSTF 
recommends screening for hypertension in adults over 18 years of age; they 
recommend against PSA-based prostate cancer screening; they make no rec-
ommendation (indeterminate strength of evidence) for routine screening for 
open angle glaucoma in adults. The USPSTF lists a number of services as 
“not medically necessary,”  including total body scans, heavy metal screens, 
and repeated ultrasound examinations during pregnancy. Such tests con-
sume healthcare resources without the net benefits expected of nationally 
recommended screening. However useful these recommendations may be, 
they are often slow to be acknowledged and implemented in practice, a com-
mon and well-recognized challenge with knowledge translation [28]. There 
are many examples throughout medicine in which there is a failure to use 
evidence from research to alter clinical behavior. For example, although 
evidence has long been available to indicate that routine chest x-rays create 
more harm than good, the practice is still widespread [29].

TABLE  13.3 

Recommendations of the U.S. Preventive Services Task Force Regarding Common 
Screening Tests for Disease Detection

Screening Recommended 
Screening Not Recommended, or 

Evidence Indeterminate 

• Breast cancer screening in women over 50
• Cervical cancer screening in women
• Screening for hypertension, lipid disorders, 

and diabetes in men and women
• Colorectal cancer screening in men and 

women over 50
• Osteoporosis screening in women over 65 or 

over 60 if at high risk

• Lung cancer screening, even in 
smokers

• Screening for coronary artery disease
• Whole body imaging to detect cancer
• Screening for prostate cancer
• Genetic screening for Alzheimer’s 

dementia

Source : http://www.uspreventiveservicestaskforce.org.
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Controversies about appropriateness of screening can create a political 
firestorm, which happened when new federal guidelines for mammograms 
were announced in 2009 that raised the screening age for breast cancer 
from 40 to 50 [30]. Patients, advocacy groups, and politicians clashed over 
decisions in which individuals’ personal interests conflicted with popula-
tion-based recommendations [30– 33]. The types of risks patients and their 
physicians are willing to take (the risk of unnecessary biopsies versus the 
risk of delayed diagnosis) and the price they are willing to pay may vary by 
individual, and is not always predictable or even rational.

Genetic Screening: Molecular Diagnostics and 
the New Era of Medical Genomics

Since the completion of the Human Genome Project (HGP) in 2001, a rapid 
explosion in accessible technology has helped characterize genomes associ-
ated with disease, making it possible to detect many conditions before they 
even manifest symptoms. Potential parents can be screened before concep-
tion to determine the risk for hereditary disease in their offspring. In assisted 
reproduction, selected embryos can be tested for a number of genetic con-
ditions before implantation; a few examples are shown in Table  13.4 [34]. 
Prenatal genetic screening is widely available using both invasive and non-
invasive methods. Newborns are now routinely screened at birth for dozens 
of genetic disorders, typically including inborn errors of metabolism, cystic 
fibrosis, and hemoglobinopathies [34,35].

It is now feasible to obtain a full genomic analysis of an individual. 
However, much of the information may not be useful, and might even be mis-
leading. A number of common conditions have been found to have a genetic 
basis, however, their ultimate expression is influenced by many factors and 
the usefulness of testing is not yet established [36]. Awareness of susceptibil-
ity for some hereditary cancer syndromes (such as hereditary non-polyposis 
colorectal cancer, familial adenomatous polyposis, and hereditary breast/

TABLE  13.4 
Monogenetic Diseases Detectable by Preimplantation Tests

Inheritance Pattern Condition 

Dominant • Huntington disease
• Myotonic dystrophy
• Charcot-Marie-tooth disease

Recessive • Thalassemia
• Cystic fibrosis
• Spinal muscular atrophy (Werdnig-Hoffman)
• Sickle cell disease

Sex-linked • Fragile X syndrome
• Duchenne muscular dystrophy
• Hemophilia

Source : Adapted from Bodurtha, J. and Straus, J.F. 3rd. N Engl J Med ., 366(1), 64– 73, 2012.
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ovarian cancer linked to BRCA1/2 genes) may help individuals modify 
their lifestyle, screen more often, and potentially treat certain cancers more 
aggressively [37]. For other conditions, there is too much complexity to make 
sound recommendations based on genetics alone (such as type 2 diabetes 
and coronary artery disease) [36,38].

The capability to detect genotypic abnormalities is increasing at a rapid 
rate. More than 3000 diseases can now be identified from their genetic foot-
print and over 600 laboratories offer genetic testing internationally. The  
U.S. National Institutes of Health (NIH) supports a resource center at the 
University of Washington in Seattle that boasts over 54,000 tests for inherited 
disorders [39]. Although the costs of genetic testing may run into thousands 
of dollars, this is in the same cost range as CT and MRI, and in certain cir-
cumstances, genetic testing may provide diagnostic information at a lower 
cost than competing methods, sometimes with less risk.

Advancements in molecular genetics have had implications for all types 
of diagnosis, from screening, confirming diagnosis, and guiding specific 
targeted treatments (see Table  13.5) [40– 44]. As the science of molecular 
genetics continues to grow, frontline clinicians will be expected to provide 
knowledgeable advice on inherited diseases, and will soon be expected to 
be “genetically literate”  [38]. However, only a few of these tests are currently 
judged to be cost-effective. The criteria to perform these evaluations are now 
well-defined, however, more work must be done to determine how the infor-
mation they generate should be integrated into care [38,45].

TABLE  13.5 
Use of Genetic Testing for Diagnosis

How Test Can Be Used Example Disease or Condition 

Establish a diagnosis Huntington disease: Genetic testing is 99% sensitive and 
100% specific in detecting the Huntington gene 
abnormality, and is especially helpful in patients without 
a clear-cut family history [40].

Confirm a diagnosis Cystic fibrosis: In cases where sweat testing is inconclusive, 
genetic testing for CFTR variants can confirm the 
diagnosis [41].

Predictive testing Hereditary non-polyposis colorectal cancer: MLH1 and 
MSH2 are genes involved in genetic repair, and are 
markers for this disease. Of all patients with colon cancer, 
however, this predisposition accounts for only 1%– 5% of 
cases. Screen-positive patients could undergo a 
colonoscopy to detect cancer at an earlier age. The test 
costs $1400– 2700 [42,43].

Personal decision making Breast cancer: BRCA genetic abnormalities are identified in 
3.3% of Caucasian women with breast cancer. Screen-
positive patients could undergo more intense surveillance 
for cancer. The test costs $300– 5000 [44].
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“Doctor, Why Do I Have Pain?” : Diagnosing Symptomatic Disease

While screening recommendations are based on population risks at large, 
symptom-based diagnosis is highly individualized, and diagnostic path-
ways are often variable between clinicians and different settings. Because 
there are so many potential diagnoses and so many varied presentations of 
disease, it is difficult to standardize diagnosis, although there is a growing 
body of evidence to guide clinicians.

In complaint-driven diagnosis, each patient encounter is unique. An 
otherwise healthy 20-year-old who develops chest pain after shoveling snow 
is likely to just have a musculoskeletal strain, but could have a myocardial 
infarction (MI), an aortic dissection, pericarditis, or a pneumothorax. Missing 
any of these diagnoses can be fatal. Missed MIs and aortic disasters are 
among the leading causes of missed diagnosis (and malpractice claims) in 
almost every healthcare setting. The determination of what tests to order is 
not only based on population strategies; all that matters in a specific moment 
of time is the symptoms of the patient in front of you. How much certainty do 
we need to be safe? How do we decide when to test, and when not to test? This 
question is the medical version of the signal-detection problem faced by the 
military when calibrating the settings of the radar system. If set too high, the 
screen will be filled with signals that can overwhelm the analyst, and a large 
bird may be mistaken for an incoming missile. If set too low, the screen will be 
mostly empty, and the missile might look like a bird, or be missed altogether.

Evidence-based practice, combined with the use of epidemiologic 
approaches to decision making, offers an approach to answering these ques-
tions. The basic idea is to find the sweet spot— the perfect balance point 
where you find the most missiles while minimizing false alarms. This point 
can be determined with sufficient data on the characteristics of the test in 
question, but often a judgment call must be made. What risks are we will-
ing to take? How much do we test? What cost is acceptable? The U.S. system 
of healthcare, and the professional ethos of healthcare providers, is largely 
unforgiving of any imperfection in the detection of disease, lending an unre-
alistic goal of perfect sensitivity that leads to many costly evaluations.

A growing number of clinical guidelines and decision rules are available 
to improve utilization of tests so that they are at least evidence-based and 
cost-effective (although they don’t remove uncertainty, and don’t necessarily 
achieve perfection). Acute ankle injuries are common and x-rays are often 
ordered for those injuries symptomatic enough to bring a patient to an emer-
gency department (ED). The yield, however, on these studies is low— fractures 
are detected in only 10%– 15% of cases. The Ottawa Ankle Rule is a validated 
instrument that reliably predicts which injuries need imaging [46]. In valida-
tion studies, it detected every single malleolar and midfoot fracture and elim-
inated the need for x-rays in 30%– 35% of patients [47]. In follow-up studies of 
some 2,342 patients presenting with ankle injuries, use of the rule detected 
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every fracture, decreased the time spent in the ED from 116 to 80  minutes, 
and reduced total costs by more than half [47]. In an ideal world, one might 
imagine that every ED would adopt the new rule immediately and enthusias-
tically. Similar to many innovations in medicine, however, diffusion is slow, 
adoption is less than universal, and initial effects wane. As an example, a 
randomized controlled trial in France confirmed the extremely high sensitiv-
ity of the rule, but only a 20% reduction in x-rays ordered was recorded, and 
usage tended to decrease over time [48]. Despite that, healthcare providers 
have an overall favorable view of clinical decision rules. Emergency provid-
ers in particular rate clinical decision rules positively when they fit within 
their workflow, help them make diagnoses, and save time [49].

Factors That Influence Decisions to Test

Sometimes it is simply easier to test. Patients have expectations and often 
demand a test to prove the presence (or at least be convinced of the absence) 
of disease. Physicians too are sometimes anxious since they are driven to 
reach unrealistic standards for both accuracy and efficiency. There are many 
factors that drive testing independent of diagnostic utility.

The Cost of “Thinking”  (or Not)

The core bedside skills clinicians use rely on listening and interpreting 
patients’ perceptions and descriptions of their symptoms, and examining 
them for physical findings to refute or support diagnostic considerations. 
Sometimes the history and physical (“H&P” ) is itself sufficient to establish a 
diagnosis. The unseen task that is taken for granted but too often neglected is 
the thinking process: the synthesis of information, the generation of a differ-
ential diagnosis, and the development of a considered workup. It is the foun-
dation on which all other decisions are made. The relative cost of the patient 
encounter is negligible, yet all subsequent testing and imaging, the interpre-
tation of the results, and the final clinical integration of the results rest on that 
assessment. Many lament the apparent “lost art”  of medicine, and mistakes 
in diagnosis due to inadequate physical examinations [50– 54]. Trainees have 
been heard to say that, “It’s easier to order a CT than to spend time figuring 
out if I really need it.”  Quality measures from emergency medicine practice 
focus on “throughput”  and “time to electrocardiogram (EKG) for MI”  but 
give little attention to accuracy (and quality of thinking). Although electronic 
health records improve the exchange of information, the quality of informa-
tion entered may suffer from too little engagement with the subject matter 
himself: the patient! Once testing is done, clinicians have been noted to rely 
more heavily on imaging reports or laboratory data, even when it contradicts 
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physical findings [55]. Time spent with the patient and in communication 
with consultants is an under-recognized but cost-efficient tool available for 
diagnosis, and is largely unreimbursed. Kassirer has argued that much of 
the behavior that drives over-testing is discomfort with uncertainty and our 
need to verify diagnoses with duplicate testing [56].

Defensive Medicine

Extensive literature on the topic of defensive medicine portrays it as one of 
the major afflictions of modern medicine, an epidemic that wastes precious 
healthcare resources. Recent surveys of practicing physicians found that 
nine out of ten agreed with the statement that “Doctors order more tests 
and procedures than patients need to protect themselves from malpractice 
suits”  [57,58]. An analysis in 2008 by PricewaterhouseCoopers estimated that 
almost half of healthcare spending in this country is wasted, and defensive 
medicine is the leading contributor [59], accounting for some $60 billion/year 
[60]. According to data from the Massachusetts Medical Society, defensive 
medicine accounted for 20% of tests and radiological studies, 28% of subspe-
cialty consultations, and 13% of hospital admissions [61].

Doctors have good reason to be fearful. Diagnostic errors account for the 
majority of successful malpractice cases, have the largest payments, and are 
associated with the worst patient outcomes, including death and major disabil-
ity [62]. Physicians have strong personal and professional grief when outcomes 
are poor. One author notes, “there is a strong personal incentive— judicial, 
societal, professional— to be as close to 100% right as medical science allows 
anyone possibly to be”  [63]. This drive to perfection is ultimately costly.

Over-Diagnosis

One test tends to beget another. Clinicians can be tempted to pursue further 
evaluation of spurious abnormalities on tests, feeling pressure to explain or 
account for every finding. False positive tests and the detection of incidentalo-
mas  may confound workups and lead to more testing or unnecessary inva-
sive procedures [64]. Kassirer describes the “stubborn pursuit for diagnostic 
certainty”  as a driving force for inappropriate and sometimes excessive 
workups [56]. Over-testing has obvious economic consequences, but there 
are also clinical consequences. The inappropriate use of CT scans causes 
unnecessary exposure to radiation and potential contrast reactions (ana-
phylaxis, renal damage). One author describes an amusing acronym empha-
sizing the consternation faced by “victims of medical imaging technology 
(VOMIT)”  [65]. The overzealous use of technology is widely recognized, so 
much so that a partnership between clinicians and patients now exists to 
better define and control appropriate medical interventions. Choosing Wisely  
is a partnership between providers and patients that aims to identify tests 
and procedures that have little or no value [66,67].
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The Art of Doing Nothing: The Decision Not to Test

There are times when doing less is best, akin to the wise advice to “Take 
an aspirin and call me in the morning.”  In some settings, individual clini-
cians who have established relationships with patients, known to have good 
access and reliable telephone follow-up, may accept a wait-and-see attitude, 
knowing that they will be available to reassess and respond if a patient does 
not improve as expected. Rather than order tests, some may allow time and 
course to declare itself.

Sometimes the likelihood of disease is high enough and the benefit of 
therapy clear enough (and the potential risk of adverse events with treat-
ment small enough) that a treatment threshold is reached, and no formal 
diagnostic testing is needed. An exudative pharyngitis with fever and 
cervical adenopathy is often taken as sufficient proof that even a negative 
streptococcal screen would not change the decision to treat for streptococcal 
pharyngitis. Typical manifestations of a very likely condition (e.g., fever and 
myalgias during an influenza epidemic in an immunocompetent patient) 
may not require anything more than a history and exam to secure a rea-
sonable diagnosis. At another extreme, there may be times when there is 
little to be gained by intervention, so testing may be deferred even when 
the likelihood of disease is significant. For instance, patients with limited 
life expectancy may forego cancer screening. The decision to test for all of 
these conditions requires a thoughtful assessment of the risks and benefits 
of testing and the potential benefit of intervention, and a consideration of the 
unique characteristics of the patient and his relationship with the clinician. 
These decisions involve some degree of diagnostic reasoning, but with little 
to no financial cost. They are examples of thoughtful, deliberate diagnoses 
that are both safe and cost-conscious.

Fear of the Unknown Diagnosis

No one wishes to over-test or over-diagnose. Given a known outcome, most 
would choose a simple and direct path, limiting cost and risk to the patient. 
However, symptom-based diagnosis has an unknown end point. A missed 
diagnosis may cost the patient their life or result in disability. For profes-
sionals, there is an ever-present threat of the unknown, the “what if?”  that 
must be managed. Risk-adverse personalities may just prefer to “play it safe”  
without fully recognizing the additional risks they impose with excessive 
testing. When a serious diagnosis is missed, a patient suffers. But clinicians 
may be a second victim  [68– 70] in this scenario. Wu has noted that clinicians 
may suffer their own personal anguish, including self-doubt, guilt, anger, 
frustration, fear, and depression, when a patient is harmed from their mis-
take. Clinicians need a better science and better tools to achieve optimal 
diagnoses.
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Driving Cost-Conscious Diagnosis

Optimal diagnosis begins with an accurate diagnosis. Cost-effective diag-
nosis achieves accuracy with an efficient use of resources and avoids the pit-
falls of unnecessary testing. The goal of marrying accuracy with efficiency 
achieves optimal outcomes in a financially responsible manner. Research in 
better defining which conditions merit testing, and which do not, may make 
significant contributions to improving the value of the diagnostic experi-
ence. Newman-Toker illustrates this concept effectively in defining clini-
cal parameters detected by basic bedside maneuvers to determine which 
patients with dizziness benefit from early imaging with MRI and which 
patients do not benefit at all from imaging or hospitalization [71]. Similarly, 
Green et al. demonstrated an economic benefit to early diagnosis of celiac 
disease that helped avoid unnecessary ED visits and repeated imaging stud-
ies [72]. Further work on better classifying disease presentations and syn-
dromes may offer much improvement. The integration of clinical decision 
support, evidence-based clinical guidelines, and appropriateness tools may 
also be useful. The goal may be to improve the cost of healthcare and diag-
nosis, but ultimately improving the science of diagnosis may improve both 
quality and cost.

SUMMARY POINTS 

• The price of healthcare expenditure for diagnosis does not necessar-
ily equate to quality of care or outcome.

• Excess use of advanced imaging technology accounts for much of the 
high cost of diagnostics.

• Quality Adjusted Life Year (QALY) is a useful measure of cost-effec-
tiveness that can be used to assess and compare diagnostic tests.

• The American College of Radiology publishes appropriateness 
guidelines to improve the use of imaging resources and minimize 
over-testing.

• The U.S. Preventive Service Task Force (USPSTF) makes recommen-
dations for routine screening tests, noting tests that are useful and 
recommended, versus those that are not.

• The growing field of molecular diagnostics can characterize per-
sonal genomes, but guidelines for their use have lagged behind their 
development.

• Ultimately, decisions about testing can be guided by evidence, but 
are also influenced by provider and patient preferences, personal and 
societal values, and risk aversion.
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14
Medical Education and the 
Diagnostic Process

Pat Croskerry

Introduction

It is an extremely rewarding and satisfying experience for medical educators 
to have the opportunity to watch medically naïve individuals develop and 
mature into qualified physicians through the undergraduate years of medi-
cal education. Cognitively speaking, it is the busiest of times for the medical 
learner. At no other time will they have to process and memorize so much 
information in such a short period of time. The assumption is made that 
educators have done all they can along the way to facilitate the process of the 
individual becoming a competent physician.
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Two Types of Knowledge

Essentially, there are two tasks that need to be accomplished—the learner 
must acquire two types of knowledge: knowing that (declarative) and know-
ing how (procedural) knowledge. The first involves imparting basic medi-
cal knowledge. This is usually, but not necessarily, built on a foundation of 
premed-acquired knowledge in the basic sciences. Generally, most medical 
schools impart this knowledge well, albeit on the basis of performance in 
National Board Examinations in which candidates are assessed on a body 
of medical knowledge defined by the examiners. Many time-weathered 
approaches have been retained in teaching medicine and it is a process that 
continues to evolve as new ideas are introduced to successive generations 
of learners. As Lucey notes, from a pedagogical perspective at least, cur-
rent medical education programs are superb: “Objectives-based teaching 
has yielded to competency-based learning. Passive lectures have given way 
to interactive small-group learning experiences. Simulation-based train-
ing in communication, procedural skills and complex decision making has 
replaced practice on patients” [1]. These processes, she notes, aim at produc-
ing the “personally expert sovereign physician”—one who has mastered a  
significant body of biomedical science along the road toward becoming 
“autonomous, independent, and authoritative” [1].

The second process, procedural knowledge, involves training in thinking, 
reasoning, and making decisions based on that knowledge, referred to as 
clinical reasoning and decision making. Historically, medical educators have 
performed less well in this area. Much of the time, no explicit strategies have 
been used. It seems that an implicit assumption has been made that medical 
students would acquire these skills passively or informally, through coach-
ing by instructors, tutors, mentors, and by experienced clinician exemplars. 
Few physicians reading this chapter will have had a formal course in clini-
cal reasoning. This is not to say that no effort has been made to teach medi-
cal students clinical reasoning and decision making, however, now and in 
the past, approaches have been generally confined to courses such as Clinical 
Epidemiology and Biostatistics, or Introduction to Medical Decision Making, often 
given in the first or second year of the undergraduate curriculum. Such courses 
are typically aimed at developing an understanding of research methodology 
and statistics, the skills required to interpret study results, and the ability to 
determine the impact the study would be expected to have on clinical practice. 
Evidence-based medicine (EBM) is strongly emphasized. Instruction is given 
in the various tools of biostatistics: sensitivity, specificity, Bayes’ theorem, like-
lihood ratios, number needed to treat, number needed to harm, and others [2]. 
Equipped with such knowledge, students would be expected to be able to con-
duct effective clinical appraisals of studies in the medical literature. As noted 
in Chapter 8, such procedural and declarative knowledge is vital mindware. 
Without it, rationality may be compromised (mindware gaps).
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The other compromise of rationality content occurs through contami-
nated mindware (Figure 8.2). This, too, involves both declarative and 
procedural knowledge. The declarative moiety consists of learning about 
a variety of cognitive vulnerabilities, principally the names of cognitive 
and affective biases and logical failures, as well as the terminology of this 
literature. But the learner also needs to acquire procedural knowledge of 
how these factors exert their influence and, importantly, how they impact 
rational thinking.

Multiple Factors Affecting Clinical Decision Making

Over the last few decades, a variety of approaches toward teaching and 
assessing clinical reasoning have been explored. While the main focus 
has been directed toward optimizing the manner in which the learner’s 
brain processes and integrates the abundant information to which it is 
exposed, there has been a growing awareness of the impact of bias and 
other distortions of reasoning (Chapter 7), as well as a variety of other indi-
vidual (Chapter 9), patient (Chapter 17), and ambient factors on decision 
making. The assumption has prevailed that medical decision makers are 
rational, well-rested, well-slept, well-fed, emotionally stable, and not sub-
ject to resource limitations or cognitive overloading; that is, decisions are 
assumed to be made under optimal conditions. With few exceptions, until 
quite recently [3–5], the impact of a variety of individual and ambient fac-
tors on clinical reasoning and decision making were not explicitly dealt 

Individual 
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maker
Patient

Individual
characteristics

Ambient 
conditions

Disease 
characteristics

Resources

Team factors

FIGURE 14.1
Major influences on clinical reasoning and decision making.



246 Diagnosis: Interpreting the Shadows

with, factors illustrated in Figure 14.1. In particular, individual cognitive 
and affective biases on the clinical reasoning process were not considered, 
even though these are probably the most powerful factors influencing a 
physician’s reasoning, judgment, and decision making (topics dealt with at 
length in Chapter 7).

The treatment of biases in courses of medical decision making were usu-
ally confined to those associated with study design (e.g., sample selection); 
publication bias (e.g., certain studies that are more likely to be published than 
others; the greater likelihood of studies with positive findings being pub-
lished rather than those with negative findings); other editorial biases, such 
as the editor choosing specific individuals who are likely to review favorably 
or unfavorably; English language bias; the deliberate withholding of data 
with findings that do not support a sponsoring pharmaceutical company’s 
commercial interests; or studies in which a reviewer might systematically 
include certain studies over others.

Scientific Decision Making and Flesh and Blood Decision Making

Historically, it appears that the science of medical decision making has been 
perceived quite differently from the actual processes that might occur under 
the ambient conditions in which clinical reasoning usually takes place. 
Indeed, over 60% of the lead authors for the 51 articles published in the jour-
nal Medical Decision Making in 2004 were not medically trained, and therefore 
did not have exposure to the realities and responsibilities of clinical medi-
cine. It might be argued that one doesn’t have to be a chicken to know what 
an egg looks like, and perhaps non-medically trained researchers were just 
as, or even better, able to investigate the clinical decision-making process 
as medically trained researchers. However, many clinicians were known to 
despair at the intensely dry text associated with quantitative medical deci-
sion making. Others were disappointed in the apparent disinterest in heuris-
tics and non-quantitative aspects of medical decision making. One reviewer, 
at that time, wryly noted that “The broader community of medical decision 
makers has not embraced the topic of heuristics and biases approach with 
sustained enthusiasm” [6]. The papers published in the journal, until fairly 
recently, seemed to reflect this perception. Overall, the emphasis in medical 
decision-making has been on the quantitative properties of the medical deci-
sion making process and not the ‘flesh and blood’ aspects. This was consis-
tent with what was expected of Lucey’s utopian physician [1], and to be fair to 
the authors of Medical Decision Making, the journal was not titled the Journal 
of Clinical Reasoning, although some may have had an implicit understand-
ing that it was aimed in that direction.
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Does Medical Decision Making Meet Normative Standards?

However, medical decision making and the clinical reasoning process are 
inextricably related. Thus, anything that affects medical decision making 
should affect clinical reasoning. Although many medical educators may be 
oblivious to this point, one of the strongest factors in the clinical reason-
ing process is the rationality of the decision maker (discussed in Chapter 
8). Over the last few decades, hundreds of studies in cognitive psychology 
have been done on various aspects of rationality. As Stanovich notes, the 
results of these studies have established that an individual’s performance 
in reasoning tasks falls short of what would be considered normative stan-
dards, that is, those that optimize the accuracy of our belief systems and 
the efficacy of our actions: “… people’s responses sometimes deviate from 
the performance considered normative on many reasoning tasks. They have 
thinking habits that lead to suboptimal actions (instrumental rationality) 
and beliefs (epistemic rationality). For example, people assess probabilities 
incorrectly; they test hypotheses inefficiently; they violate the axioms of util-
ity theory; they do not properly calibrate degrees of belief; their choices are 
affected by irrelevant context; they ignore the alternative hypothesis when 
evaluating data; and they display numerous other information processing 
biases” [7]. Thus, if human judgment and decision making is flawed, how 
likely is it that medical decision making is at all times rational, and if it is, at 
times, irrational, how can we ignore such failings in any teaching of clinical 
reasoning?

Increased Awareness of the Impact of 
Cognitive and Affective Biases

Over the last two to three decades, things have begun to change in the medi-
cal literature and we are now at a point where we can explicitly discuss the 
cognitive processes involved in making a diagnosis. Two books in 1991 drew 
attention to the cognitive calibration of the physician as diagnostician. In 
the first, an insightful and underappreciated work by Riegelman, two basic 
error types were described: errors of ignorance and errors of implementa-
tion, corresponding respectively to failures in declarative and procedural 
knowledge. Riegelman’s emphasis was on the latter, and he detailed how 
multiple steps in this process may be adulterated through cognitive failure 
[8]. Kassirer and Kopelman’s book Learning Clinical Reasoning in 1991 explic-
itly addressed a number of specific cognitive biases in clinical reasoning [9]. 
Their classic textbook has been updated recently, with the addition of John 
Wong as a third author [10]. Since the initial work of Detmer et al. on biases 
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in surgeons in 1978 [11], the impact of cognitive and affective biases on clini-
cal decision making has now become a focus of studies in Anesthesiology 
[12], Dermatology [13], Emergency Medicine [14], Medicine [15,16], Neurology 
[17], Neurosurgery [18], Obstetrics [19], Ophthalmology [20], Pathology 
[21,22], Pediatrics [23], Pediatric Psychiatry [24], Psychiatry [25], Radiology 
[26,27], Surgery [28,29], medical education [30], and specialty environments 
such as the Intensive Care Unit [31], Forensics [32], Hematology [33], and 
Dentistry [34]. Following on from Kassirer and Kopelman, texts now spe-
cifically address the impact of bias on clinical reasoning [3–5]. In the United 
Kingdom, a new initiative has emerged recently called Clinical Reasoning 
in Medical Education (CreME) [35], which is represented in more than half 
of all medical schools in the United Kingdom and which aims to share and 
develop resources in the clinical teaching of clinical reasoning. And yet, 
many medical school curricula still fail to explicitly address the topic, with 
even less giving it the attention it deserves.

A Model for Learning about Clinical 
Reasoning and Decision Making

We are beginning to understand medical decision making more fully and 
are now able to articulate the complexity of the processes involved. In Figure 
14.2, an overall schema that was developed at Dalhousie University Medical 
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FIGURE 14.2
The Dalhousie model for development of clinical reasoning. From the initial presentation of 
the patient with their symptoms and signs on the left in the figure, a number of processes work 
to gradually refine the clinical decision. (CBM, cognitive bias mitigation; CT, critical thinking).
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School illustrates some of the major factors influencing the development of 
clinical reasoning. The model may serve as a basis for course content in clini-
cal reasoning, as well as providing a map of developmental stages in learn-
ing critical content in clinical decision making.

The patient’s presentation of symptoms and signs begins at the extreme 
left in the figure. Even at this stage, various biases may begin to manifest 
themselves. The patient may frame their symptoms in a particular way that 
influences and perhaps misleads the physician (as illustrated in Box 14.1). 
A variety of other biases such as Triage Cueing, Diagnosis Momentum and 

BOX 14.1 CLINICAL CASE EXAMPLE OF VARIOUS 
BIASES THAT MAY MANIFEST AT A PATIENT’S 

PRESENTATION TO THE EMERGENCY DEPARTMENT

A sprightly 68-year-old female presents at an emergency department, 
complaining of shoulder pain. She relates that she was mowing her 
lawn and the mower got stuck in an awkward spot and she had to twist 
and push hard to release it. She feels she may have strained her shoul-
der in the process ( framing bias). Other than some left shoulder pain, 
which is now beginning to ease, she is otherwise well and feels fine. 
She would just like to have her shoulder checked out.

At triage she is noted to have shoulder sprain brought on by mow-
ing (triage cueing). Her vital signs are all stable and she is triaged to 
the Minors’ area, where after a brief wait she is seen by an emergency 
physician. It was the practice in this department that emergency physi-
cians would work the first six hours of their shift on the main floor and 
then go to the Minors’ area for the last two hours. The implicit assump-
tion made by those working in the Minors’ area is that they will not be 
dealing with complex cases. This is a manifestation of the Geography 
is Destiny bias, whereby the physician assumes, “if I am working in 
the Minors’ area, I expect to see patients with minor conditions or 
illnesses.”

The physician takes a brief history and proceeds to examine 
the patient. Her shoulder is slightly limited in range of motion 
but appears otherwise normal. He orders an x-ray, which shows 
no acute injury, but notes some osteoarthritic changes (confirma-
tion bias). He orders a sling for the patient and advises her to take 
anti-inflammatories and rest it for the next few days. His discharge 
diagnosis is “osteoarthritis.”

Several hours later, the patient returns to the same ED having expe-
rienced a “weak spell” associated with some nausea and vomiting. She 
is pale, diaphoretic, and hypotensive. An EKG at triage reveals an acute 
inferior myocardial infarct.
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Geography is Destiny may operate at this time. From a bias standpoint, 
it is especially important to be vigilant at the very outset of a patient’s 
presentation when subtle cues and biases may be particularly influential  
and when the decision maker may be at their most vulnerable. The pro-
cesses above the line in Figure 14.2 are suggested topics to be covered 
during undergraduate training; they are described in detail in this book. 
The properties of the Dual Process model for decision making should be 
reviewed so that students are completely familiar with it; awareness needs 
to be raised about the extent of cognitive and affective biases in medical 
decision making, and emphasis needs to be placed on the recognition of 
specific affective and cognitive biases that may be particularly relevant 
for clinical decision making (see Appendix I: Common Cognitive and 
Affective Biases in Medicine). Patients or referring colleagues may also fall 
victim to logical fallacies that distort the presentation of information; for 
example, framing and verbal priming may confuse correlation with causa-
tion (post hoc ergo propter hoc), as in Box 14.1. Training in communication 
issues should also be provided during undergraduate years, with addi-
tional emphasis on some of the biases associated with intra- and inter-pro-
fessional communication, such as verbal priming and others (e.g., primacy 
and recency, see Figure 7.1 in Chapter 7). The process of metacognition 
should also be reviewed—essentially encouraging the learner to think 
about how they think. This can be augmented with specific reflective prac-
tice and mindfulness training, the features of which may contain various 
cognitive bias mitigation strategies [36], which will be discussed in more 
detail in Chapter 15. Undergraduates should also receive specific instruc-
tion in cognitive bias mitigation using “mindware”—a term proposed by 
David Perkins to describe specific tools (rules, procedures or other forms 
of knowledge) that we have learned and memorized that can be used to 
optimize problem solving and decision making [37,38]. Mindware is dis-
cussed more fully in Chapter 8.

In the bottom half of the figure, there are various elements that further 
contribute to both declarative and procedural components of medical train-
ing. Most importantly, medical educators should be clear about what ratio-
nal behavior is and how it may be attained. Characteristics of the rational 
clinician are described in Chapter 8. There is no substitute for comprehen-
sive medical knowledge. With current cognitive aids, there is less need for 
arduous memorizing; however, students need to be aware that if they are 
deficient in knowledge, they must be familiar with the means to quickly 
access reliable sources. With all management of information, the standards 
of critical thinking need to be upheld to cultivate sound intellectual traits, 
as illustrated in Figure 14.3. Finally, patient preferences are paramount and 
ultimately all decisions must include the patient and consider their values 
and preferences.
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Conclusion

Although Lucey’s “sovereign physicians” may have been regarded as suc-
cessful and highly effective in the twentieth century, in retrospect, we can be 
reasonably sure they were not. They would have been relatively naïve about 
the impact of cognitive bias on clinical reasoning, and unaware of the extent 
of their diagnostic failures, which have only recently been unmasked. Their 
failure rate was probably at least as high, or higher, as that noted in recent 
studies [39], (Chapter 8). What was missing from the skill set of this autono-
mous, independent, and authoritative figure was an awareness and under-
standing of the various sources of cognitive failure in the diagnostic process. 
Principal among them are cognitive and affective biases, and logical failures 
in reasoning. Yet, many medical schools do not presently teach about these 
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important influences on clinical decision making, nor do they touch on other 
cognitive failings that may lead to irrational behavior (Chapter 8), arguably 
the most important influence on diagnostic failure.

In developing the twenty-first-century physician, medical educators need 
to address some pressing issues, with particular emphasis on systems-based 
practice and inter-professional teamwork [1]. As part of the new “collabora-
tively effective system”, a physician needs to embrace a markedly expanded 
range of competencies [1]. The new basic sciences now incorporate the behav-
ioral sciences, which include psychology, especially its critical domain, cogni-
tive psychology. Others have already advocated for basic training in cognitive 
psychology as a preparation for medicine [40,41]. But, most importantly, there 
needs to be specific training in rational decision making. The dimensions of 
rationality have been described in detail by psychologists and are reviewed 
in Chapter 8 of this text. Among present-day cognitive psychologists, ratio-
nality is considered superordinate to both critical thinking and intelli-
gence [42]. With the recent advent of tests to evaluate rational thinking, the 
Comprehensive Assessment of Rational Thinking (CART) is now available 
[43]. CART aims to be to rationality what IQ tests have been to intelligence. It 
may well serve as a useful adjunct in the screening process of applicants to 
medical school, as well as a test to determine what aspects of medical decision 
making might need remediation in those already in training and practice.

For medical educators, there is an inescapable logic here. If we accept that 
the ultimate attribute of a well-calibrated thinker is rationality, and if a sig-
nificant part of diagnostic failure is due to flawed clinical reasoning, then 
we need to strongly promote rationality in clinical reasoning and decision 
making. Basically, we are arguing that the goals of medical education need 
to evolve. In addition to producing clinicians who are certifiably competent 
in the diagnostic process, we also want clinicians who are rationally well-
calibrated, reflective, and mindful.

SUMMARY POINTS

• There are two types of medical knowledge: Knowing content 
(declarative) and knowing how to think about content (procedural). 
Historically, medical education has done a much better job with the 
former than the latter.

• It is important to recognize that multiple factors contribute to the 
complex process of clinical reasoning and decision making, and 
clinical epidemiology and biostatistics are only part of the training 
required for optimal decision making.

• There is good evidence in cognitive science literature that medical 
decision makers do not reach adequate normative standards of per-
formance. In particular, there is a need for greater awareness of the 
impact of bias on the decision-making process.
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Introduction

Many human behaviors are extremely resistant to change. Virtually all 
behavior is preceded by cognition on some level; therefore, any discussion 
about behavioral change is really about changing cognition. Considerable 
challenges are experienced in a wide variety of domains; therapists working 
in the field of addiction behaviors face formidable difficulties in undoing 
acquired, harmful behaviors; the judicial system constantly seeks to change 
behaviors unacceptable to society; doctors face the ongoing task of motivating 
their patients to change unhealthy behaviors; coaches need to continuously 
refine and shape the behavior of their athletes; teachers need to instill new 
behaviors in their learners but also extinguish old ones; knowledge uptake 
and implementation in many fields, especially science, is a major challenge, 
and throughout there are abundant biases in human decision making that 
continuously undermine rationality. Secular and nonsecular thoughts and 
belief systems are often characterized by severely biased thinking and an 
ideological extremism that has accounted for human suffering on an extraor-
dinary scale. Creating unbiased, balanced, rational thinkers is perhaps the 
greatest challenge that societies face. For us all, it is a lifelong journey for 
which cognitive debiasing is a vital and necessary tool. Given that cognitive 
factors appear to underlie the majority of diagnostic failures, cognitive debi-
asing strategies for clinical reasoning are a critically important issue.

Broadly speaking, clinical decisions about patient diagnoses are made in 
one of two modes: either rational  or intuitive . The former is fairly reliable, 
safe, and effective, but slow and resource-intensive (Chapters  3 and 7). The 
latter is faster, more commonly used, and usually effective, but more com-
monly associated with failure. The intuitive mode of decision making is 
characterized by heuristics, such as short-cuts, abbreviated ways of think-
ing, and maxims like “ I’ ve seen this many times before” . It is a rule of thumb 
among cognitive psychologists that we spend about 95% of our time in the 
intuitive mode [1]. We perform many of our daily activities through serial 
associations— one thing automatically triggering the next, with few epi-
sodes of conscious, deliberate, focused, analytical thinking. Thus, we have 
a prevailing disposition to use heuristics, and while they work well most 
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of the time, they are intrinsically vulnerable to error. Our systematic errors 
are termed biases [2], of which there are many, including over one hundred 
cognitive biases [3] and probably about a dozen or so affective biases (ways 
in which our feelings influence our judgment) [4].

Pervasiveness of Bias

Bias is inherent in human judgment and decision making [5]. It is the prin-
cipal factor underlying erroneous decision making (Chapter  8: The Rational 
Diagnostician). Its importance has been recognized beyond the individual 
at an organizational level in healthcare (Figure  15.1) [6,7] and by the broader 
scientific community [8]. Seshia et al. [6] use the term cognitive biases plus  to 
describe the collective influence of cognitive biases, logical fallacies, conflicts of 
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FIGURE  15.1 
Ten major organizations in healthcare that are vulnerable to the influence of cognitive biases, 
fallacies, conflicts of interest, and ethical violations. (Reprinted with permission from Seshia, 
S.S. et al., J Eval Clin Pract ., 20(6), 735, 2014 [6,7].)
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interest, and ethical violations on individuals and organizations in healthcare. 
All four of them lead to distorted reasoning and decision making. Biases have 
been described as “ predictable deviations from rationality”  [9]. Many biases 
that diagnosticians hold are often recognized and corrected by themselves. 
Essentially, this is the process that underlies learning and the refinement of 
clinical behavior. We may learn an inappropriate response to a particular 
situation that leads to a maladaptive habit, but then some insight or revela-
tion occurs and we change our ways to achieve a more successful outcome. 
However, the persistence of particular biases that appear resistant to change 
has attracted the interest of research studies and is the focus of cognitive debi-
asing [10– 15], perhaps more accurately known as cognitive bias mitigation 
(CBM) as it is more likely that we can reduce as opposed to eliminate bias. The 
basic argument is that if we can effectively reduce bias in our thinking, we will 
become better thinkers and improve our clinical reasoning skills.

Besides the general vulnerability of the human mind toward biases in 
decision making, there is clear evidence that the quality of decision mak-
ing is also influenced by ambient factors, or prevailing conditions in the 
immediate environment in which decisions are being made, including 
context, team factors, patient factors, resource limitations, physical plant 
design, ergonomic factors (Chapters  11 and 17) and individual homeostatic 
factors such as affective state, general fatigue, cognitive loading, decision 
fatigue, interruptions and distractions, sleep deprivation, and sleep-debt 
(Chapter  9). Thus, the tendency toward biased decisions may be exacer-
bated by ambient conditions. Individual factors such as personality, intel-
ligence, rationality, gender, and other variables are also known to impact 
decision making (Chapter  9). Psychopathology, nonsecular beliefs, post-
modernism, deconstructuralism, and magical thinking are generally not 
considered in these discussions, although all clearly have the potential to 
exert powerful influences on rationality.

Cognitive Bias Mitigation

There are two questions: Firstly, can we improve our decisions by CBM? This 
means appropriately alerting the analytic mode to situations in which a bias 
might arise in the intuitive mode so that it can be detected and a CBM inter-
vention applied. As Burton notes [16], there remains some polarization on 
this issue. Daniel Kahneman, who wrote Thinking, Fast and Slow  [2] appears 
to be generally pessimistic about whether we can change our cognitive fail-
ings to improve decision making (although in his book he does offer a num-
ber of CBM suggestions). In contrast, another prominent cognitive scientist, 
Steven Pinker, points to a significant body of evidence showing that we have 
been able to change a variety of our behaviors for the better over time [17]. 
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Recent developments would appear to support the more optimistic view 
[18]. Secondly, can we mitigate the impact of adverse ambient conditions by 
improving conditions in the decision-making environment? Various strate-
gies described below do suggest that we might be equally optimistic about 
extra-cognitive interventions, that is, changes to the workplace.

Principle Strategies for Cognitive Debiasing

Getting Clinicians past the Precontemplative Stage

Diagnosticians first need to accept that their thinking is often biased and 
that change may be necessary. Many clinicians are simply unaware and 
uninformed about cognitive biases and their effect on thinking— after all, 
this has not been part of traditional medical education and the concepts and 
terms will be alien to many [16]. There likely also prevails a not invented 
here (NIH) bias [18,19], in that many clinicians would not be willing to incor-
porate developments in cognitive science, as they are outside the discipline 
of medicine. Those that are aware of bias may be disinclined to believe that 
their thinking is biased due to blind spot bias [18,20]; that is, they do not 
believe they are biased and therefore are not in need of remediation. Another 
possibility is that they might accept their judgments to be biased at times but 
believe they do not result in serious consequences.

We need to appreciate that cognitive change rarely comes about through 
a discrete, single event but instead involves moving through a succession of 
stages— from a state of lack of awareness and disinterest (precontemplation 
stage), to considering a change (contemplation stage), to deciding to change, 
to initiating strategies to accomplish change, and finally maintaining the 
change. These are the key steps outlined in the Transtheoretical Model of 
Change (Figure  15.2) [21]. A significant number of clinicians are presently 
at the precontemplative  level; they are most likely unaware of their cognitive 
biases and hence see no reason to take any action to change their thinking.

Rounds, seminars, workshops, journal articles and other forms of com-
munication serve to introduce these ideas and raise awareness. Sometimes 
a sentinel event can catalyze the uptake of an important idea, such as the 
publication of Groopman’ s book How Doctors Think  [22]. Another important 
way in which a single event or experience can change thinking is if it is 
emotionally charged. For example, if a physician misdiagnoses a headache 
as benign and the patient subsequently dies from a subarachnoid hemor-
rhage, the impact of this experience might forever change the physician’ s 
approach toward patients presenting with headaches. Affect and arousal  
are especially effective motivators in reasoning, in the formation of beliefs, 
and in change.
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 A surprisingly wide variety of CBM strategies have been proposed 
[10,11,13,14]. Medicine itself has developed some intrinsic operating character-
istics that historically have served a bias-mitigating function for some of the 
more common biases (Table  15.1). Some of these emerged prior to the heuris-
tics and biases literature that began in earnest in the 1970s [23]. Others have 
come from domains outside of medicine and many are recently developed.

 Once clinicians are past the precontemplative stage and open to more 
ideas, a variety of approaches may be useful for CBM; they are described in 
more detail in the following sections.

Dual Process Theory Training (DPTT)

Promoting awareness and understanding of the rationale for CBM to occur 
requires insight into the basic processes by which decisions are made. As a 
foundation, knowledge of dual process theory (DPT) as it applies to diag-
nostic reasoning [24], the properties of the dual process model (Chapter  3), 
the nature and extent of heuristics, and the range of cognitive and affective 
biases are all important. This is the strategy of providing training around the 
overall schema of decision making, including its strengths and its fallibilities.

Bias Inoculation (BI)

Specifically, teaching about particular cognitive and affective biases and giv-
ing multiple clinical examples in different contexts is important, as well as 
proposing particular debiasing strategies [25]. For example, for search sat-
isficing, educators should illustrate the bias in orthopedics, toxicology, and 
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FIGURE  15.2 
Transtheoretical Model of Change, as described by Prochaska, J.O. et al., Am Psychol ., 47(9), 
1102– 1104, 1992 [21].
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TABLE  15.1 

Existing Strategies in Medicine That May Mitigate Cognitive and Affective Bias

Strategy Purpose 
Examples of Potential 

Biases Addressed 

History and 
physical exam

Deliberate and systematic gathering of 
data

Unpacking principle
Ascertainment bias

Differential 
diagnosis

Forces consideration of diagnostic 
possibilities other than the obvious or 
the most likely

Anchoring and adjustment
Search satisficing
Premature diagnostic 
closure

Availability
Representativeness
Confirmation bias

Use of “ Not Yet 
Diagnosed”  (NYD)

Keeps diagnostic possibilities open Premature closure
Diagnosis momentum
Confirmation bias

Clinical prediction 
rules

Force a scientific, statistical assessment 
of patient’ s signs and symptoms, and 
other data to develop numerical 
probabilities of the presence/absence 
of a disease or an outcome

Base rate fallacy
Errors or reasoning
Errors in estimating 
probabilities

Evidence-based 
medicine

Establishes imperative for objective 
scientific data to support analytic 
decision making

Many biases

Checklists Ensure that important issues have been 
considered and completed, especially 
under conditions of complexity, stress 
and fatigue, but also when routine 
processes are being followed.

Anchoring and adjustment
Availability
Memory failures

Mnemonics Protect against memory failures and 
ensure a full range of possibilities is 
considered in the differential 
diagnosis

Availability
Anchoring and adjustment
Premature closure

Pitfalls Alert inexperienced clinicians to 
predictable failures commonly 
encountered in a particular discipline

Many biases

Rule out worst-case 
scenario (ROWS)

Ensures that the most serious condition 
in a particular clinical setting is not 
missed

Anchoring and adjustment
Premature diagnostic 
closure

Until proven 
otherwise (UPO)

Ensures that a particular diagnosis 
cannot be made unless other specific 
diagnoses have been excluded

Anchoring
Confirmation bias
Diagnosis momentum
Premature closure

Caveats Offer discipline-specific warnings to 
ensure important rules are followed to 
avoid missing significant conditions

Many biases

Red flags Specific signs and symptoms to look 
out for, often in the context of 
commonly presenting conditions, to 
avoid missing serious conditions.

Anchoring
Confirmation bias
Diagnosis momentum
Premature closure
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soft tissue foreign bodies. The general rule is when you see one abnormality, 
be careful to search for others. Demonstrate how the bias works in a par-
ticular clinical context, and how transfer of the concept applies. If possible, 
re-test and reinforce after a short time interval, and re-test/reinforce again 
and again. This is a form of cognitive vaccination with booster shots –  it is 
also known as cognitive engineering .

Specific Educational Interventions (SEI)

Teaching specific skills may mitigate particular biases by providing the 
learner with foundational knowledge that allows greater insight into prob-
lems. For example, people who have taken courses in probability, statisti-
cal reasoning, and experimental research are less likely to commit base 
rate errors and will be more sensitive to flaws in non-evidence-based 
claims. Thus, giving medical students specific training in critical thinking 
(Chapters  2 and 9), argumentation, and basic research design might make 
them less likely to accept unwarranted assumptions from various sources 
(patients, colleagues, pharmaceutical representatives, media).

Interactive Serious Computer Games (ISCG)

Several studies have now demonstrated the significant benefit from training 
with interactive serious computer games (ISCG) targeted at debiasing spe-
cific cognitive biases [26– 30]. Repetitive training with the game significantly 
improves retention. These initiatives originated from the Sirius Project at 
the Intelligence Advanced Research Projects Activity (IARPA) of the United 
States Intelligence Agency, and appear to be particularly promising CBM 
interventions.

Cognitive Tutoring Systems (CTS)

Another recent innovation is the development of software that can monitor 
decision making in clinical cases and detect cognitive biases according to 
pre-set criteria. Thus, a learner’ s profile of decision making across a series of 
clinical cases in pathology has been constructed to provide feedback on spe-
cific biases [31]. Providing such feedback to the learner, along with specific 
strategies to avoid certain biases, might be a powerful CBM tool.

Get More Information (I)

Heuristics and biases are often driven by insufficient information. System 
1 (where most heuristics and biases occur) is typically activated under con-
ditions of limited information, and a response will be initiated, especially 
when the information appears to be a good story. Kahneman refers to this 
as “ what you see is all there is”  (WYSIATI), that is, making the assumption 
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that what you see is all there is to see and sufficient to make a decision [2]. It 
is also referred to as shallow or narrow thinking [32]. It is easier to construct 
a good story under conditions of limited information because, paradoxically, 
more coherence can be given to the story if there are fewer pieces to integrate 
together. We have, Kahneman says, a strong tendency to ignore what we 
don’ t know [2]. Thus, getting more information opens up more options and 
may force a consideration of alternative interpretations.

Structured Data Acquisition (SDA)

Diagnostic error may arise when clinicians focus on salient, prototypical fea-
tures in a patient’ s presentation. System 1 is engaged and premature closure 
of diagnostic options may occur through various biases such as anchoring 
and search satisficing. This typically happens with “ corridor consultations”  
and “ drive-by”  diagnoses (Chapter  4). Instead, forcing a deliberate struc-
tured acquisition of data can avoid this trap by ensuring that less obvious 
areas are covered; for example, for decision making in psychiatry, routine 
training in an explicit structured approach toward the clinical interview 
for DSM disorders (SCID: Structured Clinical Interview for DSM disorders) 
improves diagnostic performance by nullifying biases [33]. Combining stan-
dardized diagnostic interviews (SDIs) with expert opinion and information 
from the medical record, exemplified in the LEAD (Longitudinal, Expert and 
All Data) approach [34], may also mitigate bias.

Being More Skeptical (S)

The prevailing tendency in human thinking is to believe rather than disbe-
lieve [35]. When we engage System 1 to make sense of something, we have a 
strong tendency to view something as more “ tidy, predictable, and coherent 
than it really is”  [2]. In medicine, we are surrounded by uncertainty and, 
therefore, should aim to disbelieve what is put in front of us. Overall, we 
should be more skeptical and willing to challenge the apparent veracity and 
coherence of data.

Affective Debiasing (AD)

Virtually all decision making involves some degree of affective input, nev-
ertheless, a broad distinction is often made between cognitive and affective 
biases. Many affective biases are hardwired, although some will be implic-
itly or explicitly learned due to affective associations with prior experience. 
As noted, affect and the arousal that often goes with it provide strong moti-
vation for the formation of strong beliefs. But affective bias mitigation is par-
ticularly challenging because clinicians are often unaware of intrusions of 
affective influences on their decision making. Overviews are available of the 
influence of affect on decision making [36] and a preliminary taxonomy of 
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affective biases has been proposed [37]. In the context of a strong emotional 
bias counteracting reason, Gigerenzer recommends using a conflicting and 
stronger emotion [38].

Forcing Functions (FF)

There are a variety of forcing functions that can be built into clinical behav-
ior around decision making. These are probably our most important tools 
for debiasing. They require an interface at which the forcing function can be 
applied. They do not all need to be explicit; sometimes it is possible to gently 
nudge people in a particular direction in order to get better outcomes, a prac-
tice Thaler and Sunstein have termed paternal libertarianism [39]. Examples 
of forcing functions are as follows:

 1. Generate alternatives:  To be able to generate alternatives is a good 
overall strategy, especially for dealing with narrow thinking [40]. 
It may mitigate a number of biases, such as anchoring, confirma-
tion bias, diagnostic momentum, premature closure, and others. The 
generation of a differential diagnosis in medicine is an example of 
an intrinsic forcing function that has stood the test of time. It forces 
a consideration of relevant, competing alternatives. Generating alter-
natives appears more effective when each alternative is considered 
separately [41].

 2. Decision support systems (DSS) : Technical systems (e.g., DxPlain, 
Isabel) automatically provide a differential diagnosis once the 
patient’ s demographics, symptoms and signs have been entered. 
The differential diagnosis list forces consideration of a diagnosis that 
may not have been considered. These are often effective prompts.

 3. Cognitive forcing strategies (CFS) : These are a special case of forcing 
functions but require the clinician to internalize the forcing function 
and apply it deliberately in a context-specific way. They represent a 
systematic change in clinical practice. CFSs may range from univer-
sal to generic to specific [42].

 4. Disconfirming strategy (DS) : Confirmation bias (see Appendix  I) is the 
tendency to seek information that supports or confirms an already 
favored hypothesis, and is generally considered pervasive in reason-
ing. While confirming strategies often strengthen the belief in an 
existing hypothesis, the most powerful falsifiability strategy is a dis-
confirming strategy. Falsifiability of a hypothesis allows the ultimate 
demarcation into scientific or not scientific, that is, true or not true.

 5. Data blinding:  Various forms of data blinding strategies exist that 
essentially protect the decision maker from being influenced by the 
thinking of others, or ambient influences. It is a critical part of the 
randomized double-blind clinical trial. But it can also be used on 
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an individual basis; for example, some emergency physicians prefer 
not to hear the opinions of others, and choose not to read the tri-
age nurse’ s notes in order to avoid “ cognitive contamination”  and 
maintain their cognitive independence. In forensic science, a vari-
ant of this is termed linear sequential unmasking  (LSU), in which the  
decision maker is protected from potentially biasing task-irrelevant 
information in the course of developing an opinion and making a 
decision [43].

 6. Standing rules : These may be used in certain clinical settings (e.g., 
in an emergency department) which require that a given diagnosis 
not be made unless other must-not-miss diagnoses have been ruled 
out; for example, a diagnosis of acute myocardial infarction cannot 
be made until a chest x-ray has been done and blood pressure mea-
sured in both arms (to rule out thoracic aorta dissection).

 7. Prospective hindsight : This addresses the pervasive disposition  
toward overconfidence [44] associated with the tendency to over-
estimate the chances of success in dealing with a new problem 
with optimism bias toward one’ s own decision making. It involves  
imagining a point in the future when the results of your decision 
can be seen to have failed [45]. For example, an emergency physician 
might imagine that the patient he has just diagnosed and discharged 
appears at the emergency department the next day with what was 
clearly a wrong diagnosis. The process of contemplating an imag-
ined past failure may generate diagnostic possibilities that were not 
apparent in foresight.

 8. General diagnostic rules in clinical practice : These are general rules that 
have evolved to avoid predictable pitfalls. For example, no diagnosis 
of a patient who has neurological symptoms can be considered until 
the blood sugar is measured; pulmonary embolus should always be 
considered in patients with any type of chest pain; every diabetic 
patient with systemic symptoms automatically gets a 12 lead elec-
trocardiogram; anxiety disorder, somatization disorder, and conver-
sion reaction cannot be diagnosed except by exclusion.

 9. Specific forcing strategies:  Clinicians may follow specific strategies, 
such as “ Rule Out Worst-Case Scenario”  (ROWS) to avoid missing 
certain diagnoses. For example, any patient with presenting symp-
toms of wrist sprain automatically has a scaphoid exam; a diag-
nosis of musculoskeletal chest pain cannot be made unless acute 
coronary syndrome, pneumothorax, aortic dissection, pneumonia, 
and pulmonary embolus have been considered; patients with back 
pain always force an exclusion of cauda equina syndrome. A similar 
strategy is “ Until Proved Otherwise”  (UPO), where the physician 
is obliged to rule out other specific possibilities before accepting a 
diagnosis. For example, any athlete with an on-field head injury has 
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a neck injury UPO; any new onset neurological condition is hypo-
glycemia UPO; the agitated, belligerent patient is hypoxic UPO.

 10. Checklists  are a basic form of forcing function. They are a recognized 
standard in areas such as aviation, and have now been incorporated into 
medicine, in intensive care units [46], surgery [47], and in the diagnostic 
process [48]. They are a simple way of saying “ what else might this be?” , 
part of the strategy that has been termed “ strong inference”  [49].

 11. Structured report templates:  In some settings, semi-structured report 
templates may be used , which remind the decision maker to  take a 
second look at specific aspects, areas of the problem, and features of 
the data [50]. This strategy essentially forces the decision maker to 
ensure that key areas are covered, and take a second look themselves.

 12. Stopping rules (SR) : Most of our problem solving and decision-
making behavior depends very much on how we search for informa-
tion [51]. The information search determines the number and quality 
of options that will be considered, as well as the ultimate choice [52]. 
Stopping rules are an important type of forcing function— the rule 
specifies the point at which enough information has been gathered 
so that a considered and optimal decision can be made. Typically, 
they specify some criterion that has to be reached before a diagnosis 
can be safely made. For example, when a fracture is found on an 
x-ray, the search does not stop until a second fracture or significant 
soft tissue injury has been excluded; one troponin does not exclude 
an acute coronary syndrome; the examination of an injured joint 
does not stop until the joint above and below have been examined.

Metacognition, Mindfulness, and Reflection (MMR)

The process of metacognition or thinking about thinking and reflection are 
represented in the dual process model as the System 2 check on System 1 
(executive control). Mamede et al. have shown the benefits of reflective strat-
egies on decision making [53,54]. A physician’ s diagnostic accuracy suffers 
when diagnoses are made early in the assessment process and improves 
when an effort is made to slow down [55]. Mindfulness  is defined as non-
judgmental awareness of the present moment. It has considerable overlap 
with metacognition and involves reflection. A variety of mindfulness quali-
ties have been described that may be used to reduce specific biases [56– 58].

Slowing Down (SD) Strategies

The adoption of “ slowing down”  is a deliberate strategy that facilitates 
transition from the intuitive mode (Type 1 processing) to the analytic mode 
(Type 2) and provides an opportunity to reflect on the situation [59]. These 
intermissions may be determined by the situation at hand, or proactively 
planned, for example, a planned time out in the operating room [60].
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Re-Biasing (RB)

This involves using one bias to offset another. In a sense, it is a forcing strat-
egy in that when the bias is detected, the decision maker automatically sub-
stitutes it with another bias, forcing a compensation of the original bias. For 
example, there are biases associated with the diagnosis and management of 
psychiatric patients. Their medical problems are often minimized and they 
suffer more adverse events in hospitals than non-psychiatric patients. Being 
aware of this bias, a clinician can re-bias themselves by being more attentive 
than usual to psychiatric patients with medical complaints, fully examining 
them, and conducting whatever investigations might be necessary.

Group Decision Strategy (GDS)

Sometimes the wisdom of the crowd exceeds that of an individual decision-
maker [61]. Group rationality tends to exceed individual rationality [62]. 
Although it is time-consuming and not always practical, in complex situations, 
it may be worth having a case conference to reach an optimal solution, like 
tumor boards for example. At a minimum, it is sometimes worth bouncing 
one’ s decision making off colleagues to run a check on one’ s own thinking.

Public Policy Decision Making

While the majority of the interventions proposed here are aimed at an indi-
vidual level, it follows that decisions made by organizations which are vul-
nerable to bias may also be in need of bias mitigation. Thus, individuals 
within organizations could be protected from the effects of bias by policies 
that have built-in CBM that would result in ideological reform. The World 
Bank, for example, in their World Development Report (2015) looked at how 
individual staff made decisions [63,64]. Not surprisingly, evidence was found 
of several common biases at work. Once identified, policies and practices can 
be implemented to mitigate them at an organizational level.

Personal Accountability (PA)

When people know their decisions will be scrutinized and they will be held 
accountable for them, the amount of effort increases and people generally 
perform better. Strategies that improve personal accountability generally 
lead to better decisions [65].

Educating Intuition

This is more about improving the overall quality of decision making than 
bias mitigation per se . The overall approach is aimed at improving the envi-
ronment in which decisions are made, that is, creating less “ wicked”  and 
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more supportive environments [66]. Although particular workplaces may 
present challenges, clinicians should try to make the environment friendlier 
and more supportive. They should avoid taking on too much and cognitively 
overloading themselves. They should deal with as few as possible prob-
lems at any one time, and arrange regular breaks to avoid decision fatigue. 
Protocols, decision rules, clinical guidelines, and patient care pathways 
should be readily available. Rules should be in place about when and how 
team members may interrupt each other. Roles and responsibilities should 
be clarified. Hogarth has further recommendations to make the environ-
ment more supportive of good decision making [66].

Sparklines

Sparklines are information mini-graphics embedded in context in clinical data. 
For example, a simple graphic showing the trends in prevalence of several pedi-
atric respiratory viruses by month can give an immediate and accurate estimate 
of respective base rates and trends. These graphics provide a powerful visual 
augmentation of data, and can immediately mitigate specific biases [67– 69].

Cultural Training

Given that some biases are learned, implicitly or explicitly, it follows that 
cultural pressures to avoid certain biases may occur. In Eastern cultures, for 
example, the tendency toward dialectical reasoning may lead to different 
inferences and assumptions being made about the world that make it less 
likely that certain biases (fundamental attribution error, confirmation bias, 
susceptibility to the interview illusion) will be expressed; there is also less 
vulnerability to contextual influences [70].

Are All Biases Created Equal?

A tacit assumption prevails in the medical literature that all biases are cre-
ated equal, that all are equally difficult to overcome, and that some common 
CBM strategies might be effective. However, as Larrick points out, many 
biases have multiple determinants, and it is unlikely that there is a “ one-to-
one mapping of causes to bias, or of bias to cure”  [71]. Neither is it likely that 
one-shot debiasing interventions will usually be effective [72]. From DPT and 
other work of cognitive psychologists, we know that most biases are associ-
ated with heuristics and typically are Type 1 (intuitive) processes. Further, 
Stanovich [73] has categorized these “ autonomous”  Type 1 processes accord-
ing to their origins; there are four main groups as follows:
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 1. Processes that are hardwired . These were naturally selected (in the 
Darwinian sense) in our evolutionary past for their adaptation value. 
Those who had them passed their genes onto the next generation and 
they have been genetically preserved in modern brains, although they 
may no longer be adaptive in certain settings. This is the argument 
made by evolutionary psychologists (Chapter  6). Although there is 
no acid test for defining an evolutionary bias, some likely examples 
are: meta-heuristics (anchoring and adjustment, representativeness, 
availability), search satisficing, overconfidence, and others.

 2. Processes that are regulated by our emotions . These too may be evolved 
adaptations (hardwired) and can be classified into six major catego-
ries: happiness, sadness, fear, surprise, anger, and disgust. Fear of 
snakes, for example, is universally present in all cultures. They may 
also be socially constructed (acquired, learned), or combinations of 
the two— hardwired processes modified by learning, for example, 
visceral reactions against particular types of patients [74].

 3. Processes that become firmly embedded in our cognitive and behavioral rep-
ertoires through over-learning.  These might include explicit cultural 
and social mores, but also those associated with specific knowledge 
domains. Intubation is a good example— through many repetitions of 
psychomotor, visual, and haptic (sense of touch) responses, anesthe-
tists and others become very competent and comfortable in intubat-
ing patients smoothly and effortlessly. An example of a bias acquired 
through repetitive exposures might be a “ frequent flyer”  in a family 
doctor’ s office or in the emergency department where the bias might 
be the expectation that no significant problem will be found.

 4. Processes that have developed through implicit learning . It is now well recog-
nized that we learn in two fundamental ways. Firstly, we learn through 
deliberate explicit learning, such as that which occurs in school and 
in formal training, and secondly, we learn through implicit learning, 
which is without intent or conscious awareness. Implicit learning plays 
an important role in the development of skills, and in our perceptions, 
attitudes and overall behavior. It allows us to detect and appreciate inci-
dental covariance and complex relationships between things in the envi-
ronment without necessarily being able to articulate that understanding. 
Thus, some biases may be acquired unconsciously. Medical students 
and residents might subtly detect and acquire particular biases by sim-
ply spending time in environments where others have these biases, even 
though the bias is never deliberately articulated or overtly expressed to 
them. Examples might be the acquisition of such biases as ageism, socio-
economic status, gender, race, psychiatric patients, and others [75].

  [ Although Type 1 processes appear the most vulnerable to bias 
and suboptimal decision making, they are not the sole repository 
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of impaired judgment. Arkes points out that error due to biases also 
occur with Type 2 processes, which are included here under cate-
gory 5]  [76].

 5. Errors that arise through biases that have become established through inferior 
strategies or imperfect decision rules , that is, even though the decision-
maker may be deliberately and analytically applying accepted delib-
erate strategies or rules, they may be flawed. Thus, there may have 
been a problem in the initial selection of a strategy, which may under-
estimate or overestimate a diagnosis. Of the two, it would seem pref-
erable to always overestimate (e.g., ROWS) so that important things 
do not get missed, but this can lead to a waste of resources. Generally, 
suboptimal strategies get selected when the stakes are not high.

Prescriptive Decision Making

Are There Specific Cognitive Pills for Cognitive Ills?

It is evident that biases are not easily eliminated from our decision mak-
ing. However, some degree of CBM can be achieved if we adopt optimal 
approaches. Given the differing etiologies of bias, might we expect that some 
are more robust and therefore more resistant to change than others? Should 
there then be different approaches to mitigation?

We might expect that the hardwired “ evolutionary”  biases would be the 
most resistant to change, and we may need several different CBM strate-
gies as well as multiple interventions. Cultural, sociocentric and other biases 
that have been established through learning may be a little easier to change, 
although these biases should ideally not be allowed to form in the first place. 
Good modeling, good teaching programs, and optimal learning environ-
ments will minimize them. Locally acquired biases might be the least intran-
sigent and the most amenable to change. Strong affective biases may need 
fundamentally different strategies from general cognitive biases.

Recent literature is becoming more specific about biases and their defining 
characteristics. Various taxonomic strategies have been proposed, such as those 
by Arkes [76], Campbell et al. [77], and Arnott [9]. We may find that we can 
start predicting which strategies will work for biases of particular properties, 
and that certain types of strategies might work for certain taxonomic classes of 
biases, as Arkes has proposed [76]. Table  15.2 illustrates the taxonomy that was 
initially developed by Arnott [9]. He notes that considerable overlap is likely 
between categories in terms of their definitions and their effects. For each of 
his categories, possible generic CBM strategies may be effective.

Recently, several issues have become increasingly clear. Anyone who 
is involved in clinical decision making in the care of patients should be 
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grounded in basic decision theory, the dual process model and its basic oper-
ating characteristics, and the origin of biases. They should also have some 
awareness of cognitive and affective biases, how pervasive they are, and the 
need for CBM. In the meantime, we need some idea of what CBM strategies 
have been tried. Table  15.3 lists the main types of bias, with some of their 
determining characteristics, as well as some potential strategies for debias-
ing, although these are speculative at this stage. Interestingly, there is a sur-
prising correspondence between the bias categories described by Stanovich 
[73] and the psychological barriers to clear reasoning originally described 
by Francis Bacon in his book Novum Organum  published in 1620 [78]. Bacon 
identified four types of reasoning problems, or fixations (idols) of the mind 
(cave/cavern). Idols of the tribe  were archetypal, hardwired beliefs; Idols of the 
cave  were individual characteristics based on personality, education, habits 
and environmental influences; idols of the marketplace  arose from language 
and semantics— the ways in which words might be used to substitute for 
ideas and to mislead others; and idols of the theatre  were beliefs that had been 
developed and incorporated as dogma and status quo, and subsequently 
went unchallenged.

 Anyone who is involved in clinical decision making around patient care 
should receive general training in basic decision making, understand DPT 
and its major operating characteristics, and be aware of where in the process 
bias originates. All CBM initiatives should initially receive a presentation on 
the general properties of heuristics and biases.

Are There Specific Situations in Which Biases Are More Frequent?

Many physicians can think of situations where they appear to be particularly 
vulnerable to bias.  Some will set the physician up for exposure to particular 
biases whereas others will produce exposure to a wide range of biases. Some 
common situations are described in Table  15.4 [79].

How Does CBM Actually Work?

Some degree of debiasing is part of everyday living. We learn the conse-
quences of certain actions and take steps to avoid falling into the same traps. 
Often we can do this using forcing strategies or deliberately suppressing 
impulsivity in certain situations. We can’ t find our car keys, usually at a time 
when we are in a hurry, so we (some of us at least) learn the forcing strategy 
of always putting them in a specific place as soon as we arrive home [15]. In 
other domains, we have learned that it is a good idea to suppress belief and 
be skeptical when we are offered deals that are too good to be true, such as 
the Nigerian email looking for our financial support. Interestingly, higher 
intelligence does not necessarily protect against such follies [73].
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Medical training is often sprinkled with precautionary caveats and at its 
completion we are probably at our most cautious because of heightened uncer-
tainty. Experience accumulates, but does not necessarily bring expertise with 
it. Inevitably, we develop our own debiasing strategies to avoid the predictable 
pitfalls that we have learned at our own expense or secondhand through the 
experience of others. Morbidity and mortality rounds are a good opportunity 
for such vicarious learning. However, with experience there is an increased 
likelihood of biases of the 3a type (see Table  15.3), the Type 1 judgments that 
have been established through repetitive exposure in Type 2. Other changes 
that are noted with experience are a progressive loss of empathy as training 
progresses, which may impact the emotion biases. We might also expect that 
certain classes of patient might engender less tolerance after repeated exposure.

Overall, we are faced with the continuous challenge of debiasing our judg-
ments throughout our careers, and various ideas have been proposed for 
how this should work. In order to examine them in detail, we need to review 
the dual process model and its major properties (Figure  15.3).

The intuitive system is schematized as Type 1 processes. It contains the 
four channels depicting the first four classes in Table  15.3. The analytic sys-
tem is the Type 2 processes. There are eight major features of the model:

• Type 1 processing is fast, autonomous, and where we spend most of 
our time— this is where most heuristics and biases occur.

TABLE  15.4

Bias Exposure in Risk  Situations

High Risk Situations Potential Biases 

Was this patient handed off to me from a previous shift? Diagnosis momentum, framing
Was the diagnosis suggested to me by the patient, nurse or 
another MD?

Premature closure, framing bias

Did I just accept the first diagnosis that came to mind? Anchoring, availability, search 
satisficing, premature closure

Did I consider other organ systems besides the obvious 
one?

Anchoring, search satisficing, 
premature closure

Is this a patient I don’ t like, or like too much, for some 
reason?

Affective bias

Have I been interrupted/distracted excessively while 
evaluating this patient?

All biases

Did I sleep badly last night/Am I feeling fatigued right now? All biases
Am I cognitively overloaded or over-extended right now? All biases
Am I stereotyping this patient? Representative bias, affective bias, 

anchoring, fundamental 
attribution error, psych-out error

Have I effectively ruled out must-not-miss diagnoses? Overconfidence, anchoring, 
confirmation bias

Source : Adapted from Graber, M.L. et al., Diagnosis (Berl) ., 1(3), 223– 31, 2014.
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• Type 2 processing is slower, deliberate and generally more accurate.
• Most errors occur in Type 1 (intuitive) processes— the predictable 

deviations from rationality.
• Repetitive processing in Type 2 (analytic) processes may lead to pro-

cessing in Type 1.
• Type 2 processes can override Type 1 (executive override func-

tion)—this is crucial to debiasing.
• Type 1 processes can override Type 2 (dysrationalia override func-

tion)— this works against debiasing.
• The decision maker can toggle (T) back and forth between the two 

systems— shown as a broken line.
• The brain generally tries to default to Type 1 processing whenever it 

can (Cognitive Miser Function).

Figure  15.4 is a modified version of the dual process model of diagno-
sis with some parts omitted to better visualize the expansion of Type 1 
Processes.

Hardwiring
Ambient conditions
Context
Task characteristics
Experience
Affective state
Gender
Personality
Age

Knowledge
Education
Training
Critical thinking
Reflective ability
Logical competence
Rationality
Intellectual ability

Pattern 
recognition

Repetition

Executive
override

Irrational
override Calibration DiagnosisPatient

presentation
Pattern

processor

Recognized

Not
recognized

Type
1

processes

Type
2

processes

T

FIGURE  15.3 
Dual Process Model for decision making. (Adapted with permission from Croskerry, P., 
Singhal, G., Mamede, S., BMJ Qual Saf., 22(Suppl 2), ii58– ii64, 2013; with permission of BMJ 
Publishing Group Ltd. [12].)
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Bazerman suggests the key to debiasing is unfreezing  [52]. The three steps in 
the process are unfreezing, moving, and refreezing. Firstly, some disequilib-
rium of the decision maker needs to occur such that the individual wants to 
unfreeze from a previously established response and change. This could come 
about by the individual simply being informed of a potential bias, acknowl-
edging that their past judgment has shown the influence of bias, or develop-
ing insight into the adverse consequences of bias. This critical step may be 
more than simply becoming aware of the existence of biases and their causes; 
sometimes a vivid, major revelation needs to occur— a cognitive intervention. 
The next step, moving,  involves learning how the change will occur and what 
alternate strategies need to be learned— the purpose of this chapter. The final 
step, refreezing,  occurs when the new approach is incorporated into the cogni-
tive make-up of the decision maker and (with maintenance) becomes part of 
their regular thinking behavior. Referring back to the dual process model, 
when the decision maker achieves enlightenment and understands there is 
a problem with decision making, there is a need to de-couple cognition from 
the intuitive system; this corresponds to Bazerman’ s unfreezing step.

In Stanovich’ s view [73], Type 2 (analytical) processing occurs on two lev-
els (Figure  15.5). The first is the algorithmic  mind, which is associated with 
fluid intelligence, known as Gf [80]. It is that feature of general intelligence 
that provides us with the capacity to think logically and solve problems in 
novel situations, without necessarily having experienced specialized learn-
ing about the topic. It includes both inductive reasoning (the logic of experi-
ence) and deductive reasoning, and is especially applicable to scientific and 
technical reasoning. A critical feature of such thinking is the ability to sup-
press automatic responses in the intuitive mode by decoupling from it. This 
is depicted in the model as the executive override function that goes from the 

Calibration Diagnosis

Type 1
processes

Hardwired
processes

Emotional
processes

Over-learned
processes

Implicitly
learned

processes

FIGURE  15.4 
Origins of biases in Type 1 processes. (Reprinted with permission from Croskerry, P. et al., BMJ 
Qual Saf ., 22(Suppl 2), iis58– ii64, 2013 [12].)
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analytic mode to the intuitive mode (Figure  15.3). However, overall monitor-
ing of the need to decouple resides at a second level in the reflective  mind, 
associated with crystallized intelligence (Gc) [80]. Crystallized intelligence is 
the other part of overall intelligence that is measured in IQ tests. It is the 
intelligence that we gain throughout life, reflecting the depth and breadth 
of our knowledge, beliefs, skills, goals and experience. So, the true override 
function and the measure of our rationality reside in the reflective mind. If we 
are to unfreeze ourselves from a bias, we must initiate the action at this level. 
These interrelationships are schematized in Figure  15.5, which is based on 
Stanovich’ s tripartite model [73]. For simplicity, parts of Figure  15.3 have been 
omitted to show the expanded workings of the analytic mode in Figure  15.5.

Conclusions

The problem of cognitive and affective debiasing needs serious attention. If 
cognitive and affective biases are the major cause of cognitive failure leading 
to diagnostic error, then CBM becomes a major imperative. It is, arguably, 
the most important thing to do in clinical decision making, and it is doable. 
Again, it should be emphasized that CBM is already an integral part of 
everyday human cognition, and of medicine. We need to be constantly vigi-
lant about our hardwired biases, ensuring they do not lead us into difficul-
ties. We need to de-couple from biases that have been acquired through the 
over-learning of suboptimal decision making, as well as detect and un-bias 
ourselves from decision making acquired through implicit learning. Ideally, 

Executive
override

Calibration Diagnosis

Type
1

processes

Type
2

processes

Algorithmic
mind

Reflective
mind

FIGURE  15.5 
Cognitive Bias Mitigation (CBM): Analytic decoupling through the algorithmic mind from the 
reflective mind.
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we should direct some effort at designing environments that minimize the 
acquisition of poor implicitly learned behaviors, as it is far better to acquire 
good habits from the beginning. There are several directions forward:

Firstly, we can continue to depend on many decision makers recognizing 
at least some of their biases and putting measures in place to control them. 
However, the interface between patient and doctor is a unique, dynamic 
place that challenges the best minds. There are many contextual influences 
that are difficult to control: the patient’ s characteristics and personality, the 
demographics and presentation (both typical and atypical) of the disease 
process itself, the knowledge, experience, expertise, personality and other 
characteristics of the physician (see Chapter  9), as well as the ambient condi-
tions under which the decision will be made. Cultural and other individ-
ual differences will also play a role in the effectiveness of CBM initiatives. 
Overall, even the most motivated clinicians will deserve continuing support 
and encouragement.

Secondly, we should be aware that simplistic approaches toward debi-
asing are unlikely to be effective. Except, perhaps, in cases of significant 
affective arousal, we cannot expect that one-shot interventions will usually 
work. Nor can we expect that one particular type of intervention will be suf-
ficient. It seems certain that CBM will inevitably require repeated training 
using a variety of strategies. As with any cognitive skill, further mainte-
nance will also be necessary for retention.

Thirdly, there is ground to be made in Hogarth’ s direction— educating 
intuition. We can create better environments in which trainees acquire their 
skills— making the scientific method intuitive, and providing better mentor-
ing, better feedback, and fewer homeostasis insults (more rest, sleep, and 
minimal cognitive overloading).

Fourthly, there is the strategy of nudging — steering healthcare providers 
toward better choices through “ choice architecture” –  which gently maneu-
vers people to do the right thing. For example, the bias toward inaction  
often leads to default options. If we make the available default option the 
safest, we are more likely to minimize diagnostic error. An example is the 
increased use of “ Not Yet Diagnosed”  (NYD) at discharge from emergency 
departments [81]. This tactic minimizes diagnosis momentum and prema-
ture closure and is a safer default option than the physician making a pre-
mature guess at the patient’ s diagnosis when there is insufficient evidence.

We must have defenses in place against some of the omnipresent intrac-
table biases: blind spot bias, overconfidence, confirmation bias, premature 
closure, search satisficing, anchoring, representativeness, and others. We 
need to accept that CBM is not easily done but, at the same time, be opti-
mistic that with the improved insights into decision making developed over 
the last decade, together with the increased armamentarium of CBM strate-
gies that are now available, the prospect is less daunting than Fischoff first 
saw it 30  years ago [82]. Finally, the Maintenance  stage of the Transtheoretical 
Model of Change [21] requires that clinicians recognize the need for constant 
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vigilance and surveillance of their thinking. There is an ongoing impera-
tive to self-monitor for bias, and work to prevent relapses into inappropriate 
System 1 decisions. This is a lifelong journey.
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16
Diagnostic Support from 
Information Technology

Karen Cosby

Introduction

Throughout this book, we have described diagnostic work as a series of com-
plex tasks, beginning with the cognitive thought process of clinicians (indi-
vidually or in teams); dependent upon communication between providers, 
patients, and services; and reliant on numerous interlinked processes and 
systems of care. Unfortunately, we have also demonstrated that the diagnos-
tic process is often flawed. One cannot help but wonder how it can be that 
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healthcare is still plagued by poor design for even mundane processes. The 
challenge is made even more difficult by a healthcare system that is made 
up of loosely connected entities, an amalgam of private offices, ambulatory 
care centers, clinics, and hospitals. The system is a behemoth that is hard to 
tame. But there are solutions to managing such beasts, and many believe that 
information technology (IT) may provide answers.

Healthcare Systems Lag Behind Modern Technology

We have entered a time in history aptly described as “The Information Age,”  
brought about by a “Digital Revolution.”  The ability to process massive 
amounts of data and disseminate information instantaneously has changed 
how we perform even simple daily tasks. We shop using the Internet. Most 
of us bank, manage our finances, and file our taxes electronically. Our smart-
phones navigate for us; Siri guides us to local restaurants for our favorite cui-
sine. We can push, pull, and spread documents through the Internet cloud to 
remote areas around the globe. We hold virtual meetings and even view and 
interact with people from different places remote from one another, aided 
by computer applications. None of these remarkable realities is viewed as 
exceptional; even two-year-olds “read”  from electronic tablets. And yet, we 
still misidentify patients and have imperfect processes to save, store, and 
share personal medical information or reliably perform basic tests and com-
municate results. Our systems of care suffer from an ad hoc  infrastructure 
plagued by gaps and flaws for even routine tasks. Our focus on customized 
care for individual patients prioritizes flexibility, adaptability, and variabil-
ity at the expense of organized structure for the general case, the routine 
and the ordinary. Whether or not this is viewed as a philosophical matter or 
a structural one, failure to develop an adequate infrastructure to meet the 
general needs of the predictable normal processes of care creates flaws that 
impact care individually and collectively. Improvements offered by health 
information technology (HIT) may begin to lay some of the basic skeletal 
structure to undergird many of our routine processes.

Hope and Change for Healthcare and 
Health Information Technology

In 2009, the American Recovery and Reinvestment Act provided federal incen-
tives for the development and adoption of HIT and electronic health records 
(EHRs) [1]; Congress approved a budget of $27 billion to incentivize providers 
and healthcare organizations to adopt EHRs and finally replace paper records 
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[2]. At last, it seemed as though the time was right for healthcare organizations 
to invest in the design of much-needed infrastructure. These developments 
provided impetus for the explosion of IT solutions within healthcare.

The potential for HIT to redesign our workspace and improve our work 
product seems virtually unlimited. Examples of IT applications abound. 
EHRs ensure that legible and (seemingly) accurate information is accessible 
to multiple providers at distant sites at all hours. No longer do we need to 
search for and hoard paper medical records; no longer do we need to copy and 
fax reams of paper or reproduce “hard copies”  of poor-quality radiographic 
images. Even better, with electronic resources, we acquire new functional-
ity, complete with bells and whistles to poke, prod, and nudge providers 
to comply with evidence-based guidelines and treatment protocols. EHRs 
now provide notes that auto-populate with information from past visits. 
Intelligent systems can even be designed to prompt the clinician to ask ques-
tions based on the risk profile of the patient and current symptoms (along the 
lines of “Did you consider the possibility of...?” ). Triggers can be developed 
to recognize patients who might be septic and alert the provider to look for 
a source of infection, check a lactate, or order blood cultures. Computers can 
be augmented with info buttons to provide immediate access to clinical ref-
erences such as UpToDate®  . As the clinician considers his plan, differential 
diagnosis generators can help to broaden the range of conditions considered 
[3– 6]. Checklists can be incorporated in care sets and bundles to remind pro-
viders to consider diagnoses, or include actions that might otherwise come 
late or be easily forgotten altogether (e.g., “Did you remember to order the 
dysphagia screen for your patient with a stroke?” ) [7]. Clinical prediction 
rules can be supplied for clinicians to use, or even integrated in such a way 
that the provider can be alerted to important predictors of outcome. Alerts 
can warn clinicians that their patient has a high illness severity score and 
urge them to consider an intensive care unit (ICU) consult.

Electronic orders for tests can include advice on the most appropriate 
choice, a functionality that is especially helpful in light of the growing menu 
of sophisticated tests. Orders for radiology can require the ordering clini-
cian to justify the radiation exposure based on evidence-based guidelines, 
then prompt him to supply clinical context to help the radiologist answer the 
question at hand. Electronic requests can be designed to capture data from 
the medical record and populate with age, weight, allergies, renal function, 
and pregnancy status. In turn, decision support features can provide guid-
ance on the best type of image and optimal technique to ensure that the right 
image is obtained to best address the clinical question.

Much of routine primary care can be automated and improved with elec-
tronic reminders [8]. Some office-based IT systems can detect abnormal mea-
surements of weight entered during routine visits, add them to the problem 
list, and even send an electronic suggestion to the provider to discuss diet and 
lifestyle [9,10]. Routine prompts can be set to remind providers and patients 
of due dates for vaccinations and cancer screening [11]. A social history noting 
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cigarette smoking can trigger an alert to the provider to discuss smoking ces-
sation, or automatically supply information to the patient about the health 
risks of smoking [12]. Providers can be reminded to do routine assessments 
for dementia in the elderly [13] and mental health screens for populations 
at risk [14]. Emergency department (ED) visits can set off a message to the 
patient’s primary care provider to inform them that their patient has had an 
unexpected visit and probably needs a follow-up phone call or office visit.

Electronic orders also offer new opportunities for improving communi-
cation between healthcare professionals and patients, a common source for 
diagnostic delays and failures. Critical laboratory results (noting potentially 
dangerous problems that need immediate attention) can be automatically 
sent to pagers or other wireless devices to alert the ordering physician, a 
process shown to improve time to intervention [15]. Electronic test result 
managers have been designed to help providers view and respond to test 
data, providing electronic means to send notes to patients and order new 
consultations and additional laboratory tests or medications as needed [16]. 
Some automated systems not only file alerts in response to amended reports 
or abnormalities but also require the alert to be acknowledged; if a result 
goes unnoticed or is not acknowledged, the result is forwarded to a backup 
system that tracks the patient until the loop is closed [17– 19]. Systems can 
be devised to place mandatory consults for conditions that are high risk 
and need additional evaluation: a positive hemoccult can trigger a consult 
for endoscopy; a positive surgical biopsy can populate a database of newly 
diagnosed cancer patients and order an oncology consultation [20]. Patients 
can be given direct access to their medical records through patient portals, 
where they can view their medical information, test results, and appointment 
schedules [21]. Some practices provide access to their providers via e mail, so  
that patients and providers can share updates and concerns outside their 
regularly scheduled office visits [21– 24]. These are a few of the innovative 
ways that HIT can support and improve the diagnostic process; in fact, they 
address many of the system problems we identified in Chapter  11 that con-
tribute to diagnostic failures. While these examples describe IT support for 
diagnosis, a similar and even longer list of electronic applications exists for 
treatments and other therapeutic interventions.

Does Our Reality Fulfill the Promise of HIT?

The implementation of HIT inevitably changes the workplace, the work 
product, and the people in the workplace. Moreover, we are now realizing 
that HIT inevitably changes medical practice in ways we did not anticipate. 
In order to successfully design and implement HIT, the nature of the work 
needs to be well understood in the natural environment in which it takes 
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place, and implementation needs to consider sociotechnical factors [25]. A 
number of prophetic voices warned IT enthusiasts that the path to imple-
mentation would not be easy. Patel argued that “decision technology does 
not merely facilitate or augment decision-making, rather it reorganizes deci-
sion-making practices”  and can “produce unintended consequences”  [26]. 
Others predicted that the EHR would increase complexity and create new 
sources of error [27]. They were right. Many of these innovative develop-
ments fall disappointingly short of their expectations in real life. The work is 
harder than many expected.

There are four criteria by which we can assess the effects of HIT on 
diagnosis:

• Can HIT make us smarter?
• Does HIT make us (and our patients) happy?
• Can HIT improve communication?
• Does HIT improve the accuracy and timeliness of diagnosis?

It is simply too early to know some of these answers. Our hope and 
expectation is for improvement, but changes to unwieldy systems can be 
unpredictable.

Can HIT Make Us Smarter?

Experienced clinicians have reacted to the EHR with horror and frustration. 
The standardized, template-based EHR has changed the nature of their most 
basic and essential clinical task, the “history and physical exam (H&P),”  
beginning with how information is gathered and organized [26,28,29]. The 
medical record used to be an artifact of work, the work product of deliber-
ate cognitive effort that helped gather and summarize relevant data, create 
a narrative and time line, generate diagnostic hypotheses, explore ideas, 
and lead to a differential diagnosis and an action plan. The process of inter-
viewing and examining a patient, then developing and recording the H&P, 
allowed the author to wind her way through the facts to generate a story, 
the “narrative,”  exploring possible cause and effects, generating a time line 
of events (or symptoms), and connecting the facts to a storyline [30]. The 
work of writing the narrative account was a sort of synthesis necessary to 
construct meaning from the patient’s story [31]. In contrast, an overly mecha-
nistic boilerplate requiring “yes”  and “no”  responses to standardized check-
lists, which is common to many EHRs, constrains the storyteller, impedes 
the synthesis, and preserves facts at the expense of the whole. The resulting 
record is rich in detail but lacking in synthesis [32,33].

If the EHR impedes the cognitive process essential to diagnosis, it likely 
interferes with clinical reasoning and may degrade the work. The problem 
is not necessarily one of usability , as some suggest, but rather usefulness . In 
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contrast to the narrative that clinicians use, computer records tend to chunk 
discrete items of information without connecting their relatedness. Users 
complain that they have facts, but do not have a sense of the whole picture [32].

Educators are left wondering how this might influence young trainees who 
enter the profession totally unaware of the distinction between a narrative 
and the forced organization of a template-based interview [34,35]. Verghese 
describes the change as trainees seem to tend to the needs of the EHR at 
the expense of the actual patient [36]. One can observe the pattern of physi-
cians who digest all the medical history from the electronic record before 
even meeting the patient. Does the pre-screening review improve their his-
tory, or diminish it? Does it reduce their powers of observation, or help them 
gather the most relevant concerns in the context of the past medical history? 
Might it frame their thinking and set them up for the cognitive and affective 
biases we discussed in Chapter  7, even before they encounter the patient? 
Admitting medical teams have been observed to initiate their H&P two 
floors away, complete with History of Present Illness and Review of Systems, 
without having met or even greeted the subject they write about, almost as if 
they were assessing an “e-patient.” 

Strange things happen as clinicians seek to be thorough but efficient. Daily 
notes are filled with “cut-and-paste”  features [37] that fill the note with redun-
dant and irrelevant facts that are no longer current, contributing to lengthy 
“note bloat”  [38]. Irrelevant and inaccurate information is passed along from 
day to day, and even between admissions. Fitzgerald describes an encounter 
with a student who reported that her patient had undergone bilateral below-the-
knee amputations (BKAs) [39]. Upon examining the patient, Fitzgerald asked 
the trainee how she accounted for the patient’s two apparently healthy legs. 
When confronted with the real patient, the student sheepishly admitted that 
she had accepted the information in the medical record at face value. The error 
had apparently crept into the record when “DKA times 2”  (meaning diabetic 
ketoacidosis) was mistaken for “BKA times 2,”  a fact thereafter “enshrined”  
in the medical record– – not just for this student, but for several teams of clini-
cians who preceded her [39]. Perhaps this is an example of automation bias , the 
tendency to accept something as true, or fail to question it, if the information 
presents itself in an electronic version that is perceived to be authoritative [40].

Depending on the design, HIT has the potential to improve understand-
ing by enhancing the visual display of data. However, the design should 
be purposeful and guided by the people and processes it supports. Many 
clinical units have developed paper flowcharts that capture data and dis-
play it in a manner that brings meaning to those who use them. If these 
are replaced without fully understanding how they are used, the ability to 
track trends and patterns can be obfuscated. When manual flowsheets for 
one ICU were replaced by an electronic version, clinicians found it difficult 
to know what was going on with their patients [32]. Even when impressive 
graphical displays of data are available, overreliance on them may still pose 
risks. Dare we ask if our trainees (or clinicians) will ever spend enough time 
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at the bedside to detect the early warning signs of a patient’s deteriorating 
condition— a light bead of sweat on the forehead, the subtle conversational 
dyspnea of early decompensating heart failure, the look of mild anxiety in 
a febrile septic patient— or will they wait to see the downward trend on a 
graphic in the electronic health record before they recognize the urgency for 
action?

Assuming that clinicians escape the snare posed by the EHR and actually 
connect to patients and their stories, is there a role for decision support in 
augmenting diagnostic work? Most existing applications for clinical deci-
sion support focus on chronic disease management, medication optimiza-
tion, and preventive care [41]. Only a few address diagnosis. Limited neural 
computational aids have been developed for the detection of myocardial 
infarctions [42,43] and estimations of risk for coronary artery disease [44]. 
Clinical guidelines and prediction rules are simpler tools that are available 
for the diagnosis of pulmonary emboli, back pain, dementia, appendicitis, 
mood disorders, and ischemic strangulation in small bowel obstructions 
[43,45]. However, these rules do not actually replace clinical assessment by a 
clinician– – they still rely on someone to trigger their use and provide clinical 
details.

While interest in neural networks and clinical decision support has stalled, 
there has been some progress in the development of differential diagnosis 
generators [3– 6]. Two of the best performing systems, Isabel and DxPlain, 
have modest accuracy; however, they produce a long list of up to 30 con-
ditions and the user is left to tediously work through all the possibilities. 
These systems have not yet been fully integrated into existing EHRs and 
thus require data entry separate from the medical record. As they are not 
practical for use in every case, the clinician must decide when and if they 
are likely to help. Since clinicians are not likely to recognize that they have 
missed a diagnosis, these tools may help in particularly challenging cases, 
but are unlikely to reduce diagnostic errors. And while they might contain 
the correct diagnosis, users may be just as likely to abandon a correct diag-
nosis for an incorrect one [4].

Alternatively, checklists may provide a low-tech method for expanding the 
differential diagnosis. They have generated interest as a practical tool to help 
explore etiologies for common complaints [7]. The checklists can be adapted 
to include “most common,”  “most serious,”  and “can’t-afford-to-miss”  condi-
tions. This simple, easy version of their computer counterpart may help pre-
vent overreliance on memory and allow a physician and patient to explore 
diagnostic possibilities together [7,46,47].

Another potential use for HIT is surveillance and detection of possible 
missed or delayed diagnoses. A number of healthcare systems have devel-
oped trigger tools for the surveillance of events that are surrogate mark-
ers for diagnosis errors. For example, unexpected revisits or admissions 
within 10– 14  days of a primary care visit were found to have a missed or 
delayed diagnosis in 16% of cases [48,49]. Methods set in motion to detect 
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these markers can be used to monitor the system and rescue patients from 
potential flaws and gaps in care. Other triggers can be used to detect patients 
who may have fallen through the cracks simply because they were lost to 
follow-up. The surveillance of patients with iron-deficiency anemia, elevated 
prostate-specific antigen, positive fecal occult blood tests, or hematochezia 
can be undertaken to make sure that they complete appropriate screening 
for cancer [50].

IT can help organize work, record details, and even provide decision sup-
port, but will not in itself necessarily make clinicians reason more rationally. 
By providing the right information at the right moment, HIT can serve as 
a source of useful mindware— helpful bits of knowledge for optimal deci-
sion making, such as a Bayesian calculator or clinical guideline. A well-
developed IT system may protect against cognitive miserliness by providing 
information that we might otherwise not have the time or the inclination to 
go looking for. However, it can also lure the overly trusting and unsuspect-
ing clinician into a trap if the information recorded is wrong, or if too much 
trust is placed in an electronic medium via automation bias . And even the best 
IT system cannot substitute for sound, rational, expert cognition.

Does Our HIT Make Us Happy?

That seems like a silly question, but worker satisfaction relates well with 
how easy it is to get tasks done and how fulfilling the work is. Happiness is 
a property of an effective system. A highly functioning system that is accu-
rate, efficient, effective, and safe provides satisfaction, even happiness, in the 
workplace. Discontent may be a sign of a poor fit of technology to task [25]. 
Certainly, if HIT achieved its promise, we should all be content and satisfied. 
Unfortunately, the development and implementation of HIT has unsettled 
many. A RAND Corporation survey noted that healthcare workers have 
decreased satisfaction with their professional work, attributed in part to the 
implementation of the EHR [51,52]. The intense reaction to the EHR has to 
do with usability that fails to match clinical work flow. Clinicians complain 
of overly time-consuming data entry, an overwhelming number of prompts 
and alerts, work that detracts from face-to-face patient care, and a growing 
distrust of the accuracy of the medical record [53,54]. A recent web survey of 
Veterans Administration (VA) primary care providers found that the major-
ity felt oppressed by excessive prompts and alerts, and most felt that they 
could not adequately address them all [55]. Internal medicine residents now 
spend a paltry 12% of their days in direct patient care, but 40% of their time 
on their computers [56]. Documentation duties on average take up more than 
four  hours of a resident’s workday [57]. A typical shift in one community 
ED practice requires 4000 mouse clicks to accomplish tasks, including eight 
clicks to obtain a chest x-ray and six to order an aspirin [58]. And that is 
assuming that the computer does not “go down”  or require a fresh login. 
Even ED practices that typically require intense patient contact note that 43% 
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of clinical time is spent with the EHR, leaving only 28% for direct time with 
patients [58]. In the middle of a night shift in the ED, the sound of clicking 
keyboards has replaced the drone of heart monitors as patients sleep.

Can HIT Improve Communication?

Electronic media offer new mechanisms to enhance communication [59]. 
Electronic prompts, automated reminders, and alerts make it easy to push 
information between providers and patients. Patient portals help make 
information visible and available for those with most at stake. However, this 
deluge of electronic data has unintended consequences.

IT has changed the way that patients and providers communicate and 
interact. There is a stranger in the exam room: the computer [36]. For some, 
the presence of the computer seems to change the dynamic of the medi-
cal encounter. Wachter argues that the computer interferes with the sacred 
bond between doctor and patient [60]. The distancing of the doctor from the 
patient is poignantly illustrated in a crayon drawing by a pediatric patient 
who showed herself sitting all alone on the exam table while her doctor faced 
the wall, typing away at his computer [61]. Even when the computer is placed 
near the patient, Shinsky describes the trend of “texting while doctoring”  as 
the clinician taps away at data entry, only partially listening to the patient 
[62]. This electronic stranger is not totally disquieting to everyone, however. 
One family practice clinic gradually implemented their EHR and found 
that many patients liked knowing that their records were stored safely and 
securely [63]. Patients appreciated the opportunity to participate in checking 
the facts in their record, and sometimes searched for Internet-based educa-
tion resources during their visits with their provider [63,64]. Perhaps satisfac-
tion with the electronic record may depend on how it is implemented and 
how well clinicians integrate it into their work habits. Does it augment their 
work, or is it considered an extra task that adds to the burden of work?

In hospital systems with HIT, all work requires the computer. All docu-
mentation and all orders for tests, imaging, and medications are filtered 
through it. Thus, nothing can be done without it. The result is a “siloing”  of 
clinicians, who talk to each other through an electronic intermediary [65]. 
Consultants come and go without so much as a wave, eager to leave their 
impressions and recommendations in a note authored somewhere at a work 
station removed from the patient and other clinicians, appearing anxious 
to be efficient and reluctant to slow down for a conversation. Doctors and 
nurses meet briefly at the bedside of an unstable patient, only to scurry away 
to their respective corners to check the comments and orders they leave 
for one another. Even the time-honored trek following morning rounds by 
internal medicine residents to the radiology suite has changed — once a place 
to examine images and expand on possible diagnoses, it is now reduced to 
dark corners occupied with computer workstations; radiologists who used 
to delight in mingling with medical teams seeking their expertise now seem 
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to view them as interlopers interrupting their work [60]. “Just read my note!”  
is the new mantra. All these changes produce reports that are well preserved 
and accessible to all. But collegial communication — the active exchange of 
information and opinion, conversation, and the use of discussion and debate 
to enlighten and expand clinical reasoning— has suffered.

Does HIT Improve Accuracy and Timeliness of Diagnosis?

Frankly, we do not know and cannot really assess how much has changed 
with the implementation of EHRs. Most of what we did before is unknown, 
unmeasured, and unmeasurable. The electronic management of diagnostic 
processes ought to improve diagnosis, although it may be difficult to prove 
since we have few reliable measures of our pre-intervention state.

We quickly acclimatize to change. Most of us cannot imagine a time when 
we did not have access to prior electrocardiograms (EKGs), even though it 
was not that long ago when we often had to assume that all EKG abnor-
malities were new ones. Many clinical workstations have Picture Archiving 
and Communication System (PACS) images available at our fingertips, with 
the ability to view and compare new and old imaging studies side by side. 
Ready access to official historical reports of surgical pathology, imaging, and 
laboratory tests is a recent development not widely available before the inte-
grated EHR. The new system is not perfect but it has made meaningful and 
substantive change by making clinical information easily accessible.

Cost of HIT and Added Risk

The United States has allocated $27 billion for initial efforts to incentivize 
the adoption of the EHR. The actual cost is tough to estimate [2]. Kaiser 
Permanente reports that it cost $4 billion to initiate an EHR across its system 
of providers [66]. Wake Forest Hospital System spent $13.3 million on its ini-
tial investment with Epic , another $8 million to implement it, then incurred 
$26.6 million in lost revenue during the go-live phase [67]. Novant Medical 
Group estimated that the cost to convert to its EHR was $600 million over 
five  years [67].

However, the actual cost goes well beyond the financial investment. There 
is an unsettling awareness that the implementation of new technology 
brings with it new risks and new types of error. In 2007, Wiener coined the 
term e-iatrogenesis  to describe patient harm from incidents related to HIT [68] 
and we now have a growing collection of events from which to learn [69]. A 
National Patient Safety webinar audience cited safety of the EHR as the top 
patient safety hazard of 2013 [70]. At the request of the Office of the National 
Coordinator for Health Information Technology, the Institute of Medicine 
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issued a report in 2012 to address concerns about HIT safety [71] and 
ultimately called for an independent federal entity for monitoring patient 
safety related to HIT [72]. The Joint Commission has joined in the efforts to 
investigate, analyze, and disseminate information about HIT-related deaths, 
serious injury, and harm; it now includes assessment of HIT as part of its 
regulatory activities [73,74].

We have experienced improvements, but even with our new-fangled tech-
nology the fact remains that nothing is perfect. Automated notifications of 
abnormal laboratory results still fail in up to 10% of cases [75]. The VA alert 
system, designed to track radiology reports, notes that 40% of its alerts go 
unacknowledged, and even with aggressive tracking and referral, 4% of 
abnormal reports are still lost to follow-up at four  weeks [17]. Although not 
related to diagnosis per se , the use of computerized provider order entry has 
proved to have its own inherent risks, which tend to be difficult to detect and 
correct [76]. Some of the problems now traced to HIT are old ones known to 
plague healthcare even in our pre-EHR era, namely, patient identification, 
medication errors, wrong site surgery, and delays in treatment [73,74]. Some 
safety issues are new to HIT and are yet to be elucidated.

Clinicians may not fully understand the inherent limitations of HIT and 
the type of risks it adds; indeed, some of the risks are actually invisible to 
the frontline users [77,78]. The design and implementation of HIT need to 
be undertaken with a primary focus on safety, and with support systems in 
place to detect, track, and rectify flaws [79– 82].

Beyond HIT: Technological Innovations 
That May Improve Diagnosis

The EHR is not the only change that we have witnessed. A number of other 
innovations offer new methods for diagnostic work; some are already in 
use, while others are on the near horizon. The development of PACS and 
digitized imaging has made radiology services accessible to providers at the 
point of care and added improved functionality. Telemedicine (teleradiology, 
telepathology, teledermatology, teleophthalmology), or the use of remote 
consultants to review digitized images, provides a means for image, slide, 
or photo review by consultants distant from the patient [83– 87]. This can 
improve access to services for patients in resource-limited settings. They can 
also be an added resource for expertise needed during off-hours and holi-
days, and they can even provide a convenient source of second reviews in 
difficult cases. In addition, newer methods of computer-aided detection can 
supplement interpretive services to improve the accuracy of mammography 
and cervical cytology, as well as increase the sensitivity for the detection of 
pulmonary nodules [88– 90].
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New biosensor technology has brought diagnostic tools and tests directly 
to the patient’s home and workplace. Fitness enthusiasts are already familiar 
with wearable technology capable of tracking heart rate and blood pressure. 
Increasingly, biosensor technology is being developed for home monitoring 
for a variety of medical applications; some can easily be incorporated into 
clothing items and even undergarments. Wearable biosensors can be used 
to monitor cardiac rhythm, heart rate, and oxygenation [91]. Implantable 
chip devices can store medical identifiers linked to a protected web site, 
where first responders and medical staff can find personal medical infor-
mation in case of an emergency [92]. New devices can be attached to iPhones 
to record single-lead EKGs [93,94]. “Smart”  socks that detect low oxygen 
levels or localized pressure in feet can alert patients to the risk of diabetic 
and ischemic foot ulcers [95,96]. Google contact lenses are now available that 
continuously monitor blood glucose and blood alcohol levels, so diabetics 
may be able to skip the finger stick, and people can know when it is best to 
call a cab [97].

While our initial experience with EHRs in medicine has been humbling 
and even disappointing, a number of burgeoning advancements in IT may 
yet revolutionize healthcare. IBM has developed a supercomputer on a tech-
nology platform that uses natural-language processing and machine learn-
ing. The world was first introduced to “Watson,”  the supercomputer, in 
2011, when it challenged and soundly defeated two all-time champions of 
the game show Jeopardy! . After digesting the entire content of Medline and 
PubMed and thousands of pages of patient case material, it was renamed 
“Dr. Watson”  and has since been used to facilitate treatment decisions for 
complex cases at Memorial Sloan Kettering and MD Anderson Cancer 
Centers [98]. Eventually, supercomputers like Dr. Watson may simplify clin-
ical decisions and augment the work that clinicians provide at the point of 
care.

Dr. Watson promises to revolutionize patient care on an individual level, 
but other developments in computer technology may revolutionize scien-
tific research. The increased processing speed of ever-faster computers has 
enabled a rapidly expanding industry of “Big Data”  analytics that exploits 
large data warehouses and real-time data to detect patterns and even pre-
dict events [99,100]. Big Data technology has already been used to detect 
trends and make forecasts for business, economics, politics, and sporting 
events. The Hospital for Sick Children in Toronto has used Big Data analyt-
ics to detect babies with neonatal sepsis as much as a day earlier, before they 
develop noticeable clinical signs of infection [101]. Computer scientists from 
Johns Hopkins used data from Twitter to track influenza and outperformed 
traditional disease tracking conducted by the Centers for Disease Control 
and Prevention [102]. Big Data technology may lead to personalized medicine  
for individuals (also referred to as precision medicine ) based on their genomic 
profile, environmental exposures, and lifestyle, to anticipate likely diseases 



301Diagnostic Support from Information Technology

before they even develop. Precision medicine can also characterize disease 
better and help physicians design specific treatment based on improved 
understanding of disease [103]. The U.S. government has announced initia-
tives to “unlock data insights”  for better understanding of factors that con-
tribute to chronic illnesses [104].

If we have learned anything from our experience with HIT, we know 
that our optimism should be cautious and tempered. Big Data analyt-
ics detects trends and finds correlations, but huge data sets are likely to 
find spurious correlations  that are meaningless, and even harmful [105,106]. 
Examples of spurious correlations illustrate the absurdity of some results: 
for example, the divorce rate in Maine apparently correlates well with the 
per capita consumption of margarine; the number of people who die by 
falling in a pool each year correlates with the number of films in which 
Nicholas Cage appears [107]. Overzealous use of Big Data may suffer from 
the cum hoc  fallacy, that is, extracting meaning from random correlations, 
or confusing correlation  with causality  [105]. Big Data technology brings 
new challenges and new questions: How do we ensure that the conclu-
sions from Big Data are valid and the patterns seen are meaningful? How 
do we protect patient privacy? Who owns healthcare data? Do we focus on 
population-based care or individuals? How will the information be used 
and for whom [108]?

Conclusion

We are only just now beginning to see how difficult and challenging change 
in healthcare can be, and how difficult diagnosis is [109]. While techno-
logical innovations are amazing achievements, successful integration into 
practice is often harder and slower than we imagine. IT not only provides 
important structure and support for diagnosis, but also adds complexity. 
Problems with the implementation of the EHR are an example of the need 
for caution. New ways of doing things rely on a foundational understand-
ing of our work, and some suggest that we will make better progress in 
future design if we add expertise from human factors engineers, cognitive 
psychologists, and medical sociologists [101]. Our first generation of HIT 
may be clunky, but with improved design we can expect that it will live 
up to more of its potential. Clinicians have stubbornly resisted change that 
does not seem to support the work as they envision it, but they will likely 
contribute actively to the effort for redesign if they see that it has value and 
impacts on their ability to provide care. Our success depends in part on how 
much we contribute to these efforts [110]. Diagnosis has much to gain from 
the resources that technology offers, but it will take time to achieve all the 
benefit we seek.
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17
What Is the Patient’ s Role in Diagnosis?

Karen Cosby

Introduction

The process of diagnosis is modeled on the scientific method of inquiry, 
which is largely viewed as an analytical process using logic and objective 
reasoning, and is therefore expected to be reproducible and highly accu-
rate. Diseases are sorted and classified on the basis of their underlying 
causes and are identified by their typical physical manifestations. Doctors 
gather evidence and apply diagnostic tests to come to a final conclusion or 

CONTENTS

Introduction .........................................................................................................309
Patients as Contributing Factors to Disease and Diagnostic Failure ........... 311
Patients as Partners in Diagnosis and Their Role in Diagnostic Delays 
and Failures .......................................................................................................... 311

Difficult Patients, Difficult Doctors .............................................................. 312
Patient’ s Role in the Diagnostic Process: The Medical Interview ........... 314
Communication: Provider– Patient, Patient– Provider .............................. 316

Strategies for Improvement ............................................................................... 317
What Doctors Need to Know ....................................................................... 317
What Patients Need to Know ....................................................................... 318

Resources to Improve Diagnosis ...................................................................... 321
References ............................................................................................................ 322



310 Diagnosis: Interpreting the Shadows

answer— the diagnosis. This model would lead one to think that clinical 
problems are simply an interaction of a disease state with provider(s) and 
the healthcare system. If so, most clinical problems could be solved on 
paper, with little need to even meet the patient, except perhaps to gather 
specimens for analysis. This model is obviously flawed. Patients are not 
passive receptacles of illness or disease states. Each patient has his or her 
own unique combination of conditions, manifestations of illness, and 
personal response to them: the ability to recognize the need for a medi-
cal evaluation, seek and find appropriate care, and engage the healthcare 
system may largely dictate the efficiency and accuracy of the diagnostic 
process. In turn, the ability of clinicians to apply their knowledge is deter-
mined not just by their clinical acumen and reasoning skills, but also by 
their ability to interact with patients: to gain their trust, hear their story, 
correctly interpret their signs and symptoms, and engage the patient in a 
strategy for testing and follow-up care. We don’ t care for diseases per se , 
but rather for the patients who have diseases. Science provides a frame-
work to understand disease, but effective diagnostic work involves under-
standing the complex psychosocial aspects of illness, skill in interacting 
with patients who have the disease, an understanding of how the illness 
impacts their life, and how the patient’ s personal values and preferences 
determine acceptable options for his or her care. Clinicians can be bril-
liant scientists, yet fail to apply their skills effectively if they lack the abil-
ity to engage patients in the diagnostic process. Much of education— and 
this book for that matter— focuses on scientific clinical reasoning and the 
system of care necessary for diagnostic evaluation, but a more complete 
picture of diagnosis emerges when we include the patient as both a factor 
in disease and a necessary partner in diagnosis, a relationship illustrated 
in Figure  17.1.

Patient
(and their

illness)

SystemProvider

FIGURE  17.1 
Overlapping factors that influence diagnosis. Factors from each component may contribute to 
success or diagnostic delays and failures.
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Patients as Contributing Factors to 
Disease and Diagnostic Failure

Some patient characteristics contribute to the risk of disease, as well as to dif-
ficulties in participating in timely and accurate diagnosis. Vulnerable popula-
tions include the homeless, the disabled, the very young and the very old, and 
those with dementia, cognitive dysfunction, or psychiatric illness. In fact, most 
of us will at one time or another, either through illness, injury, or untoward 
circumstances, find ourselves in positions where we experience need, even 
if only temporary problems impair our mobility, our ability to reason, or our 
access to care. Some risk factors are voluntary lifestyle choices, including smok-
ing, substance abuse, and risky behaviors such as unprotected sex, adventure/
thrill-seeking, or gang affiliations, to name just a few. Some patients, through 
no act or will of their own, are too acutely ill to even participate in their care. 
Others have increased risk because of body habitus (difficult airways and poor 
venous access) or even inheritable characteristics. Some of these factors are 
amenable to intervention and some are not. These features may pose increased 
risk of illness, or complex issues in diagnosis and management that are par-
ticularly prone to failure. Patient factors are cited as common contributing fac-
tors to morbidity in emergency department patients [1,2].

Patients as Partners in Diagnosis and Their 
Role in Diagnostic Delays and Failures

Patients by necessity make the first move to engage the healthcare system. 
They must first be aware of the need for care, and be willing and able to seek 
it. Unfortunately, as many as 30% of patients delay seeking care for symp-
toms related to cancer [3]. In one series of newly reported lung cancer, half 
of patients reported experiencing symptoms for more than a year before 
seeking care, some reporting delays greater than 2  years [4]. Once they are 
initially evaluated, 44% of patients with suspected lung cancer have further 
delays in completing their diagnostic evaluation due to missed appoint-
ments and nonadherence with their management plan [5]. Women of lower 
socioeconomic status and minorities have worse outcomes with breast can-
cer, attributable to delays in diagnosis and treatment [6]. Reasons identified 
include fear, mistrust, failure to appreciate the significance of their symp-
toms, financial considerations, transportation, access to care, difficulty with 
scheduling appointments, childcare, and competing priorities [6]. Other fac-
tors identified in diagnostic delays include patient denial, attributing their 
symptoms to other underlying problems, feeling unworthy of care, guilt, 
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uncertainty, and anxiety [3]. Some people may try to avoid the expense and 
formality of the traditional medical system and seek help first from alterna-
tive sources, a topic we discuss in Section II. Healthcare illiteracy, cognitive 
decline, poor functional capacity, and language barriers may also contribute 
to an inability to advocate for themselves or navigate the healthcare system 
[7]. Even well-educated and fully engaged patients may find numerous chal-
lenges in the process of completing their diagnostic evaluations, as sum-
marized in Table  17.1 [8,9]. Patients may be unfamiliar with the diagnostic 
process, lack insight into when the diagnosis is uncertain or evolving, or not 
recognize when the process may be off-track (as in misdiagnosis) [8]. Patients 
may not ask questions for fear of being viewed as a “ difficult”  or “ problem 
patient.”  Too many do not feel respected by their physician [9].

Difficult Patients, Difficult Doctors

Most would say that effective doctors in general like their patients and enjoy 
helping them. But some patients evoke strong negative emotional reactions in 
their providers. Even attempts to maintain a professional attitude cannot always 
disguise the frustration, despair, and impatience experienced when providers 
meet “ problem patients”  [10]. Groves was one of the first to acknowledge and 
write publicly of “ hateful patients,”  including the “ dependent clingers,”  the 
“ entitled demanders,”  the “ manipulative help-rejecters,”  and the “ self-destruc-
tive deniers”  [11]; in most cases, these were patients who defied all efforts to 
help them and exhausted his efforts. Others describe “ heartsinks” — patients 
who may exasperate, defeat, and overwhelm their providers. These patients 
are hard to care for, and are at risk of being abandoned by the very sys-
tems designed to help them [ 12 ]. Sometimes, provider reactions are clearly 

TABLE  17.1 

Difficulties Patients Encounter during Diagnosis
How patients feel • They are fearful and afraid to complain

• Feel “ powerless,”  sick, and scared
• Sometimes don’ t recognize when they are sick or need care
• Unsure how to access and navigate the healthcare system

How healthcare 
professionals act 

• Sometimes dismiss patients’  complaints
• Fail to listen or address new concerns
• Label patients’  symptoms as psychiatric
• Attribute patient problems to substance abuse
• Are hurried and appear too busy to be bothered

How the 
healthcare system 
performs 

• Care lacks coordination
• Poor communication between providers, consultants, and services
• Fail to inform patients about important results
• Lose test results, fail to review or follow up
• Fail to disclose errors or take accountability

Source: Adapted from McDonald, K.M., et al., BMJ Qual Saf., 22 Suppl 2, ii33– ii39, 2013; Frosch, 
D.L., et al., Health Aff (Milwood)., 31(5), 1030–38, 2012.
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recognized and identified, but some are not. A negative emotional response to 
a subset of patients may increase the risk of missed diagnoses (affective bias) 
[ 13 ]. Mortality and morbidity (M&M) conferences for emergency medicine are 
filled with examples of this; some are common enough to become part of the 
lore of the specialty and are ingrained in the training. For example, trainees are 
often warned to always do a neurological examination on the chronic inebri-
ant (to avoid missing a subdural hematoma, as they all fall and all have peri-
ods of semi-consciousness while intoxicated), and to beware of the frequent 
visitor who is judged to be a malingerer (for even malingerers can have new 
diagnoses). Clinicians are warned to monitor their “ affective temperature”  lest 
they allow their emotions to negatively impact clinical reasoning [ 14 ]. Difficult 
patients use up provider’ s energy, leaving fewer resources available for actual 
reasoning. Mamede demonstrated that difficult patients tend to deplete phy-
sicians’  cognitive resources; physicians made more mistakes and had poorer 
recall in patient vignettes describing disruptive patient attitudes and behaviors 
[ 15, 16]. Affective bias can also harm patients when the provider identifies posi-
tively with the patient, such that he  doesn’ t want to consider the possibility of a 
bad diagnosis in someone for whom he has a particular fondness (the chagrin 
factor, or outcome bias) [ 17–  19]. 

The designation of “ difficult patient”  may not always reflect the patient’ s 
behavior as much as the doctor’ s mood. Physicians who report a high degree 
of frustration with patients are more likely to be young, work longer hours 
(more than 55  hours/week), and have higher levels of stress and anxiety [ 20 ]. 
Although doctors are typically high performers, they are people too and are 
subject to human frailties, including depression, mental illness, substance abuse, 
and personality disorders— human limitations that are likely to be reflected in 
their interaction with patients. We would be remiss if we failed to recognize that 
many patients who suffer diagnostic errors find their doctors to be “ difficult”  
too and often describe them as arrogant, callous, or indifferent to their concerns. 
This may be in part attributable to the culture of medical narcissism, created by 
the need to be confident and assertive, all the while facing irreducible uncer-
tainty in clinical decisions [ 21 , 22 ]. Every clinical encounter, every challenge to 
a clinician’ s thinking, is a reminder of how uncertain and precarious clinical 
decisions are— a fact that can be most unsettling. Doctors may develop defense 
mechanisms that avoid frank and honest disclosure of uncertainty, reduce their 
ability to incorporate new information to revise their diagnoses, and contribute 
to diagnostic errors [ 21 ]. We can only hope that these problems are the exception 
to an otherwise open and caring environment for patients. 

Overall, most patients are neither difficult nor disruptive, and problems 
in their interaction with providers are not due to any fault of their own. 
Similarly, most doctors (or so we hope) are not uncaring, or intentionally 
disrespectful. Conflict may arise, in part, out of the stressful situations that 
patients and doctors find themselves in– – patients in crisis and fearful, doc-
tors stressed from unhealthy lifestyles with unrealistic demands placed 
upon them, or situations for which there are no easy answers or adequate 
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resources [23]. Patients can benefit from understanding what to expect dur-
ing their medical encounters and how to optimize their visit. Doctors too 
must learn the need to achieve a balanced and healthy lifestyle if they hope 
to have a productive and rewarding career. They can be coached to better 
see illness from a patient’ s perspective and communicate more effectively 
with them. A good match of a fully engaged patient with a compassionate 
and knowledgeable physician forms a foundation to optimize diagnosis. The 
respective needs of doctor and patient are illustrated well in the YouTube 
video produced by MedStar Health, “ Please See Me”  (see Figure  17.2) [24].

Patient’ s Role in the Diagnostic Process: The Medical Interview

Patients and clinicians often approach the medical interview from very dif-
ferent perspectives. Doctors are taught to quickly and efficiently characterize 
symptoms into categories to generate possible diagnoses. A basic complaint of 
chest pain will likely elicit a series of questions meant to categorize the symp-
tom as cardiac, vascular, pulmonary, gastrointestinal, or musculoskeletal, 
and then proceed with confirming questions to wrap up the encounter with 
a concise, efficient, and clean diagnosis. An emergency physician will likely 
decide “ dangerous or not,”  “ admit or not”  within the first minute of his or her 
encounter with the patient. In fact, the specialty boasts of developing intuitive 
gestalt that is necessary for rapid recognition of life-threatening conditions 
and the efficient management of an emergency department. In contrast, a sick 
patient, likely not at his best, may not know how to describe his illness; to the 
physician, the complaints may sometimes be vague and not easily character-
ized. A harried physician, short on time, might simply dismiss vagueness for 
“ atypical”  and send the patient off with false reassurance; the patient has not 
had a chance to tell his story and may leave completely dissatisfied with the 
encounter. Worse, he may experience a dangerous diagnostic error.

On the other hand, patients often come with concerns but are not sure how 
to describe them. Patients may not understand their doctor’ s brusque man-
ner, or be familiar with medical phrases. It takes patience and skill to inter-
view patients in such a way as to elicit what is troubling them, determine 
exactly what symptoms they have experienced, how their symptoms have 
impacted their level of functioning, and to what they ascribe the likely cause. 
In simulated cases with standardized patients, physicians missed almost 50% 
of the relevant and important medical information ultimately necessary for 
diagnosis [25,26]. This is caused by a physician-centric interview style that is 
interruptive and uses closed-ended questions meant to specify features of 
the complaint and narrow diagnostic possibilities. The physician knows what 
he wants to get from the interview and thus controls content and pace, often 
without recognizing the need to allow the patient to better explain all his 
concerns. Once interrupted, patients seldom return to the free flow of infor-
mation they came to share [27]. When patients were asked to list three items 
of concern they hoped to address with their physician, most identified the last 
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Please see me

Both: We are here, in a hospital.
Patient: In your office.
Doctor: In my office.
Patient: Where I am your patient.
Doctor: Where I have many patients.
Patient: I came in today for a check-up to check in with the hope that you can help me feel better.
Doctor: I come here every day to make people feel better, for check-ups, to check in with the nurses and

patients I care for.
Patient: I came here for answers about my illness and pain. I’m afraid of what you might find, afraid you may 

not find. 
Both: An answer.
Doctor: It is my job to find answers. 

I went to school for much of my life in order to care for yours. It is my job.
Both: We are here, in a hospital.
Patient: In your office.
Doctor: In my office.
Patient: Where I am your patient.
Doctor: Where I have many patients.
Patient: I am more than my cells, more than my chart can tell! I have a wife and children, four grandchildren. 
Both: Please see me!
Doctor: I have a family too. People I care for, but I am here to care for you.

�e hospital is large, full of people waiting for their sickness to be named. Do you remember my name?Patient:
Doctor: Yes I remember you, although often I am tired. I leave for work too early and get home too late. I have a 

long list of patients to see and not enough hours in the day. I am not a god. 
Both: Please see me.
Patient: Everyone hurries here and I’m afraid to ask a question, or I forget my question and then you are gone. I 

need to know what might be wrong. 
Both: Please talk to me.
Doctor: I want to have the answers. I studied for years for this. I learned the names of every bone and muscle, 

of diseases and how to treat them. 
I am not a doctor. �e names of pills and procedures sound foreign to me but this is my body. What 
will this medicine do to me? How much do I owe per pill, per minute of your time? 

Patient:

Both: Please see me.
Doctor: I read your chart, your family history, but I need your help to understand what paper cannot tell. 
Both: Please help me.
Patient: I want to be healthy, but I need to know that I can trust you.
Doctor: Please don’t be afraid—talk honestly to me. 
Both: I am here.
Patient: I am your patient.
Doctor: You are my patient.
Patient: Please listen to my story carefully, carefully.
Doctor: I want to hear your story, to care for you.
Both: Help me understand. Give me the tools I need.
Patient: To be healthy.
Doctor: To help you stay healthy.
Patient: To be a partner in my care.
Doctor: To be a partner in your care.
Both: Please see me.
Patient: I am your patient.
Doctor: You are my patient.
Both: I am here with you.
Patient: A Patient.
Doctor: A Doctor.
Both: A Person.
Patient: In your office.
Doctor: In the hospital.
Both: We are working.
Patient: To get better.
Doctor: To be better.
Both: We are working, Patient and Doctor together. Please see me! 

FIGURE  17.2 
Transcript of lyrics from MedStar Health. “Please See Me,” YouTube video [24]. (Reproduced 
with permission.)
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one mentioned as most important, the one that provided the context for why 
they were concerned about the first two items on their list [27]. For example, a 
patient may come with a cough: perhaps he is just curious to understand what 
might cause it, or it might be keeping him from getting a good night’ s sleep. 
He may even secretly be afraid that he has lung cancer. The most appropriate 
actions for various scenarios differ, from a review of possible causes and reas-
surance, versus a prescription for a cough suppressant, versus a chest x-ray 
and discussion about the need for smoking cessation. Once interrupted, 85% 
of patients never get to the point of divulging their most significant concern 
during their visit [28,29]. Failure of the medical interview to elicit the most 
relevant cause of concern is evidenced by the patient who discloses, just as 
he is ready for discharge, a new concern, a sort of “ hidden agenda”  missed 
in the initial encounter that itself may be the most relevant problem, or the 
one most in need of addressing [30]. One example is the patient who comes 
“ Just to check my blood pressure”  but casually mentions on his way out, “ By 
the way doc, you don’ t think this chest pain is anything to worry about?”  An 
exasperated physician may feel blindsided by this unexpected revelation, and 
likely has no clue why the patient did not mention it before.

The ubiquitous occurrence of patients who leave against medical advice 
(AMA) is further evidence of a mismatch between patient expectations and 
physician concerns. What may be lacking in some “ AMAs”  is a trusting rela-
tionship and a meaningful conversation [31]. How do we explain the differ-
ences in concerns and communication styles between physician and patient?

Communication: Provider– Patient, Patient– Provider

Physicians are taught a structured interview process: elicit the chief complaint, 
characterize that complaint and associated symptoms, then briefly review the 
past medical history. Physicians on average interrupt the patient 18  seconds 
after their first greeting, then take charge of the remainder of the interview 
to complete their standard assessments [27]. Niceties aside, physicians do not 
see this as rude or interruptive; it is simply the nature of acquiring all the facts 
they need to make a diagnosis. However, this “ physician-centric”  style is for-
eign to most patients, and stifles an open discourse with the patient.

In contrast, a “ patient-centric”  approach to the medical interview allows 
the patient to complete his thought, invites him to expand on what he means, 
and pauses to allow time him to elaborate and “ tell his story.”  Although 
many physicians imagine that this type of open-structure interviewing will 
take longer and fail to answer all their structured questions, others have 
shown that it typically leads to a better exchange of information that is 
both effective and efficient. When patients are allowed to complete, with-
out interruption, their response to why they sought care, most completed 
their thought in less than 60  seconds [27]. Interviews that asked, “ What con-
cerns do you have?”  and “ Anything else?”  until all concerns were revealed 
added only 6  seconds to the encounter time [30]. A patient-centric interview 
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provides a more complete view of the patient’ s illness, more accurately and 
quickly identifies the patient’ s pre-visit concerns, improves treatment adher-
ence, improves both patient and provider satisfaction, and adds to the sense 
of empathy and respect experienced by patients [26,32– 35]. Two of the most 
common cognitive biases reported in diagnostic errors— premature closure 
and anchoring— may in fact be due in part to truncated interview styles that 
stop the patient from contributing information that is important and vital to 
the diagnosis; information that later becomes obvious in hindsight.

Strategies for Improvement

What Doctors Need to Know

When patients describe their medical encounters, they reveal that they come 
seeking help about very personal, and possibly very private, concerns [8]. 
They are sometimes sick, often worried, and almost always vulnerable. They 
enter the clinical world largely unfamiliar with medical terminology and 
procedures. They do not always know what information is most relevant to 
their diagnosis, what details are most helpful, or what will be seen as trivial 
or disinteresting. They need space and time to explain their concerns and 
describe their symptoms in their own words.

Helen Haskell, founder of Mothers Against Medical Error, explains her expe-
rience and the concerns of patients who have experienced diagnostic errors:

“ The vast majority of diagnostic errors and delays reported by patients concern 
not issues of process, but problems in the patient-provider relationship. More 
specifically, diagnosticians’  attitudes and preconceptions toward individual 
patients can and do result in failure to listen, really listen, to what the patient 
is saying.” [ 36 ] 

Although communication seems like such a basic concept, even an innate 
human skill, it may not come naturally to clinicians, who are trained to be 
primarily academic thinkers. Without specific mentoring and guidance in 
how to approach people who are dependent upon them but inexperienced in 
medical settings, they may flounder when they face patients who are over-
whelmed with illness and the stress that accompanies it. Communication 
skills are now included as an important part of professional training in med-
ical schools. Efforts to include communication skills in training have been 
modestly successful, and include the following recommendations [26,33]:

• Encourage open-ended questions
• Make specific efforts to elicit patient concerns
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• Attempt to understand the patient’ s illness from his or her point of 
view

• Explore the impact of illness on the patient’ s life
• Encourage patient questions
• Express empathy
• Verify patient understanding

Another simple recommendation is offered by Barrier. While exploring 
the chief complaint (the main reason for the visit), keep asking “ What else?”  
until the patient reveals all his or her immediate concerns, and then set an 
agenda for what can reasonably be accomplished in a single visit [37].

When a group of expert clinicians were interviewed about how doctors 
could be more effective communicators, Dhaliwal gave this advice [38]. 
Before completing the patient interview, ask the patient three questions:

 1. What is your idea about what is going on?
 2. What are you most worried about?
 3. What are you expecting that I can do?

These three simple patient-centric questions identify the patient’ s main 
concern, address his fears, and reveal his expectations for the visit.

Additionally, clinicians need to be aware of how their own emotional 
state, and their reaction to patients, may influence their diagnostic skills 
and intuitive decision making. Specific training geared toward acknowl-
edging, recognizing, and addressing affective bias is necessary to help pro-
viders avoid the negative influence of affect on their diagnostic accuracy 
[13]. When encountering patients known to elicit affective bias, clinicians 
can be equipped with techniques and strategies to mitigate the impact of 
bias [18,19,39– 41].

In some practices, repeat visitors who are judged as “ difficult”  can be 
better managed with a case management plan, especially when the patient 
is involved with and agrees with the plan. A well-thought-out plan allows 
clinicians to set acceptable and consistent management plans in advance of a 
visit [12]. In some difficult patients, finding a consistent approach empowers 
physicians to attend to the patient with less discomfort, and likely provide 
better care [10,23].

What Patients Need to Know

Unlike doctors, there is no training for being a patient. Yet, patients have a 
central role in their diagnosis and the most to gain or lose in the process. 
They can be prepared to help along the way if given appropriate aids and 
resources; a few are shown in Figure  17.3.
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Patients can be encouraged to become a “ more knowledgeable 
consumer”  [8]. While some sources of information may be unreliable, 
increasingly, resources are available that provide excellent information 
about diseases and conditions. In particular, online symptom checkers can 
help patients explore possible causes for their symptoms and determine 
the urgency with which they should seek care, such as the one offered by 
Isabel Healthcare [42]. Patients will be better able to have a full conversa-
tion and optimize the time with their doctor if they prepare for their visit. 
When they are seeking help for a new problem or symptom, the type of 
information they give is especially likely to influence the direction and 
pace of their workup. A patient engagement committee with the Society 
to Improve Diagnosis in Medicine (SIDM) advises patients to “ tell their 
story well,”  and describe the exact date of onset of symptoms and the 
sequence of events with their illness [8]. Patients should be encouraged 
to prepare summaries of past medical events and current medications in 
advance of their visit. They should write down the three most important 
questions or concerns they wish to address during their visit and take 
these with them [43]. Patients should use online patient resources to help 
summarize relevant medical history, such as the SIDM patient toolkit 
[44], or the Kaiser Permanente Smart Partners Guide [45]. They could also 

Resources for patients 

Patient toolkit, the society to improve diagnosis in medicine. Available at:  

http://www.improvediagnosis.org/page/PatientToolkit (44) 

Smart partners guide to your health. Smart checklist. Smart script. A product for the national 

Patient safety foundation. Available at: 

https://c.ymcdn.com/sites/www.npsf.org/resource/collection/930A0426-5BAC-4827-AF94-

1CE1624CBE67/SMART-Partners-Guide1.pdf (45) 

Speakup. �e joint commission. Available at:  

https://www.jointcommissionorg/speakup.aspx (47) 

Ask me 3: Good questions for your good health. National patient safety foundation.

Available at: http://www.npsf.org/?page=askme3 (46) 

I wish i had asked that! �e informed medical decision foundation. Available at: http://cdn- 

www.informedmedicaldecisions.org/imdfdocs/Patient Visit Guide.pdf  (48)

FIGURE  17.3 
Resources for patients.
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bring an advocate with them for their visit to help keep track of impor-
tant information. Before concluding the visit, the National Patient Safety 
Foundation recommends that the patient follows their guide to “ Ask Me 
3” — three questions to help get the right diagnosis: “ What could be caus-
ing my problem? What else could it be? When will I get my test results 
and what should I do to follow up?”  [46]. Patients should not be afraid 
to ask their doctors how confident they are in their diagnosis [8]. The 
Joint Commission encourages patients to “ Speak Up”  and provides use-
ful tips online to guide patients during their medical encounters [47]. The 
Informed Medical Decision Foundation provides a worksheet with ques-
tions to complete during a doctor’ s visit to ensure that patients get all 
the facts needed to make sound decisions; some are shown in Figure  17.4 
[48]. Engaged and empowered patients should know their test results, 
keep copies of their records, and ask questions. If something unexpected 
happens, they should notify their doctor. Unexpected problems may be 
the first sign that the diagnosis is wrong. When possible, patients need 
to avoid doctor-shopping or switching systems of care; when they do, 
the second provider often begins again at the beginning and may fail to 
advance the workup. Patients need to understand which practice settings 
are best suited to further their diagnosis. Granted, emergency depart-
ments and urgent care centers are conveniently open all hours, but they 
cannot replace an established relationship with a consistent provider, 
and while they are excellent for detecting dangerous conditions that are 
immediately threatening to life or limb, they will not provide answers for 
many other complex medical conditions.

Questions to guide my doctor’s visit 

Before each visit decide: What is the issue that I want help with today?  

Questions to ask during my appointment: 

1. What is my diagnosis? 

2. What are my treatment options? 

3. For each option, what are the side effects? Costs? 

4. How can I get more information? 

FIGURE  17.4
Questions patients should ask during their doctor visits. (Adapted from The Informed Medical 
Decision Foundation. I wish I had asked that! Available at:  http://cdn-www.informedmedical-
decisions.org/imdfdocs/Patient_Visit_Guide.pdf [48].) 
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Resources to Improve Diagnosis

There are many approaches to improving the patient’ s role in diagnosis. 
From a public health perspective, efforts to inform and educate the public 
can promote awareness of early warning signs of disease. One example is 
stroke awareness campaigns by the American Stroke Association. Education 
can be provided in schools, in advertisements, and even in days or months 
devoted to activities that raise public consciousness.

Diagnostic services can be provided within local neighborhoods; mobile 
mammography vans and “ clinics on wheels”  are examples of efforts to take 
diagnosis directly to the patient. Some organizations provide doctor home 
visits for those who are unable to travel. For those with language barriers, 
interpreter services by phone are widely available and accessible to facili-
tate medical interviews. Many healthcare organizations now utilize patient 
portals for ready access to relevant healthcare information. Some physi-
cians now communicate directly with their patients via e mail, exchanging 
messages and updating their progress in between visits. Healthcare navi-
gators can help identify and sometimes address barriers to care, although 
they are not widely available for all patients [6]. Patients can find additional 
online resources from organizations and patient advocacy groups.

Despite all these resources, the diagnostic process is still an uncertain one, 
and often has many unexpected twists and turns. Ultimately, an engaged 
patient may be the single most important factor for diagnosis; one who 
avails of resources and takes charge of his or her course can compensate for 
many other flaws and imperfections in the diagnostic process. Healthy and 
respectful relationships between providers and patients can go a long way 
to improving diagnosis.

SUMMARY POINTS 

• Medical evaluations involve a relationship between patients and their 
illness, their provider, and the healthcare system.

• A patient’ s ability to access the healthcare system and successfully 
engage in his or her care is an important aspect of diagnostic work. 
Efforts to improve diagnosis should include support for patient 
engagement.

• Patients and providers may not understand one another; both pro-
viders and patients can benefit from tools to help them communicate 
more effectively.

• Resources are available for patients to help them navigate their diag-
nostic evaluations; a few are referenced here.
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Afterword

Medicine is a noble profession. Those who devote their life’ s energy to the 
practice of medicine provide service to humanity, and their efforts are honor-
able. But we suffer from an outdated view of medicine based on false beliefs, 
and ultimately those beliefs have led us astray. Without recognizing it, we 
have created a model of medicine that suggests that we can achieve (even 
expect, or demand) perfection. We can (and must) be certain, that is, if we are 
minimally competent. And if we fail to be anything less than perfect or cer-
tain, then we must simply have failed to apply our scientific advances well 
and need only study more, or try harder to achieve success.

It’ s not that we haven’ t made progress. The origins of early medicine were 
based largely on superstition; diseases were sometimes considered punish-
ment for sins, or attributed to an imbalance of humors. In the last century, 
developments in science have led to an understanding of many diseases at 
the genetic, molecular, and cellular levels. Our progress in understanding 
the basis of disease is staggering! But we have also adopted some equally 
false beliefs based on our success.

We are a bit infatuated with our model of medical knowledge, somewhat 
like the Greek mythological character Pygmalion was infatuated with his 
creation, the statue of the loveliest, most beautiful woman. Like Pygmalion, 
we have constructed an illusion around medical culture, a sort of statue of 
perfection. We cling to the belief that doctors “ save lives,”  when in fact, we 
simply delay death temporarily, only to visit the inevitable another day. Our 
patients place great trust in our healthcare providers and systems, because 
in moments of great fear and vulnerability, they need us. They want us to be 
perfect, to offer them hope and relieve suffering when they are most in need. 
Many somewhat blindly agree to risky operations and potentially danger-
ous treatments based on trust in our skills and judgment. But if we err, or 
worse, fail, many feel betrayed that they did not get the promise of a cure or 
improved health they expected. 

Throughout this book, we have deconstructed this model, to reveal how 
capricious our efforts at diagnosis can be. Even our thought process, the heart 
of diagnostic work and the product of all our study, is subject to unconscious 
bias and failed logic. Our cognitive skills suffer from fatigue, emotions, cir-
cadian cycles, and limited recall. Our diagnostic tools are imperfect; even 
our best tests have less than perfect diagnostic performance. Our diagnos-
tic processes often require numerous steps, all with some failure rate. And 
there is one fact that is simply beyond our control— the reality that biological  
systems have variable expressions of disease that makes our efforts all the 
more difficult. None of this is our fault, but what can be faulted is our failure to  
acknowledge these limitations. Our growing awareness of diagnostic errors 



326 Afterword

has created a crack in our model and revealed what was present all along: 
diagnosis is not certain, and our understanding and skills not perfect.

We should not despair. All the good of modern healthcare is not the less for 
our labor. But it is less than what can be achieved. We hope that the content 
of these pages helps breathe life into a new model for medical thought, one 
that helps mature the discipline of medicine, grounded in a better under-
standing. Each of the topics we have focused on provides a foundation from 
which to build anew, to improve and mature medical care. Our model, like 
Pygmalion’ s cold, lifeless statue, can be made to be more true to flesh and 
blood, more realistic to the nature of biology.

It is not wrong to strive for perfection. But it is also not wise to consider 
perfection the standard by which we judge ourselves. The Japanese Zen con-
cept of wabi sabi may provide some useful insight— namely that nothing is 
perfect, and nothing is ever finished. The drive to perfection is a process, but 
not an endpoint. If so, we should recognize that our drive to improve diag-
nosis should be an endless process, never quite done and always deserving 
our focus. We hope that our struggle to describe the work of diagnosis, and 
the fallibilities of human cognition and healthcare systems, can inform and 
inspire further work to drive progress forward in this important endeavor.



327

Glossary

abductive logic: a form of reasoning that begins with an observation from 
which a theory (or plausible explanation) is developed that best 
fits the available information. Abductive reasoning acknowledges 
uncertainty and makes use of information that may be imperfect or 
incomplete. Examples of abductive reasoning include medical diag-
nosis (seeking a diagnosis for a clinical syndrome) and jury verdicts 
(determining guilt in a criminal trial).

absent grandmother syndrome: a casual term that describes the tendency 
of parents of young children to seek medical attention for routine 
benign problems for which many experienced laypeople (such as 
grandmothers) might otherwise provide guidance. The need to seek 
professional help may be evidence of the lack of an experienced 
grandmother figure or other personal resources.

ad hominem fallacy: a logical fallacy, see Appendix II.
affective bias: a cognitive bias, see Appendix I.
aggregate bias: a cognitive bias, see Appendix I.
ambiguity: a logical fallacy, see Appendix II.
ambiguity effect: a cognitive bias, see Appendix I.
analytical reasoning: deliberate, thoughtful, considered, conscious thinking; 

contrasts with a shoot-from-the-hip approach driven by intuition.
anchoring bias: a cognitive bias, see Appendix I.
anecdotal: a logical fallacy, see Appendix II.
apohenia: the human tendency to see patterns in random objects. Examples 

include seeing objects in cloud formations or the outline of mythical 
figures in constellations; also known as pareidolia.

appeal to authority/emotion/nature: logical fallacies, see Appendix II.
appropriate use criteria: evidence-based criteria for the use of medical ser-

vices (testing and treating) that take into account potential benefits 
and risks. Tests and treatments are considered appropriate if there is 
a margin of benefit that clearly exceeds their risk.

appropriateness guidelines: suggested guides to testing that take into 
account how effective a test is in answering a clinical question and 
when testing is clinically indicated, and considers whether the cost 
of testing can be justified. The American College of Radiology pub-
lishes appropriateness guidelines for diagnostic imaging to advise 
clinicians in the selection and use of radiology tests.

art of medicine: the aspects of medicine not well described simply as the 
application of medical knowledge; this includes interpersonal skills, 
empathy, compassion, communication, and advocacy (to name a few).

ascertainment bias: a cognitive bias, see Appendix I.
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asymmetric paternalism: paternalism is the practice of making decisions 
for or limiting options to someone else (in our context, a patient) by 
a person of authority presumably acting in the patient’s best inter-
ests and in accordance with their expressed desires. Asymmetric 
paternalism refers to the practice of providing information and 
options to someone based on the degree of their autonomy, ability 
to understand, or desire to engage in decisions about their health. 
Physicians may use asymmetric paternalism in determining when 
(or if) they should inform a patient that they are terminally ill, or 
limiting options for end-of-life care based on what they think is in 
the patient’s best interests.

attentional bias: a cognitive bias, see Appendix I.
augenblick diagnosis: diagnosis made literally “in the blink of an eye” by 

pattern recognition and largely by the instantaneous recognition of 
prototypical or pathognomonic features.

authority gradient: the tendency for persons of less seniority, experience, 
or perceived expertise to fail to challenge or question the actions 
of another individual whom they view as having more authority. A 
common example is the failure of a co-pilot to challenge the actions 
of pilot; in medicine, a student may question their own judgment 
and defer to a more senior physician; a nurse may fail to challenge 
the actions of a physician. Authority gradients may contribute to 
harm in the course of medical care.

availability bias: a cognitive bias, see Appendix I.
bandwagon effect: see Appendices I and II.
base rate neglect: see Appendices I and II.
begging the question: a logical fallacy, see Appendix II.
belief bias: a cognitive bias, see Appendix I.
belief engine: the hard wired disposition to believe rather than not, to trust 

rather than distrust. Also refers to the tendency to find causal con-
nections between objects, events, or phenomena in our environment.

bias: a tendency to respond based on perception or belief.
bias inoculation: introducing trainees to specific cognitive and affective 

biases in the context of clinical examples and providing advice for 
how to avoid or prevent errors in clinical reasoning.

black-or-white: a logical fallacy, see Appendix II.
blank slate: the concept that human minds are born with a blank slate, with-

out any influences from our evolutionary past. This philosophy is 
known as empiricism, and those who hold it are empiricists.

blind spot bias: a cognitive bias, see Appendix I.
bounded rationality: a type of decision style that acknowledges the need 

to move forward with thinking and deciding despite uncertainty 
and incomplete knowledge. Rather than wait for perfect knowledge, 
bounded rationality assumes that many decisions need to be made 
within the constraints of available time and knowledge.
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brutish automatism: an expression used by Lawrence Durrell in his excur-
sion into Buddhism (A Smile in the Mind’s Eye: An Adventure into Zen 
Philosophy, 2012) to denote the evolutionary origins of our decision 
making.

burden of proof: a logical fallacy, see Appendix II.
calibration: the process by which an individual makes sound judgments that 

are reasonably free from favoritism, bias, stereotyping, and other 
factors that can distort reasoning (as described in Chapter 3), or the 
ability to adjust (or the adjustment of, or revision of) one’s thinking 
based on feedback from the results of prior actions or decisions (as 
illustrated in the dual process model in Figure 3.1).

clinical efficacy (effectiveness): the ability of a test to change management 
or impact outcome measures. As diagnostic tests are increasingly 
used to not only detect disease, but also monitor and change treat-
ment, these measures convey how well a test performs.

clinical epidemiology and biostatistics: the coursework that is typically 
given medical students that includes research methodology and 
statistics, how to interpret study results, and skills in translating 
research findings into clinical practice.

clinical judgment: the sum total of one’s knowledge, cognitive processes, 
and experience applied to clinical decisions. The concept of clinical 
judgment is used to explain how an expert knows what he does, 
even when he can’t fully articulate how he arrives at his conclusions. 
Although clinical judgment by experts is respected, it is sometimes 
criticized by those who argue for decisions grounded primarily in 
evidence and guided by an evidence-based approach.

cognitive bias: systematic ways in which individuals misjudge what is true, 
often through the use of heuristics.

cognitive bias mitigation: attempts to reduce the overall impact of cognitive 
bias on decision making.

cognitive bias plus: the collective influence of cognitive biases and logical 
fallacies as well as influences from conflicts of interest and ethical 
violations that lead to distorted reasoning and erroneous decisions.

cognitive contamination: the idea that one’s ideas might be contaminated by 
hearing another’s opinion such that they might not complete their own 
assessment without bias or influence from anything but the evidence.

cognitive dissonance: discomfort from holding contradictory values or 
opinions, or conflict that arises when one’s behavior is in conflict 
with one’s values.

cognitive engineering: the idea of teaching, testing, and reinforcing ideas 
about cognitive bias in the context of real-life examples and repeat-
ing it regularly throughout the training period, analogous to vacci-
nation with booster shots.

cognitive forcing strategies: a rule or guideline to help individuals avoid the 
negative consequences of common cognitive biases.
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cognitive indolence: analogous to cognitive laziness, a desire to minimize 
cognitive effort.

cognitive manager: the ability of the brain to cognitively monitor itself and 
change its output arises from metacognition—the ability to con-
sciously think about thinking. This is accomplished through Type 2 
processes referred to in the dual process model as a cognitive manager 
role.

cognitive miser: a function illustrated in the dual process model that describes 
the tendency to default to Type 1 processes to preserve cognitive 
energy and resources.

cognitive tutoring systems: software that detects and provides feedback to 
individuals about their tendency for cognitive biases, then provides 
specific strategies to help debias or retrain them to avoid the influ-
ence of those biases.

cognitive vaccination: teaching, testing, then reinforcing again and again 
to engrain awareness and recognition of particular cognitive biases.

collective conscious: a set of common ideals and values within a society.
collective consciousness: describes the fact that individuals have awareness 

of things in general for which they may have no individual experi-
ence, a kind of general awareness. This concept describes (though 
doesn’t fully explain) why people who live in places without snakes 
still have a phobia of snakes.

collective rationalization: the tendency of groups to re-enforce shared 
points of view and fail to consider new or contrary evidence; exces-
sive conformity within a group structure that tends to discount new 
ideas.

commission bias: a cognitive bias, see Appendix I.
competency: the development of knowledge and skills necessary to acquire 

expertise. Before training, individuals generally are unconsciously 
incompetent (they don’t know what they don’t know). Novices gradu-
ally transition to a state of conscious incompetence (having entered the 
medical arena they are acutely aware of their lack of skill). As they 
develop skills they acquire confidence and become consciously com-
petent; with time, practice, and experience they gradually become 
unconsciously competent as they go about their daily work. The final 
phase of expertise involves reflective competence, reflecting on what 
one knows and how one knows it, where knowledge gaps lie, and 
how to teach others what one knows.

complementary alternative medicine (CAM): efforts at prevention, diag-
nosis, and treatment outside the usual and highly regulated system 
of professional medical practice. Complementary medicine includes 
many options that may be used alongside traditional measures. 
Alternative methods may be used to replace standard medicine. 
Both methods are absent the usual rigorous scientific standards that 
substantiate orthodox medicine.
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composition/division: a logical fallacy, see Appendix II.
comprehensive assessment of rational thinking (CART): a test to evaluate 

rational thinking.
confirmation bias: a cognitive bias, see Appendix I.
congruence bias: a cognitive bias, see Appendix I.
contemplative stage: a phase in the transtheoretical model of change in which 

an individual contemplates change.
contrast effects: a cognitive bias, see Appendix I.
corridor (or hallway) consultation: see Curbside consultation.
cost-effectiveness ratio (CE ratio): the cost of an intervention expressed by 

outcome of lives saved by that intervention (or adjusted for improved 
quality of life). Cost-effectiveness analysis is used most often to com-
pare different interventions to determine which one(s) achieve(s) the 
most improvement in outcome (in lives and quality of health) for the 
cost. (See Figure 13.3.).

CReME (clinical reasoning in medical education): an initiative in medical 
schools in the United Kingdom to develop and share resources for 
teaching clinical reasoning.

critical thinking: reasoning that is marked by the ability to observe, ask 
questions, analyze, synthesize, evaluate, make valid conclusions, 
assess the strength and validity of arguments, and demonstrate skill 
in understanding different perspectives.

crystallized intelligence (Gc): the lifelong accumulation of information and 
skills, the things you know.

cum hoc fallacy: the tendency to confuse correlation with causation. A sports 
enthusiast may correlate his team’s victory to the fact that he wore 
his favorite socks on the day of victory—and be driven to wear those 
socks for subsequent games hoping to improve his team’s chances. 
See Appendix II.

curbside consultation (also referred to as corridor consultation): a casual 
and informal request for advice from a professional outside an estab-
lished patient-physician encounter, dangerous because it is often 
done without the usual rigor of proper questioning and physical 
examination, and without the usual degree of thought. Curbside 
consultations may be convenient, but lack the standards that a for-
mal evaluation provides.

cyberchondria, cyberchondriasis: an unfounded escalation of concern over 
common symptoms based on information read on the Internet that 
may result in undue anxiety and further risk of harm from self-diag-
nosis and self-treatment.

Dalhousie model of clinical reasoning: a model for educating students in 
cognitive processes and clinical decision making showing the types 
of knowledge and skills that need to be incorporated into standard 
medical education, including content from cognitive psychology, 
critical thinking, and metacognition. See Figure 14.2.



332 Glossary

data blinding: a method to prevent individuals from being influenced by 
others before they make their own opinion or draw their own con-
clusions. This is meant to provide a type of cognitive independence.

decisions outcome inventory (DOI): an instrument used to determine 
 decision-making competence.

declarative knowledge: factual knowledge that is known by an individ-
ual. Differs from procedural knowledge which is the skill to do. 
Declarative knowledge is knowing “what”; procedural knowledge 
is knowing “how to do.”

deductive logic: reasoning from known general premises to generate spe-
cific valid conclusions. If the premises of a deductive argument are 
true, the conclusion is almost certainly true. In the mathematical 
example below, the premises are true and certain, and the conclu-
sion guaranteed to be true.
Premise 1: If x  = 3.
Premise 2: And y = 5.
Conclusion: Then x + y = 8.

deductive syllogism: a natural language equivalent of a deductive proof. For 
example:

Premise 1: All men are mortal.
Premise 2: Sam is a man.
Conclusion: Sam is mortal.

deliberation-without-attention approach: an approach in which decisions are 
made without reaching a conscious level. It’s not that thinking doesn’t 
occur at all; rather, thinking may occur at an unconscious level.

diagnosis error: a failure to arrive at a “correct” diagnosis in a timely man-
ner such that available interventions can be offered. There are many 
nuances to the term depending upon the situation, including clas-
sifications such as avoidable or preventable. The National Academy 
of Sciences, Engineering, and Medicine defines diagnostic error as: 
“the failure to establish an accurate and timely explanation of the 
patients health problems(s) or communicate that explanation to the 
patient.” Terms such as missed diagnosis (in which a diagnosis was 
not made, perhaps only determined at autopsy), misdiagnosis (an 
alternative diagnosis was made in error), and delayed diagnosis 
(implying it took longer than desired to reach the conclusion) are 
included in the general definition for diagnosis error.

diagnosis momentum: the tendency to accept a diagnostic label provided by 
another without further critique; the label may be accepted without 
critically reviewing the facts or demanding sufficient proof, possibly 
as a means to reserve resources, time, or energy. See also Appendix I.

diagnostic efficacy: the ability of a test to discriminate between a popula-
tion of individuals with disease versus one without disease. Also 
referred to as diagnostic efficiency, characterized by receiver operator 
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curves and measured in terms of sensitivity, specificity, predictive 
values (positive and negative), and likelihood ratios. Some reserve 
the use of the terms efficacy, clinical efficacy, and effectiveness to refer 
to the test performance in real-life circumstances with less well-
defined populations and outside formal research settings. (See clini-
cal efficacy.).

diagnostic threshold (or threshold to test, threshold to treat): Decisions 
about when to test and when to treat should weigh the prior prob-
ability of disease, and consider the characteristics of diagnostic tests 
(sensitivity, specificity, risks of testing), and the potential benefits, 
risks, and costs of treatment. A threshold can be determined at 
which the benefit of treating removes the need for further testing; a 
treatment threshold may be met in which a diagnosis is presumed 
sufficient to treat. The original concept of thresholds was introduced 
by Pauker and Kassirer in 1980; their method involved a fairly rig-
orous mathematical analysis. The concept (if not their exact meth-
ods) has been widely applied in medical practice since their original 
description.

diagnostic trajectory: the concept that diagnosis often occurs over time, not 
necessarily in a single moment. Patients and clinicians benefit from 
recognizing where they are in the pathway (or trajectory) so that 
they continue moving their diagnostic work forward. The phrase 
also implies that it is reasonable and even necessary to provide a 
timeline for diagnostic work, such that common or dangerous condi-
tions are detected early, while understanding that less common, or 
atypical presentations should be considered in due course.

dialectical reasoning: dialectical thinking allows someone to examine or 
hold opposing thoughts. It is the process of arriving at truth through 
a process of comparing and contrasting both sides of an argument. 
Whereas the Western tradition relies on formal analytical proce-
dures and propositional logic in argument, the Eastern tradition 
emphasizes a more conciliatory position, promotes empathy, and is 
more likely to reduce conflict. Examining the opposite of something, 
allows us to gain a better understanding of the world and ourselves. 
Thus, dialectical thinkers might include thinking of passivity and 
aggression, seeing love and hate, or impulsivity and withdrawal, as 
well as considering different answers to questions around morality. 
Dialectical reasoning may lead to reduction in the impact of certain 
biases.

differential diagnosis: a list generated in the course of diagnostic evalua-
tions that considers all the likely possible causes of a clinical symp-
tom or syndrome.

differential psychology: the study of individual decision making and how 
individuals differ from one another in their thought processes and 
reasoning.
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difficult patient: a patient that seems to resist, or make difficult, the attempts 
of clinicians to evaluate and/or treat them. Examples include those 
with personality disorders, patients who have trouble with compli-
ance with treatment, or those with values or personal choices that 
may conflict with their healthcare team.

diffusion of responsibility: a psychological feature of groups that describes 
how individuals seem to feel and act less responsibly within a group 
than when acting alone; each one assumes someone else will act. 
This phenomenon may cause teams to fail, and explains how/why 
actions that might otherwise be taken may be neglected in teams 
that fail to assign or make explicit guidelines for handling tasks.

drive-by diagnosis: a rapid diagnosis made in the moment absent the usual 
rigor and discipline of a formal evaluation.

dual process theory, dual process model: described in detail in Chapter 3 
and illustrated in Figure 3.1, the dual process model describes how 
cognition occurs through 2 different types of cognitive processing: 
a rapid intuitive pathway (system 1), and a second more deliberate 
analytical pathway (system 2) that is slow and requires more con-
scious cognitive effort.

dual process theory training: knowledge of and training in the dual process 
model, including the nature of cognitive bias and heuristics.

dysrationalia: the failure to think rationally despite normal (or above 
normal) intelligence.

editorial bias: any bias that impacts editorial decisions other than the objec-
tive quality and value of the study, free of influence from sponsor-
ships (like pharmaceutical companies), language bias, or reputation 
of the author, and other influences.

ego bias: the tendency to overestimate the prognosis of one’s patients 
contrasted with the expected outcome of similar patients. See also 
Appendix I.

ego depletion: a form of exhaustion in which an individual may compromise 
their decisions to save energy. In cognition, it may explain resorting 
to heuristics and short-cuts that an individual might not otherwise 
use.

e-iatrogenesis: a term coined to describe iatrogenic harm that comes to 
patients primarily from flaws in information technology. Best 
described for problems with electronic ordering of medications, it 
can also describe the impact of error introduced into the medical 
record.

empiricism: the concept that our brains are blank slates at birth, and all 
knowledge comes from experience.

encapsulation, encapsulated knowledge: a phase in the development 
of medical expertise in which students transition from detailed 
descriptions of pathophysiology and lengthy descriptions to an 
abbreviated package of salient details with sufficient explanatory 
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detail for a diagnostic label or syndrome. This encapsulation reveals 
the relevant working knowledge necessary for decision making at 
the bedside.

enlightenment: a state of higher awareness or insight.
environment of evolutionary adaptedness (EEA): a model of understand-

ing how the brain and cognition developed based on behaviors that 
likely benefited survival.

e-patient (and the e-patient movement): a healthcare consumer who fully 
participates in his medical care and considers himself an equal part-
ner with his doctor(s). The phrase e-patient was first coined by Tom 
Ferguson, the founder of the Society for Participatory Medicine. 
An e-patient is equipped, enabled, empowered, and engaged and 
encouraged to use electronic (and Internet) resources.

epistemic rationality, or evidential rationality: how well our beliefs map 
onto the real world with evidence; the use of facts and evidence to 
support thinking.

error management theory (EMT): the theory that proposes that think-
ing failures are the result of evolved, naturally selected patterns of 
behavior that served us well in our evolutionary past, and for which 
we are now hard wired.

error of ignorance: error due to lack of knowledge.
error of implementation: error in the application of knowledge.
evidence-based medicine: the conscientious, explicit, and judicious use of 

current best evidence in making decisions about the care of indi-
vidual patients. The practice of evidence based medicine means inte-
grating individual clinical expertise with the best available external 
clinical evidence from systematic research.

evolution of cognition: a model of cognition that argues that our mod-
ern brains are influenced by our evolutionary past as well as our 
contemporary environment. A model of evolution of cognition 
describes levels of cognitive functioning beginning with primitive 
functioning and evolving into more complex and conscious think-
ing, evolving from instinct to primitive processing, to unconscious 
processing, and finally to sophisticated processing.

evolutionary probability gambling: given the inherent uncertainty in many 
environments, it might be argued that some gambling behavior is an 
attempt at predicting a reward in an uncertain environment. Where 
events are random, but a particular pattern appears to emerge, may 
lead to erroneous predictions.

evolutionary psychology: a field of psychology that argues that some of 
our current decisions and behaviors are hard wired—the product 
of evolutionary pressures in our ancient environment hundreds of 
thousands of years ago.

executive control: a feature of the dual process model in which system 2 may 
override the tendency to use intuition, or system 1 processes; this 
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function is utilized when an individual examines their thinking and 
slows down to default to a more rigorous approach perhaps recog-
nizing a more difficult or atypical problem that requires more effort.

false cause: a logical fallacy, see Appendix II.
false negative: a negative test result despite the presence of the condition 

being tested.
false positive: a positive test result despite the absence of the condition being 

tested.
feedback sanction: see Appendix I.
fixed-action pattern: a particular pattern of behavior seen across a species 

that is set off by a stimulus and, once started, completed.
flesh and blood decision making: decision making that occurs in vivo, under 

real-life circumstances, that is often subject to suboptimal circum-
stances and influenced by ambient conditions.

fluid intelligence (Gf): the ability to use knowledge to solve new problems, 
deal with new situations, and find patterns.

forcing function: a rule that requires an individual to stop before making 
a final decision or acting. Forcing functions can be mechanical (a 
mechanical device that prevents an action), procedural (such as a 
forced time out before surgical procedures), or cognitive (a rule to 
stop and reconsider or expand alternatives). They can be general 
or specific. Forcing functions are considered particularly effective 
ways of cognitive bias mitigation.

framing effect: a cognitive bias, see Appendix I.
fundamental attribution error: the tendency to place blame on an individ-

ual rather than explore the circumstances or situations that may con-
tribute to their behavior. See also Appendix I.

Gambler’s fallacy: see Appendices I and II.
gender bias: a cognitive bias, see Appendix I.
general intelligence (G): the mental capacity that governs the ability to 

acquire and use information.
“geography is destiny”: see triage cueing and Appendix I.
groupthink: the tendency for decisions made by a group to become overly 

focused on group dynamics and harmony and less on the accuracy 
of their decisions. Groupthink can lead to suboptimal decisions.

health utility index: a measure that accounts for how much value is lost 
from the remainder of one’s life as a consequence of a condition. The 
healthcare index may be used to calculate the quality adjusted life 
years (QALY) for those who survive but have diminished quality of 
life. The index is typically measured on a scale from 1 (normal) to 0 
(death or vegetative state). It can also be used to measure how much 
quality may potentially be gained from an intervention.

heuristics: information processing rules that allow an abbreviated form 
of decision making (a short-cut) to get a reasonable conclusion. 
Heuristics save time and effort.
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Hickam’s dictum: the dictum that argues counter to Occam’s razor (find 
the simplest explanation), instead arguing that a patient can have as 
many conditions as he pleases.

hindsight bias: a cognitive bias, see Appendix I.
hypothesis-hopping: the act of jumping between system 1 and system 2, or 

between different hypotheses, in the course of making a diagnosis 
or a complex decision.

hypothetico-deductive reasoning/model: a formal model of reasoning that 
involves the deliberate, thoughtful consideration of all the possible 
hypothetical causes of a clinical syndrome, then tests and reframes 
the likely causes until the best solution is found. This model is slow 
and deliberate, but highly accurate.

identity protective cognition: the tendency for people to interpret evidence 
in such a way that it aligns with the views and values of a particular 
group they identify with. See also myside bias.

illness scripts: recognizable combinations of symptoms and physical signs 
in a defined clinical context that form discrete chunks of informa-
tion that clinicians come to recognize to typify certain diagnoses. 
An illness script includes an understanding of pathophysiology, 
recognition of the distinguishing features of the condition, and an 
abbreviated concise problem representation that forms the basis 
for recognizing a disease or condition. The development of illness 
scripts is a phase in the acquisition of expertise.

inattentional blindness: a form of perceptual blindness that occurs when 
individuals focus on one task and fail to see an unrelated object that 
would otherwise appear obvious. This phenomenon was famously 
demonstrated in an Internet video when people who were focused 
on passing a basketball around a circle were asked to count the num-
ber of times people with white shirts touched the ball; many failed 
to notice a gorilla (or rather, a person in a gorilla suit) pass right by 
them. This phenomenon was also demonstrated by Etam et al. when 
they placed an object of a gorilla in a CT done to detect pulmonary 
nodules; radiologists focusing on the search for a nodule failed to 
see the artifact. People are strangely unaware of this perceptional 
blindness of objects around them when focused on another task, 
such as driving while texting.

incidentaloma: an unexpected incidental finding detected on studies 
done for purposes unrelated to the abnormality detected (the inci-
dentaloma). The term incidentaloma is most commonly used to 
describe an adrenal adenoma, but has been liberalized to include 
any unsuspected abnormality detected that is of questionable sig-
nificance. Clinicians sometimes feel the need to do more testing to 
better characterize and evaluate incidentalomas, thus driving up 
the cost of care and adding to the risk of (mostly) unnecessary tests 
and procedures.
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inductive logic: a form of logic that begins with specifics and tries to match 
it to a more general category or draw a more general conclusion; 
an example is beginning with a symptom and reaching a conclu-
sion about the cause. It has been described as the logic of personal 
experience. Unlike deductive reasoning, induction always has some 
degree of uncertainty.

information bias: a cognitive bias, see Appendix I.
information gap: a deficiency in information that may contribute to subopti-

mal decisions about clinical care. The gap is the difference between 
what information is needed and what is known in the moment when 
decisions must be made.

instinct: a fixed and predictable response driven by a stimulus that doesn’t 
appear to involve any conscious thought. The behavior of animals, 
other than humans, is largely instinctive; for example, the phenom-
enon of migratory birds.

instrumental rationality: thinking behaviors that get us what we most want 
given available resources.

integrated (integrative) medicine: an approach that attempts to combine con-
ventional medicine with complementary and alternative methods.

intelligence: the ability to acquire and apply information. Measured by 
intelligence quotient (IQ). General intelligence (G) is further delin-
eated into crystalline intelligence (Gc) and fluid intelligence (Gf).

intelligent design: the idea that the universe, and living things, could not have 
originated by means other than the actions of an intelligent being.

interview illusion: the over-weighted belief that on a very small sample 
of someone’s behavior in an interview, the interviewers feel confi-
dent that the impression formed can outweigh a significantly larger 
amount of evidence that might include letters of recommendation 
from people who usually have had much wider exposure to the can-
didate’s behavior over a much longer period, the Graduate Record 
Exam score, the college grade average (which summarizes academic 
performance over a four-year period and may include grades from 
thirty or more academic courses), which collectively are shown to 
provide a more reliable estimate of the person. The illusion shares 
some overlap with fundamental attribution error.

intuition, intuitive model of thinking: a form of reasoning that is fast, auto-
matic, and with little or no deliberate thought. It is largely driven by 
rapid recognition of a familiar and typical condition. Face recogni-
tion is one example in which one easily and immediately recognizes 
the form of a family member without having to stop and consider 
exactly their distinguishing features and who they are.

lay referral system: the network of family, friends, and acquaintances that 
may offer medical guidance and recommendations absent little if 
any formal training in medicine.
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linear sequential unmasking (LSU): an approach to data acquisition and 
evaluation used in forensic science to minimize the impact of bias, 
beginning with evaluation of trace evidence as free as possible of 
context or knowledge of the crime, and evolving through successive 
stages. At each phase, the scientist conducts his study, draws conclu-
sions, and states his level of certainty.

loaded question: a logical fallacy, see Appendix II.
logical fallacy: an error in reasoning that leads to an invalid argument or 

conclusion.
magical thinking: the belief of an association between actions and events 

that cannot be explained by reason or science.
medical enlightenment: the growing acceptance and awareness of cogni-

tive bias and factors that interfere with rationality; these concepts 
are gradually finding their way into medical education and provid-
ing new insights about how we think, and how we diagnose. Some 
might call this a new era of medical enlightenment.

medical narrative: a description of a patient’s symptoms in their own words 
in the context of how they experience disease and their illness.

medical students’ disease: a type of hypochondriasis in which medical 
students become concerned, even obsessed, about symptoms they 
read about that they may have experienced; some come to fear they 
have any number of the conditions they learn about however rare or 
unusual.

meliorism, meliorists: the concept (and those who agree) that human rea-
soning is not always rational but can be improved (ameliorated) 
through education. Meliorists see major discrepancies between nor-
mative reasoning and descriptive models of how many people actu-
ally think.

memory biases: cognitive biases that augment or impair memory, or alter 
the content of the recall of a past event. See also Appendix I.

metacognition: the ability to detach from the moment, see the broader view, 
and think about one’s thinking. It is sometimes referred to as cog-
nitive awareness, reflection, self-regulation, or mindfulness, and is 
another way to describe the executive control feature of the dual 
process model.

metacognitive awareness inventory: an instrument designed to measure 
metacognitive skills.

middle ground: a logical fallacy, see Appendix II.
mindful attention awareness scale: a test used to assess mindfulness.
mindfulness: a state of focusing awareness on one’s thoughts, feelings, and 

bodily sensations in a nonjudgmental manner in a given moment.
mindware: specific tools described by David Perkins that can be defined as 

rules, procedures, strategies and other forms of knowledge (knowl-
edge of probability, logic, and scientific inference) that are stored in 
memory and can be retrieved in order to optimize problem solving 
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and make more rational decisions. The absence of this knowledge is 
referred to as a mindware gap and distortions of the knowledge are 
known as mindware contamination, for example, cognitive biases and/
or logical fallacies.

multiple alternatives bias: a cognitive bias, see Appendix I.
myside bias: the tendency for people to accept facts and form opinions based 

on their own prior opinions and attitudes. See also Appendix I.
naïve realism: proposes that we can only perceive the world around us 

through our senses, and therefore our conscious experience is not 
of the real world but instead our internal representation of it. If 
we believe that what we see (or perceive) of the world around us is 
objective, then others who see things differently must be irrational 
or biased.

nativism: the concept that our bodies and brains are the products of millions 
of years of evolution, and that some behaviors and thought patterns 
are acquired from our ancestors.

naturalistic bias: is an appeal to Nature such that anything which arises 
from Nature is good for you; that is, because it is from Nature it is 
good, and if it isn’t, it must be unnatural and therefore bad.

need for cognition (NFC): a trait that recognizes the desire and enjoyment 
of effortful cognitive activity. People who score high on NFC seem 
to enjoy learning and deliberate cognitive activity. They may be less 
prone to error since they spend proportionately more time in Type 2 
thinking and, therefore, less likely to be miserly with their cognitive 
effort.

normative reasoning: reasoning considered to display optimal judgment 
and decision making or the normal or correct way of doing some-
thing; rational thought is a normative notion in that normative rea-
soning is based on an ideal standard or model. Normative thinkers 
are generally better, more rational thinkers. Systematically failing to 
reason normatively is described as irrational.

nosophobia: an irrational fear of contracting a disease.
not invented here bias: the tendency to reject an idea or approach because 

it was not developed within one’s professional discipline or domain. 
See also Appendix I.

no true Scotsman: a logical fallacy, see Appendix II.
nudging: a gentle push to steer healthcare providers toward better or best 

choices. Examples include engineering controls that require clini-
cians to state a clinical question as they order an x-ray, then complete 
a checklist of criteria to guide appropriate imaging.

Occam’s razor: the dictum that the simplest explanation is likely the best. 
In medicine, this principle argues that a single diagnosis should be 
sought to account for most, if not all, the symptoms and problems a 
patient has.

omission bias: a cognitive bias, see Appendix I.
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order effects: a cognitive bias, see Appendix I.
outcome bias: a cognitive bias, see Appendix I.
overconfidence: the tendency to think you know more than you do, or undue 

confidence in one’s knowledge or skills; considered by some to be 
the most widespread cognitive bias in medicine. See also Appendix I.

overtriage: a triage decision that over-estimates the severity of a medical 
problem or the need for urgent attention.

panglossians: those who believe that the brain has developed optimal infor-
mation processing, and thus see intuition as an effective means 
of functioning with the numerous decisions to be made daily. 
Panglossians may argue that we should trust our instincts and intu-
itions more.

pareidolia: seeing a familiar pattern where one does not exist.
paternal libertarianism: gently guiding individuals to a choice that is in 

their best interest while maintaining and respecting their freedom 
of choice.

pathognomonic: a symptom, physical finding, or test result that is so specific 
and so highly characteristic that it’s presence, accurately detected, is 
virtually diagnostic of a condition.

pattern recognition: the recognition of a particular feature in the patient’s 
presentation (Augenblick diagnosis), a cluster of signs and symp-
toms, or a syndrome or disease by typical manifestations that are 
highly specific and easily recognizable by an experienced eye (see 
also illness script).

personal incredulity: a logical fallacy, see Appendix II.
personalized medicine (also known as precision medicine): an evolving 

model for medical care based on a patient’s genomic profile, environ-
ment, and lifestyle that determines their unique risk of disease and/
or detects specific characteristics of their disease state(s). This model 
contrasts with a more traditional model of care that evaluates and 
treats patients based on evidence from large populations, assuming 
that they will, on average, be similar to the study population.

playing the odds (frequency gambling): a cognitive bias, see Appendix I.
pleistocene era: the evolutionary time period during which modern human 

species (Homo erectus, Home sapiens) evolved—about 2.5 million years 
ago to about 12,000 years ago.

post hoc fallacy: a logical fallacy, see Appendix II.
posterior probability error: a cognitive bias, see Appendix I.
precontemplative stage: a stage characterized by lack of awareness and dis-

interest in change. Individuals who are uninformed, or not moti-
vated, are not likely to be receptive to efforts directed at change.

preference for intuition versus deliberation scale (PID): a tool used to 
determine an individual’s decision-making style.

premature closure: the tendency to prematurely decide without considering 
all the evidence or exploring all possibilities. See also Appendix I.
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primacy: the tendency to recall better what we hear first (primacy) in a series 
of statements; memory is U-shaped, with the ability to recall best for 
the first (primacy) and last (recency) items of a conversation.

primitive processing: a level of cognitive function (above instinct) that 
involves innate automatic responses but also involves some cog-
nitive input to recognize co-variation of events, frequencies, and 
inferences.

principle of parsimony: the simplest explanation that sufficiently explains 
most if not all of the findings and requires the fewest assumptions is 
likely true. Similar to Occam’s razor.

proactive coping inventory: an instrument used to measure individual 
skills in coping with stress.

procedural knowledge: the knowledge or skill in how to do something, or 
the ability to apply knowledge.

prospective hindsight: a technique of looking into the future and asking 
oneself what one’s future-self might think of actions in the moment, 
and whether they might wish to reconsider an action or decision in 
anticipation of future regret.

psych-out errors: errors or misjudgment based on a bias toward patients 
with psychiatric illness, or mistakenly ascribing a psychiatric diag-
nosis to a patient with a medical disease. See also Appendix I.

publication bias: bias that impacts a decision to submit or accept a research 
study for publication based on factors other than scientific merit. 
One example is the tendency to reject studies that show no differ-
ence in outcome, or those that simply are not interesting enough. 
Authors themselves may be less likely to submit studies that support 
the null hypothesis. The bias impacts conclusions drawn from meta-
analytic studies. See also Appendix I.

quality adjusted life year (QALY): a measure of change in quality and dura-
tion of life, usually defined as lessened by an adverse healthcare 
problem or event, or improved by some intervention, that differs 
from one’s usual state of health or projected natural life.

rational-experiential inventory (REI): a personality test that measures an 
individual’s disposition toward experiential (Type 1) versus rational 
(Type 2) decision making.

rationality: reasoning based on facts or evidence; the conformity of one’s 
beliefs with one’s reasons to believe. Rational decisions contrast with 
decisions that are negatively impacted by cognitive bias, logical fail-
ure, and other cognitive failings, in which case they may be subop-
timal or irrational.

the great rationality debate: describes the ongoing polarization in the cog-
nitive sciences literature between Meliorists and Panglossians. This 
has recently spilled over into medicine. Medical Meliorists believe 
that a significant proportion of diagnostic failures are due to failed 
cognition (cognitive biases, logical failures) and that remedial action 
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might be taken by educational interventions as well as improving 
information management. Medical Panglossians in contrast, see no 
difference between descriptive and normative models of clinical 
reasoning, and believe that too much emphasis has been placed on 
cognitive biases and, in fact, intuitive decision making is equal to or 
may outperform rational thinking.

rationality quotient: a test (not yet developed) that would measure ratio-
nality (analogous to the intelligence quotient for measuring intel-
ligence), the tendency to think and decide rationally. In 2016 the 
prototype of a comprehensive test of rational thought was published, 
the Comprehensive Assessment of Rational Thinking (CART).

rationality training: courses offered in medical and other domains for train-
ing in rationality. The work of cognitive psychologists and others 
over the last 40 years has contributed substantially to our present 
understanding of the concept of rationality.

re-biasing: a strategy to replace one bias with another, a sort of forcing func-
tion to avoid common biases. One may have a bias to neglect or 
incompletely assess intoxicated patients in the emergency depart-
ment. One example of re-biasing is with a cognitive forcing strategy, 
a rule that inebriated patients must be fully disrobed and examined 
to prevent missing other injuries or conditions.

recency: the ability for improved recall of items that are provided last 
(recency) in a conversation, contrasted with items that occur in the 
middle. See also Appendix I.

reinforcement learning theory: the dominant theory during the twentieth 
century about behavior change—that learning occurs on the basis 
of reward or punishment. Behavior which is reinforced is likely to 
be repeated (strengthened) whereas that which is not will be extin-
guished (weakened). In its simplest form, Pavlov demonstrated that 
pairing rewards or punishment with a particular stimulus like the 
sound of a bell would change behavior (classical conditioning). 
Skinner took this to a new level believing that in order to under-
stand behavior we needed to look at the causes of action and its 
consequences. Operants, for Skinner, were intentional actions that 
have an effect on the immediate environment, and his approach was 
termed “operant conditioning.” If we want a dog to learn a new trick 
we cannot explain the trick and expect it to understand, we reward 
it for successive approximations to what the trick looks like and pun-
ish it for deviations away from what we are looking for.

representativeness restraint: a cognitive bias, see Appendix I.
reflective competence: a final phase in competence when an expert can 

reflect on their unconscious competence, question how they arrived 
there, and how they can teach others.

reflective coping: an analytical style of thinking that focuses on optimal 
decision making, measured by the Proactive Coping Inventory. 



344 Glossary

Reflecting coping includes brainstorming, skill in analyzing prob-
lems and generating hypothetical plans.

reflective practice, reflection: a process in which an individual stops and 
thinks about his actions, analyzes them, and then draws new knowl-
edge from that experience that can be used in subsequent practice.

Ringelman effect (also known as social loafing): the observation that when 
individuals are asked to pull a rope, the amount of energy expended 
by each one decreases with the successive addition of new team 
members.

rule of parsimony: the idea that the simplest explanation is likely the best; 
in medicine, the rule of parsimony suggests that the simplest most 
elegant diagnosis is the one which best accounts for all findings. The 
rule of parsimony attempts to find a single unifying diagnosis that 
accounts for all the patient’s symptoms.

rule out worst-case scenario: a rule that one should, at the very least, con-
sider the worst (most serious) condition to be tested and excluded 
before assuming a benign explanation.

search satisficing: an amalgam of the words satisfy and suffice first described 
by Herbert Simon; satisficing is the tendency to call off the search 
once sufficient effort is felt to have been invested. This search stop-
ping point usually occurs with the first significant finding, and may 
lead to a second (or third) abnormality being missed. Also referred 
to, by some, as search satisfying, as in the satisfaction of search. See 
also Appendix I.

second victim: the concept that when a patient (the first victim) suffers an 
adverse event or has a poor outcome because of some flaw in care, 
the healthcare provider may become a second (and often unrecog-
nized) victim, subject to remorse, guilt, lowered self-esteem, depres-
sion, and even grief.

selective recall: the tendency to recall events in such a way that they  conform 
to one’s preexisting beliefs. See also Appendix I.

self-diagnosis: the tendency of individuals to decide likely explanations for 
their condition without seeking professional help.

serial position: referring to the effect on memory of objects present in a series, 
with the ability to recall favoring items listed first (primacy) and last 
(recency); sometimes referred to as order effects. See also Appendix I.

shallow (narrow) thinking: making a judgment from generalities without 
concern for specifics; failing to think more about the specifics.

slippery slope: a logical fallacy, see Appendix II.
slowing down strategies: specific rules intended to force an individual or 

team into analytical mode just long enough to reflect and be sure 
to complete a full cognitive check of the situation. A time out in the 
operating room is one example of a strategy to help avoid wrong site 
surgery.
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snake phobia: a universal fear of snakes even in those who have never seen 
one; a phobia attributed to the impact of evolution on cognition.

social biases: a prejudice or bias toward an individual based on age, gen-
der, race, weight, and/or lifestyle choices that may be conscious or 
unconscious and expressed in speech, writing, or behavior. See also 
Appendix I.

social loafing: the tendency for individuals to contribute less to a goal as 
individuals are added to the task.

social stigma: the tendency to judge someone critically (disapprove or dis-
count them) based on some characteristic that distinguishes them 
from others, including age, gender, weight, appearance, poverty, 
education, and so on.

Solomon questionnaire: a questionnaire developed to help individuals 
describe the type of decisions they make and test what strategies 
they apply in those decisions, as well as the emotions they experi-
ence in making those decisions.

somatization: the expression of psychiatric illness by physical symptoms 
that lack an identifiable medical explanation.

sophisticated processing: a level of cognitive functioning that involves 
meaning and affect, and forms the basis of differences in individ-
ual decision making. This form of thinking is attributed mostly to 
humans, although there are examples of other species that show 
aspects of sophisticated processing.

special pleading: a logical fallacy, see Appendix II.
standard social science model: the approach to education in the medical 

sciences developed in the twelfth century on which our current sys-
tem rests; it is based on an empiricist view that neglects evolution-
ary psychology and its implications for understanding patients’ and 
providers’ emotions, thoughts, and behaviors.

standardized diagnostic interviews: a standardized process that can force 
an individual to objectively collect and record facts to avoid error 
from short-cuts in information gathering.

standing rules: general rules that attempt to guard against common short-
cuts or biases that may contribute to diagnostic errors.

stopping rules: rules that help avoid premature stopping and insist upon 
certain rigorous steps. For example, a physical exam of a fracture 
should include the joint above and below the identified injury (to 
avoid missing a second or third related injury).

strong inference (strategy): a strategy that requires that alternative ideas be 
considered to avoid bias. Checklists are a type of strong inference 
strategy that causes one to ask, “What else might this be?”.

structured data acquisition: an explicit structured approach toward the 
clinical interview in Psychiatry for DSM disorders (SCID: Structured 
Clinical Interview for DSM disorders). It is believed to improve diag-
nostic performance by nullifying biases.
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sunk cost bias: the unwillingness to give up or abandon an idea because of 
an investment of interest, time, or ego. Diagnosticians may be overly 
invested in a diagnosis and unwilling to let go of their theory even 
when new facts lead otherwise. See also Appendix I.

Sutton’s slip: see Appendix I.
system 1: a mode of decision making that is fast, reflexive, and mostly uncon-

scious; often referred to as intuition.
system 2: an analytical mode of thought that is deliberate and thoughtful, 

but slow.
telehealth: an umbrella term used to describe a variety of options for the 

delivery of healthcare using telecommunications. It can include 
exchange of emails, use of patient portals, and methods of exchang-
ing information when a patient and the healthcare services they 
need are remote from one another.

telemedicine: a term used to describe a variety of services provided remotely 
through the sharing of images. Unlike “telehealth,” which refers to 
telecommunication with patients, telemedicine refers mostly to the 
specialized services provided between providers. Teleradiology 
(remote interpretation of images) and telepathology (remote review 
of pathology specimens) are just two examples that describe how 
specialists remote from the site of care can review and interpret 
medical tests.

telephone triage: triage done on the basis of a phone call to help direct a 
patient to a resource in a time appropriate for their condition and sit-
uation, a process that is limited to information the patient provides. 
This is generally thought to be inferior to an in-person evaluation in 
which a professional can see, touch, and interact directly with the 
individual.

the fallacy fallacy: a logical fallacy, see Appendix II.
the Texas sharpshooter: a logical fallacy, see Appendix II.
transtheoretical model of change: a model that explains the phases that 

individuals experience as they evolve or change, including precon-
templative, contemplative, and final maintenance stages.

triage cueing: the tendency for the initial triage in healthcare systems to 
influence the diagnostic thinking of clinicians who subsequently 
encounter the patient. For example, a complaint of back pain triaged 
to a low acuity area may mislead clinicians from considering serious 
alternative (non-musculoskeletal) explanations. Also referred to as 
“geography is destiny.” See Appendix I.

Tu quoque: a logical fallacy, see Appendix II.
type 1 processing: a type of cognition described in the dual process model 

for thought processes that are fast and automatic and virtually with-
out conscious thought. Type 1 processes are also described as intu-
ition. In modern living, people make most of their daily decisions 
using type 1 processes, through serial associations. Thus, one gets 
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up in the morning, eats breakfast, showers, and gets to work much of 
the time with little engagement of type 2 processing, and therefore 
minimal cognitive effort.

type 2 processing: also referred to as analytic reasoning; a type of cognition 
that is slow, deliberate, and conscious. Type 2 processing is used to 
solve problems or make complex decisions.

unconscious processing: a level of cognitive functioning that is automatic 
and unconscious, but involves tacitly learning about the environ-
ment and may involve a memory for important stimuli.

undertriage: a triage assessment that under-estimates the severity of a medi-
cal problem and the need for urgent attention.

universals: features of human culture, society, language, and behavior that 
underlie all human activities and which have been found among 
all ethnographic groups studied. Human universals number in the 
hundreds and have been described in some detail by the anthro-
pologist Donald Brown.

unfreezing: the first phase of cognitive debiasing when an individual may 
be informed or become aware of a cognitive bias and first become 
open to change.

unpacking principle: a cognitive bias, see Appendix I.
verbal priming: Priming occurs when exposure to one stimulus or percep-

tual pattern influences the response to another stimulus, especially 
if it is in the same sensory modality. Thus, verbal priming works 
best with verbal cues. Priming effects may underlie certain biases 
in medicine. For example, if a patient is referred to as a drug user, 
the term may more easily evoke negative stereotyping of the patient, 
ascertainment bias, and a lessened standard of care.

vertical line failure: a cognitive bias, see Appendix I.
visceral bias: a cognitive bias, see Appendix I.
yin-yang out: a cognitive bias, see Appendix I.
young earth: the idea that the Earth and all living things were created less 

than 10,000 years ago.
white coat effect: a spurious elevation of blood pressure attributed to the 

stress of being in a doctor’s office or healthcare setting.
will to believe: the desire to believe that treatments (orthodox or not), or 

actions one takes, cause a cure or improvement. This may in part 
account for the placebo effect in which treatments of no proven ben-
efit are followed by symptomatic improvement.

zebra retreat: a cognitive bias, see Appendix I.
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Appendix I: Cognitive and 
Affective Biases

affective bias: some degree of affect enters into all decision making; thus, 
most if not all cognitive biases are said to contain some affect, but 
affective bias is recognized when there is an inordinate intrusion of 
affect (either positive or negative) into the decision-making process 
that results in a compromise of rationality (see also visceral bias).

aggregate bias or fallacy: when physicians believe that aggregate data, such 
as those used to develop clinical practice guidelines, do not apply 
to individual patients (especially their own), they are invoking the 
aggregate fallacy. The belief that their patients are atypical or some-
how exceptional may lead to errors of commission; for example, 
ordering x-rays or other tests when guidelines indicate none are 
required.

ambiguity effect: ambiguity is associated with uncertainty. The ambiguity 
effect is due to decision makers avoiding options when the prob-
ability is unknown. In considering options on a differential diagno-
sis, for example, this would be illustrated by the tendency to select 
options for which the probability of a particular outcome is known, 
over an option for which the probability is unknown. The proba-
bility might be unknown because of lack of knowledge, or because 
the means to obtain the probability (a specific test or imaging) is 
unavailable.

anchoring: anchoring is the tendency to fixate on specific features of a pre-
sentation too early in the diagnostic process, and to base the likeli-
hood of a particular event on information available at the outset (i.e., 
the first impression gained on first exposure, the initial approximate 
judgment). This may often be an effective strategy. However, this 
initial impression exerts an overly powerful effect in some people, 
and they fail to adjust it sufficiently in the light of later information. 
Anchoring can be particularly devastating when combined with 
confirmation bias (see confirmation bias). Anchoring may lead to a 
premature closure of thinking.

ascertainment: ascertainment bias occurs when the physician’s thinking 
is pre-shaped by expectations or by what the physician specifically 
hopes to find; that is, we see what we expect to see. Thus, a physi-
cian is more likely to find evidence of congestive heart failure in a 
patient who relates that he or she has recently been non-compliant 
with his or her diuretic medication, or more likely to be dismissive 
of a patient’s complaint if he or she has already been labeled as a 
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“frequent flyer” or “drug-seeking.” Gratuitous or judgmental com-
ments at hand-off rounds and other times can do much to seal a 
patient’s fate. Ascertainment bias characteristically influences goal-
directed, “top-down” processing. Stereotyping and gender biases 
are examples of ascertainment bias.

attentional bias: the tendency to believe there is a relationship between two 
variables when instances are found of both being present. More 
attention is paid to this condition than when either variable is absent 
from the other (see also selective recall).

availability: availability is the tendency for things to be judged more fre-
quent if they come readily to mind. Thus, things that are common 
will be more readily recalled. The heuristic is driven by the assump-
tion that the evidence that is most available is the most relevant. Thus, 
if an emergency physician saw a patient with headache that proved 
to be a subarachnoid hemorrhage (SAH), there will be a greater ten-
dency to bring SAH to mind when the next headache comes along. 
Availability is one of the main classes of heuristic and underlies 
recency effect (see recency effect). Availability may influence a physi-
cian’s estimates of base rate of an illness. Non-availability (“out of 
sight, out of mind”), occurs when insufficient attention is paid to 
that which is not immediately present (“zebras”). Novices tend to 
be driven by availability, as they are more likely to bring common 
prototypes to mind, whereas experienced clinicians are more able to 
raise the possibility of the atypical variant or zebra.

bandwagon effect: the tendency for people to believe and do certain things 
because many others are doing so. Groupthink is an example, and it 
can have a disastrous impact on team decision making and patient 
care.

base rate neglect: the tendency to ignore the true prevalence of a disease, 
either inflating or reducing its base rate, and distorting Bayesian 
reasoning. However, in some cases, clinicians may (consciously or 
otherwise) deliberately inflate the likelihood of disease, such as in 
the strategy of “rule out the worst-case scenario” to avoid missing a 
rare but significant diagnosis.

belief bias: the tendency to accept or reject data depending on one’s personal 
belief system, especially when the focus is on the conclusion and 
not the premises or data. Those trained in logic and argumentation 
appear less vulnerable to the bias.

blind spot bias: people often can easily recognize bias in the decisions of 
others but are not particularly aware of it in their own decisions. It 
appears to be due mostly to the faith they place in their own intro-
spections. This bias appears to be universal across all cultures.

commission bias: results from the obligation toward beneficence, in that 
harm to the patient can only be prevented by active intervention. It 
is the tendency toward action rather than inaction. It is more likely 
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in overconfident physicians. Commission bias is less common than 
omission bias and may be augmented by team pressures or by the 
patient.

confirmation bias: the tendency to seek confirming evidence to support a 
diagnosis rather than look for disconfirming evidence to refute it, 
despite the latter (falsification of the hypothesis) often being the 
more scientifically sound strategy. In difficult cases, confirming 
evidence feels good, whereas disconfirming evidence undermines 
the hypothesis and means that the thinking process may need to 
be restarted, that is, looks like more work, requiring more mental 
effort. Confirmation bias may seriously compound errors that arise 
from anchoring, where a prematurely formed hypothesis is inap-
propriately bolstered.

congruence bias: similar to confirmation bias but refers more to an over-
reliance on direct testing of a given hypothesis and a neglect of 
indirect testing. Again, it reflects an inability to consider alternative 
hypotheses.

contrast effects: occurs when the value of information is enhanced or 
diminished through juxtaposition to other information of greater 
or lesser value. Thus, if an emergency physician was involved in a 
multiple-trauma case and subsequently saw a patient with an iso-
lated extremity injury, there might be a tendency to diminish the 
significance of the latter.

diagnosis momentum: once diagnostic labels are attached to patients, 
they tend to become stickier and stickier. Through intermediaries 
(patients, paramedics, nurses, physicians), what might have started 
as a possibility gathers increasing momentum (without gathering 
increasing evidence) until it becomes definite, and little or no atten-
tion is paid to other possibilities. This bias is distinguished from 
premature closure, which occurs within an individual, as opposed 
to a diagnosis, which is passed from person to person. Also known 
as “diagnostic creep.”

ego bias: in medicine, ego bias is systematically overestimating the prog-
noses of one’s own patients compared with those of a population of 
similar patients. More senior physicians tend to be less optimistic 
and more reliable about patients’ prognoses.

feedback sanction: the ultimate goal of individual decision making is well-
calibrated decision making. This absolutely depends on timely and 
accurate feedback. Absent feedback provides no incentive to change, 
and inaccurate or delayed feedback is often of little value. Ineffectual 
feedback is an important sanction on the calibration of decision 
making.

framing effect: how diagnosticians see things may be strongly influenced 
by the way in which the problem is framed. The particular way 
in which a patient’s symptoms are expressed and the influence of 
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context may significantly influence how the problem is perceived. 
Also, a physician’s perception of risk to the patient may be strongly 
influenced by whether the outcome is expressed in terms of the pos-
sibility that the patient might die or might live. In terms of diagnosis, 
physicians should be aware of how patients, nurses, and other phy-
sicians frame potential outcomes and contingencies of the clinical 
problem to them.

fundamental attribution error: the tendency to be judgmental and blame 
patients for their illnesses (dispositional causes), rather than exam-
ine the circumstances (situational factors) that might have been 
responsible, can distort the diagnostic process. In particular, psychi-
atric patients, minorities, and other marginalized groups are vulner-
able to this bias. Cultural differences exist in terms of the respective 
weights attributed to dispositional and situational causes.

gambler’s fallacy: attributed to gamblers, this fallacy is the belief that if a coin 
is tossed 10 times and comes up heads each time, the 11th toss has 
a greater chance of being tails (even though a coin has no memory). 
An example would be a physician who sees a series of patients with 
chest pain in clinic or the emergency department, diagnoses all of 
them with an acute coronary syndrome, and assumes the sequence 
will not continue. Thus, the pretest probability that a patient will 
have a particular diagnosis might be influenced by preceding but 
independent events. The gambler’s fallacy is contrasted with pos-
terior probability error (see probability error), where, for different 
reasons, the belief is that the sequence will not reverse but continue.

gender bias: the tendency to believe that gender is a determining factor in 
the probability of diagnosis of a particular disease when no such  
pathophysiological basis exists. Generally, it results in an over- 
diagnosis of the favored gender and underdiagnosis of the neglected 
gender.

geography is destiny (see triage cueing)
hindsight bias: hindsight is defined as the ability to understand an event or 

situation only after it has happened. Thus, much valuable learning 
can occur through retrospective analysis. However, hindsight bias 
occurs when knowing the outcome influences the perception of past 
events and prevents a realistic appraisal of what actually occurred. In 
the context of diagnostic error, it may compromise learning through 
either an underestimation (illusion of failure) or overestimation (illu-
sion of control) of the decision maker’s abilities.

information bias: the tendency to believe that the more evidence one can 
accumulate to support a decision the better. It is important to antici-
pate the value of information and whether or not it will be useful in 
making a decision, rather than collect information because we can, 
or for its own sake, or out of curiosity.
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memory biases: there are many memory biases. They are cognitive and 
affective biases that influence whether a memory will be recalled 
or not, how long it might take, and whether or not the content of the 
memory has been adulterated.

multiple alternatives bias: if a physician had decided on a choice between 
two working hypotheses, but additional information emerges that 
raises additional and reasonable possibilities on the differential, the 
bias would predict that the tendency to avoid conflict and added 
uncertainty inclines the physician back to choosing among the origi-
nal hypotheses. Thus, a multiplicity of options on a differential diag-
nosis may lead to significant conflict and uncertainty. The process 
may be simplified by reverting to a smaller subset with which the 
physician is familiar, but this may result in inadequate consideration 
of other possibilities. One such strategy is the three-diagnosis dif-
ferential: “it is probably A, but it might be B, or I don’t know C.” 
Although this approach has some heuristic value, if the disease falls 
in the C category and is not pursued adequately, it may result in an 
important diagnosis being missed.

myside bias: in everyday thinking, people are generally more receptive to 
facts based on their own prior opinions and attitudes and more 
likely to form opinions in a similar manner. They may generate evi-
dence and evaluate evidence in a way that is biased toward their 
own opinions. A stronger myside bias appears when issues are 
related to current beliefs.

not invented here bias: it reflects a profound attitude-based bias toward 
knowledge (ideas, concepts, technologies) from a source that is con-
sidered external or outside of one’s usual affiliation. There is, thus, a 
tendency to reject an idea or approach because it was not developed 
within one’s professional discipline or domain.

omission bias: the tendency toward inaction, rooted in the principle of non-
maleficence. In hindsight, events that have occurred through the 
natural progression of a disease are more acceptable than those that 
may be attributed directly to the action of the physician. The bias 
may be sustained by the reinforcement often associated with not 
doing anything, but it may prove disastrous. Omission biases typi-
cally outnumber commission biases.

order effects: information transfer is a U-function: we tend to remember 
the beginning part (primacy effect) or the end (recency effect) of a 
message or communication. These are referred to as serial position 
effects. Primacy effect may be augmented by anchoring. In transi-
tions of care, in which information transferred from patients, nurses, 
or other physicians is being evaluated, care should be taken to give 
due consideration to all information, regardless of the order in which 
it was presented.
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outcome bias: the tendency to opt for diagnostic decisions that will lead to 
good outcomes, rather than those associated with bad outcomes, 
thereby avoiding chagrin associated with the latter. It is a form of 
value bias in that physicians may express a stronger likelihood in 
their decision making for what they hope will happen rather than 
for what they really believe might happen. This may result in serious 
diagnoses being minimized.

overconfidence bias: the universal tendency to believe we know more than 
we do. Overconfidence reflects a tendency to act on incomplete infor-
mation, intuition, or hunches. Too much faith is placed in opinion 
instead of carefully gathered evidence. The bias may be augmented 
by both anchoring and availability, and catastrophic outcomes may 
result when there is a prevailing commission bias.

playing the odds (frequency gambling): in equivocal or ambiguous pre-
sentations, it is the tendency to opt for a benign diagnosis on the 
basis that it is significantly more likely than a serious one. It may 
be compounded by the fact that the signs and symptoms of many 
common and benign diseases are mimicked by more serious and 
rare ones. The strategy may be unwitting or deliberate and is dia-
metrically opposed to the rule of the worst-case scenario strategy 
(see base rate neglect).

posterior probability error: this occurs when a physician’s estimate for the 
likelihood of disease is unduly influenced by what has gone before 
for a particular patient. It is the opposite of the gambler’s fallacy in 
that the physician is gambling on the sequence continuing; for exam-
ple, if a patient presents in the office five times with a headache that 
is correctly diagnosed as migraine on each visit, it is the increased 
likelihood that the patient will be diagnosed with migraine on the 
sixth visit. Common things for most patients continue to be com-
mon, and the potential for a non-benign headache being diagnosed 
is lowered through posterior probability.

premature closure: a powerful bias accounting for a high proportion of 
missed diagnoses It is the tendency to apply premature closure to 
the decision-making process, accepting a diagnosis before it has 
been fully verified. The consequences of the bias are reflected in the 
maxim: “When the diagnosis is made, the thinking stops.” It may 
reflect other biases, such as overconfidence and possibly some lazi-
ness of thought coupled with a desire to achieve completion, espe-
cially under adverse conditions (cognitive overload, fatigue, sleep 
deprivation, and/or dysphoria). It is distinguished from diagno-
sis momentum in which there is also failure to verify, but which 
involves others.

psych-out error: psychiatric patients appear to be particularly vulner-
able to biases generally, as well as other errors in their man-
agement, some of which may exacerbate their condition. They 
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appear especially vulnerable to fundamental attribution error. 
In particular, comorbid medical conditions may be overlooked 
or minimized. A variant of psych-out error occurs when serious 
medical conditions (e.g., hypoxia, delirium, metabolic abnormali-
ties, CNS infections, head injury) are misdiagnosed as psychiatric 
conditions.

publication bias: bias that impacts a decision to submit or accept a research 
study for publication based on factors other than scientific merit is 
referred to as publication bias or editorial bias. One example is the 
tendency to reject studies that show no difference in outcome, or 
those that simply are not interesting enough. Authors themselves 
may be less likely to submit studies that support the null hypothesis. 
Pharmaceutical companies are known to deliberately avoid publica-
tion of studies that are not commercially favorable. These publica-
tion biases distort the literature and therefore impact conclusions 
drawn from meta-analytic studies.

recency: the ability for improved recall of items that are provided at the end 
of a communication, contrasted with items that occur in the middle. 
See order effects.

representativeness restraint: representativeness is one of the most powerful 
of the major heuristics. It drives the diagnostician toward looking 
for prototypical manifestations of disease: “If it looks like a duck, 
walks like a duck, quacks like a duck, then it is a duck.” Yet restrain-
ing decision -making along these pattern-recognition lines may lead 
to atypical variants being missed. Further, the representativeness 
heuristic tends to be insensitive to pretest probabilities and, there-
fore, may neglect prevalence.

search satisficing: the term “search satisficing” originates from two words, 
“satisfy” and “suffice.” Search satisficing is the state of being satisfied 
that a sufficient search has occurred, such that further search may 
be called off. Essentially it is a stopping rule, that is, when some-
thing significant is found, stop searching. This often works well in 
everyday life, but can be disastrous in medicine, with additional 
diagnoses, second foreign bodies, other fractures, co-ingestants in 
poisoning, and other important findings being missed. Further, if a 
search yields nothing, diagnosticians should satisfy themselves that 
they have been looking in the right place.

selective recall: individuals may show a tendency to recall only certain 
aspects of something they have experienced with the result that 
their recall for the total experience is incomplete. Often, this may fit 
in with current attitudes and beliefs in a similar manner to belief bias 
and myside bias. It may also be due to selective attention, where cer-
tain things may be selectively recalled because the person was only 
paying attention to them; that is, no actual memory exists for those 
things that escaped attention originally.
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serial position (see order effects): referring to the effect on memory of 
objects presented in a series, with the ability to recall favoring items 
listed first (primacy) and last (recency).

social biases: a prejudice or bias toward an individual based on age, gender, 
race, weight, socioeconomic status, lifestyle choices, and other char-
acteristics. They may be conscious or unconscious and expressed in 
speech, writing, or behavior. While some individuals deny having 
biases, their biases can be revealed through other means.

sunk costs: the more clinicians invest in a particular diagnosis, the less 
likely they may be to release it and consider alternatives. This is an 
entrapment form of bias more associated with investment and finan-
cial considerations. However, for the diagnostician, the investment 
is time and mental energy, and, for some, ego may be a precious 
investment. Confirmation bias may be a manifestation of such an 
unwillingness to let go of a failing diagnosis.

Sutton’s slip: Sutton’s law is a clinical law based on the diagnostic strategy of 
“going for where the money is.” It takes its name from the Brooklyn 
bank robber, Willie Sutton. When asked by the judge at his trial why 
he robbed banks, Sutton is alleged to have said, “Because that’s where 
the money is” (in actuality, he didn’t say this; it was said by a reporter 
writing up the trial). Going for the obvious makes sense, but it is often 
associated with persistent behavior attempting to diagnose the obvi-
ous, failing to look for other possibilities, and calling off the search 
once something is found (see search satisficing). When treatment is 
tightly coupled to the diagnosis, and the “obvious” diagnosis has been 
accepted, the outcome may be catastrophic; for example, the initial 
presentation and electrocardiogram findings in aortic dissection may 
mimic those of acute myocardial infarct and, in the interests of sav-
ing time, thrombolysis may be initiated. Sutton’s law is also character-
ized by Occam’s razor, the principle of parsimony in philosophy and 
psychology, and by the popular acronym KISS (keep it simple, stupid). 
Applications of Sutton’s law, Occam’s razor, and KISS may often be suc-
cessful and may avoid costly, time-delaying diagnostic tests. However, 
whenever they are used, there should be an awareness of the associ-
ated pitfalls. Sutton’s slip is the error associated with Sutton’s law.

triage cueing (geography is destiny): the triage process occurs throughout 
the healthcare system, from the self-triage of patients, to the triage 
nurse in the emergency department, to the selection of an appropriate 
specialist by the referring physician. In the emergency department, 
triage is a formal process that results in patients being sent in particu-
lar directions, which cues their subsequent management. Many biases 
are initiated at triage, leading to the maxim “Geography is destiny.” 
Once a patient is referred to a specific discipline, the tendency of prac-
titioners in that discipline to look at the patient only from their own 
perspective is a further bias referred to as deformation professionelle.
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unpacking principle: a clinician’s rationality improves when the decision 
is based on relevant information. The failure to elicit all relevant 
information (unpacking) in establishing a differential diagnosis may 
result in significant possibilities being missed. The more specific a 
description of an illness that is received, the more likely the event is 
judged to exist. If patients limit their history giving, or physicians 
otherwise limit their history taking, unspecified possibilities may be 
discounted and diagnostic failure more likely.

vertical line failure: routine, repetitive tasks often lead to thinking in silos—
predictable, orthodox styles that emphasize economy, efficacy, and 
utility. Though often rewarded, the approach carries the inherent 
penalty of inflexibility. In contrast, lateral thinking styles create 
opportunities for diagnosing the unexpected, rare, or esoteric. An 
effective lateral thinking strategy is simply to pose the question: 
“What else might this be?” It is not the ability to conjure up rare or 
exotic diagnoses that is important, but, instead, the capability to step 
outside the apparent constraints of the problem domain boundaries. 
This is especially important in those situations where the data or 
findings do not quite fit together. Lateral thinking in the appropriate 
situation often characterizes those with clinical acumen and those 
who can avoid vertical line failure.

visceral bias: the influence of affective sources of error on decision mak-
ing has been widely underestimated. Visceral arousal leads to poor 
decisions. Countertransference, both negative and positive feelings 
toward patients, may result in diagnoses being missed. Some attribu-
tion phenomena such as fundamental attribution error (see fundamen-
tal attribution error) may have their origins in countertransference.

yin-yang out: when patients have been subjected to exhaustive and unavail-
ing diagnostic investigations, they are said to have been worked up 
the yin-yang. The yin-yang out is the tendency to believe that noth-
ing further can be done to throw light on the dark place where, and 
if, any definitive diagnosis resides for the patient; that is, the physi-
cian is let out of further diagnostic effort. This may prove ultimately 
to be true, but to adopt the strategy at the outset is fraught with the 
chance of a variety of errors.

zebra retreat: zebra retreat occurs when a rare diagnosis (zebra) figures 
prominently on the differential diagnosis, but the physician retreats 
from it for various reasons, resulting in the diagnosis being delayed 
or missed. There are a number of barriers to pursuing rare diagno-
ses; for example:

1. the clinician may anticipate inertia in the system such that 
there might be resistance to, or lack of support for, pursu-
ing the diagnosis, or that there will be difficulty in obtaining 
special and costly tests to confirm the diagnosis; 
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2. the clinician may be self-conscious about seriously entertain-
ing a remote and unusual diagnosis, and gaining a reputation 
for being esoteric; 

3. the clinician might fear that he or she will be seen as unreal-
istic and wasteful of resources; 

4. the clinician may have under or overestimated the base rate 
for the diagnosis; 

5. the anticipated time and effort to pursue the diagnosis might 
dilute the clinician’s conviction; 

6. the clinician is underconfident; 
7. team members may exert coercive pressure to avoid wasting 

the team’s time; 
8. inconvenience of the time of day or weekend and difficulty 

getting access to specialists;
9. unfamiliarity with the diagnosis might make the clinician 

less likely to go down an unfamiliar road; 
10. fatigue or other distractions may tip the clinician toward 

retreat.

  Any one or a combination of these reasons results in a failure to 
verify the initial hypothesis.

Adapted from Croskerry, P., Acad Med. 78(8), 777–78, 2003, with permission; and 
Croskerry, P. et al., Patient Safety in Emergency Medicine, Wolters Kluwer, 
2009, with permission; and Croskerry, P: Achieving quality in clinical deci-
sion making: Cognitive strategies and detection of bias. Acad Emerg Med.  
2002. 9. 1187–1200. Copyright John Wiley & Sons, Philadelphia, with permission. 
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Appendix II: Logical Fallacies

ad hominem fallacy: trying to undermine an argument by attacking the 
person rather than their logic.

ambiguity: using double meanings or ambiguities of language to mislead or 
misrepresent the truth.

anecdotal: using personal experience or an isolated example instead of a 
valid argument, especially to dismiss statistics.

appeal to authority: saying that because an authority thinks something, it 
must therefore be true.

appeal to emotion: manipulating an emotional response in place of a valid 
or compelling argument.

appeal to nature: making the argument that because something’s “natural” 
it is therefore valid, justified, inevitable, good, or ideal.

bandwagon: appealing to popularity or the fact that many people do some-
thing as an attempted form of validation. Also known as appeal to 
popularity, argument by consensus, argumentum ad populum, and author-
ity of the many.

base rate neglect: the tendency to misjudge the likelihood of something by 
failing to take into account all the relevant information; in medi-
cine, failing to take into account the prevalence of a condition in 
the population.

begging the question: a circular argument in which the conclusion is 
included in the premise.

black-or-white: where two alternative states are presented as the only pos-
sibilities, when in fact more possibilities exist. Also known as either/
or fallacy and false dilemma.

burden of proof: saying that the burden of proof lies not with the person 
making the claim, but with someone else to disprove.

composition/division: assuming that what’s true about one part of some-
thing has to be applied to all, or other, parts of it.

cum hoc, ergo propter hoc: the tendency to think that if two events happen 
at the same time or in close proximity, then one has caused the other.  
A variant of the tendency to think that association implies causation.

false cause: presuming that a real or perceived relationship between things 
means that one is the cause of the other.

gambler’s fallacy: believing “runs” occur to statistically independent phe-
nomena such as roulette wheel spins or coin tosses.

genetic: judging something good or bad on the basis of from where or from 
whom it comes.

loaded question: asking a question that has an assumption built into it so 
that it can’t be answered without appearing guilty.
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middle ground: saying that a compromise, or middle point, between two 
extremes must be the truth.

no true Scotsman: making what could be called an appeal to purity as a way 
to dismiss relevant criticism or flaws of an argument.

personal incredulity: saying that because one finds something difficult to 
understand, it’s not true.

post hoc fallacy: a tendency to ascribe cause and effect based on their tem-
poral relationship. The fact that B followed A might lead one to con-
clude erroneously that A caused B.

slippery slope: asserting that if we allow A to happen, then B, C … Z will 
ultimately happen too; therefore, A should not happen.

special pleading: moving the goalposts or making up exceptions when a 
claim is shown to be false.

strawman: misrepresenting someone’s argument to make it easier to attack.
the fallacy fallacy: presuming a claim to be necessarily wrong because a fal-

lacy has been committed.
the Texas sharpshooter: cherry-picking data clusters to suit an argument, or 

finding a pattern to fit a prescription.
tu quoque: avoiding having to engage with criticism by turning it back on 

the accuser—answering criticism with criticism.

Adapted in part from the poster: “Thou shalt not commit logical fallacies.” From: 
yourlogicalfallacyis.com. With permission.
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(VOMIT), 233
VOMIT, see  Victims of medical imaging 

technology (VOMIT)

W

What you see is all there is (WYSIATI), 
120, 264

WYSIATI, see  What you see is all there 
is (WYSIATI)
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