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Preface

The development of universal scientific principles, fundamental physical laws, viable
theories, and testable hypotheses has a long history. Humans are unique in that they
can think about and contemplate the world around them, conceive ideas to explain
natural events and processes, and then make use of what was learned. Early explana-
tions of natural phenomena were interesting but not very reliable. Not until a few
thousand years before the birth of Christ would recordings of history provide us with
evidence of how humans related to the events and phenomena of nature. Some of the
early Egyptian, Greek, Islamic, and Asian theories, as well as those from other cultures,
demonstrated great insight into the structure and functions of animals, plants, matter,
meteorology, agriculture, Earth, and astronomy. Our ancestors had the curiosity but
lacked the means for forming truly accurate explanations and conclusions about nature
as the understanding of cause and effect, and objective use of controlled experimenta-
tion was yet to be developed.

Included in this volume are a few ancient classical ideas and concepts that were the-
oretical descriptions of nature, often very inaccurate. This ancient “classical” philosophi-
cal process resulted in many dead ends. The modemn sciences began when people
learned how to explain nature by objectively observing events, asking questions that
could be answered by making reliable measurements, using mathematics, and then con-
sidering probabilities to make reasonable predictions. This process led to “operational
facts” that continued to be upgraded and corrected by the “self-correcting” nature of
modern science. However, testing theories and hypotheses in a controlled situation
developed late in human history and thus science, as we think of it, was slow to
advance in ancient times. The development and implementation of scientific processes
increased the “growth of knowledge,” as well as the rate of growth of science from the
seventeenth to the twenty-first centuries. During this period science accelerated at an
astounding exponential pace, and this growth will most likely continue throughout the
twenty-first century and beyond, particularly in the biological sciences based on
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quantum theory. None of our current understanding of the universe, nature, and our-
selves would have been possible without men and women using the processes and pro-
cedures of scientific investigations.

The purpose of this encyclopedia is to present in two volumes a historical aspect for
the important principles, laws, theories, hypotheses, and concepts that reflect this
amazing progression of scientific descriptions and explanations of nature. Some more
recent theories are also included. These scientific principles, laws, theories, etc., did
not just appear out of “thin air.” They are related to the period and people who devel-
oped these explanations and descriptions of the nature of our universe. The entries are
listed alphabetically, in most cases, according to the name of the person credited with
formulating the law, theory, or concept. Their names may be familiar to you. Others
are less well known. Inventions and discoveries are included only if they contributed to
the development or understanding of a particular scientific law, etc. Where appropriate,
practical applications of particular laws and theories are included. Only laws, princi-
ples, theories, and concepts related to the basic sciences of physics, chemistry, biology,
astronomy, geology, mathematics, and related fields such as medicine are included.
Social, political, behavioral, and related studies are not included.

This encyclopedia is designed for the high school and college-level student as well
as for the general reader who has an interest in science. Following the A-Z portion of
the encyclopedia is a glossary of technical terms. The terms contained in the glossary
are highlighted in bold type the first time the word is used in the text. Following the
glossary are four appendices. Appendix A groups the encyclopedia entries by scientific
discipline. Appendices B through D list Nobel Prize recipients for Chemistry, Physics,
and Physiology/Medicine, respectively. Following the appendices is a selected bibliogra-
phy containing sources for additional information related to the scientific principles,
laws, theories, etc., included in the volumes. A general subject index concludes the set.

The following notations are used in this book:

BCE = Before the Common Era (instead of BC)

CE = The Common Era (Instead of AD)

c. = Approximate Date (e.g., approximate birth or death dates)
~ = Approximate amount, quantity, or figure

ppm = Parts per million

ppb = Parts per billion

% = Percent

o = Alpha particle (radiation)

B = Beta particle (radiation)

A = Gamma radiation (similar to high-energy X-rays)

IMPORTANT:

Due to the technical nature of many of the original statements of principles, laws,
theories, etc., and to the fact that some of the original statements are lost, are in a for-
eign language, or include “technical jargon,” they have been paraphrased and restated
to make them more comprehensible. The paraphrased statements of the principles or
laws are printed in italics for easy identification.
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WHAT SCIENCE IS AND IS NOT

In his book Asimov’s Biographical Encyclopedia of Science and Technology (1964) Isaac
Asimov states “science is a complex skein, intricately interknotted across the artificial
boundaries we draw only that we may the more easily encompass its parts in our mind.
Pick up any thread of that skein and the whole structure will follow.”

That “interknotted skein” may be thought of as a complex interrelationship between
the processes and products of science. The processes are the verbs that relate to the so-
called methods of science, whereas the products are the nouns that represent the
knowledge about nature that we gain through the rational and pragmatic uses of scien-
tific processes. Scientific research investigations of nature may lead to the technology/
engineering that uses the knowledge gained through applying the processes of science.
Thus, an understanding of Earth and universe requires the knowledge of science (the
products—nouns) and the methods of obtaining that knowledge (the processes—wverbs).

There are a series of analogies that can also be used to describe this process/product
duality of science: basic science versus applied science, research and development,
induction/deduction, and experimental investigation/technology innovations.

There is no one scientific method. Scientists do not use a cut-and-dried procedure
during their investigations of nature. There are at least twelve characteristics and pro-
cesses of science that make up the so-called scientific method, and in real-life, objective,
rational scientific research one does not always start with number 1 and follow in order
to number 12. First of all, scientists are skeptics when they investigate nature or hear
about some extraordinary new discovery. As the saying goes “extraordinary claims
require extraordinary evidence.” They are skeptical of new evidence claimed by other
scientists and will try to repeat their experiments. They also like to explore new prob-
lems, identify patterns or breaks in patterns existing in nature, and, in general, gather
information and data to come up with answers to answerable questions and viable solu-
tions to problems. In general, these processes are:
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Observing—The “thread” used throughout a scientific investigation
Concentrating—Skepticism, critical thinking, induction/deduction
Recognizing—Scientific problems, questioning the ways things seem
Discriminating—]Judging viability of identified problem, stereotyping
Relating—OIld knowledge related to new information, being informed
Establishing—Cause and effect, eliminating irrational relationships
Formulating hypotheses—Asking answerable questions, forming answers
Testing—Selecting and using appropriate instruments and equipment
Experimenting—Objective testing, research using controls

Gathering, Treating, and Interpreting—Information and data

Using appropriate statistical instruments—Confirming and predicting
Communicating—Results and conclusions, peer review publishing.

A slightly different list of “techniques of inquiry” are given in Surendra Verma’s

excellent book The Little Book of Scientific Principles Theories & Things (2005):

Observations and search for data

Hypothesis to explain observations

Experiments to test hypotheses

Formulation of theory

Experimental confirmation of theory

Mathematics of empirical confirmation of theory
Use of this confirmation to form scientific law
Use of scientific law to predict behavior of nature.

PNANE BN

It might be mentioned that these statements, and other similar ones, describe human
ways of thinking and acting. The human concept of identifying and using the “pro-
cesses” relates to a way of thinking and acting we call science. These rational procedures
for acquiring new knowledge were developed and applied very late in human history. It
is assumed that bits and pieces of these processes were known and used by proto-humans
even before Homo sapiens arrived on Earth several millions of years ago. For example, as
a means for survival early humans learned the difference between poisonous plants and
“safe” plants to eat, and animals that humans could kill and eat and those more likely
to kill and eat the humans. This required trial and error leading to stereotyping
(profiling) varieties of plants and animals as well as other aspects of their environment
pointing to ways of making practical use of something that “worked.” These are rudi-
mentary process of science. Applying the processes of observing, discriminating by ster-
eotyping, relating new knowledge to what is known, and arriving at conclusions ensured
humanity’s continued existence, as well as the development of cultures and societies.
This resulted in laws, civil and scientific, culminating in our modern use of knowledge
gained through the use of the processes of science to sustain and improve human life.

Above all, scientists are critical thinkers and skeptics who do not accept many
things and events at face value. They are not convinced just because others find some-
thing acceptable or convenient. They do not accept certainties just because others
accept them, and they do not trust absolutes including absolute ideologies. Finally they
have no “sacred cows,” and they carefully select their authorities. They are aware that
knowledge and science in general are subject to justifiable change and corrections.

Conversely, science is NOT many of the things often attributed to it.
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First, science is not democratic—we do not vote on scientific theories or natural
phenomena that scientists wish to explore. A possible exception might be when gov-
ernment “supports” a particular scientific effort.

Second, science is not based on everyone’s opinion—some persons are more
informed, wiser, better educated, and better equipped to explore natural phenomena or
solutions to problems than are many other people.

Third, science is less subjective than other disciplines—although scientists are human
and thus, to some degree subjective in their judgments, they are, as a group more objec-
tive in their outlook than most people. Claiming to be an authority does not make it so.

Fourth, science is not magic—much of science may seem like “magic” to the non-
scientist, but there is no occult influence, sleight of hand, or conjuring related to the
use of the processes that make up the scientific method. Pseudoscience and “junk” sci-
ence are identified as such and exposed.

Fifth, science is not religion—scientists must have some degree of “faith” in the
processes they use while conducting scientific investigations, but this is much different
than the concept of having faith in spiritual nonexistent things. Although many scien-
tists observe one form of irrational spiritual religious belief or another, to be successful
in their particular discipline, they must separate theological ideologies from the
rational science parts of their lives.

Sixth, science is not parapsychology—this includes nonsciences and the pseudo-
sciences such as telepathy, clairvoyance, extra-sensory perception (ESP), psychokinesis,
and unproven activities such as fortune-telling, tarot cards, reading bones and head
bumps, witchcraft, channeling, astrology, etc. These types of activities are irrational
and have no bases in facts gained from controlled experiments to verify them. It is said
that about 75 percent of the people in the United States believe in angels; it is doubt-
ful that many scientists do because no verifiable evidence of such entities exists.

Seventh, science is not politics—although politics sometimes attempts to dominate
science for its own purposes, science is best kept out of the political environment
except in the use of science in an advisory capacity to the political operatives. Con-
versely, politics is best kept out of scientific endeavors. This is difficult because govern-
ments of the developed world have increasingly provided funds to support scientific
investigations, and many believe that control follows the money, or as the saying goes:
He who pays the piper selects the tunes. Peer review panels have been established to
ensure the scientific viability of proposed research sponsored by the government.
Unfortunately, as with any system of controls there are a few flaws. Furthermore, politi-
cal science is not a really a science but a study of politics. Just as economics is not a
science but rather is more of an “art” that uses some of the processes of science, such
as statistics, to study the economics of a society.

Eighth, science is not philosophy—historically there were philosopher/scientists and
not much distinction was made until the eighteenth century “enlightenment period” of
history when modern concepts of science as a systematic self-correcting process were
developed. No other discipline or intellectual/social activity has a natural built-in self-
correcting component.

SCIENTIFIC PHYSICAL LAWS

The concept of “laws” is as old as civilization and originally implied a “law giver” that
was often interpreted as one type of god or another. The laws of science grew out of the
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early concept that the universe operated in certain ways and that “gods” established these
particular laws that controlled nature. These several gods later evolved into a supreme
lawgiving god who controlled nature according to his or her whims. This concept changed
as humans became more curious and the “lawgiver” became the “worker of nature,”
which, in turn, became “natural laws.” By the time of the Enlightenment, the concept
became the “laws of science.” This evolution of “scientific laws” naturally followed as
humans learned how to objectively and logically examine and explain the workings of na-
ture. It might be mentioned that while some so-called scientific theories were assigned the
title “law” many years ago, many more modern theories, such as the theory of relativity,
could just as well be referred to as the “law of relativity” today. Accepted and established
theories are similar to accepted and established laws as far as authenticity is concerned. In
other words, a scientific law is derived from a theory that has been proven and repeatedly
verified by the application of mathematics and is consistent in predicting specific effects.

Scientific physical laws are statements of fact that explain nature and how it works
and are not merely applicable to the nonliving things in the field of physics (matter and
energy). Scientific laws also apply to all living things in the field of biology (plants and
animals), and all areas of nature. Physical laws do not apply to things that are not natu-
ral, for example, the spiritual, philosophical, and parapsychological. Physical laws are
generalized factual principles that describe how things behave in nature under a variety
of circumstances. Where did these physical laws come from? The answer is obvious—
from within the universe itself. We live in an ordered universe, made comprehensible
by applying the concept of “rules” and using intelligent powers of reasoning, logic, and
critical thinking. Scientific physical laws describe how things work and to some degree
what they are in reality, but not always why they work as they do (e.g., gravity—we
really do not know what gravity is or why it works as it does, but it is universal, predict-
able, and can be described mathematically). Scientific laws are consistent, long lasting,
universal, and rational. In other words, a phenomenon, event, or action that occurs and
behaves in the same manner under the same conditions, and is thus predictable, can be
stated as a scientific law. These are sometimes referred to as “fundamental laws,” “uni-
versal laws,” “basic laws of science,” or just “physical” or “scientific” laws.

At least five characteristics apply to all scientific laws: 1) They can be expressed
mathematically. (Mathematics is basic to understanding nature and expressing scientific
laws—even abstract mathematics.) 2) Physical laws are not always exact (as is mathe-
matics). Scientific laws may need future “adjustments” as more knowledge is gained con-
cerning the natural phenomenon as expressed by the law (but revisions are not made
often nor extensive). 3) The natural systems may be complex and contain many “pieces,”
but the law describing the phenomenon always turns out to be simple. The universal
“theory of everything” (TOE) or the “grand unification theory” (GUT) is expected to be
an extremely complex composite of matter/energy. Even so, scientists predict that when
found, the TOE or GUT will be a very simple mathematical expression. 4) Most impor-
tant, scientific theories are universal. (Any well-established physical law that applies on
Earth also applies throughout the universe.) And, 5) by using statistical probabilities, sci-
entific theories can be used to predict future natural events in the real world.

SCIENTIFIC PRINCIPLES

Scientific principles are similar general statements about nature as are scientific laws.
A scientific principle of nature must be objective and universal. Principles are not
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dependent on the views or statement of individuals but must be true from all points of
view and true from all points of reference in the universe. There are only a few general,
fundamental, and overriding postulates from which scientific laws and theories are
derived. One of the unifying principles is symmetry. The scientific definition of symme-
try relates to the orientation of something regardless of its orientation in space and
time. No matter where in space or at what time in the past, present, or future the event
occurs, acts, or reacts, it will do so in the same way. Symmetry also enables an object
to rotate on a fixed axis in any orientation regardless of where in the universe it is
located, and it will move at a uniform velocity in a straight line regardless of orienta-
tion. Symmetry in our everyday lives is considered twofold—bilateral and radial. Rota-
tional symmetry of a sphere does not point to any specific direction in space. Anything
that can be reoriented or its position changed while keeping its same basic geometry is
considered to be symmetrical. An example is a two-dimensional square drawn on a
piece of paper. Despite its orientation, it will look the same (unless you view it from
the edge of a piece of paper). Some three-dimensional figures and objects when exam-
ined can exhibit two kinds of symmetry—bilateral and radial. For example, a drinking
glass can be cut lengthwise (bilateral) or crosswise (radial). The human body is consid-
ered to have bilateral symmetry.

Another fundamental principle for all physical laws is conservation. The principle of
conservation of matter and energy is related to symmetry because everything is in bal-
ance—somewhat like the reflection in a mirror or a process that obtains equilibrium.
(Note: the fundamental concept of the conservation of energy is also known as the
“first law of thermodynamics.”) When something comes out the same way or results in
the same answer, no matter what takes place during the event, conservation is
involved. Another way to look at conservation is the principle (concept) of cause and
effect. All effects (events) have a cause, or possibly several causes may be related to the
effect, but there is a symmetrical pattern involved in this natural phenomenon. This is
true for quantum mechanics that connects the “minimum principle” with the laws of
conservation. There are antiparticles for all particles, and positives (+) for negatives
(=). In other words, they are symmetrical but opposites and are conserved (no basic
loss or gain). The fundamental property of mass is inertia. Inertia is the property of an
object (with mass) that offers resistance to any change in its position or speed (orienta-
tion in space) when a force is applied to the mass. For our Earth and solar system this
explanation is adequate, but inadequate for the relativity of space and time. Einstein’s
principle or theory of relativity redefined mass when considering the vastness of space,
as expressed in his famous equation E = mc?, which equates mass and energy as being
conserved. (See Einstein for more on

this principle.)

Humans did not invent the princi- It might be mentioned that our recent explorations of
ples and laws of physics—they came space by unmanned vehicles that “/fly’” by other planets
and their moons would be impossible to perform accu-
rately if it were not for the use of the theory of relativity
in the mathematical calculation to guide the flight path.
Without the use of mathematical constants, scientific
principles, laws, and theories by NASA’s space explora-
tion program, astronauts would have had a more diffi-
principles are Newton’s three laws of cult time landing on the moon and would make the

from the formation of the universe
from the big bang—from the void of
the spontaneous formation of matter
and energy—not a supreme being.
Other examples of conservation

motion and the theory of kinetic planned trip to the planet Mars more hazardous.
energy of particles that can be
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expressed in standard mathematical terms. A different example is the uncertainty prin-
ciple related to quantum mechanics used to explain the nature of subatomic particles
and energy. The uncertainty is based on the inability to ascertain, at the quantum
level, the exact position of a subatomic particle, while at the same time trying to deter-
mine its momentum energy. The converse is also evident as a subatomic particle’s mo-
mentum cannot be determined at the same time as locating its position. Treating the
quanta data statistically solves this dilemma. Indeterminacy of quantum mechanics is a
good example of the use of statistical probabilities to solve a problem (see Heisenberg).

Interestingly, it seems that there is a deep correlation or connection between the
concepts of symmetry and the conservation laws. Someday there may be a common
mathematical formula or constant that relates the two ideas.

SCIENTIFIC CONSTANTS

Generalized scientific principles involve mathematical rules. In other words, the
answer reached will always be the same if the mathematical rules are followed. This
concept utilizes what are known as fundamental constants that are mathematical
expressions that establish a mathematical relationship between two or more variables
that never change their values. These constants never change regardless of where or
how they are used in the universe and assist scientists in the formation of mathematical
expressions of universal scientific laws and theories. The preceding paragraph on Ein-
stein’s theory of relativity contained a constant that is universally accepted. It is the
speed of light (the ¢ which he squared) in the formula E = mc?. The speed of light is
186,282 miles per second (299,792

There are over thirty fundamental physical constants
that have specific and universal invariant quantities.
These constants are expressed as symbols representing
mathematical expressions that have a degree of accu-
racy as high as possible to obtain. Some examples of
more familiar and frequently used fundamental physical
constants and their mathematical expressions are:

km/sec) and applies only when light
traverses unobstructed space. Other
examples of the many constants used
in mathematical expressions in sci-
ence include Planck’s constant (h),
and the elementary charge of an
electron (e7). (See gravity and Cou-
lomb’s law related to electrical

Planck’s constant (h) is 6.6260755 x 10732 Joules/
second.

Elementary charge (e”) is 1.60217733 x 10~ '?
Coulombs.

Avogadro’s number (N,) is 6.0221367 x 1023
particles per mol.

Electron’s mass at rest (m,) is 9.11093897 x 103!
kilograms.

Proton’s mass at rest (m),) is 1.6726231 x 10727
kilograms.

Neutron’s mass as rest (m,,) is 1.6749286 x 10~27
kilograms.

Atomic mass unit (amu) is 1.66054 x 10727
kilograms.

Bohr radius (atomic) (a0) is 5.29177 x 10~ meters.

Acceleration due to gravity (g) is 9.80665 meters/sec”.

Gas constant (R) is 8.3145" m? x kg/s*> x K x mol.

charges over distance as examples.)

SCIENTIFIC THEORIES

The origin of the word “theory” is
from the Greek word theorein or theo-
ria that means “to look at” or to be
“observed” as actors in a theater pro-
duction are observed. In modern
usage it does not mean that a person
is seeing something not real or staged,
or just as a guess or hunch.

Scientific theories are a type of
model designed as general explana-
tory statements about the workings of
nature. A theory might be thought of
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as a hypothesis that has been tested by experiments. At times it is possible for an
exception to be found in a theory, but if this happens the exception is usually found
and corrected or the theory is discarded. Theories can be used to predict natural phe-
nomena and lead to more specific laws.

Many people think that a theory and hypothesis are somewhat interchangeable and
can be related to a not well defined idea. In other words, a statement may be tested
even though it may not be true. This confusion may result when the same scientific
description of something appears to be in two different stages that are testing the idea.
The hypothesis is a statement that is used in the early development of the research
investigation of phenomena. The idea is new, and results have a good chance of being
wrong, even though correct data to be analyzed is presented. An example is the theory
that electromagnetic radiation (light) requires some form of matter, such as the aether,
in space to transmit electromagnetic waves. If the data gathered from related investiga-
tions can verify the experiment consistently, then the concept may be considered a
theory. Conversely, if further experiments arrive at different and more viable explana-
tions for the phenomenon then the theory may be falsified, which is what happened to
the theory of the aether.

Some modern scientists have other ways of looking at this conundrum by thinking
about scientific “models” instead of theories or physical laws to describe the reality of na-
ture. Some consider the term “theory” as handicapped with much social and historical
baggage and believe that the concept of “model” can be much more productive as a
statement for a well-established scientific idea or concept. Even so, the terms
“hypotheses,” “theories,” “laws,” and “models” are all important concepts of science;
and, at some point, they all started as ideas. They all may be thought of steps in the sys-

)

tematic searches for “truth,” which in science means the way things are—not as some
humans would like them to be. Also, “truth” is not relative as some advocate. Accepted

p
scientific theories are established facts

and truths related to scientific laws
and are viable and proven fundamen-
tal models (statements) about nature.
Many established scientific theories
might be considered laws because they
both meet the same criteria for proven
ideas.

Scientific models of nature are
mathematical constructs of step-

describes a theory as:

“/In science, for a theory to be believed, it must

by-step rules that reflect what happens
in actual natural events. Scientific
models are often undated and are re-
vised as new evidence become avail-
able. Scientific theories may therefore
be thought of as types of models
designed as general explanatory state-
ments about the workings of nature.
As established explanations of how
things work in nature, they are the
end points of scientifically gathered
evidence about specific events that

make a prediction—different from those made
by previous theories—for an experiment not yet
done. For the experiment to be meaningful, we
must be able to get an answer that disagrees
with that prediction. When this is the case, we
say that a theory is falsifiable—vulnerable to
being shown false. The theory also has to be
confirmable, it must be possible to verify a new
prediction that only this theory makes. Only
when a theory has been tested and the results
agree with the theory do we advance the state-
ment to the rank of a true scientific theory.”’

In his book The Trouble with Physics, Lee Smolin (2006)
explains why the recent “’string theory’” was proposed to
combine all theories of matter and energy into one sim-
ple unified theory, but it has not yet become a proven
theory for several reasons, mainly because it cannot, as
currently stated, be used to make predictions. Smolin
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may incorporate other laws and hypotheses. Humans derive all theories, and as such sci-
entists make linguistic constructs of assumptions. They are similar to, but much more
than, educated guesses because they are the results of crucial observations, experimenta-
tion, logical inferences, and creative thinking. They are not the same as what we think
of as “guesses” as stated in everyday life. They are neither undocumented statements nor
uninformed opinions. People often come up with “theories” based on social or behav-
ioral notions or assumptions, which are often accepted by faith. These nonscientific
“theories” are without experimental proof and seldom based on mathematics, verifiable
facts, measurable data, and evidence. The main test of validity (truth or correctness) of
an idea, concept, or theory (model) is found in the results of the experiment, and when
possible, a controlled experiment. Theories advanced by scientists can be described as
predictions based on the scientist’s knowledge of a probable occurrence within a given
set of circumstances or conditions. In fact, the validity of a theory, law, or model is deter-
mined by its predictability of one or more events. The nature of science is that exactly
the same thing may not always occur at exactly the same time in exactly the same way in
nature, but this does not negate the requirement of predictability of the law, theory, or
model. Therefore, scientists, through experimentations, often seek a statistical average
upon which to make their predictions. This being said, a proven fundamental scientific
law or theory is as close as humans can get to 100 percent truth. Unfortunately, there are
some people who consider everything relative (not in the Einstein concept of relativity
as related to one’s point of reference) but in accepting that everyone’s relativity and of-
ten ambiguous “truths” are as authentic as proven scientific laws and theories.

An important characteristic of a theory is that it must be stated in such a way that
it is nonambiguous. A vague theory cannot be proven wrong, and it is possible to come
up with almost any answer desired for an ambiguously stated theory. Confirming a

theory requires specific conditions, an

experiment (controlled, if possible),

There are two general classifications of theories. One
covers a large range of ideas and concepts, often referred
to as “breadth” or “broad”” theory. Historically, ancient
people attempting to understand their world used “’broad
theory”” such as myths by using stories and folktales to
explain observed phenomena. Scientists are still attempt-
ing to reduce all scientific theories, principles, and laws
into a unified field theory (UFT), grand unification theory
(GUT), theory of everything (TOE), or come up with the
“final answer.” However, theories based on the laws of
gravity, time, conservation, symmetry, relativity, quan-
tum mechanics, etc., are not yet explained in ways that
can be incorporated into a general, universal theory of
everything. Nature is extremely complex, and humans
are still attempting to understand it more fully.

In summary, a theory must exhibit the following condi-
tions: 1) It must explain the law from which it was
derived; 2) It must in some way be related to the law it
challenges; 3) It must be able to predict new, verifiable
adjustments to the law or postulate a new law; and 4) it
must be stated in such a manner that it can be proven
false as well true (validity/true and reliable/repeatability).

and measured results that are ana-
lyzed statistically. If the related facts
indicate a high probability for its va-
lidity and reliability, the theory can
then be said to be justified and ac-
ceptable. Even so, there must exist
the possibility that the theory may
not be quite correct and will require
additional testing, etc., and new
knowledge related to the basic theory
becomes available.

A theory is only as good as the
limited number of assumptions and
generalizations postulated. The fewer
astute assumptions incorporated in a
theory, the more likely it will stand
the test of time. This is known as
Ockham’s razor (William of Ockham,
c.1284-1349) which is a maxim that
states that “Entities ought not be multi-
plied, except from necessity.” In modern
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vernacular it might be thought of as “KISS” (keep it simple stupid). In other words,
the number of unnecessary assumptions should be avoided in formulating theories and
hypotheses.

SCIENTIFIC HYPOTHESES

The word “hypothesis” comes from the Greek, hypo thesis, meaning “placed under”
or “foundation.” Somewhat similar to a theory a hypothesis is a more tentative obser-
vation of facts. Every scientific law and theory began as an idea, question, or hypothe-
sis. Hypotheses and theories lend themselves to deductions that can be experimentally
tested. A hypothesis is a logical and rational explanation of a series of critical observa-
tions that have not yet been disproved or proved, nor accepted by the scientific com-
munity. Hypotheses are reasonable statements, measurable assumptions, and
generalizations drawn from a series of observations and selected facts. In other words,
scientists confirm a hypothesis by experiments under controlled conditions, and if the
data resulting from the experiments do not support the original hypothesis, it must be
altered or discarded.

The origins of hypotheses (or concepts) are immaterial. They can be derived from
intuitions, dreams, or as ideas arrived at by scientists who have knowledge and under-
standing of the subject related to the hypothesis. What matters is that the investigator
must be familiar with the processes (methods) of scientific research and that the hy-
pothesis is systematically tested to determine consequences. Like theories, hypotheses
are products of the informed imaginations of scientists, but they are not wild specula-
tions. Hypotheses are only accepted when tested and confirmed by additional observa-
tions by other investigators who conduct their own related experiments.

A viable scientific hypothesis must be stated in such a way that it has some chance
of being disproved, and proved, and that it conforms to the observed facts (just as with
a theory). Hypotheses can be “proved” or “disproved” by continuing observations of
the phenomena and additional experimentation. It is the responsibility of the person
advancing the hypothesis (or theory) to “prove” his or her case—not the responsibility
of someone else to disprove it, although others can certainly challenge the results and
conduct their own related experiments for another person’s hypothesis. As an example,
it is the responsibility of someone who states as a fact that angels, ghosts, and spirits
exist to prove that they are real and actually exist. It is not the responsibility of science
to disprove such beliefs (hypotheses).

Scientific hypotheses can only answer questions for which answers can be achieved
by observing, testing, measuring, gathering data, and statistically treating and analyzing
the data. The results become valid and reliable only when others repeat the experiment
and obtain similar results. This is why science can deal only with “answerable ques-
tions.” Most questions are not “answerable” in a scientific sense nor can they be stated
as a scientific hypothesis because answers for such questions cannot be measured, or
effectively analyzed. For example, the questions: “What is the secret of success!?” or
“How can I become more popular?” or “How can I become rich?” (One wag suggested
that that person acquire more wealth.) These are, scientifically speaking, nonsense
questions that don’t lend themselves to rational answers. Even so these are the types of
questions many people ask—the answers just cannot be gleaned by controlled experi-
mentation and the analysis of data. For instance, “success” is subjective and not the
same for everyone. “The” implies there is only one secret to success. And, if it is a
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“secret,” no one knows the answer. Being able to formulate questions that can be
answered by conducting controlled experiments by all who wish to investigate nature
requires a statistical analysis of data. A scientific hypothesis (also theory, principle, or
law) must be changed if new observed facts or experiments contradict or even slightly
alter the original statement or data. This self-correcting process is one of the basic rea-
sons that science may some day triumph over ignorance.

SCIENCE CONCEPTS

A concept is one step above a specific idea. Related to ideas are assumptions
(notions) that are based on beliefs in or about something, most often accepted without
proof. What counts in science is how ideas are developed into viable concepts, hypoth-
eses, theories, and models that accurately describe nature. Most ideas and concepts peo-
ple come up with are a “dime a dozen” and seldom result in anything beneficial.

CAUSALITY

There is one more concept that can be confusing. It deals with the causes of events
on the micro/quanta and macrofuniversal levels. Causal laws are considered those that
can predict and explain empirical and theoretical laws that describe the nature of our
known universe. This relationship is usually referred to as “cause and effect.” Some sci-
ence philosophers classify causal principles as 1) empirical generalizations from facts
based on other facts, 2) a rational interpretation of a required connection between two
or more events, and, 3) a cause may be a useful or pragmatic explanation of science.
This is what we usually consider as a specific cause (or causes) leading to a specific
effect (or effects or events) but may not necessarily be a direct observable connection
between the two.

During Sir Isaac Newton’s time science was considered a system to describe a mech-
anistic, deterministic, and reductionist world. Determinism and predictability are not
the same. Determinism deals with how nature behaves, particularly nature as we know
it within the solar system—it depends on the “laws of nature.” Predictability is based
on what scientists are able to observe, measure, and analyze, as related to outcomes for
specific events. To better understand complex nature, scientists attempt to “reduce” its
complexity to more manageable and understandable laws, principles, and theories. We
live our everyday lives in a Newtonian mechanistic solar system based on logic, physics,
and mathematics, whereas the Einsteinian universe is based on theories of relative
space and time in particular perspectives to each other that are not easy to apply on
Earth as are Newtonian laws of physics. Why? Because the setting for events on Earth
is very small compared to the relational aspects for the frames of reference in space and
time of the universe. Einstein’s relativistic physics rendered some of Newton’s laws of
motion only approximations. Newton’s laws do not hold up when considered for the
immense universe consisting of great space, energies, masses, and velocities in different
frames of reference over very great distances of space and time.

Historically, all effects or events were assumed to have a cause, or possibly several
causes, or to be co-events. We now know that many natural events are described and
predicted by statistical probabilities, not mathematical certainties. This is true for very
large events in the universe and the very small events as related to subatomic particles
and energy. These very small events led to quantum theory and indeterminacy
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(uncertainty principle) resulting in some problems with the cause-and-effect concept
for accepted physical laws. This is one reason scientists think in “statistical probabil-
ities” rather than what is “possible.” Probabilities involve measurements to arrive at
predictable events, whereas possibilities may or may not lead to an event.

No one ever expects an effect to precede a cause. Scientists would say that such a sit-
uation is unlikely (with a very low degree of probability), but we never know for sure.
In other words, the probability of the effect preceding the cause is practically zero.
There are some effects (events) in nature where the cause or causes have not been
detected and thus not well understood. This is one reason that the cause-and-effect
relationship is not highly thought of by some scientists.

The nature of the universe is extremely complex. The universe is about 13 to 14 bil-
lion years old, the Earth is about 3.5 to 4 billion years old, and thinking, rational
humans have been on Earth for only several hundred thousands of years. Early humans
must surely have wondered about the world around them and by observing cycles of na-
ture speculated how things worked and affected them. It has been about five hundred
years since humans arrived at a systematic method of “asking” questions of nature for
which rational answers were possible. There are many areas of nature that we do not
yet understand, including our own nature and role in the scheme of things. No doubt,
we will continue exploring the unknown throughout the twenty-first century and
beyond.



ABBE’S THEORY FOR CORRECTING LENS DISTORTIONS: Physics: Ernst
Abbe (1840-1905), Germany.

The equation for Abbe’s theory is: u'[sin U = ufsin U, where u and u’ are the angles
for the entering and exiting of rays from the object to the image, as in a microscope.

Ernst Abbe was raised in a poor German family but managed to become a physics
professor at the University of Jena (now located in Germany). He also was the director
of the university’s observatory and a theoretical optical consultant for the Carl Zeiss
instrument company. Up to this time the field of optics was an “art,” but Abbe brought
several viable theories of optics to bear on several problems of the day, for example,
chromatic aberrations in lenses. He also worked with Otto Schott, a glassmaker, to
improve several optical devices. In 1888 he became the owner of the Carl Zeiss optical
company that is known worldwide for its high-quality precision instruments.

The Abbe sine condition is a mathematical concept used to make lenses that produce
sharper images and less distortion. It is a means to eliminate spherical aberration of an
optical system to produce an aplanatic lens (corrected lens). In 1886 Abbe used his
mathematical approach to develop apochromatic lenses (corrected for chromatic and
spherical aberrations) to eliminate primary and secondary color distortions. The U and
U’ are the corresponding angles of any other rays transmitted.

Abbe’s contributions to the field of optics include several inventions, most notably
the Abbe condensing lens to focus light onto microscopic slides, the achromatic lens,
the Abbe refractometer, and the prismatic binocular, a design for binoculars that is still
used today. His contributions led to the improvement of all of optical instruments,
including sharper images with less color distortion for cameras, microscopes, refracting
telescopes, spectroscopes, and so forth.

See also Newton
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Abegg’s Rule and Valence Theory

ABEGG’S RULE AND VALENCE THEORY: Chemistry: Richard Abegg (1869—
1910), Poland.

Chemical reactions are the result of electron transfer from one atom to another.

Richard Abegg attended several universities in Poland and Germany, graduating
from the University of Berlin in 1891. He was the pupil of Wilhelm Hofmann, the fa-
mous theoretical chemist. Although trained in organic chemistry, Abegg was interested
in the physical nature of chemistry. He was working as an electrochemist when he pub-
lished his famous paper, “Die Elektronaffinitat,” that explained his theory on the com-
bining power of chemicals (valence).

Abegg not only became famous for what became known as the Abegg Rule, but also he
arrived at his rule years before the existence of valence for elements was firmly established.
His rule and valence theory predated Dmitri Mendeleev’s development of the periodicity of
elements. The rule stated that each element has a positive valence and a negative valence
whose sum is eight. This predated the “octet rule” for the periodic table. He further theor-
ized that the attraction of electrons for atoms of all elements has two distinct types of similarities
or valences, that is, a “normal affinity” (valence) and a ““‘counter affinity’” (countervalence).

His theory that two related valences always add up to eight, published in 1869, is re-
sponsible for the octet rule as related to the Periodic Table of Chemical Elements (see Fig-
ure S2 under Sidgwick). Abegg’s early theories of valence became valuable for later
chemists and were used to explain chemical reactions and the organization of the periodic
table. For instance, elements in the groups with just one or two electrons in their outer
orbit (metals), when combining with other elements (nonmetals), tend to give up their
outer electron(s) and thus attain an outer octet of electrons. Elements with six or seven
electrons in their outer orbits tend to acquire electrons to complete their outer octet orbit.

The octet rule is just a device to remember the position of some elements in the
periodic table, and it is only valid for elements located in the higher periods and groups
of the periodic table. The concept of valence has become extremely useful in all fields
of chemistry.

See also Mendeleev; Newlands; Sidgwick

ABEL’S THEORY OF GROUPS (ABELIAN GROUPS): Mathematics: Niels Henrik
Abel (1802-1829), Norway.
Following is a list of Niels Abel’s notable accomplishments in his short lifetime:

1. In 1824 at age nineteen he proved that there was no general algebraic solution
(proof) for roots to solve quintic equations by radicals, or in other polynomial equa-
tions of degrees greater than four.

2. In 1826 he published an updated version of this proof in August Leopold Crelle’s
new journal on mathematics.

3. He invented a branch of mathematics known as group theory, for which he has
become famous.

4. He did original research in the theory of functions including elliptic and hyperellip-
tic functions that later became known as the famous abelian functions.

5. He is also known for the abelian group, abelian category, abelian variety, and the
abel transformation. Note: these terms are so common in mathematics that they
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are expressed with the lower
case (a). This is contrary to what
one might expect when naming
such important mathematical
concepts and theories for a per-
son who has received many of

the highest honors in his field.

The Abel Prize was established in
2001 by the King of Norway on the
bicentennial of the birth of Niels Hen-
rik Abel. This prize is awarded annually
to an outstanding mathematician and is
intended to stimulate interest in mathe-
matics among young scientists and
increase the amount of research in the
field of mathematics, as well as improve
the image of Norway as a nation of
“learning.” The Abel Prize in mathe-
matics is considered on a par with the
Swedish Nobel Prize in other fields.

Abel’s theorem is proof of a funda-
mental theorem on transcendental
functions. Abel’s theorem, and his out-
standing theory of elliptical functions,
kept mathematicians busy for the lat-
ter part of the nineteenth century.

Niels Henrik Abel’s story is that of a twenty-six-year-old
genius’s life of ““rags-to-rags.”” He was born into a large
family with six male siblings whose father was a poor
Protestant minister in a church in Christiansand, a dio-
cese in Norway. At age fifteen Niels proved to have a
remarkable knack for understanding complicated mathe-
matical principles. He was only age eighteen when the
breadwinner of the family died, leaving the family to
live in miserable conditions. A small government pen-
sion provided Niels an opportunity to attend the local
cathedral school in Christiania in 1821. In 1825 he was
awarded another state scholarship that enabled him to
visit France for ten months where he became friends
with many mathematicians. He briefly visited Germany
where he met local mathematicians. As he was unable
to secure a paying job, he ran out of money and had to
return to Norway. Even after mastering a number of re-
markable developments in the field of mathematics that
few other mathematicians understood, Niels remained
in a life of poverty as he sought, through the assistance
of a friend, a position at the University of Berlin. The let-
ter appointing him to this position by his friend, the
amateur mathematician August Crelle, to whose journal
Abel contributed several publications, arrived two days
after his early death from tuberculosis on April 6, 1829.

The usefulness of the Abelian group concept in mathematics is based on notations
and is sometimes called the “commutative group” that can be additive or multiplica-
tive. For example: if the group is (G *) a * b = b * a, the end product is immaterial.
Complete discussion of the Abelian group theory is beyond the scope of this book.

ADAMS’ CONCEPT OF HYDROGENATION: Organic chemistry: Roger Adams

(1889-1971), United States.

1. Additional hydrogenation will take place when hydrogen is added to double bonds of un-
saturated molecules of organic substances such as liquid fats and oils.

2. Hydrogenolysis hydrogenation will take place when hydrogen breaks the bonds of organic
molecules, permitting a reaction of hydrogen with the molecular fragments.

The first type of hydrogenation led to the formation of solid or semisolid fats from
liquid oils, and the second process is used in hydrocracking petroleum or adding hydro-
gen to coal molecules to increase its heat output. In the early 1900s Roger Adams’
ideas resulted in the successful hydrogenation of unsaturated organic compounds by cat-
alyzing them with finely powdered platinum and palladium metals under heat. It is sim-
ilar to the process of reduction in organic chemistry that led to the hydrogenation of
many of our fuels and foods, where liquid oils are converted to semisolid oils or fats.
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Adhemar’s Ice Age Theory

The hydrogenation of unsaturated organic compounds is used in industrial processes
that result in many of today’s most popular products. Some examples are the synthesis
of liquid fuels; the production of several alcohols, including methanol; the production
of aldehydes and benzene derivatives; the synthesis of nylon; the hydrogenation process
of peanut butter to make a smooth spread without the separation of the peanut oil; and
hydrogenation of liquid vegetable oils to form margarine. Hydrogenation is also used to
form solid petroleum fuels and some semisolid medications. The second type of hydro-
genation led to an increase in the production of petroleum products from crude oil,
such as gasoline.

ADHEMAR’S ICE AGE THEORY: Astronomy: Joseph Alphonse Adhemar (1797-
1862), France.

Because Earth tilts 23.5% from its ecliptic (the orbital plane of Earth around the
sun), the Southern Hemisphere receives about two hundred fewer hours of sunlight
per year. Therefore, more ice accumulates on Antarctica than at the North Pole.

In 1842, Joseph Adhemar proposed his theory, the first to provide a reasonable an-
swer to the questions as to the causes of the ice ages. His theory is based on evidence
gained from astronomical events expressed in his book Les Revolutions da la mer pub-
lished in 1842. He was the first to propose that natural astronomical occurrences might
be responsible for the ice ages and, by implication, global warming/cooling cycles. He
realized that Earth is just one focal point in its elliptical orbit around the sun, which
means that Earth is farther away from the sun in July. In addition, Earth’s axis does not
always point in the same direction in space; rather, it slowly rotates in a small circular
orbit approximately every twenty-six thousand years (called precession). These astro-
nomical factors, plus the inclination of Earth, cause the winters to be slightly longer
for the Southern Hemisphere.

Due to the tilt of Earth on its axis the South Pole receives about 170 to 200 fewer
hours of sunlight than does the North Pole. Adhemar claimed these differences were
adequate explanations for the extensive ice build-up at the South Pole. It might be
mentioned that during the current global warming trend, unlike the North Pole, the
South Pole is still building up its ice sheet, which Adhemar claimed contributed to the
ice age. However, many scientists today do not completely agree with his theory.

See also Agassiz; Kepler

AGASSIZ’S GEOLOGICAL THEORIES: Geology: Jean Louis Rodolphe Agassiz
(1807-1873), Switzerland.

Agassiz’s glacier theory: The movement of glaciers created scratch marks in rocks,
smoothed over vast areas of the terrain, gouged out great valleys, carried large boulders over
long distances, and left piles of dirt, soil, and debris called moraines.

In 1836-1837 Jean Agassiz arrived at the new idea that glaciers in his native Swit-
zerland were not static when he realized that a hut on a glacier had moved over a pe-
riod of years. He then constructed a line across a glacier and noted that after a year it
had moved. After discovering rocks and scars in the landscape that he found under the
glacier, he concluded that much of Northern Europe had at one time been covered
with ice. This led to his theory of the cause and effect of glaciers. As a keen observer
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of geological phenomena he believed there was evidence of glaciers where none now
exists. After his theory was published in 1840, he was invited to the United States in
1846 as a lecturer where he speculated that North America had also experienced the
effects of glaciers. He further speculated that ice sheets and glaciers formed at the same
time in most of the continents.

Agassi’s second glacier theory: Glacier ice sheets had movements that included
advancements as well as periods of retreat, which correspond to the ice ages.

Jean Agassiz’s work led to the concept that glaciers were the result of the ice age.
As the ice sheets that covered Earth melted in the warmer zones, great deposits of com-
pact ice were deposited in the colder regions of the Northern and Southern Hemi-
spheres. These ice masses, now called glaciers, moved slowly toward the warmer areas,
and they continue to move even today. Periodic ice ages, some much smaller than the
original frozen Earth period, formed, advanced, and retreated over many millions of
years. Ice ages on Earth are considered normal cyclic occurrences. Previous to Agassiz’s
glacier theories, scientists assumed glaciers were caused by icebergs. In fact, the oppo-
site is true, icebergs are caused by the calving of huge chunks off the edges of glaciers
that extend into lakes and oceans. Agassiz, sometimes known as the father of glaciol-
ogy, also made contributions to evolutionary development through his study and classi-
fication of the fossils of freshwater fish.

Agassiz’s theory of fossils and evolution: The lowest forms of organisms were found in
rock strata located at the lowest levels of rock formations.

Before Agassiz devised his theory, William Smith (1769-1839), the English surveyor

and “amateur” geologist, proposed that
fossils found in older layers of sedimen-
tary rocks were much older than the
more modern-appearing fossils located
in sediments laid down in more recent
geological  times. This concept
answered some of the questions about
the evolution of species because the
ages of fossil plants and animals now
could be determined by their place-
ment in the rock strata. This informa-
tion led to Agassiz’s more formal theory
on the subject.

Agassiz at first did not believe in
evolution but later did accept the con-
cept of evolution while still rejecting
Darwin’s theory of natural selection
because it required long, gradual peri-
ods of change. Oddly, Agassiz’s studies
of fossils were used to support Darwin’s
theory of natural selection. Agassiz
accepted and expanded on Georges
Cuvier’s catastrophism theory of evolu-
tion, which postulated periods of rapid
environmental changes, not natural
selection, as the basis of evolution.

William Smith was born in 1769 on a small farm and
received little formal education. His interest was in col-
lecting and studying fossils while he learned geometry.
By age eighteen he worked as an assistant to the master
surveyor, Edward Webb. This enabled him to travel
extensively in England and led to his supervision of the
digging of the Somerset Canal in southern England. The
digging of the canal provided Smith with an opportunity
to observe the fossils found in the sedimentary rock. He
noticed that older-appearing fossils were always found
in the older, deeper layer of rocks. This led to the princi-
ple that ““The layers of sedimentary rocks in any given
location contain fossils in a definite sequence.” In other
words, the same sequence can be found in different ge-
ographic locations, thus providing a correlation between
locations. Smith’s career expanded, and he became a
well-known engineer who developed a complete geo-
logical map of England and Wales. He had difficulty in
raising funds to publish his map, but it was finally pub-
lished in 1815. A biography of William Smith by Simon
Winchester titled The Map That Changed The World—
The Birth of Modern Geology was published in 2001 by
HarperCollins. The book’s cover is a unique expandable
geological map of the below-surface geological struc-
ture of Great Britain.
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Agricola’s Theories of Earthquakes and Volcanoes

More recent uses of Agassiz’s theories of ice ages and stratification of fossils should
give pause to many claims that modern society is responsible for global warming and
an increase in the extinction of plants and animal. Both processes have been occurring
over eons of time as cycles in the cooling and heating of Earth and the rate of plant
and animal extinction due to natural environmental changes. Although humans cer-
tainly influence and alter their environment, just as do all living organisms, which in
turn result in some evolutionary changes, there are multiple causes and influences on
these two interrelated natural cycles. These cycles most likely will continue long after
the human species is extinct.

See also Adhemar; Agricola; Charpentier; Cuvier; Darwin; Eldredge-Gould; Gould;
Lyell; Raup

AGRICOLA’S THEORIES OF EARTHQUAKES AND VOLCANOES: Geology
(Mineralogy, Metallurgy): Georgius Agricola (1494-1555), Germany.

Agricola’s original name was Georg Bauer, but he followed the custom of the time
and chose the Latin name, Georgius Agricola. Agricola means “farmer” while his origi-
nal name meant “peasant.” In the 1540s Agricola’s studies based on his observations of
minerals and stratified layers of rock led to several geological theories.

Agricold’s theory of stratification: Stratified forms of rocks are the arrangement and relation-
ships of different layers of sedimentary rocks as formed during earthquakes, floods, and volcanoes.

The planes between different strata (layers) assist in determining not only the source
of the sedimentary rocks but also the area’s local history. In addition, the fossil content
found in different strata provides a record of the biological and geological history of
Earth. Today, the study of stratification is called stratigraphy, which is the branch of ge-
ology that studies the different layers of rock. Agricola’s stratification system, though

Although later scientists disputed some of his ideas and
subsequently revised his theories, Agricola’s publica-
tions were used in the field of geology for over two hun-
dred years. His most famous book De re metallica
(1556) provided much new information on mining and
metallurgy, including mine management, how to use
windmill-driven pumps, and how to derive power from
water wheels. He updated the process required for
working with metals. Much of the information in his
writings, as was other knowledge of the Middle Ages,
was derived from antiquity and Arabic scholars. Interest-
ingly, in 1912 President H. Hoover and his wife Lou
translated Agricola’s book into English. It is still avail-
able. In 1546 Agricola published De ortu et causis sub-
terraneorum (Origins and Causes of Subterranean
Things) in which he updated the concept of “rock jui-
ces’’ as subterranean fluids. Also in 1546 he published,
De natura fossilium, which was a new classification sys-
tem of minerals (called fossils in those days) that was
based on a mineral’s physical properties such as color,
weight, texture, solubility, combustibility, etc.

primitive, proved useful as one
means of identifying the location and
sources of petroleum.

Agricola’s theory of earthquakes
and volcanoes: Earthquakes and volca-
noes are caused by subterranean (below
ground level) gases and vapors originat-
ing deep in Earth, where they are heated
and then escape to the surface.

A keen observer and practicing
physician specializing in miners’ dis-
eases, Agricola’s main interest was
minerals, known in those days as
metals. In 1546 he was one of the
first to classify minerals according to
their physical properties, such as
color, weight, and texture. He
believed these minerals/metals origi-
nated deep in the underground and
were brought to the surface by earth-
quakes and volcanoes. Agricola was
also known as a paleontologist for his
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work with objects found in the soil, including fossils, gemstones, and even gallstones.
He is sometimes referred to as the father or founder of mineralogy and the science of
geology because he was among the first to describe fossils as once-living organisms.

AIRY’S CONCEPTS OF GEOLOGIC EQUILIBRIUM: Geology and Astronomy:
Sir George Biddell Airy (1801-1892), England.

Airy, along with other scientists, proposed two theories of equilibrium as expressed
in geological structures.

Airy’s first theory of geologic equilibrium: Mountains must have root structures of a
lower density in proportion to their heights in order to maintain their isostasy (equilibrium).

Isostasy is Airy’s theory that there is a proportional balance between the height of
mountains as compared to the distribution of the root structure or mass underneath the
mountain. He claimed this equilibrium resulted in a balance of hydrostatic pressure for
the formation of mountains. It became an important concept in geology and aided in
the exploration of minerals and gas and oil deposits. Although his theory has been re-
vised, it was a step in the right direction in understanding the dynamics involved in ge-
ological systems.

Shortly after graduation from Cambridge University in 1819 he wrote several suc-
cessful textbooks in mathematics and optics. He later became a professor of astronomy
and the director of the Cambridge Observatory where he developed several innovative
instruments. These include a type of altazimuth device for lunar observations, a transit
circle, and a new equatorial telescope with a spectroscope. He also devised an optical
device with a central hole (called the Airy disk) to examine diffraction patterns of a

point source of light.

His second theory deals with internal water waves and is based on ideas expressed

by Vagn Walfrid Ekman (1874-1954).

Airy’s second theory of equilibrium: In areas where the sea is covered with a thin layer

of freshwater, energy is generated by in-
ternal waves and is radiated away from
ships, which subsequently produces a
drag on ships.

Because this slows the ship’s progress,
it is known as dead water. One area
where freshwater and seawater are at dif-
ferent levels, which causes these internal
waves to drag on ships, is the entrance
to the Mediterranean Sea at Gibraltar.

AL-BATTANI'S THEORIES: As-
tronomy: Abu Abdullah Al-Battani
(c.858-929), Mesopotamia (present-
day Iraq).

Abu Abdullah Al-Battani devel-
oped various theories after improving
measurements completed by Ptolemy
of Alexandria.

A story from World War Il pertains to the fact that the
water in the Mediterranean Sea has a higher salt content
due to evaporation than does the water in the Atlantic
Ocean. Because the Mediterranean’s water is saltier and
thus denser, it flows out past the Strait of Gibraltar near
the bottom of the Strait into the Atlantic Ocean. At the
same time, the less salty (less dense) Atlantic Ocean
water flows into the Mediterranean near the surface. It
was suggested that when submarines wished to avoid
detection as they passed through the fortified Strait of
Gibraltar they drifted quietly in the less dense water into
the Mediterranean near the surface. When submarines
wished to leave without being detected, they drifted qui-
etly in the more dense water near the bottom as they
were “‘carried’ past the protected Gibraltar and into the
Atlantic. By using the difference in density of saltwater
in the Atlantic Ocean and the Mediterranean Sea sub-
marines could apply the ““Airy waves’’ concept to their
advantage. The success of this tactic remains unknown.
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Al-Battani’s theory of solar perigee: Solar perigee equations demonstrate slow wvaria-
tions over time.

Al-Battani determined that the sun’s perigee (the point at which the sun is closest
to Earth in Earth’s elliptical path around the sun) is greater than Ptolemy’s measure-
ment by a difference of over 16°47. Although Al-Battani admired Ptolemy, he
improved on several of Ptolemy’s calculations, including the ecliptic of Earth’s orbit to
its equatorial plane.

Al-Battani’s theory of the Earth’s ecliptic: The inclination of the angle of Earth’s
equatorial plane to its orbital plane is 23°35’.

This figure is very close to the current measurement. The ecliptic for Earth can also
be thought of as the apparent yearly path of the sun as Earth revolves around it. In
other words, it is the angle of tilt of Earth to its solar orbital plane that is the major
cause of our four seasons—not how close Earth is to the sun. The Northern Hemi-
sphere is tilted more toward the sun during the summer, thus receiving more direct sun-
light for more daylight hours than in the winter, when the Northern Hemisphere is
tilted away from the sun. The situation is reversed for the Southern Hemisphere.

Al-Battani’s theory of the length of the year: The solar year is 365 days, 5 hours,
and 24 seconds.

Al-Battani’s calculations are very close to the actual figure of 365.24220 days that is
accepted today. This led to more exact recalculations for the dates of the spring and
fall equinoxes. The dates for the equinoxes and the accuracy for the length of the year
were important for various religions of the world that base many of their holy days on
the seasons and these particular dates.

Al-Battani’s concept of the motion of the moon: It is possible to determine the acceler-
ation of the motion of the Moon by measuring the lunar and solar eclipses.

Al-Battani was able to time the lunar and solar eclipses and thus able to extrapolate
this figure to calculate the speed of the moon in its orbit. He also devised a theory for
determining the visibility of the new moon. Albategnius, an eighty-mile plane surface
area on Earth’s moon surrounded by high mountains, is named for Al-Battani.

Al-Battani’s concepts of two trigonometric ratios: 1) Sines (which he formulated)
were demonstrated as more practical and superior to the use of Greek chords. (A chord is a
line segment that intersects a curve only at the end of the curve.) 2) Cotangents are the
reciprocal of tangents.

Considering the period in history during which Al-Battaini lived, his contributions
to astronomy and mathematics are extremely innovative and accurate. Al-Battani
devised tables for the use of sines, cosines, tangents, and cotangents, which are invaluable
for modern algebra and trigonometry. Copernicus credited Al-Battani with advancing
astronomy based on his work in trigonometry and algebra. For many years, Al-Battani’s
contributions to science and mathematics were considered preeminent and advanced
the cause of knowledge over the next several centuries. He is sometimes referred to by
his Latin name, Albategnius.

ALVAREZ’S HYPOTHESES OF SUBATOMIC COLLISIONS: Physics: Luis Wal-
ter Alvarey (1911-1988); United States. Luis Walter Alvarez was awarded the 1968 No-
bel Prize in Physics.

Alvarez K-capture hypothesis: The vacant inner K shell will capture an orbital electron
as the electron moves from an outer shell to the innermost K shell of the atom.
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Luis Alvarez’s discovery of the
number of high-energy nuclear colli-
sions of subatomic particles was the
result of his developing a liquid-
hydrogen bubble chamber. This “bubble
chamber” was able to detect the decay
of nuclei of atoms using the procedure
known as K-capture of the orbiting
electrons from the innermost orbit
(K shell or orbit) of atoms.

He also worked on the World War
II Manhattan Project where he devel-
oped the device for detonating the
atomic bomb. In addition, he held
over thirty patents, including those
for unique radar systems. His large,
seventy-two-inch  bubble chamber
first used in 1959 contributed to the
discovery of many elementary sub-
atomic particles.

Along with his son, Walter
Alvarez (1940-), and several other
geologists, he arrived at what is
known as “the Alvarez asteroid
impact theory” in 1980. The theory
states that an asteroid about ten miles
in diameter struck Earth approxi-

There is considerable evidence for this catastrophic
event. A 120-mile-wide crater, known as the “/Chic-
xulub”” impact crater is located at the tip of the Yucatan
Peninsula in the Gulf of Mexico. There is evidence that
this impact caused huge tsunamis in the area. (It might
be mentioned that another huge asteroid hit Earth at
about the same time in the Arabian Sea off the coast of
Bombay, India. It is called the Shiva Crater after the
Hindu god of destruction and renewal.)

Additional evidence for the Chicxulub Crater is
known as the K-T layer of sedimentary deposits. This is
a strip of clay with a relatively high concentration of
iridium brought to Earth by the asteroid. (Note: the “/K”
stands for Kreide, which is German for “cretaceous,”
and the “T" stands for “tertiary,” that are the two geo-
logical periods between which the clay strip of sediment
is found.) Other evidences of the ancient event are the
discovery of several rare earth elements (siderophiles),
particularly the rare earth iridium, as well as tektites that
are also found in the region. Tektites are quartz grains
that were vaporized by extreme heat and pressure that
crystallize into glass beads when cooled. Tektites result
from high-impact meteorites, asteroids, and bolides.
Many tektites are found in the K-T layer. Other evidence
of the impact are layers of quartz and glass beads found
at the crater sites.

mately sixty-five million years ago with an impact that sent debris into the atmosphere
that blocked the sun and caused worldwide storms, acid rain, and other chemical
changes in Earth’s air. Other conditions, such as fires and high winds, along with the
many volcanoes present at that time, contributed to the disruption in the balance of
the environment resulting in a cooling period during which much of the plant life was
wiped out. This loss of plant life killed off the herbivores (animals that survive on
plants) and subsequently the carnivores (meat eaters) that needed the herbivores as a
food source. Thus, with their food supplies eradicated, all species of dinosaurs suffered
extinction, that is the herbivores, carnivores, and omnivores.

AMBARTSUMIAN’S THEORY OF STELLAR ASSOCIATIONS: Astronomy:
Viktor Amazaspovich Ambartsumian (also known as Ambarzsumian Ambarzumyan) (1908—
1996), Armenia-Russia.

Star systems, including galaxies, form cluster type associations as they evolve.

Ambartsumian was a professor of astrophysics at the University of Leningrad and
later at the University at Yerevan in Armenia. He established the Byurakan Astronom-
ical Observatory in 1946 when he did most of his work in the evolution of galaxies and
star clusters. His main interest was the cosmogony of stars and galaxies and nebulas.
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Amdahl’s Law

His work on stellar dynamics led to his theory of stellar associations that is based on
loose groups of young hot stars that are located near the disk-shaped plane of our Milky
Way galaxy. This association occurs only with young stars that are just a few million
years old. As they age over many millions of years, the galaxy’s gravity will separate
them from their relatively close association sending them further apart from each other.
This seems to be evidence that new star formation in our galaxy is ongoing.

Ambartsumian was the first to propose that the T Tauri type stars are very young
and are found in groupings (clusters) that are expanding. In addition, he demonstrated
that as galaxies evolve, they lose mass. During his long career he also explored the na-
ture of interstellar matter and the radio signals emitted by galaxies.

A small planet was recently named for Ambartsumian, as was a dwarf galaxy located
in the constellation Ursa Major, referred to as Ambartsumain’s Knot.

AMDAHL’S LAW: Computer Science: Gene Myron Amdahl (1922-), United States.
Amdahl’s law of parallel computing can be stated in several ways, but it is basically
a law related to the acceleration of computers from using just a single computer to mul-
tiple parallel computers. The law is used to find the maximum expected improvement
to an entire system when only one part of the system is known. A simple statement of
the law is: Parallel computing that performs speedup of a parallel algorithm is limited by the

Sandia National Laboratory located in Livermore, Cali-
fornia, is one of three U.S. Defense Program Laborato-
ries of the U.S. Department of Energy. The other two are
Los Alamos in New Mexico where the Manhattan Pro-
ject created the first two atomic ‘‘nuclear fission”
bombs, and the Lawrence Livermore Laboratory in Cali-
fornia where the fission-type atomic bomb technology
was advanced to ““nuclear fusion” used by the much
more powerful hydrogen bomb (H-bomb). These labs,
although owned by the federal government are man-
aged and operated by contract to private corporations.
The Lockheed Martin Corporation operates the Sandia
facilities. The Sandia laboratory has four major responsi-
bilities, all related to meeting national security needs.
These four functions are 1) ensuring the safety, reliabil-
ity, and security of the nation’s nuclear weapons;
2) reducing the nation’s vulnerability to other nation’s
use of weapons of mass destruction; 3) improving and
enhancing critical infrastructures, in particular energy;
and, 4) addressing any new or possible threats to the
nation’s security.

Following World War Il these Department of Energy
laboratories have expanded their responsibilities and
assumed the major role in providing integrated systems
and engineering support for nuclear weapons and the
explosive core used to fire these weapons, and to ensure
the nation’s security from nuclear attacks.

fraction of the problem that must be per-
formed sequentially, which is to say that
a design is only as strong as its weakest
link.

In essence, this means it is not the
number of computers involved that is
the limiting factor, but rather it is the
algorithm that cannot speedup beyond
limits of the paralleling. The term
“speedup” is defined as the time it takes
a computer program to execute a pro-
gram with just one processor, divided
by the time it takes to execute the pro-
gram in parallel using many processors.
The formula for “speedup” is:

T
°TT0)

S = the “speedup.” The T(1) is the
time required to execute the program
with a single computer, while the T(J)
is the time required to execute the pro-
gram using a (J) multiple number of
computers in parallel.

Amdahl worked for IBM in devel-
oping the famous IBM 704, 709, and
7030 mainframe super computers. In
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1970 when IBM did not accept his idea for a new super computer, he left the company
and established the Amdahl Corporation located in California. He later founded other
related corporations in California. The Sandia National Laboratories in Livermore,
California, question the validity of Amdahl’s law when dealing with massive ensembles
of parallel computers. The equation for Amdahl’s law may need some revision for the
new hypercube-type processors.

AMPERE’S THEORIES OF ELECTRODYNAMICS: Physics: André-Marie Ampeére
(1775-1836), France.

Ampere came from a wealthy French merchant’s family who hired a private tutor
for his education. He was mainly a “self-taught” young genius who early in life showed
talent for mathematics. He taught mathematics in several universities and was honored
by Napoleon who in 1808 appointed him as the inspector general of the newly formed
French university system. In 1820 his interest was aroused at a demonstration of the
emerging field of electricity. He was inspired to learn more and just a week later was
performing his own experiments to explore the nature of electricity.

In the early 1820s Ampeére based his theories of electrodynamics on how electric
currents influence each other and how they interact with magnetism.

Ampere’s theory of flowing current and magnetism: When two parallel wires carry
current in the same direction, they will attract each other. And if the current flows in opposite
directions in the two parallel wires, they will repel each other.

Ampere related this attraction/repulsion concept to the two poles of magnets, which
led to his famous laws developed in 1825.

Ampere’s law, part I: The force of the electric current between two wires (or conduc-
tors) will exhibit the inverse square law, which states that the force decreases with the square
of the distance between the two conductors, and that the force will be proportional to the
product of the two currents.

Ampere’s law, part II: When there is an electric

charge in motion, there will be a magnetic field associated AMPERE’S LAW

with that motion.
Ampere’s law is related to induction, which can be Wire

expressed as the equation: dp = k A dl sin 0/r’, where Diar‘ection} N b oV

A'is the current and k is a proportional factor based on  of Current 4 4 0

either the cm (centimeter) or m (meter) units of the SI >>>>>
system. dP is the increase in the strength of the mag-
netic field due to an infinitesimal increment dl in the
length of the current element (a wire carrying the cur-
rent A); 0 is the angle between the current elements; Wire

and r is the distance from the element of wire to the Di:eztion $ $ i
part where the field is measured. (Note: the symbol for  of Current

[ ¢

electrical current may be A or I, depending on the con- w<ee<

. Wire
vention used.)

Ampere devised another law related to the magnetic Figure Al. Ampere’s Law. For both
effects of flowing electrical current in curved wires. examples, the strength of the magnetic
Ampere’s circuital law: The magnetic intensity of a fields generated between the wires

curved or enclosed loop of wire is the sum of the current decreases with the square of the distance

and can be determined by considering the sum of the between the wires.
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MAGNETIC FIELD OF CURRENT
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Figure A2. The “right hand rule” indi-
cates the direction of the magnetic field
as related to the direction of the flow of
current.

magnetic field for each segment of the loop. (This is similar
to Gauss’s magnetic law for closed surfaces.)

The equation for the circuital law is B(r) x 2nr =
A (B is the magnetic field at the center of the loop, r
is the radius of the loop, ® and p are constants, and A
[or upper case letter I] is the electric current). This law
measures the strength of the magnetic field in a solenoid
and determines the strength of the field in electromag-
nets used in electric generators and motors.

The unit of electrical current known as an ampere or
amp was named after Ampere and is given the symbol of
Aorl

Ampere rule: The unit of electric current flowing
through parallel, straight, long wires in a vacuum produces a
force between the wires of 2 x 1077 N (newtons) for every
meter of wire through which the current flows.

In other words, it is the measure of the “amount” of
electrical current flowing through a wire. As an analogy,
consider amps similar to the “amount” of water flowing
through a pipe every second. Another way to think of
an amp (A) is to count the number of electrons that
cross a particular point while flowing through a conduc-
tor (wire). The rule also states: One amp equals 6 x 108

electrons passing this point every second. Electrical appliances are rated according to the
number of amps (current) they use (e.g., a TV set uses 3 to 8 amps, a small motor
about 2 to 5 amps, a 100-watt light bulb about 1 amp, an electric stove between 10
and 25 amps, or more) (see also Faraday; Galvani; Oersted; Ohm; Maxwell).

There is another Ampere rule that states: The direction of the magnetic field surrounding a

conductor will be clockwise when viewed

from the conductor if the direction of the

Ampere’s contributions advanced the development of
many practical industrial devices that make our lives
more enjoyable and easier. For example, he suggested
his discovery could be used to send signals, which, over
time, became a reality (e.g., telegraph, the radio, TV).
Others, including Faraday and Oersted, used Ampére’s
laws to construct the dynamo (electric generator) and
the electric motor. A more recent application is the ex-
perimental nuclear fusion project to generate heat for
the production of electricity. This process requires very
strong magnets to produce the pinch effect that will con-
tain and concentrate the hot plasma gases required for
the application of nuclear fusion. However, controlled
nuclear fusion to produce electricity has yet to be devel-
oped to the point where it is practical. Strong electro-
magnets are also important for the operation of particle
accelerators and magnetic resonance imaging (MRI) and
positron emission tomography (PET) medical diagnostic
instruments.

current flow is away from the observer
(also commonly known as the “right-
hand grip rule”).

ANAXIMANDER’S CONCEPTS
AND IDEAS: Natural Philosophy:
Anaximander of Miletus (c.611-547
BCE), Greece and Turkey.

Although Anaximander’s writings
were lost, his many original concepts
and ideas were well known and
reported by other Greek philosopher/
scientists. Following are some of his
original concepts:

1. Anaximander contested his
mentor’s (Thales of Miletus)
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assertion that water was the main substance (element) on Earth. Anaximander
stated that basic matter is indefinite. This led to the Greek atomists’ concept of
the indivisible atom of matter.

2. The Earth does not “rest” on a body of water, as believed by many in his day.
Rather, it is not supported by anything, but it is in equilibrium with other bodies
in the universe.

. He was the first to use a sundial (in Greece) to determine the spring and fall equinoxes.

4. He was the first philosopher/scientist to propose a theory for the origin of

humans, as well as how Earth was formed.

5. He determined that the surface of Earth was curved but thought that its shape

was similar to a cylinder, not a sphere.

6. Earth’s axis was oriented east and west within the cylinder. Anaximander was

the first to draw a map of the entire world as known in his day.

W

ANDERSON’S POSITRON THEORY: Physics: Carl D. Anderson (1905-1991),
United States. Carl Anderson shared the 1936 Nobel Prize with Victor Franz Hess,

who discovered cosmic rays.

Cosmic rays passing through a cloud chamber produce tracks of negative particles
deflected in one direction (electrons), while producing tracks of particles with equal
curvature and equal mass in the opposite direction. Both are deflected by a magnetic
field. These particles can be only positive-type “‘electrons.”” Thus, they are new ele-
mentary particles called a positron.

In 1932 Carl Anderson’s concept of a positive electron (positron) was verified by
Patrick Blackett (1897-1974) and Giuseppe Occhialini (1907-1993). This conclusion
was arrived at by basing it on Paul Dirac’s (1902-1984) theory, that the positron was
the equivalent in mass but opposite in charge to the electron. Thus, it is an antiparticle,
and when considered by itself, it is stable. However, when a positron collides with an
electron, they annihilate each other to form a photon (quantum unit of light). In the
early 1930s this discovery was followed by nuclear physicists realizing that the nuclei of
an unstable element (radioactive nuclei) consists primarily of neutrons and protons and
will, during radioactive decay, produce four (instead of the previously thought three)
basic particles, namely, 1) the alpha particle (similar to a helium nucleus); 2) the beta
particle (similar to a negative electron); 3) the positron (similar to an electron, but with
a positive charge); and 4) the gamma ray (similar to a high energy X-ray).

The positron is considered antimatter instead of normal matter that led to specula-
tions that there might possibly be an “anti-universe” somewhere consisting of antimat-
ter. This is just that—speculation, not a proven fact. Anderson later discovered what is
called the mu-meson that was predicted by Hideki Yukawa. It is now called the muon
whose nature and role in nuclear physics are not yet completely understood. Anderson’s
use of the cloud chamber and his discovery of two new particles opened the path to the
exploration and understanding of numerous subnuclear particles.

See also Dirac; Yukawa

ANDERSON’S THEORIES AND MODEL: Theoretical Physics: Philip Warren
Anderson (1923-), United States. Philip Anderson shared the 1977 Nobel Prize in
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Angstrém’s Principle of Spectrum Analysis and Related Theories

Philip Warren Anderson was born on December 13,
1923, and raised on a farm in Crawfordville, Indiana
(near Indianapolis). He grew up during the Great
Depression. His family moved to Urbana, Illinois, where
he attended school. His grandparents and parents were
educated and had many friends who were scientists. As
a young man, Anderson did extensive reading and was
influenced by a high school mathematics teacher. After
graduation from the university high school in Urbana he
received a national scholarship to Harvard. During the
war years of 1940 to 1943 he majored in ‘‘electronic
physics’” and in 1943 was employed by the Naval
Research Laboratory to work on the then-secret radar
project. Anderson attended graduate school in 1945-
1949 where he made many friends and studied with
some famous physicists. In 1949 to 1984 he worked in
Bell Labs (now Lucent Technologies that was acquired
by the Alcatel Corporation) and is still a consultant to
the lab. In 1967 he became a professor of theoretical
physics at Cambridge University, and in 1977, along
with two other scientists, was awarded the Nobel Prize
in Physics. Philip Anderson is well known for his works
in magnetic superconductivity and quantum disorder in
systems and related areas. He has received many
awards over the years.

Physics with John Van Vleck and
Neville Mott for investigations of the
electronic structure of disordered
magnetic systems as related to
semiconductors.

Anderson’s “superexchange” the-
ory: This theory explains how the differ-
ent spins of magnetic atoms in a crystal
interact with nonmagnetic atoms that are
between the magnetic atoms within the
crystal.

This theory led to theoretical
statements related to superconductors
and antimagnetism.

Anderson’s model describes what
takes place when a metal, particularly
a semiconductor, acts when “impure”
atoms are present. This is of impor-
tance to the modern semiconductor
industry because the semiconductor’s
capacity is dependent on the type
and amount of impure atoms present
in the semiconducting element such
as silicon and germanium.

Anderson’s localization is based on
the idea that extended states of mat-

ter be localized by the presence of disorder in a particular system. Again, this deals with
impurities in crystals as related to superfluidity and superconductivity at extremely low
temperatures. This is related to the unique characteristic of heavy helium (H-3) at low
temperatures that behaves in an unusual fashion by climbing up and over the sides of a
beaker when at near absolute temperatures.

The Anderson—-Hamiltonian theory describes how electrons behave in a metal under-
going a transition phase.

Anderson’s work in quantum relationships as to how the structure of magnetic and
electronic structures affect disordered systems provided the information needed for the
development of electronic switching and magnetic memory disks used in modern
computers.

ANGSTROM’S PRINCIPLE OF SPECTRUM ANALYSIS AND RELATED
THEORIES: Astronomy and Physics: Anders Jonas Angstrb'm (1814-1874), Sweden.

Angstrom grew up in a simple home in Sweden where his father was a chaplain. He
studied and taught physics at the University of Uppsala. He received his doctorate from
the university in 1839 followed by a professorship and in 1858 became chairman of the
university’s physics department.

In 1853 Angstrom published Optical Investigations where he compiled a list of his
measurements of over one thousand atomic spectra lines that were visible for both the
gas and the types of electrodes used in the analysis. This work led to his principle
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related to spectrum analysis that states: A hot gas will emit light at exactly the same wave-
length at which it absorbs light when cooler.

This principle was formulated from his work with spectral analysis and led to his
analysis of the sun’s light spectrum. In 1868 he published Researches on the Solar Spec-
trum based on his observations leading to his conclusion that hydrogen gas is present in
the sun because it showed up in his analysis of the sun’s spectrum. This work enabled
him to demonstrate that the spectra of alloy metals are of a composite nature. In other
words, the metals that compose the alloys show up in the analysis as unique individual
spectral lines. He was also the first to view and analyze the spectrum of the aurora bor-
ealis, also known as the northern lights.

ARAGO’S WAVE THEORY OF LIGHT AND ARAGO’S DISK: Physics: Domini-
que Francois Jean Arago (1786-1853), France.

After discovering chromatic polarization of light in 1811, Arago investigated the
idea proposed by the French physicist A. ]. Fresnel that light was a wave. This was con-
trary to the theory of other physicists of the day, including Pierre de Laplace and Jean-
Baptiste Biot, that light was of a corpuscular nature and required a medium (the aether
or ether) through which to travel. Arago set up an experiment to prove the theory that
light travels through air and media with different densities in waves. He did this by mea-
suring the speed of light in air and water. Later, after Arago’s death, Jean Foucault and
Armand Fizeau proved his theory correct. Today, light is considered both a wave and
particle (photon), and there is no aether in space.

Arago also discovered how to produce magnetism by wrapping a wire that is carrying
electricity around a cylindrical piece of iron. This discovery led to the development of
the electric motor, the dynamo, solenoid, and other modern electrical devices.

Arago’s disk was a device consisting of a copper disk suspended above, but in close
proximity to, a compass. When the disk is spinning, it deflects the compass needle. This
is another example of the phenomenon known as Ampere’s electric/magnetic induction.

Arago was interested in astronomy and discovered the sun’s chromosphere and assisted
Urbain Leverrier (1811-1877) in the discovery of Neptune. In his later life instead of
continuing his work in physics, he became involved in politics. He was the government
official most responsible for the abolishment of slavery in most of the French colonies.

See also Ampere; Fizeau; Foucault; Fresnel

ARBER’S CONCEPT OF THE STRUCTURE OF DNA: Microbiology: Werner
Arber (1929-), Switzerland and the United States. Werner Arber and two other micro-
biologists (Daniel Nathans and Hamilton O. Smith) received the 1978 Nobel Prize for
Physiology or Medicine.

Arber was born in Switzerland and graduated from two major universities in his
home nation before attending the University of Southern California. He returned to
Geneva, Switzerland, where he served as professor of microbiology from 1960 to 1970.

He experimented with bacteriophages (a form of virus) that invade bacteria and
may cause hereditary mutations in the host bacteria, as well as undergo similar muta-
tions themselves.

Arber’s main concept proposed in 1962 relates to the use of a specialized enzyme
that can destroy invading phage viruses by cutting up and separating their DNA
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molecules into smaller pieces. Further, these “restriction enzymes” always attack the
DNA at precise and predictable locations on the molecule, which allows the smaller
strands of DNA to be reformed in combinations during what is now called “genetic en-
gineering.” This is possible because the bits of DNA that are separated are somewhat
“sticky” and can be made to combine with other “sticky” bits of DNA at different sites
on molecules.

This process is used in the treatment of genetic diseases (although not always suc-
cessfully), the cloning of plants and animals (also not always successfully), the use of
DNA as evidence in legal proceedings, and the mapping of genes in the Human Ge-
nome Project. The main benefit of Arber’s discovery is its use as a “tool” for further
genetic research. The benefits of genetic engineering are mixed, and much research is
still needed to make all its promises a reality.

See also Delbriick; Lederberg

ARCHIMEDES’ THEORIES: Mathematics: Archimedes of Syracuse (c.287-212 BCE),
Greece.

Archimedes was an accomplished theoretical and applied mathematician who devel-
oped “thought” experiments to test some of his ideas and then expressed their results
mathematically. He actually did not conduct controlled experiments as we think of the
process today. Only a few of his many theories and accomplishments are explored.

Archimedes’ theory of “perfect exhaustion” (calculation of pi): Archimedes was
not the first to recognize the consistency of the ratio of the diameter to the circumfer-
ence for all circles or to attempt the calculation of pi as this ratio has became known.
Objects of differing shapes and how their dimensions were related intrigued ancient
Stone Age people. They realized straight lines do not exist in nature and recognized
curved lines in the shape of rocks, plants, animals, and other objects. By about 2000
BCE humans recognized and roughly calculated the relationship of a circle’s measure-
ment in the sense that the larger the circle, the greater is its circumference. By the era
of the ancient Greeks, mathematicians understood this ratio was consistent for all
circles because they measured and compared the diameters and perimeters of various
circles. Soon after, this constant irrational number was given the Greek symbol 1t (pi).

Using his knowledge of the geometry of many-sided plane figures, such as squares
and multiple polygons, Archimedes proposed his theory of perfect exhaustion, which he
demonstrated by drawing a circle and inscribing several polygons on the inside and
outside of the circle’s circumference. At first, he used polygons with just a few sides.

Later he used multiple polygons with

ARCHIMEDES’ METHOD TO APPROXIMATE JT a5 many as ninety-six or more sides.

Figure A3.

This is often referred to as perfect
exhaustion because Aristotle used poly-
gons with larger numbers of sides.
Theoretically, a polygon with an infi-
nite number of sides could be used.
Through the use of geometry and
fractions, Archimedes measured the
inside polygons and compared them
Artist's example of Archimedes using geometry ~ with the measured outside polygons.

for ““Perfect Exhaustion” to estimate pi. He concluded that the polygons
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touching the circle on its outside circumference (perimeter) were slightly larger than pi
and that the polygons touching the inside of the rim of the circle were slightly smaller
than pi. Therefore, pi must be a value somewhere between these two measurements.
His value for pi was 3.14163, which he calculated as the figure between the inner and
outer polygons (31071 < ® > 3y/7). His figure for pi has been used for many hundreds of
years and was developed by using Euclidean plane geometry. This method of using ge-
ometry to calculate pi has physical limitations for arriving at the correct ratio.

Later mathematicians used algebra, which enabled the calculation of a more accu-
rate value for pi. With the invention of fast computers, pi has been run off to several
hundred thousand decimal places in a few hours. Yet one could run off pi on a com-
puter forever and still never reach a final number to make pi come out even, because it
is an irrational number.

Archimedes’ theory for the volume of spheres: The volume of a sphere is two-thirds
the volume of a cylinder that circumscribes (surrounds) the sphere.

[t is said that Archimedes wanted this theorem inscribed on his tombstone. Histori-
cally, measuring the volume of a sphere was difficult, whereas measuring the volume of
a cylinder was easy. Therefore, if one knew the volume of a cylinder that surrounded a
sphere, its volume could be determined.

Archimedes’ theory of levers: The mechanical advantage of a lever is due to the ratio of
the weight (load) to the action (effort) required to move the load, which is determined by
measuring the distance the effort moves from the central point (fulcrum) divided by the dis-
tance the load moves from the central point.

Humans have used the simple lever since prehistoric times. How people learned to
take advantage of this simple lever is unknown, but evidence exists that ancient people
were aware of the advantage of using sticks for digging and moving heavy objects by
prying them with sticks. Archimedes was the first to calculate the ratio of the distance
between a force and a weight, separated by a fulcrum. The placement of the fulcrum in
relation to the force and weight determined the ratio for the mechanical advantage.
Archimedes used his knowledge of geometry and mathematics to calculate the mechan-
ical ratio for several simple machines. For the simple lever, he believed the advantage
was the ability to move very heavy loads with little effort. Most of his demonstrations
of mechanics dealt with the simple lever. His major demonstration was the raising of a
large ship by pushing down on one end of a large lever that he had designed.

Archimedes’ concept of the inclined plane: It is easier to move a load along a long,
sloping ascent of a given height than it is to move a load of the same weight along a shorter but
steeper ascent to the same height.

Archimedes knew the mechanical advantage of rolling objects up a long inclined
plane of a given height rather than lifting them vertically for the same height. He
applied the concept of an inclined plane as a means of raising water in a well up to the
surface. He wrapped an inclined plane device around a central shaft to form a “water
screw,” which was placed with one end in the well and the other on the surface where
the water was to be used. When turned by a crank handle, this “helical pump” enabled
one man to lift water more efficiently than with any other pump then known. Remark-
ably, it is still used, twenty-three hundred years later, in Egypt and other parts of the
world.

Archimedes also developed catapults, cranes, pulleys, and optical devices that con-
sisted of a series of shiny metallic mirrors that reflected and concentrated rays of the
sun. All of the devices are believed to have been used to defend his city of Syracuse
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Figure A4. Archimedes’ Theory of Levers. Humans used levers for centuries and intuitively
knew their advantage, but the theory was not formalized until Archimedes stated it.

from Roman invaders. Although not the first to use his knowledge of physics and
mechanics in the name of war, Archimedes was one of the most successful.

Archimedes’ concepts of relative density and specific gravity: The compactness of an
object is related to the ratio of its weight divided by its volume.

Archimedes used his concept of buoyancy to measure the relationship between the
weight and volume of an object. No discussion can omit the famous story of how
Archimedes gained insight into the concept of density and specific gravity. As the story
goes, King Hiero of Greece asked Archimedes to ascertain whether a gold crown he
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commissioned from a goldsmith ARCHIMEDES’ SCREW
was pure gold or whether silver
was substituted for some of the
gold. Archimedes pondered the
question while taking a public
bath. He lowered himself into a
bath filled to the brim. As he sank
deeper into the bath, more and
more water spilled over the sides.
He immediately grasped the signif-
icance of this phenomenon,
jumped out of the bath, and ran
naked down the street shouting
“Eureka! Eureka!” (“I have found
it! I have found it!”). He pro-
ceeded to fill a bucket to the brim

with water into which he lowered Figure A5. Archimedes’ ““Screw” used the concept of an
the crown, catching and meas- inclined plane wrapped around a central shaft to form a “helical

uring the volume of the water that PUmMp” that one person could use to raise water from a well.

overflowed. He did the same with

equal weights of gold and silver.

Because gold has a greater density than silver, the ball of gold was smaller; thus with a
smaller volume less water spilled over the edge of the bucket. Once he could measure
the volumes of the water representing the volumes of the gold, silver, and the crown,
all he needed to do was to divide the figures obtained for the weight of each item by
their volume of water and calculate a ratio representing their comparative densities.
He could then determine how much of the crown was gold and how much was silver.
(Supposedly, the crown was not pure gold, and the goldsmith was executed.)

His principle led to the expression of density as the weight (mass) of an object di-
vided by its volume (d = m/v). Specific gravity is the ratio of an object’s density to that
of some standard. For liquids, water at 15°C temperature is the standard for specific
gravity expressed as 1.0. (Any object denser than water would have a specific gravity
greater than 1.0 and would sink, whereas any object with a density less than 1.0 would
float in water.) For gases, dry air is used as the standard pressure and temperature. Spe-
cific gravity is easier to use than density for making calculations because it is the same
value in all systems of measurement.

Archimedes’ theories, principles, and concepts have been refined over the ages, but
his genius has provided the basis for modern-day machinery and instruments.

ARISTOTLE’S THEORIES: Physics: Aristotle of Macedonia (384322 BCE), Greece.
In the estimation of many historians, Aristotle was one of the most influential
humans who ever lived. Although he was a philosopher concerned with classes and
hierarchies rather than a scientist concerned with observations and evidence, his phi-
losophy, methods of reasoning, logic, and scientific contributions are still with us and
continue to be influential. Much of Aristotle’s philosophy is related to his four causes:
1) the matter cause, which makes up all material, including living organisms; 2) the form
cause of species, types, and kinds of things; 3) the efficient cause of motion and change; 4) the
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ARISTOTLE’S LADDER OF NATURE final cause of development or the final goal of an intended
activity (maturity). He related these “causes” to inani-
) _ mate and animate phenomena. Only a few of Aristo-

| Man III tle’s theories related to limited areas of science are
| 1 Mammals .|| presented.

[ ! Avristotle’s topological-species theories: An ideal
[ Whales I' form is a living group in which each member resembles each
| .I Reptiles & Fish III other, but the group is distinct in structure from members
:. ' Octopus & Squid II of other groups. His concept can further be stated as

[ | Each living thing has a natural built-in pattern that,
b Jointed Shellfish | through reproduction, growth, and development, leads to
. Insects .II an individual type (species) similar to its parents. Aris-

totle also believed that all living species reproduce as

i Bielifers ||| to type (e.g., humans beget humans, cattle beget cat-
£ Soophytes | tle), but he considered a possible exception to this
| Jellyfish/Ascidians/Sponges || theory when applied to the lowest of species. He
[ : | organized species from lowly flies and worms at the
L Higher Plants |

| bottom, then lower animals, up to mammals, and then
(] e Bt \ humans at the top. Aristotle classified everything and
endeavored to write all as a unified theory of knowl-
edge, which preceded Einstein’s long-sought grand
unification theory by many centuries.

Avristotle’s theory of spontaneous generation: Flies
and low worms are generated from rotting fruit and
manure. He based this theory on observations, not
experimentation. Later scientists, through the use of simple experimentation, demon-
strated “spontaneous generation” of life does not exist, at least as expressed by Aristotle
and some former scientists (see also Leeuwenhoek; Pasteur; Redi).

Aristotle’s theory of taxonomy (classification) of living things: Nature proceeds from
tiny lifeless forms to larger animal life, so it is impossible to determine the exact line of demar-
cation. Reproduction identifies those giving live birth (viviparous) as being mammals and
humans, whereas those laying eggs (oviparous) are subdivided into birds and reptiles, and fish
and insects. Aristotle developed an elaborate classification system of nature later called
Aristotle’s ladder of nature. It listed inanimate matter at the bottom, progressing upward
from lower plants, higher plants, minor water organisms, shellfish, insects, fish, reptiles,
whales, mammals, and finally on the top rung of the ladder, humans.

Aristotle expressed his theory in a graphic structure called scala naturae or chain of
being, better known as “Aristotle’s ladder of nature.”

Avristotle’s three classes of living things: 1) vegetable, which possessed a nutritive soul
2) animals, who were able to move and thus had a sensitive soul; and 3) humans who had
intelligence and thus a rational soul, and who also possessed souls of all the types of creatures.

One of Aristotle’s classifications was that male humans had more teeth than did
females. As a philosopher concerned with the meaning of classes and hierarchies rather
than a scientist concerned with observations and evidence, neither he nor anyone else
at that time bothered to count the teeth in men and women. Regardless, “man” was at
the top class with a rational soul.

Aristotle’s concept of reproduction: An invisible “‘seed’’ of the most rudimentary struc-
ture was imparted by the male to join a female egg to produce an offspring of the same species.

L] Inanimate Matter '

Figure A6. Avristotle’s classification (taxonomy)
of living things known as the ““Ladder of Life”
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Some philosophers and scientists of Aristotle’s day (and later) believed the “seed”
(sperm) was a tiny, invisible person or animal that grew larger once it joined with the
female egg. Aristotle concluded this by observations made while dissecting and study-
ing fertile chicken eggs at different stages of embryonic development. He rejected most
theories about reproduction proposed by previous philosophers, including those that
posited that the sex of an embryo is determined by how it was placed in the womb, a
seed originates as a whole body, and the embryo contains all of the adult and body
parts (preformationism).

Aristotle’s laws of motion: 1) Heavy objects fall faster than lighter ones, and the speed
of descent is proportional to the weight of the object. 2) The speed of the falling object is in-
versely proportional to the density of the medium through which it is falling. 3) An object will fall
twice as fast as it proceeds through a medium of half its density. Thus a vacuum cannot exist
because the object would proceed at an infinite speed. This law is one of the few examples
indicative of Aristotle’s concern with the quantitative nature of things. Unfortunately,
he did not verify his insights by experimenting and making measurements. Although
his laws of motion were incorrect, they were accepted for many years and provided the
background for which Galileo and Newton revised Aristotle’s original concepts.

Aristotle’s concepts of motion were rather simplistic. When asked why things move, he
responded simply that it is because something moves them. He considered three types of
motion on Earth: 1) the motion of living things that is voluntary; 2) objects that are moved
tend to return to their a natural position of rest; and 3) when something is set in motion its
motion will cease once the “mover” is eliminated. These ideas are expressed as Aristotle’s
laws of motion: Violent (forced) motion will always be displaced by natural motion that ends in a
state of rest. The speed of a moving object is directly proportional to the force applied to it. In sim-
ple language this means if you cease pushing an object, it will stop moving. Philosophers
and scientists, before as well as after Aristotle’s time, could not accept the concept of action
(force) at a distance, such as gravity. There had to be something in contact with the object
that would force the object to move, and it could not just be “spirits,” as some believed, but
rather something physical. To Aristotle, all motion was self-explanatory because all bodies
sooner or later came to their natural place of rest in the universe. He explained his theory
somewhat in this way: Once “impulse” was given to a stone by throwing it up in the air, this
impulse was transferred to the air in tiny increments, which kept pushing the stone up.
These “air impulses” pushing the stone upward became weaker as the stone rose, and now
the natural motion of the stone returned it to the ground in a straight line, and finally to its
natural state of rest. When the “impulse” completely stopped, so did the object’s motion.

Aristotle applied his concepts of motion to his observations of heavenly bodies. His
theory states: Heavenly bodies move in perfect circles rather than in straight lines as bodies do
on Earth. Thus, heavenly bodies are not composed of the four earth elements but rather a fifth
element called aether. This concept that heavenly bodies and bodies on Earth obey sepa-
rate laws was followed by scientists until Newton’s time. Celestial bodies were “pure,”
whereas those on Earth were subject to death and decay. Aristotle’s theory of the prime
mover, impulse, and motion came very close to the modern physical law of conserva-
tion of momentum (see also Galileo; Newton).

Avristotle’s concept of infinity: Because the universe is spherical and has a center, it can-
not be infinite. An infinite thing cannot have a center, and the universe does have a center
(Earth). Therefore, infinity does not exist.

Most philosophers of Aristotle’s day believed the universe was composed of crystal-
line concentric spheres with the earth at the center; therefore, the universe was finite.
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Arrhenius’ Theories, Principles, and Concepts

Aristotelian logic is still taught in high school and uni-
versity courses in dealing with reasoning and logic and
is often used by debaters. The word ““logic’” is derived
from the Greek word logos, meaning a form of reason-
ing using speech. Several Greek philosophers before Ar-
istotle had developed forms of logic, but it was Aristotle
who advanced the study and whose writings still exist. It
is from these records that we have learned about the ba-
sic logic called ‘“Aristotelian syllogism.”” A syllogism is a
form of verbal deductive reasoning that contains three
parts, 1) first major premise; 2) second premise (both are
assumptions); and 3) a conclusion drawn from 1) and 2).
For example: 1) All warm-blooded land animals with
four legs are mammals. 2) Horses are warm-blooded
land animals and have four legs. And, 3) therefore, all
horses are mammals. Note that both 2) and 3) are con-
sistent with and contained within 1), the major assump-
tion. Syllogistic logic can be either positive [all 1) are
2)] as is the above syllogism, or negative [no 1) are 2)]
as follows: 1) All warm-blooded mammals can run. 2)
Birds are warm blooded and can run. And, 3) Therefore,
birds are mammals. Thus, a negative syllogism is flawed
logic. It is a type of fallacious statement often used by
people with the intent to deceive.

Somewhat the same argument was used
to negate the existence of a void, or vac-
uum. Accepting concepts such as infin-
ity and vacuum was beyond the
philosophical reasoning of people in
Aristotle’s time. [t was not until the six-
teenth century, when Copernicus pro-
vided credible evidence that the earth
was not the center of the universe, that
this geocentric concept was overcome.
Aristotle’s theory of the matter
and the aether: Because all celestial
bodies move in perfect circles, there must
be a perfect medium for this to occur.
This perfect medium that enables
circular motion is known as the
aether, which also has circular motion.
Aristotle accepted the classification of
elements as devised by Empedocles
(c.490—430 BCE) and others that placed
all things into four elementary groups:
earth, water, fire, and air. He saw the
need for a fifth class of matter when
addressing the heavens. Until New-
ton’s time, scientists continued to

accept the concept of aether (or ether, the Greek word for “blazing”). In its more sophisti-
cated form, it was referred to as the “fabric of space.” The concept of an ether existed into
the days of early radio. It was popular to believe that radio signals (and other electromag-
netic waves) were transported by something in space similar to the way sound is carried
by air. In Aristotle’s time, people did not believe the sun’s heat could reach Earth without
some form of “matter” transporting it.

See also Maxwell

ARRHENIUS’ THEORIES, PRINCIPLES, AND CONCEPTS: Chemistry: Svante
August Arrhenius (1859-1927), Sweden. Arrhenius was awarded the Nobel Price for
Chemistry in 1903.

In 1883 Svante Arrhenius proposed two related theories of dissociation. One deals
with what occurs when substances are dissolved in solutions; the other explains what
happens when a current of electricity is passed through a solution.

Arrhenius’ theory of solutions: When a substance is dissolved, it is partly converted into
an “active”’ dissolved form that will conduct a current. Arrhenius’ theory is based on the con-
cept that electrolytes in solution dissociate into atoms (see Figure A7, and see Faraday).

Arrhenius’ theory of ionic dissociation: 1) When an electric current is passed through
molten salt (sodium chloride, NaCl), it dissociates into charged ions of Na™ and Cl~. 2) Pos-
itive charged Na™ ions are attracted to the negative pole (cathode) and deposited as neutral
atoms of sodium metal, and the negative charged ions of Cl™ are attracted to the positive pole
(anode) and changed back to neutral atoms of chlorine, as the gas molecule Cl,.
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Figure A7. The positive ions are attracted to the negative cathode, and the negative ions
are attracted to the positive anode. The ions lose their electrons to form neutral atoms
through a discharge of the current between the electrodes and through the electrolyte, which
is an ionized compound in solution that can carry electricity.

Once the atoms are “dissociated” into ions in a liquid and become an electrolyte
solution, an electric current can pass through the solution, producing a completed elec-
tric circuit.

These theories are related to electrolysis and are important to many industrial pro-
cesses today, including electroplating. For instance, ionic dissociation is one way to
produce chlorine and sodium from common salt (NaCl). The dissociation of sub-
stances, such as NaNQOs, separates the compound molecule into Na (sodium metal)
and NO—(the negative nitrate ion). A similar process occurs when electroplating gold
and chromium, and other metals (see also Faraday).

Arrhenius’ principle of acid-base pairs: When an acid splits, it will yield hydrogen ions
(H"). When a base breaks apart, it will yield hydroxyl ions (OH™). Arrhenius extended
his concepts about ionic dissociation to include his theory related to acids and bases.
In general terms, this principle has been broadened to make it more useful for chemists,
who still speak of acid-base pairs. This broadened principle refers to the transfer of a proton
from one molecule to another: The molecule that gave up the proton is the acid, and the one
receiving the proton is a base. The process is used in industry to produce acids and alkaline
(basic) chemicals.
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Arrhenius’ rate law: The rate of a chemical reaction increases exponentially with the

absolute temperature.

Arrhenius and others based this phenomenon on their observations that when the
temperature rises, the rate (speed) of chemical reactions increases; conversely, when
the temperature cools, reactions slow down. They noted this for such things as spoil-
age and decomposition of fruits and vegetables in hot climates, though their useful-
ness can be extended by refrigeration. Also, bread rises faster in a warm environment,

In 1967 when the unmanned lunar lander Surveyor 3
landed on the moon, it contained a TV camera that was
recovered more than two years later by two astronauts.
They brought the camera back to Earth for testing. When
it was examined in a sterile environment, scientists were
surprised to discover that specimens of the bacteria
Streptococcus mitis were still alive and active. At first,
they were puzzled about the origin of these bacteria
and then realized they must have been in the camera
before it was launched to the moon. It seems amazing
that bacteria can exist in the cold/hot vacuum of space,
but this does not seem to be a problem for bacteria that
are found living in extreme environmental conditions on
Earth. When some species of bacteria are faced with
lack of water and are exposed to extreme temperatures
for extended periods of time, they break open and
release proteins, sugars, and other chemicals that act to
protect some of the surviving bacteria. If there are
enough bacteria in the colony and enough protective
substance is released, some of the protected bacteria
will survive. These protective substances are called cry-
oprotectives. Some surviving bacteria form an endo-
spore into which the original cell reproduces its
chromosomes. These inner endospores formed by the
original cell are protected by a surrounding wall, while
the outer original cell may perish. The protected endo-
sperm will survive most conditions, including boiling
water. There are many cases where bacteria have sur-
vived for thousands of year on Earth in very inhospitable
environments. One example is the bacteria found in the
gut of a bee that was preserved in amber as a fossil for
about forty million years. Actual bacteria, spores, or
viruses (or any other forms of life) from distant outer
space have yet to be found, in spite of advocates of
extraterrestrial life found on Earth by people who
believe in science fiction.

The theory of panspermia as the basis for the origin of
life and its evolution on Earth is now considered a hy-
pothesis that might be tested. The revival of this old
theory of life on Earth originating from outer space as
proposed by Arrhenius and others is based on some
unusual discoveries.

substances dissolve faster in warm
water, and so forth. Arrhenius’ rate
law can be expressed mathematically:
Rate = A exp(—B/T), where A and
B are constants that differ from one
reaction to another, and T is time.
The value of this equation is its use
in generalizing the concept based on
the fact that most chemical reactions
occur at room temperatures of about
20°C, and a rise of 10°C will double
the rate of the reaction.

Arrhenius’ theory of pansper-
mia: Life came to Earth as a bacterial
spore or other simple form from outside
the solar system.

After Redi and Pasteur discredited
the theories for spontaneous genera-
tion, other theories for the origin of
life were postulated, including theo-
ries of life arriving on Earth from
outer space. Arrhenius proposed a
theory, called panspermia, for the be-
ginning of life on Earth from extra-
terrestrial origins. This theory is
gaining some new proponents since it
was reported that simple organic mol-
ecules were found in some meteorites,
possibly from Mars, that landed on
the ice sheets of Antarctica. A mod-
ern version of the theory is that pre-
bacteria-type organisms capable of
reproducing are universal and develop
within a suitable environment any-
where in the universe (see also Hoyle;
Pasteur; Redi; Spallanzani; Struve).

Arrhenius’ theory for the green-
house effect: The percentage of carbon
dioxide in the upper atmosphere regulates
the temperature, which may be the cause
of the ice ages.
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Over eighty years ago, Arrhenius was one of the first to relate carbon dioxide to
global climate changes. Although he was unable to establish an exact relationship
between carbon dioxide and atmospheric temperatures, he considered the cooling and
warming effects of CO, as evidence for the cause of the past ice ages. His theory is
based on the belief that CO, in the atmosphere does not absorb the energy from the
sun that arrives on the surface of Earth in the form of light and infrared (heat) radia-
tion. In addition, the energy radiated from Earth is in the form of infrared radiation
that is absorbed by CO,, acting as a blanket thus creating a greenhouse effect. This
theory is still controversial; however, evidence indicates that there is a slight increase
in the levels of atmospheric CO, that may, or may not, have a slightly more warming
than cooling effect on Earth (about 1.5°C in the twentieth century). The increase in
water vapor plus methane from industry, decaying of organic matter, and animal flatu-
lence also contribute to a greenhouse effect. Another theory states the massive ice
age six hundred million years ago, when Earth was a complete ice planet, ended as
trillions of simple organisms produced enough carbon dioxide to create a greenhouse
effect. This may have resulted in the melting of the ice that covered Earth, thus per-
mitting the evolution of higher forms of life. Carbon dioxide also increases plant
growth on Earth, which provides food for a more diverse animal kingdom.

See also Rowland

ASTON’S WHOLE NUMBER RULE: Chemistry/Physics: Francis William Aston
(1877-1945), England. Francis Aston received the 1922 Nobel Prize in Chemistry.

Aston began his career in chemistry and physics just before the turn of the twenti-
eth century. He devised a new and improved pump used to create a vacuum inside glass
tubes that were used in gas discharge experiments. One area he explored was Crookes
dark space found in these discharge tubes. He discovered a phenomenon now known as
Aston dark space. This work led to his discovery of two isotopes of neon gas, each with
a different atomic mass. Further work led to his invention of the mass spectrometer
that uses electromagnetic focusing to detect any slight difference in the mass of atoms
of the same element (isotopes). This work led to Aston’s formation of the whole num-
ber rule, that in essence, states: The mass of the oxygen isotope is defined as a whole num-
ber, and all the other isotopes of elements have masses that are very nearly whole numbers.

Aston invented the mass spectrograph, an instrument that uses electromagnetic fo-
cusing to separate isotopes of the same element by slight differences in their atomic
weights. The nuclei of atoms of a specific element are composed of both positive pro-
tons and neutral neutrons. The number of protons determines the chemical identity of
the element, which does not change, whereas the number of neutrons can be more or
fewer than the number of protons. This explains the formation of isotopes of the same
element with different atomic weights. This difference in weight is very slight and was
not successfully detected until the development of the spectrograph. Aston used his
instrument to measure this minute difference in atomic weights and to separate and
identify 212 isotopes of nonradioactive elements. From his research he devised the
whole number rule, which advanced the fields of inorganic and nuclear science.

Aston’s invention of the mass spectrometer and identification of isotopes for atoms
has been invaluable to science. In his personal life he excelled in such sports as tennis,
swimming, rock climbing, and skiing. He was also an accomplished musician playing
the violin, cello, and piano.
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Atomism Theories

ATOMISM THEORIES: Physics. Theories related to the nature of atoms and related
scientists listed chronologically.

Theories of atomism date back to the fifth century BCE, when philosophers con-
ceived the idea that all matter was composed of tiny, indivisible particles. In ancient
times these ideas were classical philosophical theories deduced by reason and logic, not
by empirical or experimental evidence. The word atomos is derived from two Greek
words: a, which means “not,” and tomos, which means “cut.” In other words, you can-
not cut it, or it is indivisible. Several examples of atomic theories follow:

Leucippus’ atomic theory: Leucippus of Miletus (c.490-430 BcE), Greece. All matter
is composed of very minute particles called atomos. They are so small that there cannot be
anything smaller, and they cannot be further divided.

Not much is known about Leucippus, but he was the first to be credited with origi-
nating the atomic theory, giving the concept the name atom and describing the inde-
structible nature of atoms. One of Leucippus’ students was a philosopher named
Democritus, who is also credited with the “atomic concept.”

Zeno’s paradox: Zeno of Elea (c.495—430 BCE). One of Zeno’s theories stated that
conclusions could be reached by reason even when there was contradictory sensory evidence.
He used paradoxes to present his hypotheses that motion and distance could be divided
into smaller units ad infinitum. His most famous paradox was used by other philosophers
and scientists to explain the concept of the division of matter into smaller and smaller
particles while never reaching a final indivisible particle (see also Zeno).

Democritus’ theory of atoms: Democritus of Abdera (c.460-370 BCE), Greece. It is
assumed that Democritus and others who followed questioned Zeno’s paradox as a
rational way of looking at nature in the sense that the division of space and motion
could be divided indefinitely, and perhaps there was a final limit to the point of indi-
visibility. He further developed the atomic theory of his teacher, Leucippus. Democri-
tus and other philosophers considered what would happen if a person took a handful of
dirt and divided it by half, then divided that half into half, and continued dividing it
by halves. Eventually a point would be reached at which a single tiny speck of dirt that
could no longer be divided was all that remained. The result was considered, on a phil-
osophical basis, to be the indivisible atom of dirt. Democritus also theorized these tiny
“atoms”’ of matter unite to form larger masses, and the large mass could fly apart and the
smallest particles would still be the tiny atoms. This led to his theory that nothing can be
created out of nothing, which was the precursor to the basic physical law of conservation
of matter and energy.

Avristotle’s theory of the atom: Aristotle (384-322 BCE), Greece. Aristotle recorded
much of the philosophy of Democritus. He also credited Democritus with the concept
of the indivisible atom and accepted it as a rational, logical, philosophical explanation
(see also Aristotle).

Epicurus’ theory of the atom: Epicurus of Samos (c.341-270 BCE), Greece. Epicurus
kept the atomism theory current by demonstrating how it could be the basis for per-
ceiving reality and eliminating superstitions—the Epicurean concept of “just being
happy” and living a good life without fear. Later, the Romans adopted this philosophy
of the “good life.” The modern word epicurean is derived from Epicurus, whose theory
stated that atoms were forever in constant motion, perceivable, and thus ‘‘deterministic.”
Although he disputed Democritus’ concept of atoms as having “free will,” Epicurus was
the first to suggest atomic or molecular motion, which later developed into the con-
cepts of kinetic energy, heat, and thermodynamics.
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Lucretius’ theory of atoms: Titus Lucretius Carus (c.95-55 BCE), Italy. Lucretius was a
follower of Epicurean philosophy that life’s goal should be to avoid misery. His theory was
the last of the ancient classical period: There is a natural origin of all things in the universe,
including the heavens, physical objects, and living things, and all things, including living organ-
isms, are composed of atoms of different substances. Although atoms and molecules could not
be seen at this time, his ideas preceded the cell theory and the theory for the chemical ba-
sis of metabolism. He also preceded Charles Darwin by many centuries with his philoso-
phy that all living things struggle for existence, which is one of the principles of evolution,
more accurately stated as “natural selection.” Up to this time, the indivisible atom was a
concept that usually included inorganic matter. Lucretius is credited as being one of the
first to write about the atomic structure of living things, including humans, based more on
divine knowledge and his philosophy than on empirical evidence.

These ancient classical theories, concepts, and philosophies of atomism were mostly
ignored and unexplored for over fifteen hundred years. The more modern atomic theo-
ries that developed during later periods are presented alphabetically under the names of
the scientists.

See also Bohr; Boyle; Gassendi; Heisenberg; Rutherford; Thomson

THE AUGER EFFECT: Physics: Pierre Victor Auger (1899-1993), France

Born and educated in France, Pierre Auger was a professor of physics at the Univer-
sity of Paris who, after World War II, became the director general of the European
Space and Research Organization.

Auger discovered the “effect” or “process” that was named after him in the early
1920s. In essence it is a two-stage process that can be stated as: When an electron absorbs
energy from an X-ray photon it will lose that energy as an electron is emitted from an inner shell
(instead of a photon) as the atom rewverts to a lower energy state. This results in the emission of
an electron representing the energy difference and is known as the Auger effect.

[t is well known that the various energy levels of electrons in different shells are dis-
crete and unique to the atoms for each individual element. Thus, the Auger process is
the identification of the energy levels, which are signatures of the atoms that emit
quanta units of energy. Auger developed a spectroscope capable of using this effect to
measure this phenomenon. This spectroscope is useful in the laboratory to provide in-
formation about the electron structure of ionized atoms with different atomic numbers
(protons). The Auger process is used to identify the “signature” of specific atoms that
are emitting quanta of energy, including atoms that make up crystals.

AVOGADRO’S LAW, HYPOTHESES, AND NUMBER: Chemistry: Lorenzo
Romano Amedeo Carlo Avogadro (1776-1856), Italy.

Awvogadro’s hypothesis: If the density of one gas is twice that of another, the atomic mass
of particles of the first gas must be twice that of the particles of the second gas. This relation-
ship between the density and the number of particles in a given volume of gas opened
the field of quantitative chemistry, which became a more exact science because it
involved the analysis of measurements made of observed phenomena. It enabled molec-
ular weights of different substances to be compared by weighing and measuring the
combining substances. Using his hypothesis to compare molecular weights of the oxy-
gen and hydrogen molecules, Avogadro established that it required two hydrogen atoms
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to combine with one oxygen atom to form a molecule of water. Avogadro also
hypothesized that gases such as oxygen and nitrogen must be composed of two atoms when
in their gaseous phase. He named the particle, which is composed of more than one
atom, the molecule, meaning “small mass” in Latin. This concept led to the structure
of the diatomic molecule for gases (e.g., H, O, Cl,).

Awvogadro’s law: Equal volumes of gases at the same temperature and pressure contain the
same number of molecules, regardless of the physical and chemical properties of the gases. This
is true only for a “perfect gas.” Avogadro knew that all gases expand by equal amounts as
the temperature becomes greater (assuming that the pressure on a gas remains
unchanged). Through some insight on his part, he realized that if the volume, pressure,
and temperature were the same for any type of gas, the number of particles of each of the
gases, existing under the same circumstances, would be the same. His reasoning that all
gases under the same physical conditions have the same number of molecules was based
on the fact that all gas molecules have the same average kinetic energy at the same tem-
perature. Other physicists of his day called this unique law Avogadro’s hypothesis.

The scientists of this period of history did not completely understand this concept
and its relationship to the atomic weights of elements. This delayed the use of Avoga-
dro’s theories and principles for about five decades until they were rediscovered and
applied to modern chemistry. In 1858 the Italian chemist Stanislao Cannizzaro used
Avogadro’s hypothesis to show that molecular weights of gases could be definitely
determined by weighing 22.4 liters of each gas; thus the results could explain molecular
structure (see also Cannizzaro).

Avogadro’s Number: 6.023 x 10% is the number (N) of atoms found in 1 mole of an
element.

In other words, 1 mole of any substance, under standard conditions, contains 6.023 x
10% atoms. Avogadro’s number provided scientists with a very easy and practical means
to calculate the mass of atoms and molecules of substances. As an example, the number
of atoms in 12 grams of the common form of carbon 12 equals the atomic weight of car-
bon 12 (6 protons + 6 neutrons in the nucleus); thus 12 grams of carbon is equal to
1 mole of carbon. This is expressed as the constant N and applies to all elements and
also to molecules of compounds.

Scientists assigned the simplest atom, hydrogen, an atomic weight of 1, which then
results in the weight of 2 for diatomic molecules of hydrogen gas (H,). It was deter-
mined that at 0°C, under normal atmospheric pressure, exactly 5.9 gallons (or 22.4 lit-
ers) of hydrogen gas weigh exactly 2 grams. (In other words, 22.4 liters of any gas,
under the same conditions, equals its atomic or molecular weight in grams.) This estab-
lished that the atomic weight of any element, expressed in grams, is 1 mole. Avogadro’s
number is one of the basic physical constants of chemistry. Thus, 22.4 liters of any gas
weighs the same as the molecular weight of that gas and is considered 1 mole. Two
other examples: one molecule of H,O has a weight of 18 (2 + 16), so 18 grams of
water is equal to 1 mole of water; sulfuric acid, H,SO, has the molecular weight of 98
(2 + 32 + 64), so 1 mole of sulfuric acid equals 98 grams of H,SOj.

Using this constant makes chemical calculation much easier. All that is needed to
arrive at a mole of a chemical is to weigh out, in grams, the amount equal to its atomic
or molecular weight. These examples can be changed to kilograms, by multiplying
grams by 1000, but they are still equivalent as a molar amount.

Using the kinetic theory of gases and the gas laws, it is now possible to calculate the
total number of molecules in 22.4 liters (1 mole) of a gas. The figure turned out to be
six hundred billion trillion, or 600 followed by 23 zeros, or more exactly 6.023 x 107,
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BAADE’S THEORIES OF STELLAR PHENOMENA: Astronomy: Wilhelm Hein-
rich Walter Baade (1893—-1960), United States.

Baade’s theory of stellar populations: Population I stars are like our sun and are found
in the disk portions of galaxies. Population II stars are found in the ‘‘halo’’ region of galaxies.

As a result of his observations at the Mt. Wilson Observatory located in Pasadena,
California, Baade developed the concept of two different types of stars and his theory
of galactic evolution, which was based on the following characteristics of the two star
populations:

Population I Stars

1.
2.

3.
4.

Population I stars are younger halo stars (formed more recently than Population II).
Thus, Population I stars have more “heavy metals.” “Heavy metals” is a descrip-
tive term for all elements heavier than hydrogen and helium.

Population I stars have lower velocities as compared to our sun (disk stars).
Orion Nebula is an example of a younger Population I disk with more metals
than the sun.

Population II Stars

1.

2.

3.

Population II stars are older disk stars (formed early in galactic history). Popula-
tion II stars have fewer “heavy metals.”

Population II stars have random orbits and higher velocities than Population I
stars.

Stars in the “galactic bulge” are old but received heavy elements from supernovas.

Baade’s theory of star luminosity: The period/luminosity relationship is valid only for
Population I1-type Cepheid stars.
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Baade’s theory is based on the work of Henrietta Leavitt and Edwin Hubble who
determined the relationship of periodicity and luminosity of Cepheid-type stars that
vary in brightness. Baade’s work, combined with the results of other astronomers, led to
methods for determining the distance (in light-years), size, and age (in billions of years)
of Andromeda and other galaxies. Baade concluded that the Milky Way galaxy was
larger than the average galaxy, but, by far, it is not the largest (or oldest) galaxy in the
universe.

Baade also theorized that luminosity is related to the mass of stars. In other words,
1) there are more low-mass stars than bright high-mass stars; 2) this determines the ‘‘mass
function”” when referring to the number and density of stars; and 3) this is similar to the “‘lu-
minosity function”’ that relates to stars with different luminosities. This theory eliminates
the evolutionary processes of stars and just considers the initial mass function for stars.

In addition, Baade, as well as several other astronomers, developed several theories,
hypotheses, and opinions concerning dark matter. The phenomenon referred to as the
massive amounts of “dark matter” in the universe may be described as two major types:
1) massive compact halo objects (MACHOS) identified as brown dwarf stars, extra
large planets, and other types of very compact matter and 2) weakly interacting mas-
sive particles (WIMPS) that have not yet been discovered.

Following are some possibilities of why it is believed there is so much dark matter in
the universe that falls within the two general categories of dark matter: MACHOS or
WIMPS:

1. “Failed stars” called brown dwarfs or large planets similar to Jupiter that have
a mass-to-light (M/L) ratio less than the sun. (The sun is considered to have a
M/L of 1.)

2. “Stars with low luminosity” have a M/L less than 1 and are thus less massive than
the sun. (They most likely make up most of the disk of dark matter in the
universe. )

3. “Compact objects” consisting of neutron stars, dwarfs, and black holes that have
a high M/L ratio and thus not as many are required to form dark matter.

4. “Strange new massive particles” that are odd, not-yet-discovered, strange bodies
that in some way weakly interact with normal types of matter to form dark matter.

Baade’s theory of gravitational microlensing: Gravitational microlensing occurs when
one star happens to be positioned in front of another star.

Baade based this theory on work done previously by Albert Einstein. Depending
upon the distance between the two stars and on the positioning of the foreground star
in relation to the background star, the background star’s image is magnified due to the
“gravitational lens” effect of the gravity of the foreground star. This is called microlens-
ing because the difference (increase in size) in the image of the background star is often
too minute to be observed with a telescope. The chances of actually observing gravita-
tional microlensing are relatively small. Millions of stars must be observed to find a sit-
uation that correctly aligns one star of the right type in front of another star. In
addition, their masses, distance from each other, velocities, and brightness are limiting
factors. Therefore, this phenomenon is more likely to occur when looking edgewise at
a galaxy that appears as a flattened disk with a bulge at its center. This “bulge of stars”
provides more of an opportunity for seeing stars in alignment and thus the microlensing
phenomena. Note: When viewing a galaxy from above or below, it appears as a rather
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MILKY WAY

view from edge
Sun

view from top

Figure B1. Two views of the Milky Way: Top View and Edge View.

flat, spiral shape structure with a massive cluster of stars at its center and with stars dis-
persed outward on its spiral arms.

Baade is also credited with discovering two minor planets (more likely asteroids than
planets) that follow very elliptical orbits. One extends from the asteroid belt (between
Mars and Jupiter) to beyond Saturn. He named it Hidalgo, which is Spanish for a person
of noble birth. The other he named Icarus after a character in Greek mythology. The
“planetoid” Icarus has an elliptical orbit inside Mercury’s orbit and sweeps past Earth.

See also Zuckerandl
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Babbage’s Theory of Computing

Charles Babbage’s birth date is uncertain. It was either
the 26th of December 1791 or January 6, 1792. His fa-
ther was a banker in London who had the means to
send him to a private academy and then to continue his
education with an Oxford tutor. In 1810 he entered
Trinity College in Cambridge. Babbage became familiar
with the works of several scientists/mathematicians,
including Liebniz’s and Newton’s calculus. He helped
form the Analytical Society whose purpose was to study
abstract algebra and improve mathematics in Great Brit-
ain. He also helped found the Royal Astronomical Soci-
ety in Great Britain.

Charles Babbage, known as the father of computing,

BABBAGE’S THEORY OF
COMPUTING: Mathematics: Charles
Babbage (c.1791-1871), England.

A machine can be built to cal-
culate a series of values of poly-
nomial functions automatically
by using finite differences.

Astronomers and mathematicians
used other people, usually women,
called “computers” to do the compli-
cated calculations involved in their

is also credited with inventing the first ophthalmoscope
in 1847, although another inventor in Germany, Her-
mann von Helmholtz, was unaware of Babbage's instru-
ment and designed his own version in 1850. Babbage
gave his ophthalmoscope to a physician to test, but it
was neglected for a number of years until later revisions
and improvements resulted in the modern instrument
that is used to examine the retina, optic nerve, optic
disc, and blood vessels of the eye.

theoretical work, despite the fact
that inaccuracies often beset some of
their Thus, Babbage
was inspired to develop a machine
that could perform complex mathe-
matical computations without errors.
In 1822 he outlined his first plan for
a “difference engine” that is the
forerunner of today’s modern com-
puter. It was designed to more accu-
rately calculate star tables to improve navigation. Because of its potential of saving
lives at sea, the British government was interested and helped fund Babbage’s
research. This was most unusual because, in those days, governments did not fund sci-
entific research. However, the promise that his difference engine would improve nav-
igation was a “selling point.” Babbage’s first attempt was more complicated than he
expected. He suffered a nervous breakdown in 1827, the year in which his wife, two
sons, and his father died. He ceased work on the project in 1833. Some years later,
when he still had no success, the government, as governments are bound to do,
stopped funding his research. Although the cessation of funding by the British gov-
ernment effectively ended the practical application of the Babbage “computer,” the
fact that he could not afford to build the actual machine exclusively with his own
funds did not end the theoretical nature of his work. Beginning in 1833, Babbage
worked on a different concept that he called an “analytical engine” for which he is
more famous. It was based on the system of punch cards used in looms that wove fab-
rics. Babbage believed instructions could be built into these cards for the loom opera-
tors to follow to design the final product. The famous IBM punch card computer of
the mid-twentieth century used a similar system.

Babbage started construction on his difference engine in 1823. It is still in existence.
In 1991 a working model number 2 was built from Babbage’s drawings of his original
model. The “first difference engine” stood 8 feet high, had 25,000 parts, and weighed
15 tons. Today, the model can be seen in London’s Science Museum. Babbage also
designed a printer that could be used with his engine computer that had many features
of modern computer printers.

See also Turing

calculations.




Babo’s Law

33

BABINET’S PRINCIPLE: Physics: Jacques Babinet (1794-1872), France.

Babinet’s principle, sometimes referred to as “Babinet’s theorem,” states: The diffrac-
tion pattern from an opaque body is identical to that from a hole of the same size and shape as
the opaque body except for the intensity of the diffracting light beam.

Babinet’s principle/theorem is true for light and all other types of electromagnetic
radiation and is used to detect the relative sameness of size and shape of materials and
objects. Although this theorem is most often used in the field of optics, it holds true
for all waves of the electromagnetic spectrum. It finds practical uses in determining the
equivalence in the size and shapes of objects. For example, by shining a laser light
beam through a small blob of blood cells, the diffraction patterns can be used to deter-
mine the size of all the blood cells. Another example is the corona or ring-like haze
observed around the moon that is caused by sunlight, and which is reflected from the
moon’s surface, being diffracted by either clouds or water droplets in the earth’s atmos-
phere. This effect is measured by the intensity of the diffraction pattern of the beams
of moonlight entering the earth’s atmosphere.

Interested in optics and polarization, Babinet developed several instruments and tech-
niques to measure the properties of rocks and minerals, as well as the optical nature of
metrological phenomena. He was the first to measure the polarization of light and the
nature of rainbows. He was educated at the Ecole Polytechnique and later in 1812 at
the Military School in Metz. In 1820 he became a professor at the College Louis le
Grand and in 1840 was elected to the French Academy of Sciences. Throughout his life
he had varied interests in the optical nature of minerals, polarization of light, meteorol-
ogy, magnetism, geography, and cartography. He designed and invented several instru-
ments including the Babinet compensator and the polariscope that are used to polarize
light for microscopes. He also invented the goniometer used to measure refractive indices.

He is best known for his standardization of the Angstrom unit of light as the wave-
length of light emitted by heated red cadmium. He suggested that a particular wave-
length of light could be used as a standard to measure length. In 1960 his idea was
accepted and was used as a definition for the length of the meter. This standard for the
meter was the length equal to 1,650,763.73 times the wavelength of orange light emit-
ted by the gas of the pure isotope krypton-86 when the gas is excited by an electrical
discharge. The krypton-86 wavelength standard for the meter was changed in 1983 to
equal the fraction 1/299,792,458 that light travels in one second.

BABO’S LAW: Chemistry: Lambert Heinrich Clemens won Babo (1818-1899),

Germany.

The vapor pressure over a liquid decreases proportionally when specific amounts of
solute are dissolved in the liquid.

This was the first quantitative measurement that stated that the vapor pressure of a
liquid is decreased proportionally to the amount of solvent added to the liquid, when
the liquid’s temperature is unchanged.

In 1845 Lambert von Babo was appointed to an assistant professorship at the Uni-
versity of Freiburg in Germany and later advanced to a full professor in 1859. Babo was
one of the earliest chemists to do quantitative studies of vapor pressures over water. As
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a chemist he was aware of works of Charles Blagden (1748-1820), the British physician
and scientist, who in 1788 observed that adding a solute to a solvent lowered the freez-
ing point of the solution, as well as that of Michael Faraday who in 1822 determined
that adding a solute to a liquid raised the solution’s boiling point. In 1882 the French
physical chemist Francois Marie Raoult performed more quantifiable experiments to
show how solutes that affect the freezing points of a solution might be used to deter-
mine molecular weights. All of these chemists were familiar with Robert Boyle’s
research that established the relationship between temperature, pressure, and volume of
gases.
See also Raoult

BACON’S CONCEPT OF INDUCTIVE REASONING: Philosophy of Science:
Francis Bacon, 1st Baron Verulam, Viscount St. Albans (1561-1626), England.

Francis Bacon was a philosopher/scientist, politician, and writer, whose book Novum
Organum, published in 1620, has influenced every scientist since his day by introducing
the logic of induction and devising his “scientific method,” which in essence proceeds
from the specific to the general:

Approach the problem without prejudices; proceed with inquiry.

Observe situations accurately and critically.

Collect relevant facts and data from observations; make measurements.

Infer by use of analogies based on characteristics of observed facts.

Draw general conclusions from the specific to the general.

Correct initial conclusions with new insights. Truth comes from error, not
confusion.

AN Al

Francis Bacon started his career at the age of 12 when he entered Trinity College,
Cambridge, although he never graduated. He then pursued a career in law in 1576 and
was first elected to the House of Commons of Parliament in 1584. He continued his ca-
reer as a statesman and was knighted 1603. In rapid succession he became the attorney
general in 1613 and was proclaimed a Baron in 1618 and the Viscount St Albans in
1621. But all this ended in the same year he became Viscount when he was removed
from office after being convicted of accepting bribes. He was removed from Parliament,
fined, and sent to prison. In 1621 King James I pardoned him, but he was not allowed to
return to Parliament. (King James [ was actually the Scottish King James VI who suc-
ceeded the unmarried, childless English Queen Elizabeth I upon her death in 1603.) This
crime was unfortunate for his political career but was fortunate for science as the rest of
his life, although short, was devoted to efforts related to the philosophy of science.

His early philosophy was concerned with purging the mind of what he called “idols”
that are the tendency of humans to believe in things that are not true (errors). (This
seems to be as true today as in the 1600s.) His intention was to write a six-volume
work called Instauratio Magna (Great Restoration) that included 1) a way to classify sci-
ence, 2) his new inductive science, 3) a listing of facts acquired by experimentation,
4) how to use new approaches to learning, 5) general facts learned from natural history,
and 6) his final philosophy of the science of nature. However he completed just two
parts of this massive project: The Advancement of Learning in 1605, which was a review
of the state of knowledge in England at that time in history and which was expanded
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in Latin as De Augmentis Scientarum in 1623, and Novum Organum (Indications
Respecting the Interpretation of Nature) which was published In 1620—the year
before his removal from Parliament.

Although Bacon is not considered a great experimental scientist, his philosophy of
science, best known for his inductive method of investigation nature (scientific method)
was appreciated by later scientists, such as Robert Boyle, Sir Isaac Newton, Voltaire,
Robert Hooke, and many others who considered him the father of modern science.

His inductive method was a great improvement over the Aristotelian deductive method
(that proceeds from the general to the specific) and the philosophical thought processes
many ancients used to arrive at conclusions. (Bacon disagreed with Aristotle’s philoso-
phy that was based on “truth is derived from authority,” and he believed that Arisote-
lianism produced only disputes.) Bacon’s inductive reasoning improved the way
scientists observed and experimented and thus arrived at a more authentic or “factual”
understanding of nature. It also improved the process of establishing scientific hypothe-
ses that could lead to new theories, principles, and laws of nature while still leaving
room for future corrections. Of great importance was his idea of generating tentative
conclusions such as hypotheses and theories that could be addressed and corrected by
further scientific investigations.

Bacon was the first to observe that the coastlines on both sides of the Atlantic
Ocean (Europe/Africa and North/South America) seemed to fit each other. Years later,
this concept was developed into the theory of continental drift by Suess and Wegener.

See also Boyle; Ewing; Hess; Hooke; Newton; Suess; Wegener

BAEKELAND’S CONCEPT OF SYNTHETIC POLYMERIZATION: Chemistry:
Leo Hendrik Baekeland (1863-1944), Belgium and the United States.

Leo Hendrik Baekeland started his career as a professor of physics and chemistry at the
University of Bruges in Belgium in 1887 and later returned to University of Ghent where
he received his doctorate. On his honeymoon in 1889 in the United States he realized that
this was the place to begin a career as an industrial chemist. More of an entrepreneur than
an academic professor, Baekeland started a consulting laboratory to explore possibilities in
the field of photography. His first success was the invention of paper called Velox that was
coated with light sensitive salts that

could be used to produce positive pho-
tographs from the projection of the
image from a negative of the image. It
became a well-known product that he
sold in 1899 to George Eastman of the
Kodak Company for $1 million. These
funds provided independence enabling
him to investigate a new field of chem-
istry known as polymerization.
Baekeland began with experiments
to find a substitute for shellac that at
the time was manufactured by col-
lecting a natural resin secreted by an
oriental beetle that deposited this
secretion on twigs of trees in India.

As a chemical reaction, polymerization requires that
small molecules that make up larger molecules have at
least two points involved in the reaction. The reaction
usually requires a catalyst and heat, and often light and
pressure, to force the smaller molecules to combine into
larger chain-like macromolecules called monomers.
There are two major types of polymerization. One,
known as condensation polymerization, takes place
when the growing chain eliminates some of the smaller
molecules such as H,O and CH3OH. The other is called
additional polymerization in which the polymer is
formed without the loss of other chemicals. Polymeriza-
tion can occur in nature, but today there are many
known polymerization chemical processes used to make
synthetic versions of what we now know as plastics.
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After collecting the resin, and then undergoing a process of cleaning and purifying, it
was formed into thin sheets. When broken into flakes, it was called “orange shellac.”
Natural shellac is soluble in alcohol but not water and is used as an undercoating on
wood before varnish is applied. Because it is a “natural” product, shellac’s source and
availability was limited. This inspired Baekeland to find a synthetic substitute, although
his motives were less than altruistic, as he openly admitted his main goal was to make
money. Many scientists by patenting their discoveries have a motive to make money,
which in a democracy is considered moral if the goal is to provide a useful product.

As an experimental chemist, he combined the synthetic phenol/formaldehyde resin-
like substance that was first produced by Johann Friedrich Adolph von Baeyer in 1871
but had no success. By adding some other ingredients, including wood flour filler, as
well as applying heat and pressure, he produced the first synthetic plastic, Bakelite in
1909. It was named after him. Soon after, Baekeland founded the General Bakelite
Company that merged with two rivals, the Condensite Corporation and the Redmanol
Company in 1922. In 1939, the Bakelite Corporation, the new name, was acquired by
Union Carbide and Carbon Corporation.

Bakelite can be formed in molds, machined, and produced in many forms. One of
its essential properties is its electrical insulation capability. As the first totally synthetic
plastic, Bakelite was used in the manufacture of a variety of toys, kitchenware, tele-
phones, and other electrical related equipment. The complexity and high cost of its
production, along with its brittleness and other undesirable qualities, proved its
undoing when other superior plastics were able to be produced. Bakelite was soon
replaced by other polymer plastics.

Leo Hendrik Baekeland served as president of the American Chemical Society in
1924 and continued producing scientific papers until his death in 1944.

BAER’S LAWS OF EMBRYONIC DEVELOPMENT: Biology: Karl von Baer
(1792-1876), Germany and Russia.

Individuals develop by structural elaboration of the unstructured egg rather than by a
simple enlargement of a preformed entity. This theory, also referred to as epigene-
sis, is based on Baer’s four rules formulated in 1828:

1. In a large group, the general characteristics of animals will appear early in their
embryonic development, whereas more special differences will appear later in
their development.

2. The more general structural forms are formed before the less general structural
forms are developed. Both forms are followed by the development of the most spe-
cific structural forms.

3. The more an embryo of a given animal becomes specialized, the more different it
becomes from other species of animals as it matures.

4. Therefore, the embryos of higher animals only resemble other animal forms in
the embryo stage.

This theory is basic to the field of embryology and, in essence, states that mammal
development proceeds from simple (general) to complex (specific)—from homogeneous
to heterogeneous. This means that, though all mammal embryos may look similar and
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have similar rudimentary structures,
they grow up to be very distinctly dif-
ferent adult species. Baer’s theory
made the recapitulation theory impos-
sible because young embryos are un-
differentiated in form and are not
previous adult ancestors. This means
that mammals of a higher form of ani-
mal never resemble any other form of
animal, except in the embryo stage.
In other words, animal development
proceeds from the general to the more
specific. As the embryo matures into a
fetus and later grows into an adult
changes are not only differentiated
but also irreversible.

Although of German descent, Karl
von Baer was born in Estonia, where
he studied and graduated with a
degree in medicine in 1814. However,
he was dissatisfied with his medical
training and moved to Germany and
then Austria for more advanced stud-
ies from 1814 to 1817. Beginning in
1817 Baer taught at the University of
Konigsberg (present-day Kaliningrad)
in Russia where in 1826, while study-

ing follicles and eggs (ovum) of mammalian ovaries, he identi-

In addition to embryology Karl von Baer had other inter-
ests. He teamed up with Jacques Babinet, a French physi-
cist, to study factors that influence the directional flow of
rivers, as well as currents in other bodies of water. This
law is known as the ‘’Baer-Babinet law of current flow.”
The directional flow of rivers, as well as ocean currents
such as the Gulf Stream, are affected by the results of tec-
tonics (movement of continental plates) and the Coriolis
force created by the rotation of Earth. Tectonic move-
ments of large plates of Earth have altered land structures
and influenced the currents of rivers, lakes, and oceans by
uplifting some regions as one giant plate overrode another
plate. This geological activity creates an uplift of the litho-
sphere (Earth’s crust) in some areas while submerging
other regions, causing water to flow from the higher
uplifted areas to the lower submerged region. The other
force that affects direction of water flow is related to the
physical law of ‘“conservation of angular momentum”
that is exhibited by the rotation of Earth on its axis. A river
flowing northward will be diverted to the east due to the
Coriolis force, whereas a stream flowing southward will
be directed to the west. This effect is responsible for the
direction of flow of the Gulf Stream northeastward toward
Great Britain, and the counterclockwise direction of
winds in hurricanes heading out of the South Atlantic
Ocean to the north along the East Coast of the United
States. See also Babinet; Coriolis; Wegener

CARBON ATOM

fied the ovum as developing into an embryo. He continued the

studies of other biologists in this area and is now known as the
father of comparative and descriptive embryology. Baer also cor-
rected some of the misconceptions of the mechanistic view of

Carbon
Atom

mammalian development from embryo to fetus to adult. The

common belief of many biologists of his day and before, even as '
far back as Aristotle, was the embryos of one species pass
through comparable stages to adults of other species. This was .
known as “recapitulation theory,” or as “ontogeny follows phy- L |
logeny,” and also as Haeckel’s “biogenetics law.” These theories
all state that the embryos of one species pass through stages

comparable to adults of other species.
See also Gould; Haeckel; Russell

BAEYER’S STRAIN THEORY FOR COMPOUND
STABILITY: Chemistry: Johann Friedrich Adolph von Baeyer

(1835-1917), Germany. He was awarded the 1905 Nobel Prize

in Chemistry for his work on organic dyes and hydroaromatic

compounds.

Figure B2. Tetrahedron structure
of carbon atom.

Bond
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After twelve years as a successful teacher of organic
chemistry in several schools, Adolph von Baeyer moved
to Munich where he spent the rest of his life working on
the organic chemistry of dyes. He discovered phthalein
dyes, phenolphthalein, and fluorescein as well as a phe-
nol-like formaldehyde resin that was further commer-
cially developed by Leo Baekeland as Bakelite (see
Baekeland).

Baeyer is best known for his synthetic development of
a synthetic indigo dye begun in 1865. Indigo dye known
for its distinctive blue color has an interesting history. It
is one of the oldest dyes used to color textiles and in
paintings and has been used for hundreds of years in
Asia and India. It was even known in ancient Greece,
Rome, and the Middle East. India was the major supplier
of indigo to Europe during the occupation by Roman
troops and into the Middle Ages.

Indigo dye originates in several plants including the
woad (/satis tinctoria), the dyers’ knotweed (Polygonum
tinctorum), the true indigo plant in Asia (Indigofera tinc-
toria), plus several other varieties from Asia, Central,
and South America. Native plants that were used to pro-
duce indigo, particularly in India during the 1800s were
replaced by the synthetic versions produced in the late
1800s and early 1900s. The development and produc-
tion of synthetic dyes devastated the indigo business in
many countries. In modern times, over 17,000 tons of
synthetic indigo dyes are produced in several countries.

Indigo dye is not only used to dye blue jeans. (Cloth
dyed with indigo fades when repeatedly washed
because indigo is not a “fast’” dye. This quality seems to
make clothing dyed with indigo more desirable to
young people.) It is also used as a food coloring known
as Blue No. 2.

The original synthetic indigo dye Baeyer developed
was too expensive for commercialization; but later
other similar chemical compounds were synthesized,
and by 1890 they became inexpensive and thus com-
mercially successful. Baeyer also worked on hydroben-
zenes, terpenes, organic explosives, uric acid, and
synthesized barbiturate drugs. There are several tales
about how he came to the term “‘barbiturate.” One
involves it being named after a lady friend of his, Bar-
bara. Another is that he celebrated his discovery on
the feast of St. Barbara. Although interesting, both are
unproven.

Chemical compounds (mole-
cules) are less stable the more
they depart from a regular tet-
rahedral structure.

A regular tetrahedron is a four-sided
(faces) polyhedron. Each face is a trian-
gle. It has four verticals and six line seg-
ments that join each pair of verticals. It
may also be described as an analog of a
three-dimensional triangle. This is the
typical structure for some crystals and
carbon compounds, where the carbon
atom provides a covalent bond to each
of the four corners of the tetrahedral
atom to other elements (see Figure B2
tetrahedron, and Figure V3 carbon
atom under Van’t Hoff.) Think of the
tetrahedron structure of the carbon
atom as having one electron at each of
the four corners. Each of these elec-
trons can be shared with the outer elec-
trons of other carbon atoms and atoms
of other elements to form a wide variety
of structures, such as long chains of car-
bon atoms with branches or rings
whose “skeleton” is formed by connect-
ing carbon bonds. This unique tetrahe-
dron structure for carbon makes it
important for the formation of the
many different types of organic mole-
cules that make up plants and animals.

See also Kekule; Van der Waals;
Van’t Hoff

BAHCALL’S THEORY FOR THE
SOLAR NEUTRINO MODEL: As-
tronomy: John Norris Bahcall (1934-
2005), United States.

The sun produces 10°° neu-
trino events every second (solar
neutrino units of SNU) at a

density (flux) of 8 SNU.

A neutrino is an elementary particle classed as a lepton (somewhat like an electron
of the same class) that has zero mass at rest as well as a zero electrical charge. It has
other characteristics that make it useful for studying other minute particles produced in
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accelerators. The sun’s interior is a natural nuclear fusion (atomic) reactor that pro-
duces its energy by the proton-to-neutron chain reaction by converting four protons
(hydrogen nuclei) into helium, neutrinos, and other forms of energy such as gamma
rays as well as the kinetic energy of the neutrinos and other moving particles that
travel from the interior of the sun to the earth. The solar neutrino model presents sev-
eral problems related to the number and types of emissions of neutrinos from the sun.
John Bahcall and several other theorists predicted that neutrinos, which are considered
weightless, will strike the earth and not be absorbed, as are some of the other heavier
particles created by the fusion reaction that takes place in the sun. His theory was
tested by others but did not seem to hold up very well. This prompted Bahcall to con-
sider several options to his theory. One was that the sun was going through a passive
phase and that only over a long period of time (cycles) would his predictions be accu-
rate. Another consideration was that the neutrinos were decaying before they reached
Earth, thus causing a lower count than his predictions. Still another consideration was
that perhaps the entire solar neutrino model was wrong, which caused a false count in
his predicted neutrino rate and density. The problem is still not settled and is now left
up to the development of better instrumentation or revised and improved theories to
account for the extent of neutrino production by the sun. More recent speculation
involves the vast amounts of dark matter (over 90% of all matter in space) that may be
composed of neutrinos left over from the big bang. It is now estimated that one type of
neutrino, called the electron neutrino, is not exactly massless but has a tiny mass of
about 0.5 eV to 5.0 eV, which is less than 1 millionth the mass of a regular electron.

Until improved equipment is developed and additional and improved data is acquired
relating to the neutrino problem, it will remain speculation and a problem for future
theoretical physicists and cosmologists to solve.

See also Bethe; Birkeland; Fermi; Pauli

BAKKER’S DINOSAUR THEORY: Biology: Robert Bakker (1945-), United States.

Dinosaurs were warm-blooded, similar to mammals and birds, and were not related

to cold-blooded reptiles.

Robert Bakker based his theory of warm-blooded dinosaurs on the following evi-
dence: 1) Bones of warm-blooded animals, such as mammals and birds (including some
dinosaurs), have blood vessels, whereas cold-blooded reptiles’ bones exhibit growth
rings. Other bone structures also suggest that at least some dinosaurs were warm-
blooded. 2) The fossil of a dinosaur heart with four chambers was found that indicates
that at least some species were warm-blooded. Other fossilized dinosaur hearts were
chambered—similar to reptiles. 3) Cold-blooded animals cannot withstand large varia-
tions in climate, such as the cold northern parts of the United States and Canada.
Cold-blooded animals are ectothermic, which means their bodies cannot self-adjust in-
ternal temperatures to react to external temperatures. They do not have an internal
thermostatic system to control their internal temperature, thus they need less food and
less sleep. Because dinosaur fossils have been found in cold northern climates, it seems
that they were endothermic. Although warm-blooded animals are endothermic and do
have internal thermostatic systems, they need more food and sleep; and 4) warm-
blooded animals have a high rate of metabolism. Therefore the prey ratio is much
higher for warm-blooded mammals than reptiles—that is, the food consumption for
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Balmer Series

warm-blooded animals is many times higher (per unit of body weight) than it is for
cold-blooded reptiles. Fossil evidence suggests dinosaurs consumed vast amounts of
plant and animal foods.

From these data, Bakker, as well as some others, concluded that, at least, some spe-
cies of dinosaurs were more closely related to birds than reptiles, both having a com-
mon fossil ancestor known as thecodonts that means “animals with teeth embedded in
the jaws.” Bakker’s theory created much discussion in the field of paleontology and
raised concerns about some of the concepts of evolution. (He is a Pentecostal preacher
and a proponent of theistic evolution.) Not all scientists agree that dinosaurs were
warm-blooded. His theory is still being debated.

BALMER SERIES: Mathematics and Physics: Johann Jakob Balmer (1825-1898),
Switzerland.

The Balmer series is the designation of a set of Balmer lines that are lines in the
hydrogen spectrum that are produced by changes between n = 2 and levels greater than
2 either in emission or in absorption, where n represents the principal quantum number.

Johann Jakob Balmer was born in Switzerland, attending universities in Switzerland
and Germany. He received his degree in mathematics from the University of Basel in
1849 and lived there the rest of his life. He began his career teaching in a girls’ school
and did not make any real contributions to the field of mathematics until the age of
60. In 1885 he devised a rather simple formula that described the wavelength for
hydrogen’s spectral line. This led to a generalized concept for the Balmer lines and the
Balmer series. The formula was limited to the spectral lines of the hydrogen atom but
later was expanded to include the spectral lines for all elements.

hm’

(m*—n%)

Balmer’s formula is: A =

Where A = the wavelength. j = a constant with the value of 3.6456x10~7 meters, or
364.56 nanometers, n = 2, and m = an integer when m is greater than n.

Balmer devised the formula by gathering empirical evidence and thus was unable to
explain why his formula was correct. (This was due to his and other scientists’ lack of
knowledge about the structure of the atom at that time in history.) It was later in 1888
when Johannes Rydberg generalized Balmer’s formula so that it can be used for all tran-
sitions for the hydrogen atom. The four main transitions of hydrogen are based on the
principle quantum numbers of the electron in the hydrogen atom. The wavelength and
Greek letter associated with the different colors of the electromagnetic spectrum are:

A = o at 656 nm, red color emitted

A = B at 486 nm, blue-green color emitted
A = v at 434 nm, violet color emitted

A = 8 at 410 nm, deep violet color emitted.

The Balmer series is important in the field of astronomy because it shows up in many
stars due to the abundance of hydrogen in the universe and stars. Starlight can show up as
absorption or emission lines in the spectrum depending on the age of the star. Thus, the
Balmer series assists in determining the age of stars because younger stars are mostly
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hydrogen whereas older stars have used
up much of their hydrogen due to the
fusion process and end up with a higher
proportion of heavier elements, thus
they are not as bright.

BALTIMORE’S HYPOTHESIS
FOR THE REVERSE TRANSFER
OF RNA TO DNA: Biology: David
Baltimore (1938-), United States.
David Baltimore, Howard Martin
Temin, and Renato Dulbecco jointly
received the 1975 Nobel Prize for
Physiology or Medicine.

A special enzyme, called reverse
transcriptase, will reverse the
transfer of genetic information
from RNA back to DNA, caus-
ing the DNA possibly to provide
information to protect cells.

Previous work with DNA and RNA
indicated that genetic information could
be passed from DNA to RNA but not
the other way around. David Baltimore
and Howard Temin independently
announced that the enzyme reverse tran-
scriptase enabled RNA to pass some
genetic information to DNA, which pos-
sibly could aid cells to fight off cancer
and other diseases, such as HIV/AIDS.

Baltimore also worked on the repli-
cation of the poliovirus and continues

David Baltimore has had a varied career between aca-
demic administration and academic research. After
studying chemistry at Swarthmore College, and later
attending Massachusetts Institute of Technology (MIT)
and the Rockefeller University, he changed his field to
virology. It was as director of the Whitehead Institute in
Cambridge, Massachusetts, that he began his ground-
breaking research on DNA and RNA. In 1970 he pre-
sented his discovery of the new enzyme ‘reverse
transcriptase’” that can transcribe RNA information into
DNA in some cancer viruses. This was a unique discov-
ery because, up to this time, it was assumed that the
transfer of information could only be by DNA.

Baltimore became president of the Rockefeller Uni-
versity in 1990 where he played an unusual role as uni-
versity presidents go by combining the careers of
administrator, researcher, and fund-raiser. A colleague
was accused of falsifying data after submitting a
research paper to the magazine Cell with Baltimore as a
coauthor. As the case developed over a period of years,
it became an excellent example of what can happen
when politics becomes involved in science. The investi-
gation affected several careers over the years. Baltimore
admitted his involvement, removed his name from the
paper, and apologized. The researcher was later vindi-
cated of fraud. As a result of the charges of falsifying
data, Baltimore’s position became difficult resulting in
his resignation as president of the Rockefeller Univer-
sity. He returned to MIT in 1994 and in 1997 he
became president of the California Institute of Technol-
ogy where he became appreciative of the great advan-
ces being made in all areas of science. He resigned in
2006 after nine years as president of California Institute
of Technology. It seems that about ten years is the aver-
age tenure of college presidents.

research on the HIV retrovirus, which was identified by other biologists. Baltimore and
other virologists hope their research will lead to a better understanding of the relation-
ship between the HIV retrovirus and AIDS. Biomedical researchers are attempting to
find an effective vaccine that will prevent the damage the HIV virus does to the immune

system or prevent AIDS by immunization.

See also Dulbecco; Gallo; Montagnier; Temin

BANACH’S THEORY OF TOPOLOGICAL VECTOR SPACES: Mathematics:

Stefan Banach (1892-1945), Poland.

Banach wvector spaces are complete normed vector spaces where the space is a vector
space V over a real or complex number and the norm introduces topology onto the

vector space.
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Banting’s Theory for Isolating Pancreatic Insulin

Banach’s most important work was in function analysis where he integrated related
concepts into a comprehensive system of normal linear spaces, which became known as
Banach spaces—a type of vector space. In 1924 he and Alfred Tarski (1902-1983)
jointly published their theory of “The Banach-Tarski paradox” where they claim that
it is possible to dissect a sphere into a finite number of pieces (more than five), which
mathematically can be recombined to form two spheres the same size as the original
sphere. Banach’s major work was published in Theory of Linear Operations in 1932. In
addition to founding the modern theory of functional analysis, he made contributions
to the theories of topological vector spaces, measure theory, integration, and the or-
thogonal series. In 1979 a two-volume commentary of his works was published.

Stefan Banach was given his mother’s surname but never saw her after his birth. His
father, Stefan Greczek, gave him his first name, but, because of financial and social cir-
cumstances, Banach was raised by another family. Stefan Banach’s father contributed
to his financial support and maintained a relationship with his illegitimate son. From
1910 to 1914 Banach worked his way through Lvov (or Lwow) Technical University
(now the Ivan Franko National University of Lviv in the Ukraine). He taught mathe-
matics in local schools and in 1922 was hired by Lvov University where he did most of
his research before dying of lung cancer in 1945.

BANTING’S THEORY FOR ISOLATING PANCREATIC INSULIN: Medicine:
Sir Frederick Grant Banting (1891-1941), Canada. Frederick Banting was awarded the
1923 Nobel Prize in Physiology or Medicine along with his coresearcher, J. ]. Macleod.

By ligating the pancreatic duct, it is possible to extract the polypeptide hormone insu-
lin from the islands of Langerhans within the pancreas before the destruction of insu-
lin can take place. The extracted insulin can therefore be administered to a diabetic
patient in an effort to regulate carbohydrate metabolism within the body.

Trysin-secreting cells are produced in the pancreas. When insulin that is produced
in the pancreas is destroyed by proteolytic enzymes, the body is unable to metabolize
carbohydrates (sugars) correctly. The result is a condition called diabetes.

Frederick Banting was born on a farm in Alliston, Ontario, Canada, where in 1910 he
entered Victoria College at the University of Toronto to become a medical missionary.
He received his medical degree in 1916 and entered the Canadian Army Medical Corps
during World War I. In 1918 he received the Military Cross for heroism after being
wounded in the Battle of Cambria in France. After the war he set up a practice related to
children’s diseases but soon joined the University of Western Ontario at London, On-
tario, to specialize in research related to pancreatic cells known as “islets of Langerhans”
that were, in some way, related to regulation of sugar metabolism and diabetes.

With the assistance of a professor of physiology, the Scottish physician John
Macleod (1876-1935), and a young research assistant, Charles Best (1899-1978) an
American physiologist who was educated in Canada, Banting performed a series of cru-
cial experiments in a borrowed laboratory. They tied off the pancreatic ducts of dogs
and took samples of the insulin extracted from the islets of Langerhans that was now
isolated from other secretions, namely trypsin. They then injected these insulin extracts
into diabetic dogs and found that they had some beneficial effects protecting the dogs
from diabetes. The trio asked James Collip (1892-1965), a Canadian biochemist, to
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purify the extract. Soon after, the four
of them (Banting, Macleod, Best, and
Collip) patented the hormone. It is
now known as insulin. They licensed
it to Eli Lilly, receiving a royalty that
was used to support their research.

It should be noted that at the time
of Banting’s “discovery,” insulin was
already identified and named. In
1916 an English physician, Sir
Edward A. Sharpey-Schafer (1850-
1935) formulated the word “insulin”
after theorizing that a single sub-
stance produced in the islands of
Langerhans in the pancreas is respon-
sible for the condition called diabetes
mellitus. Also, a Romanian professor,
Nicolae Paulescu (1869-1931), iso-
lated insulin in his lab about a year
before the Canadians. He called it
pancreatine. However, he only pub-
lished his findings in French and was
never accorded any real recognition
for his efforts.

In 1923 the Nobel Prize was
awarded to Banting and Macleod, but
not to the other two researchers. This
infuriated Banting and Macleod who
then shared their prize money with
Best and Collip. Macleod was Bant-
ing’s lab supervisor and did little of the
actual work involved in this important
discovery. Banting was knighted in
1934 and worked with the Canadian
and British medical research efforts

After eating, carbohydrates and sugars are absorbed by
the intestines and then into the bloodstream and finally
into the cells. Insulin is secreted by the pancreas as a
response to an increase of blood sugar in the system.
Cells have insulin receptors with the capacity to bind
and absorb the blood sugar (glucose) from the blood
into the cell where it is used in the process of metabo-
lism to produce energy. If an individual’s body is unable
to produce adequate insulin or the cells cannot receive
insulin, no matter how much an individual eats, he or
she can still “‘starve.”” This is why victims of type 1 dia-
betes become very ill without insulin shots. Whereas,
people with type 2 diabetes have developed a resistance
to insulin rather than a deficiency of insulin. Type 2 dia-
betes patients do not respond well to insulin because
their cells cannot absorb the sugar from the blood, lead-
ing to sugar levels in the blood that are higher than nor-
mal. The first insulin used by humans to treat diabetes
was purified insulin extracted from cows and later pigs.
This nonhuman insulin works well with most people,
but some individuals develop allergies and other reac-
tions to animal insulin. By the 1980s researchers devel-
oped a method to produce human insulin by using
recombinant DNA techniques where the human gene
that codes for insulin was copied and then placed inside
bacteria. The gene is then ‘“tricked,” the end result
being the bacteria cells make human insulin constantly.
Because all humans have the same insulin genes, sensi-
tive people are not allergic to it nor are humans as likely
to reject this “‘biologically engineered”” insulin. Medical
research continues to seek a cure for diabetes. Some
researchers believe that stem cells may play an impor-
tant role in this endeavor. In the meantime, there are
multiple new drugs on the market that are effective in
controlling blood sugar levels in diabetes patients.

dealing mainly with the effects of mustard gas and the physiological problems of fighter
pilots. In 1941 he died in an airplane crash on his way to England to continue his research.

BARDEEN’S THEORY OF SUPERCONDUCTIVITY: Physics: John Bardeen
(1908-1991), United States. John Bardeen is the only person to receive two Nobel
Prizes for Physics. In 1956 John Bardeen, Walter Brattain, and William Shockley
received the Nobel Prize for the development of the point contact transistor. And in
1972 he shared the Nobel Prize for Physics with Leon Cooper and John Schrieffer for
developing the BCS theory of superconductivity.

When electrons interact in pairs in a vibrating crystal lattice, the electrons will cause
a slight increase in positive charges in the crystal creating binding energy that holds
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Barringer’s Impact Theory of Craters

the electron pair together, except at very low temperatures (near absolute zero), and
thus not exhibit electrical resistance.

After graduating from high school at age 15 Bardeen attended the University of
Wisconsin where he graduated in 1928, receiving his bachelor’s and master’s degrees in
electrical engineering at that time. He secured a position at Gulf Research Laboratories
in Pittsburgh. While there, he helped develop magnetic and geophysical means for oil
prospecting, but he decided his interests were really in theoretical physics. He also
spent five productive years with Bell Labs in New Jersey, working in the field of solid-
state physics. While there, he and his colleagues, Walter Brattain and William Shock-
ley, developed the transistor.

Influenced by other outstanding professors and researchers, Bardeen conducted
research on the electrical conductivity of metals. After graduating from Princeton in
1936 with a PhD in mathematical physics, he went on to wartime research at the Na-
val Ordnance Laboratory in Washington, D.C. In 1951 he became professor of electri-
cal engineering and physics at the University of Illinois in Urbana.

Beginning in 1945 his main research interests were in the theoretical effects of quantum
mechanics as related to electrical conductivity in semiconductors and metals, which led to
the invention of the transistor. In cooperation with two colleagues, Leon Cooper and John
Schfieffer, they developed a viable theory of superconductivity, at low and “high” temper-
atures that is also known as the BCS theory of condensed matter or superconductivity.

John Bardeen’s work with transistors and the theory of superconductivity of metals
revolutionized electronics. Transistors are a necessity in our modern world. They are
used in radio and television transmitting and receiving equipment, telephones, com-
puters, and wherever electrical distribution systems are in place, such as automobiles,
airplanes, ships, security systems, and so forth.

BARRINGER’S IMPACT THEORY OF CRATERS: Geology: Daniel Moreau Bar-
ringer (1860-1929), United States.

Craters were formed on the planets (including Earth) and the moon by the impact of
large extraterrestrial objects such as meteors, asteroids, and comets.

Following is the evidence that Barringer developed for his theory:

1. The large amount of silica powder found at crater sites could be formed only by
very great pressure.

2. In the past, large deposits of meteoritic iron “globs” were found at the rims of

craters, most of which was removed many years ago by humans.

Rocks from deep in the craters are mixed with meteoritic material.

4. There is no evidence of volcanoes at crater sites. Therefore, they could be ruled
out as a possible cause of impact craters.

b

Barringer’s impact theory for craters is based on his study of the famous meteor crater
(also referred to as the Barringer meteorite crater) located near Flagstaff, Arizona. Esti-
mated to be twenty thousand to twenty-five thousand years old, it is almost 1 mile across
and 600 feet deep. Compared to other meteorite impact craters, it is considered small.
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Barringer was not the first to study this crater or come up with theories of crater
formation on Earth. He did, however, establish the impact theory for craters, which
is generally accepted within the scientific community. He did this despite having at
one time agreed mistakenly with the theory that the meteor crater was the result of
the impact of a meteor of the same size as the crater itself. (The current estimation
of the size of the meteorite that impacted to create the Barringer crater is about 35
feet in diameter. It was a very dense iron meteorite weighing about 10,000 tons.) Af-
ter Barringer found small pieces of nickel-iron rocks in the area, he spent a great deal
of money establishing a mining company to extract the meteorite iron thought to be
at the bottom of the crater. However, he was unsuccessful in finding significant
deposits. Today, his theory is still the best explanation for most craters, including the
Barringer meteorite crater found in Arizona. It is believed that at one time Earth’s
surface was pockmarked with craters, as is the current moon’s surface, primarily
because the moon does not experience extensive erosion. However, the process of
weathering and erosion over eons of time has eliminated most of the evidence of the
largest craters on Earth.

BEAUMONT’S THEORY FOR THE ORIGIN OF MOUNTAINS: Geology: Jean
Baptiste Armand Leonce Beaumont, Elie de (1798-1874), France.

Mountains were rapidly formed by the distortion of molten matter as it cooled in the
earth’s crust.

Jean Beaumont’s theory is an explanation for the formation of mountains consisting
mainly of basalt rocks, but not sedimentary shales or layered limestone. His theory is
still considered viable by some biologists and geologists, particularly by those who
believe in the concept of catastrophism—theories that deal with the different types of
catastrophic events on Earth that occurred in the past. These catastrophic events on
Earth include earthquakes and volcanoes, which possibly are responsible for the forma-
tion of mountains, as well as catastrophic meteor impacts/craters and major climate
changes. The major evidence in support of Beaumont’s theory is that “roots” of moun-
tains are less dense than the rocks found at the mountains’ higher elevations.

Modern theory for the origin of mountains is based on the concept of the earth’s
crust being raised above the surrounding area by the warping and folding of surface
rock into layers. Another modern concept is plate tectonics: large plates on the ocean
floor and under the continents move and crash into each other over eons. This plate
movement, at a depth of 25 to 90 miles, has been ongoing for the past 2.5 to 3 bil-
lion years and still continues. The crashing together of the edges of these plates
cause the development of earthquake fault lines similar to those located in Califor-
nia, Eastern Europe, and Asia. Plate movement is the process responsible for building
the global distribution of mountains, as well as resulting in earthquakes and volca-
noes. Mountains are formed in either a ring configuration, as in the Olympic Moun-
tains in Washington State, or, more often, in ridges linked together, as in the Sierra
Nevada range. A third type is the group of ranges similar to the Rocky Mountains in
the western United States, the Andes in South America, the Alps in Europe, and
the Himalayas in Asia. Beaumont’s theory, though not completely wrong, is too lim-
ited as a geological concept for the origin of mountains.

See also Buffon; Cuvier; Eldredge; Gould
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Becquerel’s Hypothesis of X-Ray Fluorescence

BECQUEREL’S HYPOTHESIS OF X-RAY FLUORESCENCE: Physics: Antoine
Henri Becquerel (1852-1908), France. Antoine Becquerel shared the 1903 Nobel Prize
for Physics with Marie and Pierre Curie.

The exposure of fluorescent crystals to ultraviolet light will produce X-rays.

Antoine Becquerel’s concept is an excellent example of how his hypothesis, which
proved false, later resulted in a discovery of great importance.

Wilhelm Roentgen discovered X-rays in 1895. Becquerel believed he could produce
X-rays by exposing his fluorescent crystals (salts) to sunlight (ultraviolet radiation). He
placed his crystals on a photographic plate covered in black paper and then exposed
both to sunlight. His original hypothesis assumed that the photographic plate had been
darkened by what he incorrectly thought was exposure to X-rays passing through the
paper from the crystals. He inadvertently left an unexposed, wrapped, photographic
plate in a desk drawer with some of his fluorescent crystals on top of the plate that had
not been exposed to sunlight. To his amazement, when the plate was developed, it was
darkened as if it had been exposed to something coming from the crystals—obviously
not ultraviolet light, because it was stored in a dark drawer. Because neither the plate
nor the crystals were exposed to sunlight, he concluded that his original hypothesis was
incorrect. He now hypothesized that the crystals gave off some form of penetrating
radiation (later identified as radiation of short wavelengths with an electrical charge
such as beta and gamma rays.) He continued to experiment and found that the radia-
tion could be deflected by a magnet and thus must consist of minute charged radiation
particles. Becquerel is credited with discovering radioactivity.

See also Curies; Roentgen; Rutherford

BEER’S LAW: Physics: August Beer (1825-1863), Germany. (Note: This law is also
known as the Beer-Lambert-Bouguer law because all three independently discovered
variations of the law at about the same time.

Their law states: There is a logarithmic dependence between the transmission of light that
shines through a material and the density of the material as well as the length of the material
that the light is traveling through.

In 1729 Pierre Bouguer’s theory was published that defined the amount of light that
was lost by passing it through a given amount of atmosphere. Pierre Bouguer (1698-
1758), a French mathematician, also determined that the sun’s light was 300 times
brighter than the moonlight reflected from its surface that originates from sunlight.
Johann Heinrich Lambert (1728-1777), a German mathematician, physicist and as-
tronomer, published a book in 1760 on how light is reflected from different surfaces.
He coined the word “albedo” (the reflection factor of light or other forms of radiation
from a surface). Lambert also presented a hypothesis that the planets near the sun were
part of a system that traveled within the Milky Way galaxy, and that our solar system
is just one of many found in the galaxy. He also presented a hypothesis for the nebular
(interstellar cloud of gas) origin of our solar system.

In 1852 August Beer expressed his law in several elaborate forms of common loga-
rithms and in exponential equations. In essence, the results may vary according to the
ability of the material to absorb light and the material’s wavelength. In other words, if
the material is very dense or opaque the law does not apply because little or no light
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can transverse the material. This law is expressed in logarithms when applied to spec-
trophotometry. When used with regular optical equipment, it is expressed in exponen-
tial form.

Little is known about August Beer’s life. He was born in Trier, Germany, in 1815
where he studied mathematics and the natural sciences. He worked for the famous
mathematician and physicist, Julius Pliicker (1801-1868), in Bonn, Germany. Beer
eventually received a PhD in mathematics and published a book in 1854 titled Einlei-
tung in die hohere Optik. His work, along with that of Lambert and Bouguer, the German
and French eighteenth-century mathematicians, constitutes Beer’s Law.

A version of the Beer—Lambert law is also used to describe the absorption of solar radi-
ation as it travels through the atmosphere. Its application and relevance is dependent with
respect to the degree the sun’s light is perpendicular to the observer on Earth’s surface.

See also Ramsay; Tyndall

BEHRING’S THEORY OF IMMUNOLOGY: Biology: Emil Adolph wvon Behring
(1854-1917) Germany. Emil von Behring was awarded the first Nobel Prize for Physiol-
ogy or Medicine in 1901 for his discovery of antitoxins that are produced by humans to
counteract the toxins (poisons) produced by bacteria in the body.

The blood of animals will produce substances that can neutralize toxins, that is, poi-
sons caused by invading organisms such as bacteria, and that antitoxins similar to
antibodies will fight the disease-causing organisms.

Emil Behring, the son of a small town schoolteacher with a large family, was a bril-
liant child who, with the assistance of the local preacher, was able to attend the Gym-
nasium (high school) in Hohenstein in Saxony. He then attended the Academy for
Military Doctors at the Royal Medical-Surgical Institute in Berlin. After receiving his
medical degree, he entered the Army Medical Corps where he served as a troop doctor
and later became a lecturer in the Army Medical College in Berlin. Following his mili-
tary service he was employed at the Hygiene Institute of Berlin and became an assistant
to Robert Koch (1848-1910), the well-known German physician and bacteriologist. At
this point in his career, Behring studied and experimented with the development of a
therapeutic serum that led to successful treatments for diphtheria and tetanus. His first
successful therapeutic serum treatment took place in 1891. It involved a child who was
suffering from diphtheria. These first treatments were not successful because the anti-
toxins were not strong enough. After more research, an improved protocol, using a
mixture of the toxins along with the antitoxins now derived from larger animals such
as sheep, and later horses, proved successful. As with many such inoculations, there
were adverse reactions to the treatment serum, but in the long run diphtheria and teta-
nus as devastating diseases have been conquered. Behring received many awards during
his long career and went on to develop treatments for other diseases including a vac-
cine for the immunization of calves against tuberculosis. He spent the end of his career
attempting, unsuccessfully, to develop a vaccine for human tuberculosis.

Behring, along with Shibasaburo Kitasato (1856-1931), a Japanese bacteriologist,
proposed a serum theory that led to their development of an antitoxin for diphtheria
and tetanus (a form of blood poisoning). They demonstrated that giving animals grad-
uated doses of tetanus bacilli caused the animals to produce in their blood substances
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that could neutralize the toxins that these bacilli produced. These were called antitox-
ins. They also demonstrated that the antitoxins produced by one animal could immu-
nize another animal and that it could also cure an animal showing signs of diphtheria.
Their research was confirmed and replicated by others.

Using this information Behring collaborated with Ehrlich to develop similar anti-
toxin immunity for diphtheria, a major killer of children at that time in history. It
might be of some interest that the best antitoxin was made from injecting horses and
then using blood serum from the infected horse as the source of the antitoxin. It was
also discovered that by mixing a small amount of the original toxin (poison) with the
serum antitoxin, the treatment for tetanus and diphtheria was more effective.

See also Ehrlich; Jenner; Koch

BELL’S LAW (ALSO KNOWN AS THE BELL-MAGENDIE LAW): Medicine:
Sir Charles Bell (1744-1842), Scotland.

The anterior spinal nerve roots contain only motor fibers, and posterior roots only
sensory fibers.

Bell’s major work in 1811 was the first to refer to the motor functions of the ventral
(abdominal) spinal nerve that established the sensory functions of the dorsal roots. This,
along with the discovery made by the French physiologist, Frangois Magendie (1783-
1855), that damage to the dorsal root and anterior root in spinal nerves destroys both the
sensory and motor activity, enabled Bell to arrive at Bell’s law that is based on anatomical
evidence. This discovery is considered one of the greatest in the history of physiology. He
demonstrated that the spinal nerves were able to transmit sensory and motor functions. In
addition, he found that the sensory nerves traverse the posterior roots whereas the motor
nerves go through the anterior section. Evidence of Bell’s law was confirmed by experi-
ments conducted by Magendie, who is considered a founder of experimental physiology,
and the German physiologist and anatomist Johannes Peter Moller (1801-1858) who
used frogs to demonstrate the theory because it was easier to extract their spinal cords
than it was for small mammals. Magendie believed living organisms were merely complex
systems that could be subjected to all types of experimentation with impunity. He used
living cats, dogs, and rabbits without seeming to care about their pain or discomfort.

Sir Charles Bell received his medical degree in 1799. In 1824 he became the first
professor of anatomy and surgery of the College of Surgeons in London. In cooperation
with his brother John Bell (1763-1820), also a surgeon, they wrote and illustrated a
two-volume medical text titled, A System of Dissection Explaining the Anatomy of the
Human Body. Bell wrote an earlier book in 1811 called An Idea of a New Anatomy of
the Brain in which he describes his various experiments with animals and his ability to
distinguish between sensory and motor nerves, which was a first. Many physiologists
considered the work described in Bell’s 1811 text to be the foundation of clinical neu-
rology. In 1826 he was elected a Fellow of Royal Society and was knighted in 1831.
Bell established a new hospital and medical school in 1828.

Bell may be best known to the general public for discovering the paralysis of facial
muscles caused by a lesion of the facial nerve—known as Bell’s palsy, as well as his dis-
covery of a related problem, Bell’s spasm, which is the involuntary twitching of the fa-
cial muscles.
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BERGERON’S THEORY OF CLOUD PROCESSES: Meteorology: Tor Harold Per-
cival Bergeron (1891-1977), Sweden.

Water vapor is formed as a result of water evaporating from supercooled drops that
then are attached to ice crystals that either fall as snow or melt and fall as cool rain,
depending upon local temperatures.

Between 1925 and 1928 Bergeron worked at the Geophysical Institute in Stockholm
and, after teaching at Oslo University, was elected as the head of the Meteorological
Institute in Uppsala. As a meteorologist, Bergeron collaborated with his German col-
league Walter Findeisen (1909-1945), thus, the theory is also known as the “Bergeron—
Findeisen theory.” The theory is based on their discovery of the mechanism for the forma-
tion of precipitation (rain, snow, and ice) in clouds. In 1935 Bergeron wrote a paper titled
“On the Physics of Clouds and Precipitation” that documents the change in state from a
vapor to a liquid water, which is called condensation. He arrived at the Bergeron process
while walking in the mountains where the humidity was high and it began to rain.

We now know that there is more to the process than Bergeron’s idea that the satura-
tion vapor pressure with respect to ice is less than the saturation vapor pressure with
respect to water. There are several other conditions that result in condensation besides
the Bergeron process as follows: 1) when the relative humidity on the surface of Earth
reaches 100% and 2) when vapor pressure is the same as the saturation vapor pressure.
The primary difference is that, in clouds, the water will not condense until the satura-
tion point reaches a level of supersaturation of about 120%. This level is required for
the cloud droplets to overcome the natural surface tension of drops of water. Oddly,
the pure water in the atmosphere requires some air pollution (called “aerosol”) for the
vapor to have something on which to condense and form droplets. Contrary to com-
mon beliefs, water vapor in clouds does not condense on itself when the temperature
drops in rain clouds, but rather it condenses on tiny particles of matter (less than 2
microns) called nuclei that are forms of air pollution. These nuclei must be below freez-
ing for this process to occur. Once the droplets are formed on the nuclei, air currents
cause them to collide and coalesce with each other to form snowflakes—or raindrops
carry them. These processes are referred to as ccn (cloud condensation nuclei).

Note: Pure water does not freeze at 0°C, and at temperatures below this point, liquid
water is called supercooled water. This is important for another method of forming rain
or snow. It is not until the temperature drops lower than freezing that the aerosol pollu-
tants (called freezing nuclei) are cold enough to allow the supercooled cloud droplets
to freeze onto these nuclei. This process does not occur until the temperature of the
freezing nuclei reaches about —10°C.

BERNOULLI'S LAW OF LARGE NUMBERS: Mathematics: Jakob (Jacques) Ber-
noulli (1654—1705), Switzerland.

The average of a random sample from a large population is likely to be close to the
mean of the entire population.

This law of large numbers is a fundamental principle of statistical sequences that can
be expressed in another way: The probability of a possible event (no matter how likely or
unlikely) occurring at least once in a series of events increases with the number of events
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in the particular series. Jakob also is known for his work in permutations and combina-
tions. The law of large numbers is sometimes referred to as the principle of probability,
meaning that the probability of an event occurring at least once increases in likelihood if
the number of events is large enough or approaches infinity. This can be interpreted in
several ways. For example, when an increasing number of lottery tickets are sold, the odds
increase that there will be at least one winner; whereas if only a few tickets are sold, the
odds of a winner decrease drastically. Another way the law of large numbers may be inter-
preted is related to the differences in the concepts of “possible” and “probable.” Anything
might be considered possible. Even so, the term “possible” is not quantifiable, whereas the
concept of “probable” is quantifiable in a statistical sense ranging from 0.1 to 1.0 or a scale
of one (or it may be thought of a scale of 10 or 100%). The probability of an event occur-
ring or not occurring in a nonstatistical sense may be thought of as “likely” or “unlikely”
or “reasonably” or “unreasonably.” There is no statistical scale for a “possible” event to
occur or not occur even for an infinite number of events. This means that a “possible”
event is not likely to occur or that it is most unlikely to have occurred in the past. This is
the reason why the term “possible” should not be used in a courtroom because the term
has no quantifiable or definitive meaning in determining guilt or innocence. After all,
according to the law of large numbers, it is also possible for anyone to have committed the
crime unless there is evidence establishing a high “probability” of a specific suspect.

Jakob Bernoulli and Johann Bernoulli (1667-1748) were brothers. (Daniel Bernoulli
was the son of Johann Bernoulli.) Jakob’s and Johann’s father, Nicolaus Bernoulli (1623—
1708), discouraged their ambitions as mathematicians and encouraged them to have
careers in medicine instead. Jakob had degrees in mathematics and theology, Johann in
iatromathematics and medicine. The brothers were rivals with each other throughout
most of their lives. Part of this rivalry started as a disagreement over how to solve the
problem of finding the shortest path between two points of something moving all by itself
as influenced by the force of gravity. This problem led several mathematicians, including
Leonhard Euler, in the direction of the field that became known as calculus. Their rivalry
was not limited to their related work in the field of mathematics but continued in all
aspects of their relationship and that of Johann’s son, Daniel.

Jakob was involved in the development of and popularization of the new field of in-
tegral and differential calculus. Calculus, a field of mathematics dealing with differen-
tiation and integration, was constructed by Sir Isaac Newton and Gottfried Leibniz.
Jakob’s contribution was in demonstrating how calculus could be used in practical ways
in various fields of mathematics, whereas Johann’s interest in this field was to support
the version of calculus proposed by Gottfried Leibniz. Johann claimed that Leibniz’s
version had priority over Newton’s calculus. Johann’s interest extended beyond mathe-
matics and included the fields of astronomy, chemistry, and physics. Even today the
controversy of who invented calculus is not settled.

See also Bernoulli (Daniel); Euler; Leibniz; Newton

BERNOULLI’'S PRINCIPLE: Physics and Mathematics: Daniel Bernoulli (1700-
1782), Switzerland.

The sum of the mechanical energy of a flowing fluid (the combined energy of fluid
pressure, gravitational potential energy, and kinetic energy of the moving fluid)
remains constant.
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Daniel Bernoulli’s principle is related to the concept
of energy conservation of ideal fluids (gases and liquids)
that are in a steady flow. This principle, used by mathe-
maticians and engineers to explain and design many
machines, further states that if fluid is moving horizon-
tally with no change in gravitational potential energy
and if there is then a decrease in the fluid’s pressure, then
there will be a corresponding increase in the fluid’s veloc-
ity (or vice versa). One example of this aspect of the
principle is the design of airplane wings. The air that
flows over the upper curved surface of the wing moves
faster than the air that passes past the underside of the
wing, thus creating a pressure differential. In other words,
the air must travel faster over the curved top of the wing
and thus the pressure is less (i.e., the air molecules are
spread further apart). While on the underside of the
wing, the air flows slower (molecules closer together) and
thus exerts greater pressure. This causes the wing to be
“pushed” up, keeping the moving aircraft in flight. This
upward pressure on the wing is called lift, but it might be
more appropriate to call it push.

A similar part of the Bernoulli principle states, for
example, that if there is a partial constriction in a pipe or
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Figure B3. As the speed of the flow of
a fluid (air or liquid) increases, the
pressure decreases (and vice versa).

air duct, the velocity of the fluid (gas or liquid) will increase as the pressure increases.
This is known as the Venturi effect and can be demonstrated by the narrow nozzle of a
garden hose that constricts, and thus speeds up, the flow of water as the water pressure
forces the same amount of water through a smaller opening. A spray bottle or atomizer
works on the same principle. It is named after the Italian physicist Giovanni Battista
Venturi (1746-1822) who first described the effect by constrictions on water flowing in

channels.

Bernoulli laid the groundwork for Robert Boyle’s work in gases when he proposed a
model for gases that consisted of many small atoms that were in constant motion and
that exhibited elasticity as they bounced off each other as well as the sides of its

container.

Daniel Bernoulli was interested in philosophy, logic, medicine, and mathematics.
Bernoulli developed an equation that oddly received the name “Bessel functions.”
Named after the German mathematician, astronomer, and systematizer, Friedrich
Bessel, Bessel functions are solutions involving cylindrical or spherical coordinates
and are important for solving problems of wave propagation and signal processing. In
1724 Daniel Bernoulli published work in differential equations, which was well
received throughout Europe. Following this publication he was appointed professor of
mathematics at the University of St. Petersburg and later as professor of physics at
the University at Basel in Switzerland where his father, Johann Bernoulli, formerly
held the chair in mathematics. He also made contributions to probability theory,
the kinetic theory of gases, electrostatics, and was a pioneer in the field of

hydrodynamics.
See also Bernoulli (Jakob); Bessel; Boyle
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BERZELIUS’ CHEMICAL THEORIES: Chemistry: Baron Jons Jakob Berzelius
(1779-1848), Sweden.

Berzelius’ electrochemical theory: Molecules that make up compounds carry either a neg-
ative or positive electric charge.

Baron Berzelius’ work with the electrochemical nature of chemical reactions led to his
concept of catalysts being related to the speeds at which chemical reactions take place.
He not only gave this concept the name “catalyst” but also coined the names “protein”
and “isometric.” However, his positive-negative or, as it became known, his dualistic view
of compounds did not hold up very well for future theories related to organic chemistry.

Berzelius’ theory for chemical proportions: The proportion of chemicals in a reaction is
related to the masses (atomic weights) of the molecules involved in the reaction.

His theory of chemical proportions allowed Berzelius to develop an accurate table of
atomic weights for elements and molecules. Somewhat oddly, despite understanding
the proportional relationship of atomic weights in chemical reactions, he did not
accept Avogadro’s hypothesis or number (see Avogadro). Even so, his accurate mea-
surements of atomic weights of chemicals were one of his most important contributions
to chemistry. His table of atomic weights was a precursor to the establishment of John
Dalton’s atomic theory.

Berzelius’ theory of radicals: Groups of atoms can act as a single unit during a chemical
reaction and have at least one unpaired electron.

Baron Berzelius named these groups of atoms “radicals” because of their nature to
act as a singular electrically charged unit (ions), for example, OH, NH4+, SO4", and
NQO3, all of which have a charge. They are short-lived, highly reactive charged par-
ticles that can initiate a chemical reaction by splitting molecular bonds. It was later
discovered that ionizing radioactivity causes illness, including radiation poisoning, and
death. Other causes for the formation of free radicals in the tissues of living organisms
are not completely understood, but their formation is related to normal metabolism
within organisms. The role of free radicals as they affect cells and accelerate the aging
process in humans continues to be studied.

Berzelius had a difficult time in securing an education. He was forced to leave the
University of Uppsala in Sweden to secure employment to finance his further educa-
tion. He worked as a chemist testing the local water supply. Although he finally
received his medical degree, he chose to work with Wilhelm Hisinger (1766-1852),
the Swedish mineralogist, in the field of mining chemistry. Together they discovered
the elements cerium, selenium, and thorium and assisted in the discovery of lithium
and vanadium. (The German chemist Martin Klaproth (1743-1817) is also given credit
for the discovery of cerium.) Berzelius was a meticulous researcher who kept accurate
records and published over 250 papers. His textbook on chemistry published in 1808
was translated into several languages. Later, in 1818 he published an important paper
titled “Essay on the Theory of Chemical Proportions and on the Chemical Effects of
Electricity.” Berzelius also developed the system for abbreviating the elements by the
first one or two letters of their names (e.g., H for hydrogen, O for oxygen, S for sulfur,
Na for Natrium [sodium], Co for cobalt, and Ra for radium).

Berzelius was not as successful in the field of organic chemistry as he was in inor-
ganic chemistry. His insistence on the importance of his “dualistic theory” became an
obstacle for future development in that field. Even so, his contributions to the field of
organic chemistry were significant. His introduction of the concept of organic radicals
(molecular fragments with an electrical charge) was a large step in the understanding
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of organic chemistry, particularly when it led to the discovery of the benzol radical.
(Note: The term “benzol” is an archaic term for “benzene.”)

As mentioned, his textbook on chemistry published in the early 1800s was well
accepted in universities. It went through many printings and was translated into many
languages except English. Berzelius was creative and invented a number of the chemical
supplies, equipment, and terms used in today’s laboratories. These included rubber tubing,
protein, isomerism, catalyst, radical, and filter paper.

See also Avogadro; Dalton; Dumas

BESSEL’S ASTRONOMICAL THEORIES: Astronomy and Mathematics: Friedrich
Bessel (1784-1846), Germany.

A star’s distance from Earth can be determined by measuring its parallax.

Bessel cataloged the positions of over fifty thousand stars up to the ninth magnitude
and was able to determine the parallax of 30 seconds for the star 61Cygni. From this
calculation he was able to measure the star’s distance from Earth as over 10+ light-
years, which is now correctly determined to be 11.2 light-years distant. In 1838 Bessel
proclaimed that he had determined the parallax for the star 61Cygni. It was difficult to
measure the parallax for stars because they are so far from Earth and the instrumenta-
tion at the time was inadequate. Also, he was not the first to do so. That honor goes to
Thomas Henderson who measured the parallax for the triple-star system Alpha Cen-
tauri in 1832. (A simple experiment to recognize parallax involves holding your index
finger about 12 inches in front of your face, then closing one eye and then the other.
Notice that the finger seems to jump to the left and then to the right. This phenom-
enon becomes less obvious and less measurable as distance increases.)

Bessel’s theory of double star systems: When the orbit of a bright star is displaced, the
displacement is caused by a ‘‘dark companion’’ star that forms a two-star system.

In 1844 after careful observations of wave-like motions of Sirius, the brightest star
in the sky, he correctly determined that it was a double star system and its mate was a
dark body that, though not visible, was the cause for the slight displacement of Sirius.
Using the same rationale he employed for his theory of the movement of Sirius, he
determined that the gravitational motion displacement for the planet Uranus indicated
the presence of an unknown planet beyond Uranus. After his death and as he pre-
dicted, the planet Neptune was discovered in 1846 by the German astronomer Johann
Gottfried Galle (1812-1910). However, Galle used calculations provided by Urbain
LeVerrier (1811-1877), the French astronomer.

As a young man Bessel was trained as an accountant and was employed by an
import-export firm. His interest in navigation eventually led to his pursuits in astron-
omy and mathematics. He refined the calculation for Halley’s Comet, which started his
success in the field of astronomy. After a friend secured him a position as an assistant
at the Lilienthal Observatory in Saxony, he made accurate observations for the posi-
tions of over three thousand stars. At one time, the Lilienthal Observatory was the
best-equipped observatory in the world. This success led to a commission to build an
observatory at Konigsberg (now Kaliningrad, Germany) where Frederick William III of
Prussia appointed him as the observatory’s director. He held this position until his
death in 1846. Bessel had no university education but was highly respected by his
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Bessel was one of many scientists interested in calculating
the shape of Earth. Back in the sixth century sce Pythagoras
calculated that Earth was a sphere, and three hundred
years later Eratosthenes calculated the size of Earth. In the
late 1600s Jean Richter (1630-1696), a Frenchman, deter-
mined that his pendulum time machine was 2 minutes
slower when he measured time at the Equator than it was
in Paris. Isaac Newton claimed that Earth was flattened at
the poles and thus was shaped as a ‘“’rotating spheroid.”
Others came to similar conclusions. Bessel used the imag-
inary meridian arcs in the sky that correspond to Earth’s
longitudinal lines in his 1832 calculations to determine
that the shape of Earth was an elliptical spheroid.

In mathematical terms a spheroid is a quadric surface in
three dimensions that can be formed by rotating an ellipse
about one of its major axes; if the ellipse is rotated around
its minor axis (rather than its major axis), the surface of the
ellipse will take the shape of an oblate spheroid. This
shape is similar to the ““pancake’” shape of Earth where the
diameter from the North Pole to the South Pole is less then
the distance of the diameter of Earth at the Equator. The
rotation of Earth on its north/south axis creates the bulge
of about 25 miles greater diameter at the Equator than is
the diameter from pole to pole.

peers. The largest crater in the
moon’s Mare Serenitatis (Sea of Se-
renity) is named after him.

Not withstanding Bessel’s contribu-
tions to astronomy, he may be better
known for “Bessel functions,” which is
a mathematical theory to determine
celestial motion that is influenced by
gravity that causes perturbations.
Oddly, Bessel functions, which were
actually discovered by the mathemati-
cian Daniel Bernoulli, refer to a
method for solving Bessel’s differential
equations. (Note: A detailed analysis
of differential equations and the vari-
ous form of Bessel functions of the first
and second kind, as well as other
applications, is beyond the discussion
in this book.) The Bessel function is
also useful in finding solutions to Lap-
lace’s equations and the Helmholtz
equation in cylindrical and spherical
coordinates related to wave propaga-
tion in the field of communications.

Bessel used his theory of functions
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to determine the motions of two or more bodies under the influence of
mutual gravitation. His work in mathematics and astronomy enabled
future astronomers and physicists to arrive at new astronomical obser-
vations. Bessel functions also assist in the study of the flow of heat and
electricity through cylinders and spheres, as well as solving problems
related to the wave functions in electricity and hydrodynamics.

See also Bernoulli (Daniel); Halley; Laplace

BETHE’S THEORY OF THERMONUCLEAR ENERGY: Physics:
Hans Albrecht Bethe (1906-2005), United States. Hans Bethe was
awarded the 1967 Nobel Prize for Physics.

Carbon-12 atoms found in dall stars undergo a series of catalytic
reactions that convert hydrogen nuclei into helium nuclei through
the process of a thermonuclear reaction, releasing 17.5 million elec-
tron volts of energy (17.5 MeV).

Bethe’s theory became known as the carbon cycle. Others had previ-
ously determined the sun is composed of about 85% hydrogen and 10%
helium. Bethe postulated his thermonuclear theory as the explanation
for the tremendous, long-lived source for the energy produced by the
stars, including our sun. Although the thermonuclear reaction
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involving just one carbon-12 atom and a few hydrogen nuclei will not produce much
energy, the stars have an enormous quantity of hydrogen. This reaction has continued
over billions of years and produces prodigious amounts of energy. One unsolved problem
was why the reaction did not take place faster and blow up the stars similar to a hydrogen
(thermal fusion) bomb. Herman Ludwig Ferdinand von Helmholtz suggested that gravita-
tional forces slowed the contraction of hydrogen to keep the system running. This theory
did not hold up. Sir Arthur Stanley Eddington suggested that the hydrogen-to-helium
reaction could be sustained in the stars if their centers contained very high-temperature
gases that would force the nuclei together. Experiments on Earth with high-pressure and
temperature-heavy hydrogen plasmas (highly ionized gas) to replicate the fusion process
of the sun indicated that Bethe’s and Eddington’s theory is correct.

The essence of this thermonuclear reaction is that four protons (4 H') are converted
into helium nuclei (2He™ ™), with the carbon-12 atom acting as a catalyst that is not
consumed. The hydrogen protons involved are isotopes—deuterium (D) and tritium
(T)—which are forms of heavy hydrogen. The reaction can be written as: D + T + e —
*He 4+ n 4 17.5 MeV of energy, where ¢ is an input of energy required to start the reac-
tion and n is radiation. This process led others to develop the “fusion” H-bomb, which is
many times more destructive than the nuclear “fission” atomic bomb but produces less
harmful radiation. For the past half-century, research had attempted to achieve a similar
controlled thermonuclear reaction to produce prodigious amounts of controlled energy
for the production of electricity.

See also Gamow; Hoyle; Teller

BIOT-SAVART LAW: Physics: Jean-Baptiste Biot (1774-1862) and Felix Savart
(1791-1841), France.

The intensity of the magnetic field set up by a current flowing through a wire varies
inversely with the distance of the field from the wire.

The Biot-Savart law means that the intensity of a magnetic field that is set up by
an electric current flowing through a conductor (wire) will vary inversely with the dis-
tance of the magnetic field from the wire.

Jean Biot and Felix Savart were French physicists at the Collége de France in Paris
where they studied the relationship between the flow of electrical current and magne-
tism and arrived at the law that is named after them. This law follows other laws of
electricity such as Coulomb’s law, Ampere’s law, and Gauss’ law. As a practical state-
ment, it is an analogy between magneto-statics and fluid dynamics that is used to calcu-
late magnetic responses and current density (amperes) in fluids. More recently the
Biot-Savart law was used in the calculation of the velocity of air induced by vortex
lines in aerodynamic systems because a vortex in fluids (air) is analogous to the velocity
of a current’s (amps) strength through a magnetic field.

In addition to electromagnetism, Biot was interested in other areas of physics. He
was the first person to determine the optical properties related to the polarization of
light as the light passes through a solution. He also was the first to determine the opti-
cal properties of mica, which is found in the mineral biot that was named after him. For
his work on polarization he was awarded the Rumford Medal of the Royal Society. He
later wrote a book in which he proposed that the shape of Earth might be based on its
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rotation on its axis. In 1804, along with Joseph Gay-Lussac, he flew a hot-air balloon
to an altitude of 5 kilometers as they explored the changes in Earth’s atmosphere. A
small crater on the moon is named for Biot.

Felix Savart (1791-1841) actually discovered the law related to how the flow of cur-
rent through a magnetic field is related inversely to the distance of the field from the
magnet in 1820 during his collaboration with Jean Biot. Jean Biot was Savart’s mentor
and was senior in age and academic position at the College de France. Savart was also
interested in acoustics. He invented the Savart disk that, using a cogwheel as a meas-
uring tool, produced a sound wave of a known frequency. In addition, the savart which is
a unit of measurement for musical intervals is named after him although it was actually
invented by the French mathematician and physicist Joseph Sauveur (1653-1716).

See also Ampere; Coulomb; Gay-Lussac

BIRKELAND’S THEORY OF THE AURORA BOREALIS: Physics: Kristian Olaf
Bernhard Birkeland (1867-1917), Norway.

The aurora borealis is caused by rays (charged particles) from the sun that are
trapped in Earth’s magnetic field and concentrated at the polar regions.

The aurora is a curtain-like, luminous, greenish-white light produced by upper atmos-
pheric atoms and molecules that become ionized after being struck by electrons, thus emit-
ting radiation. It is a large-scale electrical discharge affected by the solar wind and Earth
acting as a magnetosphere “generator” that concentrates the aurora at the polar regions.

Kristian Birkeland studied this phenomenon for some time and arrived at his theory
from his knowledge of cathode rays recently produced and named by the German phys-
icist Eugen Goldstein (1850-1930). He recognized the relationship of the glowing
charged particles in cathode rays whose directions could be altered by magnetism.

Birkeland made another important contribution involving the great worldwide
demand for nitrogen fertilizer. The major supply of fertilizer was limited to guano (bat
dung found in caves) and some natural nitrogen compounds. However, the atmosphere
is about 78% nitrogen and could be an almost unlimited source of nitrogen fertilizer. In
1903 Birkeland and the Norweigian engineer and industrialist Samuel Eyde (1866-1940)
developed a process by which air was passed through an electric carbon arc and produced
nitrogen oxides, which were then dissolved in water to form nitric acid. The nitric acid
reacted with lime to form calcium to produce calcium nitrate, an excellent fertilizer. It
required great amounts of electricity to operate the electric arc. As a consequence, the
commercialization of the process led to the development and the growth of hydroelectric
power in Norway. This process became known as the Birkeland-Eyde process that pro-
duced fertilizer for export worldwide before World War I. About the same time another
process that involved a catalytic reaction with hydrogen was developed that used the
“free” nitrogen from the atmosphere and converted it into “fixed” nitrogen. The result-
ing nitrogen oxides, the basis for fertilizer, were less expensive to manufacture than those
produced by the Birkeland—Eyde process. This alternate process became known as the
Haber process using an electric arc as a means of fixing atmospheric nitrogen. The proc-
ess was commercialized by the German chemist and engineer Carl Bosch (1874-1940)
and is still used today to produce the worldwide demand for fertilizer.

See also Haber
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BJERKNES’ THEORY OF AIR MASSES: Physics and Meterology: Vilhelm Friman
Koren Bjerknes (1862-1951), Norway.

The thermodynamic properties of an air mass will determine the weather factors for
the area that is covered by the air mass.

Essentially, this means that the physical nature of an air mass is partly determined
by the nature of the surface region over which it develops.

Bjerknes was the head of the geophysics department at the University of Leipzig in
Germany before establishing the famous Bergen Geophysical Institute in Bergen, Nor-
way, in 1917, which laid the foundation for the Bergen School of Meteorology. In col-
laboration with his son Jacob Bjerknes (1897-1975), a renowned meteorologist in his
own right, they established a series of weather stations in Norway. As a result of the
data and research gathered from these stations, Vilhelm Bjerknes developed his theory
of air masses and cold (polar) fronts. He recognized that there were at least four types
of air masses: equatorial, tropical, polar, and arctic (and antarctic). An air mass is a
very large dome of air, which internally has similar factors of temperature, humidity,

and pressure. Some fifty air masses
exist over the surface of Earth at any
one time, and their nature reflects the
region from which they were spawned.
Bjerknes used these and other factors
to develop a system that distinguished
properties that determine the weather,
such as humidity, temperature, and
visibility (based on the amount of dust
in the atmosphere). He recognized
that the mass movement of air could
better be predicted when the hydrody-
namics, such as polar fronts, squall
lines, and low-pressure areas (cyclonic
regions) of large massive weather sys-
tem were understood. The movement
of air masses, related hydrodynamics,
and the refinement of his classification
system for air masses in the atmos-
phere are the bases for today’s weather
predications and reports.

As a young boy Vilhelm assisted
his father, Carl Bjerknes, in setting
up and conducting experiments in
hydrodynamics. He continued this
work until he entered the University
of Kristiania. (The city of Kristiania
was renamed Oslo in 1925.) He wrote
his first scientific paper “New Hydro-
dynamic Investigations” in 1882
when he was just twenty years old.

Prehistoric humans, no doubt, were aware of weather
and changes in atmospheric conditions that affected their
lives. They could tell if a weather front was upon them
by the mere fact that they became colder or hotter, or
that it was humid or wet, as well as windy. During the
ice ages they were well aware of the seasons and pre-
pared for long winters. People always could, and still do,
recognize repeated patterns of the weather and sense the
difference between hot/cold, wet/dry, cloudy/bright, and
calm/windy. There are records that indicate the ancient
Greeks understood that weather changed when masses of
air passed through their region. In about 400 sce, Hippo-
crates wrote a piece ““On Air, Water, and Places” that
describes changes in weather and how directions of the
wind entering the city could affect the health of citizens.

Until about the seventeen century observing the
weather was accomplished by folk tales, myths, and
legends. Some of the tales still exist. For instance, the
amount of hair on a certain type of caterpillar will predict
how cold the winter will be, and the predictions of the
famous Punxsutawney Phil groundhog that comes out of
his hole on the second day of February each year are but
two examples. If the sun is shining and “’Phil” sees his
shadow, there will be six more weeks of winter; and if he
does not see his shadow, spring will come early.

Despite all the knowledge, equipment, computers, sat-
ellites, and theories at hand today, weather forecasting is
still somewhat unreliable due to the enormous amount of
constantly shifting variables involved that are beyond the
capabilities of our best efforts to incorporate them into a
forecast that is accurate for more than a few days.
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He then moved to Germany to continue his studies, returning to Norway in 1907
where he remained for the next five years before going to the University of Leipzig as
the head of the geophysics department. He presented his theory in a 1921 paper titled
“On the Dynamics of the Circular Vortex with Application to Atmosphere and to
Atmospheric Vortex and Wave Motion.” His theory is based on the direct analogy of
the flow of fluids (air and water), turbulence, and whirlpools in water to the behavior
of air masses. In other words, he applied his father’s work on hydrodynamics and elec-

trodynamics to air masses.

BLACK’S THEORIES OF HEAT: Chemistry: Joseph Black (1728-1799), Scotland.
There are three aspects to Black’s theory. One deals with solids changing to liquids

(fusion), one involves the change of liquids into gases (vaporization), and the third

relates the capacity of heat required to a specific temperature change of a given mass.

THREE STATES OF MATTER

Solid State

Gaseous State

Figure B5. States of matter: A solid state
exists when the substance has a definite
shape and volume and tends to maintain
its shape and volume. A substance in the
liquid state has a definite volume but no
definite shape; it flows and takes on the
shape of it container. The liquid state is
between the solid and gaseous states. A
substance in the gaseous state has a
lower density than solids and liquids,
and it will expand to fill the extent of its
container. The states of matter are related
to the densities of matter and the kinetic
energy of their constituent particles.

Black’s theory of latent heat of fusion: The heat of
fusion is the heat capacity required to change 1 kilogram of a
substance from a solid to a liquid without a temperature
change.

Black’s theory of latent heat of wvaporization: The
heat of vaporization is the heat capacity required to change 1
kilogram of a substance from a liquid to a gas without any
temperature change.

Black’s theory of specific heat: Specific heat is the
amount of heat required to raise 1 kilogram of a substance by
1 degree Kelvin.

Joseph Black proposed these theories after experi-
menting and making many measurements involving
changes in the states of matter (e.g., water to ice and
boiling water to steam; see Figure B5). He was the first
to distinguish between temperature and heat, a distinc-
tion that many still confuse today. Temperature is based
on the law of thermodynamics and is the degree of hot-
ness or coldness transferred from one body to another as
measured in degrees Celsius, Kelvin, or Fahrenheit.
Temperature is a measure of the average (mean) energy
of the motion of molecules and atoms in a substance in
internal equilibrium. Heat, on the other hand, is a form
in which energy is transferred from one body to another.
Heat always flows from a substance that contains more
energy to one with less. Thus, the temperature of the
first substance is reduced, and the second substance
increases until equilibrium between the two substances
is established. In other words, at equilibrium they are at
the same temperature.

During the late eighteenth and early nineteenth cen-
turies, a number of physicists developed the science of
heat, later named thermodynamics, the second law of
which states that heat flows naturally from hot to cold,
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but never the other direction. The second law of thermodynamics describes entropy,
which is an increase in disorganization (of molecules) within a closed system until
equilibrium is established.

In several ways, Black’s work was the beginning of modern chemistry. More important,
he was one of the first to measure chemical reactions quantitatively. For example, the
reaction of limestone with acid that exhibited an effervescence that he called “fixed air,”
and that later proved to be carbon dioxide, was one of his more famous experiments.

See also Carnot; Clausius; Joule; Kelvin; Maxwell; Mayer; Thomson; von Helmholtz

BODE’S LAW FOR PLANETARY ORBITS: Astronomy: Johann Elert Bode (1747-
1826), Germany.

Bode’s law is a numerical system for determining the average radii (distance) of a
planet from the sun, calculated in astronomical units (AU). An AU is the average dis-
tance of Earth from the center of the sun—approximately 93 million miles.

Start with a series of numbers where each number is twice the preceding number, namely, 3,
6, 12, 24, 48, 96—.—.—.—, then add 4 to each number, namely, 7, 10, 16, 28, 52, 100—.—.—
.—, then divide the sum of each by 10. The answer is the mean radii of the planetary orbits in
astronomical units (AU), which is the planet’s mean distance from the sun—for example:

344=7+10=0.7AU
6+4=10+10=1.0AU
24+4=16+10=1.6 AU
24+4=28+10=28 AU
48 +4=52+10=52 AU

Bode’s law is really the mathematical expression of a concept proposed by the German
astronomer Johann Titius (1729-1796) in 1766 or 1772. It is based on Titius’s idea that a
simple numerical rule governs the distance of planets from the sun. A few years later Bode
proposed a useful combination of simple numbers that he claimed could predict the loca-
tion of unknown planets. It is unknown if this is some true relationship of the nature of
the solar system or just coincidence. Most astronomers of his day were unimpressed with
his number sequence because the rule did not apply for the planets Neptune and Pluto.
Bode’s law predicted a planet between Mars and Jupiter, but none was found until the
[talian monk, mathematician and astronomer Giuseppe Piazzi (1746-1826) discovered a
very small (about 650 miles in diameter) asteroid-like planet, Ceres, in 1801. Ceres was
located at 2.55 AUs from the sun in an area with many, many asteroids (also known as
planetoids). Bode’s law was finally accepted when Bode accurately predicted the location
of a yet-to-be-discovered planet. Using a telescope, William Herschel located Uranus in
1781, exactly where Bode’s numbers indicated it should be, at 19.2 AUs. Bode was given
the privilege of naming this new planet, calling it Uranus after the Greek god of the sky.

BOHM’S INTERPRETATION OF THE UNCERTAINTY THEORY FOR
ELECTRONS: Physics: David Joseph Bohm (1917-1992), United States.

The electron has a definite momentum and position and is thus a real particle, with
wave and particle characteristics, but this duality is the result of new ‘‘pilot waves”
that connect the electron with its environment.
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David Bohm did not completely agree with the Heisenberg uncertainty principle
(indeterminacy principle) or with then current interpretations of quantum theory. He
considered Heisenberg’s theory as presenting only a description of the behavior of an
electron and not a view of the electron because it stated neither the position nor mo-
mentum (mass multiplied by velocity) of the electron could be determined at the same
instant. Bohm claimed that this uncertainty does not represent the deterministic na-
ture of reality—that is, an event cannot precede its cause.

Bohm’s pilot wave is not the classical or traditional explanation of quantum or inde-
terminacy theories. It can be measured only by complex mathematics, not by experi-
mentation. Although Bohm’s pilot wave interpretation maintains the concept of “real
nature” as being deterministic, it is not as well accepted, as is Bohr’s interpretation.
Today, most physicists accept the latter’s theory.

See also Bohr; Dehmelt; Einstein; Heisenberg; Planck

BOHR’S QUANTUM THEORY OF ATOMIC STRUCTURE: Physics: Niels Hen-
drik David Bohr (1885-1962), Denmark. Bohr was awarded the 1922 Nobel Prize for
Physics.

Bohr’s quantum mechanics theory for atoms: 1) Electrons reside in discrete energy levels
(similar to the shells or orbits of Rutherford’s model) in which they move. As long as they
remain in their orbit, they do not emit radiation. Therefore, these energy levels (orbits) are
stable and are always whole number multiples of Planck’s constant as 1h, 2h, 3h, and so on,
and the orbiting electrons are limited to a discrete series of orbits. 2) Electrons move in stable
orbits because they can only emit or absorb discrete radiation ‘‘packets’’ of energy that are
equal to the difference between the original and the final energy levels of the electrons. The
quanta ‘‘packets’’ of energy are absorbed or radiated when electrons change from one orbit to
another.

Niels Bohr based his theory for the structure of the atom on Ernest Rutherford’s fa-
mous experiment demonstrating that atoms comprised very small, heavy, dense, posi-
tively charged central nuclei surrounded at some distance by very light, negatively
charged particles, referred to as electrons. This concept of the negative electrons orbit-
ing the positive nucleus was somewhat similar to planets orbiting around the sun. This
classical mechanical-electrodynamic concept presented a problem in the sense that
electrons carry a negative electrical charge, and according to the laws of physics, they
should radiate energy as they orbit the nucleus, which would result in instability and
cause them to spiral into the positively charged nucleus. Thus the conservation of mo-
mentum would be violated. Bohr solved this problem of the atom’s potential instability
by postulating that the circumference of the orbit must be equal to an integral number
of wavelengths. The extension of this idea led to the development of quantum
mechanics.

To account for the conservation of momentum (mass times speed), Bohr assigned
specific values to orbits and later to suborbits. This led to his concept that when an
electron emitted a quantum of energy (photon), it would move to a lower orbit (lower
energy level). Conversely, when an electron absorbed a quantum of energy, it would
move to an outer or higher orbit (energy level). This became known as a quantum leap.
By using Planck’s constant (h) he measured the difference in radiation for these energy
level changes by hv, where v is the frequency of the radiation. These developments led
Bohr to another principle.
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Bohr’s correspondence principle: The quantum theory
description of the Bohr atom relates to events on a very small
scale but corresponds to the older classical physics, which
describes events on a much larger scale.

This principle is based on electrons’ obeying the prin-
ciple of quantum mechanics but with limits corresponding
to and similar to Newtonian classical mechanics. Thus,
his model of the atom could exist only if electrons exhib-
ited both wave and particle properties. This explains how
electrons, as standing waves, could move in orbits without
emitting radiation but still have particle characteristics.
Bohr’s next principle is related to the quantum nature of
photons and electrons.

Bohr’s complementary principle: The electron can
behave in two mutually exclusive ways. It can be either a par-
ticle or a wave.

The wave—particle duality was demonstrated by others
and is accepted today as the duality nature of quantum
particles. Bohr also was the first to theorize that an elec-
tron could enter a nucleus and cause it to be excited and
unstable. This led to his next contribution.
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Figure B6. When electrons move from
a stable energy level of atoms, they emit
discrete packets of energy.

Bohy’s theory of a compounded nucleus: The nuclei of atoms are compounded or com-
posed of distinct parts. The heavier the nuclei the more “‘parts’”” they contain and more likely

to be unstable and break up.
This led to his next theory.

Bohr’s “droplet model” theory: The impact of a neutron (corresponding to a *“‘droplet’’)
on a very heavy nucleus can cause the heavy nucleus to be compounded and become unstable
and fission or split into two parts, whose total mass almost equals the mass and charge of the

original heavy nucleus.

Later, Otto Hahn who discovered protactinium (Pa), and German chemist Fritz
Strassman (1902-1980) chemically identified fragmentary decay particles of uranium
predicted in Bohr’s model but did not identify it as fission. This decay reaction, called
nuclear fission by Lise Meitner and Otto Frisch, occurs when “compounded” heavy
nuclei break into two or more lighter nuclei. These experiments were the first evidence
for fission of the rare uranium radioactive isotope U-235, which ended as a small radio-
active isotope of barium-56. This led to the use of another fissionable element, pluto-
nium, used in atomic fission bombs, which Bohr assisted in developing. Among Bohr’s
other contributions was his early (1920) theoretical description of the Periodic Table
of Chemical Elements that he based on his theories of atomic structure.

See also Bohm; Dehmelt; Frisch; Hahn; Heisenberg; Meitner; Planck; Rutherford

BOK’S GLOBULES THEORY OF STAR FORMATION: Astronomy: Bart Jan Bok

(1906-1983), United States.

The small, circular ““clouds’ of matter that are visible against a background of lumi-
nous gas or by the light from stars are actually massive ‘‘globular-like clouds’ of dust
and gas that are in the process of condensing to form new stars.
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Bart Bok identified these interstellar dark globules near the nebula Centaurus, referred
to as 1C2944. Bok’s theory is used to explain one of the concepts for the origin of our
universe. Recently his theory has been reexamined as a possible model for the creation,
regeneration, or rebirthing of stars to explain the idea for the ever-continuing universe.

After receiving his PhD in the Netherlands, Bart Jan Bok arrived in the United
States in 1929. He became a citizen in 1938 and was appointed professor of astronomy
at Harvard University in 1947. From 1957 to 1966 he was director of the Observatory
in Canberra, Australia. After returning to the United States in 1966 he became direc-
tor of the Steward Observatory in Arizona and professor of astronomy.

In cooperation with his wife, Priscilla, they published a paper “The Milky Way” in
1941 that explained his theory for the spiral structure of the Milky Way. Walter Baade
who identified hot young O and B type stars in the Andromeda galaxy further explored
Bok’s theory. These bright O and B stars act as identifiers in the arms of the spirals of
the galaxy. In the early 1950s William Morgan and Hendrik van de Hulst produced
data from radio-astronomy experiments that contradicted the circular spiral nature of
galaxies. Their data identified them as being more elliptical in shape. Bok attempted to
join the two different types of structures (circular vs. elliptical) for galaxies but was not
successful. He is now best known for what are called Bok globules that are the small
dark circular clouds that are visible against the background of stars.

See also Baade

BOLTZMANN’S LAWS, HYPOTHESES, AND CONSTANT: Physics: Ludwig
Edward Boltymann (1844—1906), Austria.

Boltzmann’s law of equipartition: The total amount of energy of molecules (or atoms)
is equally distributed over their kinetic motions.

In other words, on the average, the energy of molecular motion is distributed with
discrete degrees of freedom within an ideal gas. This led to Boltzmann’s description of
how the total energy of a gas is distributed equally among the molecules in the gas, namely,
heat. This became known as the Maxwell-Boltzmann distribution equation, which is
based on the Boltzmann constant: k = R/N = 1.38 x 1072 J/k, where k is the Boltz-
mann constant, R is the universal gas constant, N is the number of molecules in 1 mole
of gas as per Avogadro’s number, and J/K is joules per degree of Kelvin.

Boltzmann distribution equation: The probability exists that a molecule of a gas will be
in energy equilibrium with the position and movement of the molecule and will be within an
unlimited range of values.

This is another way of stating the energy distribution of gas molecules. It states that
atoms and molecules should obey the laws of thermodynamics.

Boltzmann’s entropy hypothesis: The entropy (the measure of disorder in a closed sys-
tem) in a gven state is directly proportional to the logarithm of the number of distinct states
available to the system.

Entropy was the term given to the concept of the second law of thermodynamics.
It is based on the fact that unless energy is added to a closed system, the system
will always proceed to a state of disorganization and finally to a state of energy or heat
equilibrium. Boltzmann supplemented the mathematics related to thermodynamics
using a statistical treatment to interpret the second law of thermodynamics, which in
essence states that heat can only move toward cold, or to a region of less heat, never
the other way around. This hypothesis can be stated as the Boltzmann constant
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equation: S/k = log p + b, where S is entropy and k is the Boltzmann constant, which
has the value of 1.380 x 1072’ joules per degrees Kelvin. Boltzmann thought so highly
of this equation that he had it inscribed on his tombstone. Most of Boltzmann’s theo-
retical work contributed to the science of statistical mechanics. He is also known as
the father of statistical mechanics.

See also Carnot; Clausius; Kelvin; Maxwell; Rumford

BONNET’S THEORIES OF PARTHENOGENESIS AND CATASTROPHISM:
Biology: Charles Bonnet (1720-1793), Switzerland.

All organisms are preformed in miniature (homunculi) as little beings inside the
female eggs of the species, and the “‘germ’ of a species is constant over time, thus no
male of the species is required for propagation of the species.

Charles Bonnet developed this theory of parthenogenesis after discovering the
female of a species of a tree aphid reproduced without the aid of male sperm (thus, par-
thenogenesis, or “virgin birth”). To overcome the objections to his theory, which
implied all living organisms were unchanged from the beginning of time, he proposed
the concept of catastrophism. Although he was the first to explain evolution in a bio-
logical context, and the first to use the term “evolution” in a biological sense, he did
not accept the extinction and changes of species as a gradual process.

Bonnet was one of the first to propose catastrophism as the cause of changes (evolu-
tion) in biological species. According to his theory, catastrophic events on Earth result in
great extinction of most species and that that new species are created from the few indi-
viduals that survived catastrophic events. He believed that catastrophism was responsible
for apes becoming humans and that the next step is for humans to evolve into angels.
Catastrophism as a concept, with modifications, is still accepted by a few biologists today.

The concept of “preformation” of humans in either the female egg or male sperm as
a homunculus (small human form) persisted since the days of ancient Greek philoso-
phers. Catastrophism influenced many biologists until Darwin’s concept of a more grad-
ual type of biological evolution, but even Darwin was aware that evolution was not
“smooth” over periods of time and that there were “interruptions” in the process.

See also Aristotle; Buffon; Cuvier; Eldredge—Gould; Gould; Swammerdam

BOOLE’S THEORY OF SYMBOLIC LOGIC: Mathematics (Logic): George Boole
(1815-1864), Ireland.

A mathematically (algebraic) logical construction is based on one of the following
operators: AND, OR, or NOT, or is based on a construction that may be expressed
by dll three of these operators.

Symbolic logic, and in particular Boolean logic, is indispensable for use in develop-
ing computer programs and computer-based research engines. This system is based on
what mathematicians refer to as “elements” of the system and “sets.” A set is a collec-
tion of things (such as a group of numbers) that have the characteristic that can be
identified as being included in a collection of other things (other groups of numbers).
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Born-Haber Theory of Cycle Reactions

When using the English terms of OR, AND, and NOT, Boolean logic is the basis for
computer programming languages as well as computer search engines, such as Google
and Ask, although not all computer search engines use the same syntax. As an example
of a common engine syntax:

Search for Students with last name = Jones AND first name = James;
Search for Students with last name = Jones OR first name = James;
Search for Students where NOT is last name = Jones

The Google search engine uses the AND syntax as a default in their program as a
way to link two related or different items, e.g., “search Jones” “search James.” In other
words the AND is understood in their program and automatically gives you students
with both names Jones and James. If you want to refine the search OR is used as in
“search Jones OR James”, and they use the — sign for the logical use of NOT, as in —
“search Jones.” Actually the Google program is more elegant than this simple Boolean
logic suggests, but these techniques seem to speed up a more comprehensive search.

George Boole is sometimes thought of as mathematics genius because of his work in
abstract algebraic operations that are expressed in his work on Boolean algebra and
Boolean logic that are the bases for the programming language of computers. After his
shopkeeper father taught him what math he knew, George continued to learn on his
own all he could in mathematics as well as other fields, including Latin and Greek.
When he was sixteen years old, he added to the family income by teaching school, and
four years later in 1835 he opened his own school. He studied the works of other seven-
teenth-century mathematicians and just four years later published his first paper in The
Cambridge Mathematical Jownal in 1839 that discussed differential equations and invari-
ance. On the basis of this paper and other works he became a professor of mathematics
at Queen’s College in Cork, Ireland. In 1844 he received The Royal Society Award for
his work on differential equations. In 1847 he published Mathematical Analysis of Logic,
and in 1854 he worked on the idea of applying mathematical approaches to symbolic
logic, which he published in An Investigation into the Laws of Thought. This last publica-
tion before his death from pneumonia in 1864 established the field of symbolic logic
later refined by the German mathematician, logician, and philosopher Gottlob Frege
(1848-1925), the famous Welsh philosopher Bertrand Russell (1872-1970), and Alfred
North Whitehead.

BORN-HABER THEORY OF CYCLE REACTIONS: Physics: Max Born (1882—
1970), Germany. Born shared the 1954 Nobel Prize for Physics with Walter Bothe.

The sequence of energy involved in the chemical and physical reactions that form lat-
tice ionic crystals is related to the crystal’s initial state (zero pressure at zero kelvin),
and to the crystal’s final state, which is also at zero pressure and zero K (e.g., for a
gas of infinite dilution).

The Born-Haber cycle is better known by the early work of Max Born, which
resulted in the mathematical theory referred to as the cycle explaining how chemical
bonds are the result of sharing or transferring electrons between atoms. As a result, sev-
eral scientists applied quantum mechanics to the concept of chemical bonding. Born



Boyle’s Law 65

and others used the hydrogen atom as
a model, and it was soon obvious that
quantum mechanics could explain
almost all aspects of chemistry,
including the different types of reac-
tions between atoms of different ele-
ments and the probability of where to
find an electron within its orbit sur-
rounding the nucleus.

Max Born is better known for his
work in the field of quantum mechan-
ics. In cooperation with German
physicist Ernst Pascual Jordan (1902—

Fritz Haber (1868-1934) was born in Breslau, Germany,
now Wrolcaw, Poland, and studied at the University of
Heidelberg under Robert Bunsen. He and Carl Bosch
developed the Haber process for the catalytic formation
of ammonia from hydrogen using the nitrogen found in
the free atmosphere. The Haber—Bosch process (not to
be confused with the Born—-Haber cycle) was a great de-
velopment in the field of industrial chemistry because it
greatly increased the supply of nitrogen for use in pro-
ducing cheap nitrogenous fertilizer and WWI explosives
for which he received the 1918 Nobel Prize in Chemis-
try. He also developed deadly war gases and was per-
sonally involved in their release. He also developed an

effective gas mask during the war years. Haber con-
verted from Judaism to be more acceptable to the Ger-
man government. Even so, the Nazis forced him to
emigrate because he was still Jewish by the Nazis’
definition.

1980), Born refined Werner Heisen-
berg’s concept of matrix mechanics by
developing the mathematics that
explained the theory in 1925. Born
was among the first to provide the
mathematics to explain the possibility
that particles can also behave like waves. This was about the time that the duality con-

cept of light (photons) and other types of radiation was being discussed and debated.
See also Bohm; Bohr; Dehmelt; Frisch; Haber; Hahn; Heisenberg; Meitner; Schrodinger

BOYLE’S LAW: Chemistry: Robert Boyle (1627-1691), Ireland and England.

There is an inverse relationship between the pressure and volume of a gas when the
temperature remains constant. The equation for this law is written as P x V = ¢
(pressure times volume equals a constant inverse relationship).

Robert Boyle, an Irish chemist who later worked in England, used air pumps devel-
oped by Robert Hooke to experiment with the physical conditions of gases under differ-
ing pressures while maintaining constant temperatures. In 1661 he published the results
in his book, The Sceptical Chymist. In 1662 Boyle discovered air could be compressed,
and as the pressure increased, the volume decreased. He demonstrated that if the pres-
sure on a gas doubled, its volume would be just one-half its original volume; if the pres-
sure was increased by one-third, the volume would decrease one-third. Boyle also noted
the opposite inverse relationship existed when he used a vacuum pump to decrease the
pressure that increased the volume of air. This proved to be a classical inverse relation-
ship, which seems to be a universal constant. It was an important conclusion because it
helped explain the atomic (particle) nature of gases—that is, atoms (or molecules) of
gases would spread farther apart when the pressure was decreased. Conversely, the
atoms would be forced closer together if the pressure increased.

Boyle was an atomist who supported the original concept of matter first proposed by
the ancient Greek Democritus. It took more than a century after Boyle’s work before
the modern atomic theory of matter was fully developed. It might seem ironic that a
scientist who is considered one of the founders of modern chemistry was also an alche-
mist who spent much of his time attempting to transmute base metals into gold.
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Bradley’s Theory of a Moving Earth

Robert Boyle was born into a wealthy aristocratic family who lived in a castle in Ire-
land. Like the sons of many aristocratic families, as a young boy he was sent off to
schools in Switzerland and later to Italy. It is said that he developed an interest in sci-
ence while at school when he found copies of Galileo’s writings describing his work
and ideas on astronomy. After his schooling, Boyle’s family moved to their estate in
England where in 1644 Robert retired for ten years, during which time he became
interested in studying the nature of gases, then called pneumatics. He then moved to
Oxford where he met Robert Hooke who had constructed an air pump that he used to
demonstrate how air is important for respiration, combustion, and the transmission of
sound. An important phase of Boyle’s life was when he joined with Francis Bacon who
supported the idea that science should be based on empirical observations and con-
trolled experiments. This group originally known as the “Invisible College” became the
famous Royal Society for the Improvement of Natural Knowledge in London in 1662.

In his famous book The Sceptical Chymist Boyle attacked the age-old concepts of
Aristotle’s four elements (earth, air, fire, and water) by proposing another ancient con-
cept that matter is composed of basic particles and that different types of matter are
identified by their number and position as well as the motion of these particles. He
also stressed the importance of accurate empirical observations, planning and conduct-
ing well-designed experiments, and keeping records of the results. In addition, an im-
portant concept was Boyle’s theory that heat was the result of the motion of the
particles of matter. Later this idea was expanded into the kinetic theory of matter and
the second law of thermodynamics. Boyle’s law is a rather simple inverse relationship
between the pressure and volume of a gas, assuming no change in the temperature of
the gas. Boyle considered this law as the compressibility of air. In 1660 it was pub-
lished in New Experiments Physico-Mechanicall, Touching the Spring of the Air and its
Effects. The law is known as Boyle’s law in the United States and Great Britain and as
Mariotte’s law in most of Europe. Edme Mariotte (1620-1684) was a French physicist
and priest who recognized the validity of Boyle’s law ostensibly before he published his
findings in 1676. It is expressed as p x V = C (when C is the universal inverse con-
stant, p is the pressure, and V is the volume of the gas).

See also Avogadro; Charles; Gay-Lussac; Ideal Gas Law

BRADLEY’S THEORY OF A MOVING EARTH: Astronomy: James Bradley
(1693-1762), England.

Parallax exhibited by the stars indicates a movement of the earth.

James Bradley was the successor of Edmond Halley as the Astronomer Royal, during
which time he erected a telescope in a stationary vertical position to observe the same
spot in the sky each night. Over time he observed a slight displacement (parallax) of
the image of the star Gamma Draconis. At first he thought this parallax of a star
viewed over a period of time from the same place on Earth meant that only the star
moved in relation to Earth. Bradley later realized it was not really the star’s motion
causing the parallax because the pattern of the star’s displacement was repeated every
six months. Thus, it meant the observer and his fixed telescope on a moving Earth
caused the change in the star’s apparent position. This concept is based on Earth’s or-
biting around the sun every twelve months, which means Earth is in a very different
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viewing position in relation to the star every six months. This creates an apparent dis-
placement called parallax. The diameter of Earth’s orbit around the sun is approxi-
mately 186 million miles (twice the radius of 93 million miles). Every six months,
Bradley’s telescope was 186 million miles from where he viewed the star the previous
six months. Parallax seemed to place the star in slightly different positions. Bradley cal-
culated that the aberration or movement he observed was related to the ratio of the ve-
locity of light to the velocity of Earth as it circled the sun. He figured that this ratio
was approximately 30 km s~!, which is about 10,000 to 1. From this data he calculated
that the speed of light was 3.083 x 10® m s~!. This was the most accurate measure-
ment for the speed of light at that time in history. Bradley’s theory that explained the
motion of Earth was the first direct evidence for such motion. Up until this time
Earth’s motion was always inferred from indirect factors.

Today, astronomers using the parallax concept can mathematically determine the
distance of the closer stars to our solar system. Parallax does not work very well for dis-
tant objects located in deep space. Bradley also was one of the first to conceptualize
that light has a finite, not infinite, speed. The idea of light having a finite speed
(~186,000 miles per sec.), and the movement of Earth, were important concepts for
compiling accurate observations and calculations of stars.

Bradley determined that Earth had a “wobble” (precession) as it spins on its axis.
He also calculated the extent of this wobble on the changing gravitational attraction
of the moon, which has a slightly inclined
orbit around Earth. TYCHO'S 11 FOOT QUADRANT

See also Brahe; Copernicus; Galileo;
Kepler

BRAHE'’S THEORY OF THE
CHANGING HEAVENS: Astronomy:
Trycho Brahe (1546-1601), Denmark. (Tycho
Brahe is the Latinized form of his birth
name, Tyge Ottesen Brahe. Universally, he
is referred to as “Tycho.”)

Because a new star does not exhibit
any parallax and comets come and
go, there must be changes in the heav-
ens, proving Earth with its orbiting
moon is the center of the universe.

Tycho Brahe was an ardent proponent of
Ptolemy’s concept that Earth was the center
of the universe, but he did not accept the
idea that the universe was static. Based on
his observation, Tycho devised this theory

Figure B7. Tycho Brahe’s 11-foot quadrant is an
example of the large-scale astronomic instruments
of a changing universe but incorrectly (sextants and quadrants) that he constructed for direct
believed Earth was at its center. Tycho’s viewing since the telescope had not yet been invented.
concept of a changing universe was unique; Some were so large that he was able to climb into
until that time Artistotle’s concept of a them while viewing the heavens.
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In 1577 Denmark’s’ King Frederick Il offered Tycho
Brahe unlimited funds and the use of the island of Hven
for Tycho's lifetime if he would build his proposed ob-
servatory that would be large enough to hold Tycho's
extra-large instruments for viewing the heavens. These
included his large quadrants and sextants that enabled
him to observe, with the unaided eye, and with some ac-
curacy events outside of the solar system. This led to the
development of his theory. After the death of Frederick Il
in 1588, his successor, Christian 1V, became the king of
Denmark. Christian IV and Tycho had a falling out, and
Tycho was forced to find a new patron. He succeeded
when he met someone a bit more unbalanced than him-
self, the Holy Roman Emperor Rudolph Il, who gave
Tycho another castle near the city of Prague to house his
enormous instruments. He also acquired a young assist-
ant, Johannes Kepler, who later made a name for himself.
They did not get along, but their work was outstanding,
and after Tycho’s death two years later Kepler made good
use of the mass of data Tycho had recorded.

An interesting story about Tycho Brahe’s eccentric and
argumentative nature related to the duel he fought when
he was just nineteen years old. The dispute with a Danish
nobleman was about who was the better mathematician.
During the fight with swords Tycho lost the end of his
nose. It is said that he then formed a false nose out of
wax, gold, and silver that he wore for the rest of his life.

permanent, unchanging universe was
accepted as fact. This belief changed
when Tycho discovered a new super-
nova (exploding star) known as the
“Tycho Star” in 1572. Tycho also dis-
covered a large comet in 1577 that fur-
ther supported his theory. A large
crater on the moon is also named after
him. Tycho’s theory of a changing uni-
verse was not well accepted by other
astronomers.

Because telescopes had not yet been
invented, Tycho constructed several
large sextants and quadrants for his
direct sight viewing of the universe. He
kept a journal of all his activities as well
as astronomical tables, which later
proved useful to his assistant, Johannes
Kepler. Tycho’s most important contri-
bution was the result of the twenty years
he spent recording the positions of over
eight hundred stars that proved invalu-
able for the future work of Kepler. These
records assisted Kepler in developing his
three laws of planetary motion.

See also Copernicus; Galileo; Kep-
ler; Ptolemy

BUFFON’S THEORIES OF NATURE: Biology: Comte George Louis Leclerc de Buf-

fon (1707-1788), France.

Buffon’s theory of ecology: The animals of an area (ecology) are the product of the envi-
ronmental conditions of the land where they developed.

Comte de Buffon based this theory on his concept that Earth makes and grows the
plants on which the animals depend; thus the region’s plants determine the geography

and geology of the region’s animals.

Buffon’s theory of natural classes: Animals were classed not according to genera and
species, but rather in a hierarchy of man, domesticated animals, savage animals, and lower

animals.

Taxonomy and species classifications based on structure and functions were not yet
fully developed. Therefore, Buffon classed animals according to major categories as he

interpreted their status in life. His classification of animals is somewhat similar to Aris-

totle’s “ladder of life” (see Aristotle).

Buffon’s theory of species: Animals within a hierarchical group (species), and only those

within that group, can reproduce themselves.

Buffon based his theory on empirical evidence. He observed that animals of one

group from his hierarchical classification of animals would breed only with others of
their kind. He was unaware of hybrids or mutations.



Bunsen’s Theory of the Spectrochemistry of Elements

Buffon’s theory of the age of
Earth: Based on a series of stages as
evidenced by geological history, Earth is
seventy-eight thousand years old.

Buffon rejected biblical records that
contended Earth’s age as six thousand
years. His estimate of the age of Earth
was based on fossils and geology. Buf-
fon believed Earth was originally a hot
body that cooled off sufficiently
enough for people to exist and would
continue to cool, at which time all life
on Earth would end. His extension of
the age of Earth led other scientists to
examine fossils and geological evi-
dence more closely, which provided a
more accurate estimate of Earth’s age.
Today, the universe is considered to
be ~13.4 to ~15 billion years old,
with Earth being formed about ~3.5
to ~4.5 billion years ago.

Buffon’s theory of the origin of the
planets: The formation of planets was
the result of a collision between a large
comet and the sun.

Buffon produced numerous writings that influenced other
scientists for close to one hundred years. Some of his more
famous publications were a translation of Hale's Vegeta-
ble Statistics (1735) and a translation of Newton’s Method
of Fluxions (1740). From 1740 to the end of his life Buffon
worked on a massive forty-four volume manuscript titled
Histoire naturelle, that included the following:

Volumes 1-15 titled Quadrupeds (1749-1767)

Volumes 16-24 titled Birds (1770-1783)

Volumes 25-31 titled Epochs of Nature and Supple-
mentary Volumes (1778)

Volumes 32-36 titled Minerals (1783-1788)

Volumes 37-44 titled Reptiles (including fish and
cetaceans) (1788-1789).

His most influential work was included in Volume |
with the subtitle of Preliminary Discourse of Nature where
his ideas were ahead of his time, nontheological, and very
rational but were not always correct. He proposed the di-
vision of animals into natural classes, while insisting that
only individual species existed in nature and that only two
animals of the same species can propagate themselves.

Buffon is credited with providing an important naturalistic history of Earth. He
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based his concept of the origin of the solar system and planets on the more current ex-
planation of natural forces where cosmic “dust” circulated to form the solar system and
coalesce into the planets around the sun. He used the mechanics of motion as
described by Sir Isaac Newton as well as his own empirical observations.

See also Cuvier; Darwin; Wallace

BUNSEN’S THEORY OF THE SPECTROCHEMISTRY OF ELEMENTS: Chem-
istry: Robert Wilhelm Bunsen (1811-1899), Germany.

Each element, when heated, emits a unique electromagnetic spectrum that can be
identified by careful spectrum analysis of the emitted light.

While assisting in an experiment of spectrum analysis, Robert Bunsen, along with
his assistant, Peter Desaga, refined Michael Faraday’s gas burner by adding a collar that
could be adjusted to control the flow of air into the burning gas. This device greatly
improved the burner by providing a hotter and steady flame. Since that time, it has
been known as the Bunsen burner. By using this extremely sensitive instrument (spec-
troscope) other scientists were able to identify and discover new elements. Bunsen is
credited with the discovery of two new elements: rubidium and cesium.

By using the spectra produced by different elements Bunsen and Gustav Kirchhoff
are credited with providing the first evidence for the internal structure of atoms that
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make up all matter. Up to this time it was believed that the “atomic” nature of the
structure of the different elements was invisible. The use of his concept that each ele-
ment has it own unique frequency (wavelength) that can be detected by using his spec-
troscope was applied to astronomy. Astronomers, using this device, were able for the
first time to analyze the light from the stars from which they were able to detect the
various chemical elements that composed the stars, including our sun. In addition to
the field of spectroscopy, Bunsen contributed to the fields of electrochemistry, electro-
deposition of metals, and photochemistry.

His career began by experimenting in organic chemistry. The results of his work
were published between the years of 1837 to 1842 in Studies in the Cacodyl Series. While
experimenting with the toxic compounds of cacodyls (tetramethylarsine, a derivative
of arsenic), he lost an eye in an accidental explosion. He also nearly killed himself by
arsenic poisoning as he worked with poisonous compounds of arsenic, chlorine, fluo-
rine, and cyanide. He soon changed the direction of his work and began experimenting
with inorganic compounds, spectroscopy, and electrochemistry. In cooperation with
Gustav Kirchhoff, he published the Chemical Analysis through Observations of the Spec-
trum in 1860. His contributions in this field were made possible by the improvement of
Michael Faraday’s gas burner that he completed in 1855.

See also Berzelius; Faraday; Kirchhoff

THE B,FH (BURBIDGE-BURBIDGE-FOWLER-HOYLE) THEORY: Astron-
omy: Eleanor Margaret Burbidge, née Peachey (1922-) along with her husband Geoffrey
Burbidge (1925-) were the lead researchers of this group that included William Fowler
and Sir Fred Hoyle, England and United States.

The theory is known as the BFH theory of the formation of chemical elements in
the universe. It states: Chemical elements are produced in the nuclei of stars of during super-
nova explosions.

The Burbidges along with Fred Hoyle of Great Britain and William A. Fowler of
the United States published the B,FH theory in 1957. It explained how all the
lighter elements from hydrogen to iron began with hydrogen. However, the original
theory had some “gaps” that needed to be explained. One problem in their theory
was that if all the elements were produced by either supernova explosions or inside
stars, the great abundance of helium and deuterium (heavy hydrogen) in the universe
could not be explained. George Gamow and other scientists proposed another theory
that states that in the very early period after the big bang, all matter was ionized
and dissociated forming a type of plasma. In just a few minutes the temperature
dropped, resulting in nucleosynthesis, at which time a few light elements were cre-
ated. Protons and neutrons were formed within the first three minutes after the big
bang. They collided with each other to produce deuterium (heavy hydrogen), which
consists of one proton and one neutron. Then deuterium nuclei collided with addi-
tional protons and neutrons to create helium as well as the next element in the peri-
odic table, that is, lithium nuclei consisting of a mass of a total of seven protons
and neutrons (which is a combination of one tritium [3H] and two deuterium [2,H]
nuclei). The fact that helium makes up about 25% of all the mass in the universe is
evidence that a very hot phase existed shortly after the big bang. Later it was theor-
ized that the heavier elements were created by the fusion reaction within stars. Mar-
garet Burbidge is one of the outstanding women in science and astronomy who can



The B,FH (Burbidge-Burbidge-Fowler—Hoyle) Theory

71

be claimed by England and the United States. She received many academic and sci-
entific honors later in her life.

Margaret Peachey-Burbidge began her career at the University of London where she
graduated in 1948. She then joined the University’s Observatory and after receiving
her PhD served as its acting director from 1950 to 1951. From this position she moved
to the Yerkes Observatory at the University of Chicago in 1951 to 1953, followed by
research work at the California Institute of Technology from 1955 to 1957. She also
did research work at the Cavendish Laboratory in Cambridge, England, before return-
ing to the Yerkes Observatory at Chicago where she served as associate professor of as-
tronomy from 1959 to 1962, at which time she moved to the University of California
at San Diego as professor of astronomy from 1964 to 1990. Her career was briefly inter-
rupted when, on a leave, she returned to England to become the director of the Royal
Greenwich Observatory where she made improvements in optical astronomy in Eng-
land. The Royal Observatory located in Greenwich, London, was founded by King
Charles II in 1675 and provided astronomical services until 1946. In 1946 the Royal
Observatory was moved to the Herstmonceux Castle in Sussex, England. Because this
region was located close to the ocean and near sea level, it provided poor viewing con-
ditions for optical telescopes. Also, the castle was very old and in need of many repairs.
The castle became a hotel that did not survive and is now a science center. Adminis-
tration operations, except the telescopes and other equipment, were moved to Cam-
bridge, England, in 1990. After her marriage to the theoretical physicist Geoffrey
Burbidge the couple collaborated with other astronomers and physicists to study the
physical nature of how chemical elements are synthesized in stars.

See also Fowler; Gamow; Hoyle



CAGNIARD DE LA TOUR’S CONCEPT OF “CRITICAL STATE”: Physics:
Charles Cagniard de la Tour (1777-1859), France.

The critical state exists at the point where the temperature and pressure create equal
densities between a liquid and its vapor. The vapor and liquid can be in equilibrium
at any temperature that is below the critical point.

The term “critical state” is also known as critical point (at the critical temperature there
is no clear-cut distinction between the vapor [gas] and liquid states) (see Figure B5 under
Black). Their densities are equal, and their two phases are also equal and considered to be
one phase. Cagniard de la Tour Cagniard discovered the concept of the critical state in
1822 by heating liquids in a sealed tube until the liquid and vapor were not distinguishable
from each other. He referred to this point as the critical temperature. His concept was
based on the work of the French physicist Louis Paul Cailletet, the English physicist James
P. Joule, and the Irish chemist and physicist Thomas Andrews (1813-1885).

Some examples of practical applications are boilers used in home heating and indus-
try, steam engines, and frequently in the generating of electricity by steam turbines.
Another example is the pressure cooker. By increasing the pressure, the liquid and
vapor can be compressed with an increase in temperature, changing the critical state
until pressure is released. Food then cooks faster under the increased pressure, using less
applied heat than nonpressurized cooking.

Cagniard is also known as the inventor of the siren used on police cars, fire engines,
and so forth to produce a rising, piercing sound. He formed a disk containing one or
more holes, and when the disk was spun rapidly and air was passed through the holes in
the disk, the typical siren sound was produced. His original, crude apparatus has under-
gone many improvements in the last century and a half.

See also Cailletet; Joule; Kelvin
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Cailletet’s Concept for Liquefying Gases

CAILLETET’S CONCEPT FOR LIQUEFYING GASES: Physics: Louis Paul Caille-
tet (1832-1913), France.

As pressure on most gases increases, so does the boiling point. Therefore, reducing
the temperature while increasing the pressure will liquefy the gas at a lower pressure.

After studying in Paris, Cailletet returned home to assist his father in his ironworks
business. He became interested in metallurgy, particularly in the use of forced air applied
to the blast furnace. This led him to try to liquefy gases, such as hydrogen, oxygen, and
nitrogen that would then be more easily transported to blast furnaces. He failed in this
attempt, which led him to identify H, O, and N; as permanent gases. It was at this point
that he learned about the works of other physicists regarding the concept of critical tem-
perature (see Cagniard). This concept gave him the idea that it would require more cool-
ing of his gases as well as greatly increasing the pressure (then releasing the pressure) for
the gas to become cool enough to liquefy. This idea is based on the Joule~Thompson
effect, which in effect means that when a gas expands, its temperature decreases. Caille-
tet was the first to liquefy his “permanent gases” by compressing oxygen, hydrogen,
nitrogen, and air by rapidly increasing the pressure, and then releasing the pressure of
cold gases, which further reduced the temperature by the rapid expansion of the gas.
Thus, the gas reached the critical temperature point at which gaseous air turned into lig-
uid air. This process is used today to produce various liquefied gases including air from
which other gases are fractionated (e.g., oxygen and nitrogen) that are used in experi-
mental work in nuclear physics, chemistry, and cryogenics. Compressed and liquefied ox-
ygen is essential in the health care of oxygen-dependent patients and in many industrial
processes, such as steel production, smelting, rocket fuels, and welding.

Cailletet was also ahead of his time in considering high-altitude flight. He invented
the altimeter, the manometer, and a mask-like breathing device that could be used at
high altitudes.

See also Cagniard; Joule; Kelvin

CALVIN’S CARBON CYCLE: Chemistry: Melvin Calvin (1911-1997), United
States. Calvin was awarded the 1961 Nobel Prize in Chemistry.

The path (route) of carbon dioxide in the chemical and physical reactions of photo-
synthesis occurs only in the presence of chloroplasts of living plants.

Melvin Calvin began his teaching at the University of California, Berkeley, in
1937. During World War II he worked on the Manhattan atomic bomb project where
he conducted research that involved new analytical techniques. He spent the remain-
der of his career at the University of California where he applied the techniques of
ion-exchange chromatography and the use of radioisotopes to the study of
photosynthesis.

Photosynthesis takes place in green plants when they are exposed to sunlight by
absorbing carbon dioxide (CO;) from the atmosphere and by an intricate process that
converts the CO, molecules into starch and oxygen (O,). This process sends oxygen
into the air at about 10'? kilograms per year on Earth. It is believed that photosynthesis
is responsible for supplying the oxygen in the atmosphere of the ancient Earth that
enabled primordial life to begin many millions of years ago.
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Figure C1. Results from a typical chromatography analysis.

Calvin exposed plants for a few seconds to radioactive CO, containing the isotope
carbon-14. Carbon-14 has the same atomic number (six protons) and is chemically simi-
lar to carbon-12, the more abundant form of carbon. But the carbon-14 nucleus has two
more neutrons than the nucleus of C-12. There is no chemical distinction between C-
14 and C-12 because they have the same atomic number (number of protons). The radi-
oactive tracer of C-14 was assimilated in plant chloroplasts during the process of photo-
synthesis and could be traced with radiation detection devices. Because the process is
very rapid, he worked quickly to mash the cells to separate the carbon-14 in boiling
alcohol. He then separated and identified the components and products of photosynthe-
sis by using paper chromatography. After many experiments, Calvin identified the cycle
of absorption and the use of carbon dioxide by plants, leading to a better understanding
of the roles of chlorophyll and carbon dioxide in the science of photosynthesis.

Using this technique Calvin identified the cycle for the reductive pentose phosphate
reaction that is an important aspect of photosynthesis. This is now known as the
“Calvin cycle” for which he won the Nobel Prize.

We now know that most plants increase their rate of growth in an atmosphere rich
in CO;. Carbon dioxide is sometimes added to the inside air in greenhouses to acceler-
ate plant growth. An increase in the growth rate of crops is one of the few benefits of
the excessive production of carbon dioxide in modern society. Calvin is also known for
his development of the analytical techniques that use radioisotopes for labeling stages
in chemical and physical reactions as well as in chromatography methods. They are all
important analytical processes used in today’s laboratories.

CANDOLLE’S CONCEPT OF PLANT CLASSIFICATION: Biology: Augustin
Pyrame de Candolle (1778-1841), Switzerland.

There is a homologous or fundamental relationship of similarities for the parts of dif-
ferent types of organisms.

Several classification systems for plants and animals existed at the time of Candolle’s
work. However, Candolle was the first to use the terms “taxonomy” and “classification”
synonymously. His taxonomy (naming system) was based on the recognized similarity
of various body parts of near relatives of different species, thus assuming they derived
from common ancestors. Candolle also originated the idea of homologous parts, which
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Cannizzaro’s Theory of Atomic and Molecular Weights

After studying medicine in Geneva, Switzerland, Can-
dolle went to Paris, France, to study natural sciences as
well as medicine. He met and was influenced by several
naturalists, including Georges Cuvier and Jean Lamarck,
and soon became better known as a botanist than a
medical doctor. His many scholarly papers earned him
a reputation that resulted in an assignment to conduct a
botany and agricultural plant survey of France. In 1813
he published his first original volume titled Elementary
Theory of Botany. Based on the natural classification
systems of Cuvier and other botanists, Candolle intro-
duced, for the first time, the concept of taxonomy as
related to classification. Candolle’s taxonomy form of
classification took the place of the older Linnaeus sys-
tem and was used for about fifty years before other bota-
nists improved it. Candolle also was the first to realize
that geographic location, to some degree, determined
what plants were native to a particular region. His con-
cept was based on the premise that various types of soil
found in different geographic regions determined the
types of vegetation growing in a specific region.

Between 1824 and 1839 Candolle wrote a massive
seventeen-volume encyclopedia titled A Guide to Natu-
ral Classification for the Plant Kingdom. He was only
able to publish the first seven volumes before his death;
his son completed the publication of the remaining ten
volumes after his father’s death in 1841.

along with the concept of relating
taxonomy to species influenced the
British naturalists Alfred Wallace and
Charles Darwin in the development
of their theories or organic evolution.
Only six volumes of Candolle’s
twenty-one-volume taxonomy project
were published before his death. His
work, which was superior to that of
Carolus Linnaeus, is still used today.
See also Cuvier; Lamarck; Linnaeus

CANNIZZARO’S THEORY OF
ATOMIC AND MOLECULAR
WEIGHTS: Chemistry:  Stanislao
Cannigzaro  (1826-1910), Italy. In
1891 the Royal Society of London
awarded Cannizzaro the Copley Medal
for his contributions to science.

The atomic weights of elements
in molecules of a compound
can be determined by applying
Avogadro’s  law for gases,
which states that gram-molecu-
lar weights of gases occupy
equal volumes at standard tem-
perature and pressure (STP).

In essence, Avogadro’s law states that all gases that are at the same pressure and
temperature will contain the same number of molecules. Cannizzaro’s genius was recog-
nizing the utility of this law fifty years after it was proposed by Avogadro and ignored
by other scientists. Cannizzaro applied the law as a means for measuring the atomic
weights of atoms of elements and the weights of gas molecules. He also determined that
the theory could be applied to solids if their vapor density is unknown by measuring
their specific heat. Although Cannizzaro credited Avogadro for the basis of his theory,
it was Cannizzaro in his 1858 publication The Epitome of a Course of Chemical Philoso-
phy that finally convinced the scientific community that molecular weights of gases
could be determined by measuring their vapor densities. In essence, Cannizzaro restated
Avogadro’s theory that definitely established the theory of atoms and molecules in a
way that was accepted by the chemists of his day. The field of quantitative chemistry
rapidly advanced once atomic and molecular weights could be accurately determined.
Cannizzaro’s theory provided a means for defining the molecular weights of many or-
ganic compounds, as well as clarifying the structure of complex organic molecules.
Avogadro’s number of molecules in a gram-molecule weight of gases at standard condi-
tions has been determined experimentally as 6.02 x 10%* and is now considered Avoga-

dro’s constant.
See also Avogadro
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CANTOR’S MATHEMATICAL
THEORIES: Mathematics: Georg
Ferdinand Ludwig Philipp  Cantor
(1845-1918), Germany.

Cantor’s theory of infinity: With-
out qualification, one can say that the
transfinite numbers stand or fall with the
infinite irrational; their inmost essence is
the same, for these are definitely laid-out
instances or modifications of the actual
infinite.

This theory is related to Cantor’s
axiom, which states that if you start with
a single point on a two-dimensional sur-
face and continue to add points on each
side of the original point, they will con-
tinue to extend out in both directions.
By adding point-to-point, there will be
no one-to-one relationships between the
two directions of points, and the lines
they form can be extended forever (infin-
ity). Another way to look at this is as fol-
lows. If you start from zero, you can
progress indefinitely to larger and larger
functions, or you can extend indefinitely
in the opposite direction to smaller and
smaller values.

Karl F. Gauss, the German physi-
cist and mathematician, stated that
infinity was not permitted in mathe-
matics and was only a “figure of
speech.” The concept of endlessness,

Cantor’s set theory has a long history although it was
essentially created by one person—George Cantor in
the late 1800s. The theory’s history goes back as far as
the Greek philosopher, Zeno of Elea, in ~450 Bct. Since
then, ideas related to infinity and cardinal numbers,
imaginary numbers, algebra, groupings, classifications,
and so on have all led up to Cantor’s theory. In mathe-
matics a ‘“’set’” can be a collection of distinct objects
that are considered as a whole (the parts comprise the
whole). Although this seems a simple idea, some mathe-
maticians did not accept it. Today it is a fundamental
concept in modern mathematics and is now taught at
the grade school level. Cantor’s concept was that the
objects (things) in the set, which are called elements of
the members of the set, can be anything such as num-
bers, pencils, shoes, letters of the alphabet, and so on.
Sets are designated by using capital letters (A, B, C,
etc,). Two sets of things, A and B are said to be equal if
they have the same members (an element or things in
each set). A set in mathematics is not the same as what
is thought of as a set in real life. In real life it is possible
to have a set of something that has multiple copies of
the same element (things or objects), whereas in mathe-
matics if two different sets have the same members or
items, they are equal even if the members are not in the
same order. For instance; Cantor proved that if A and B
are sets with A being equivalent to the subset of B, and
B is equivalent to a subset of A, then A and B are equiv-
alent. Over the years the mathematical theory of sets
and subsets has been refined, and set theory is a funda-
mental mathematical concept.

whether in time, distance (space), or mathematics, is difficult to grasp. Galileo considered the
study of infinity as an infinite set of numbers, later defined as Galileo’s paradox. However, it was
not until Sir Isaac Newton and Gottfried Leibniz developed calculus that it became necessary for a
mathematical explanation of infinity. The English mathematician John Wallis (1616-1703), who
developed the law of conservation of momentum, also proposed the symbol for infinity (oc), which
was known as the “lazy eight” or “love knot.” It was Georg Cantor, however, who postulated that
consecutive numbers could be counted high enough to reach or pass infinity. His development of
transfinite numbers, a group of real numbers (rational and irrational) that represent a higher infin-
ity, led to set theory, which permits the use of numbers within an infinite range.

Cantor is better known for his proposed set theory: The study of the size (cardinality) of sets of
numbers and the makeup or structure (countability) of groups of rational or irrational natural numbers.
Following are two examples of sets of numbers:
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Cardano’s Cubic Equation

Where n is a continuation of the sequence or set. By finding a one-to-one match in
a set (in the example, a number below the number above it), even if the set is infinite,
it is possible to determine the size of the number if the entire structure is unknown. If
the set is infinite, some of the numbers can be eliminated without reducing the size or
eliminating the structure of the set.

See also Galileo; Gauss; Leibniz; Newton

CARDANO’S CUBIC EQUATION: Mathematics: Gerolamo Cardano (1501-1576),
Italy.

Definition of cubic equation: A polynomial equation with no exponent larger than
three—Specifically: X+ 2% —x—2=0(x— I)(x+ 1)(x + 2), which can be further
treated by algebraic functions.

Earlier mathematicians solved equations for x and x° but were unable to solve x’
(cubic) equations. (First-degree equations are linear [straight line], or one-dimensional,
involving x; second-degree equations are quadratic [plane surface], or two-
dimensional, involving x’*; and third-degree equations are cubic [solid figures], or
three-dimensional, involving x’.) The graphic depiction for the solution of a cube is
usually easier to understand than is the algebraic representation. When a graph is used
to solve cubic equations, the x-axis is eliminated and reoriented. Cardano was not the
first to come up with a solution to cubic equations, having been given the explanation
for cubic and biquadratic equations by the Italian mathematician and engineer Niccolo
Tartaglia who made Cardano promise not to reveal the secret. After Cardano found
that someone previous to Tartaglia had achieved a partial solution, he published the
results as his own version. As the first to publish, Cardano has been credited with the
discovery of a solution to solving cubic equations. As a result of this controversy, a
new “policy” stated that the first person to publish the results of an experiment or a
discovery, and not necessarily the first person to actually conduct the experiment or
make the discovery, is the one given credit. This is based on the belief that science
should be open and available to all rather than kept secret.

See also Tartaglia

CARNOT’S THEORIES OF THERMODYNAMICS: Physics: Nicholas Leonard Sadi
Carnot (1796-1832), France.

Carnot cycle: The maximum efficiency of a steam engine is dependent on the difference
in temperature between the steam at its hottest and the water at its coldest. It is the tempera-
ture differential that represents the energy available to produce work. T, — T; = E, where
T, is the higher temperature, T is the lower temperature, and E is the energy available to do
work. The efficiency E is 1 only if T; = 0 Kelvin.

The concept of a temperature differential is analogous to the potential energy of
water flowing over a water wheel to produce work. This concept enabled inventors to
develop more efficient steam engines and locomotives and became known as the Car-
not cycle, based on the difference in the temperature of the steam at its highest tem-
perature and the water at its coldest temperature—not on the total amount of internal
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heat. Carnot pointed out that energy (heat) is always available to do work, but it can-
not completely be turned into useful work. Even so, it is always conserved; none is ever
“lost.” For example, within the steam engine, which is not 100% efficient, some energy
is not available to accomplish work due to “lost” heat. The first law of thermodynamics
(the word thermo-dynamics means “heat-flow” in Greek) states that energy is always
conserved, while the second law states there is a limit to how much of the energy can
be converted into work. A system cannot produce more energy (work) than the
amount of energy that is expended. Perpetual motion is impossible, as some energy is
always lost to heat due to friction.
See also Clausius; Fourier; Helmholtz; Kelvin; Maxwell

CASIMIR FORCE (EFFECT): Physics: Hendrick Brugt Gerhard Casimir (1909-2000),
Netherlands.

The Casimir force is the effect of a very small attraction that takes place between
two closely spaced plates that, although they have the ability to carry an electrical
charge, are uncharged in an environment of a quantum vacuum that contains virtual
particles that are in continuous motion.

These two plates may be composed of a conductor (any substances such as metals that
can carry an electrical current), or a dielectric (a substance other than a metal on which
an electrical field might be sustained with the loss of minimum power, i.e., insulator).

Casimir’s two electron theory: During superconduction there are pairs of electrons con-
sisting mostly of normal electrons, but some are superconducting electrons.

Along with the assistance of two colleagues, the German physicist Walther Meifner and
the Dutch physicist Cornelis Gorter (1907-1980), in 1934 Hendrik Casimir explained their
“two fluid” model of superconductivity at low temperatures. At near absolute zero some
properties of superconductivity are altered. Two types of electrons are formed, most were
normal-type electrons and a few were types of superconducting electrons. This explained

the physics between the thermal and
magnetic properties of superconductors.
These electrons form types represented
by paired and unpaired electrons
referred to as “Cooper pairs.”

The Casimir force provided evi-
dence for the concept of a quantum
vacuum, which is similar in quantum
mechanics to what is described as
empty space in classical physics. It is
due to quantum vacuum changes in
the electromagnetic field between the
plates. The Casimir force also proved
the viability of the van der Waals force
that exists between two uncharged
atoms (not ions). In addition, the
Casimir force affects the chiral bag
(nonmirror image) asymmetric model

An interesting analogy of the Casimir force was evident
as far back as the 1700s when sailors observed that
when two large wooden ships came closer than 50 feet
to each other side-by-side, a calm sea would form
between the ships. This ““calm’”” would occur between
the ships regardless of how high the waves were on the
open ocean side of the ships. As the distance between
the ships decreased, they were drawn closer together by
the Casimir-like force. If the ships were not forcefully
separated, they would soon crash into each other. The
solution was to send small boats full of sailors to forcibly
keep the ships apart.

A more recent application of the Casimir force is in
the field of applied physics (engineering) in the develop-
ment of the science of nanotechnologies where exotic
materials are artificially constructed at the atomic and
molecular levels.
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Caspersson’s Theory of Protein Synthesis

of the nucleon, which indicated that the mass of the nucleon is independent of the bag
radius. Also, the Casimir effect needs to be considered in the field of extremely small
electro-mechanical systems including the design of computers and cell phones.

See also Meissner; Van der Waals

CASPERSSON’S THEORY OF PROTEIN SYNTHESIS: Chemistry: Torbjorn
Oskar Caspersson (1910-1997), Sweden.

Proteins are synthesized in cells by large RNA (ribonucleic acid) molecules.

Torbjorn Caspersson invented a new type of spectrophotometer, enabling him to
trace the movement of RNA. He concluded that RNA is involved in the synthesis of
amino acids in the production of proteins. RNA is a type of single, long, unbranched,
organic macromolecule responsible for transmitting genetic information to deoxyribo-
nucleic acid (DNA) molecules (see Figure C5 under Crick). All organisms, except
viruses, depend on RNA messengers to carry inherited characteristics to the DNA
molecules, which can then be duplicated to pass genetic information to offspring. In
RNA-type viruses, the RNA itself acts as the DNA because it contains all the genetic
information required for the virus to replicate. Caspersson was the first to determine
that DNA had a molecular weight of 500,000 daltons. In addition, he discovered a way
to dye specimens of DNA so that the nucleotides would appear in dark bands. Caspers-
son’s work provided information used by Crick and Watson in discovering the specific
double helix shape of the DNA molecule.

Tests comparing one person’s DNA with another person’s or their offspring can
determine who is genetically related to whom, often years after death. Many police
departments and laboratories use this procedure to test and compare human DNA
when investigating the crimes of rape and murder.

See also Chargaff; Crick

CASSINT’S HYPOTHESIS FOR THE SIZE OF THE SOLAR SYSTEM: Astron-
omy: Giovanni Domenico Cassini (1625-1712), France.

The mean distance between Earth and Sun is 87 million miles.

Giovanni Cassini developed this figure by working out the parallax for the distance
of Mars from Earth, which enabled him to calculate the astronomical unit (AU) for
the distance between Earth and the sun. He accomplished this by using calculations
attained by other astronomers, as well as his own observations. The figure greatly
increased the estimations at this time in history for the size of the solar system. In the
late 1500s Tycho Brahe calculated the distance between Sun and Earth at just 5 mil-
lion miles. A few years later Johannes Kepler’s estimation of 15 million miles was bet-
ter, but still greatly underestimated, whereas in 1824 the German astronomer Johann
F. Encke (1791-1865) used Venus’s transit with the sun to overestimate the distance as
95.3 million miles. (The correct mean distance from Earth to the sun’s center is
approximately 92.95 million miles = 1 AU.)

Cassini was the first to distinguish the major gap separating the two major rings of
Saturn, now called the Cassini division. He also discovered four new moons of Saturn,
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determined the period of rotation of Jupiter as 9 hours, 56 minutes, and observed that
Mars rotates on its axis once every 24 hours, 40 minutes. Cassini measured Earth’s
shape and size but incorrectly identified it as a perfect sphere. His work is convincing,
inasmuch as Earth is not unique in the solar system and is similar to the other inner
planets, with the obvious exception of its human habitation.

See also Brahe; Kepler; Spencer-Jones

CAVENDISH’S THEORIES AND HYPOTHESIS: Chemistry: Henry Cavendish
(1731-1810), England.

Cavendish’s theory of flammable air: When acids act on some metals, a highly flamma-
ble gas is produced, called ‘‘fire air.”

Henry Cavendish was one of the last scientists to believe in the phlogiston theory
of matter, which states that when matter containing phlogiston burns, the phlogiston is
released. Because his “fire air” would burn, he called it phlogisticated air. It was Antoine
Lavoisier who named the new gas hydrogen, meaning “water former” in Greek. Cavend-
ish was the first to determine the accurate weights and volumes of several gases
(e.g., hydrogen is one-fourteenth the density of air). Until this time, no one considered
that matter of any type could be lighter than air (see also Lavoisier; Stahl).

Cavendish’s theory of the composition of water: When ‘“‘fire air’’ and oxygen are
mixed two to one by weight and are burned in a closed, cold, glass container, the water
formed is equal to the weight of the two gases. Thus, water is a compound of hydrogen and
oxygen.

Although similar experiments and claims that water is a compound, and not an ele-
ment (as believed for hundreds of years), were made by other scientists, Cavendish was
credited with the discovery of hydrogen, as well as the concept of water as a compound,
although he delayed publishing the results of his experiments.

Cavendish developed many concepts but had difficulty making generalizations from
his experimental results. Two examples of his “new” discoveries are 1) the distinction
between electrical current, voltage, and capacitance, which later led to Ohm’s law, and
2) the anticipation of the gas laws dealing with pressure, temperature, and water vapor.
He also foresaw the chemical concepts of multiple proportions and equivalent weights
for which John Dalton and others were given credit. Cavendish also determined that
oxygen gas has the same molecular weight regardless of where it is found and that the
percentage of oxygen in ordinary air is approximately the same wherever found on Earth.

Cavendish’s hypothesis for the mass of Earth: Based on the determination of the gravi-
tational constant and the estimated volume of Earth, its mass should be 6.6 x 10°° tons, with
a density 