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Preface

This book contains most of the papers presented at a meeting held in Riga on two
important topics, i.e. the study and modelling of Environmental Health Risk and
Biomedical problems.

While some of the sessions were specifically aimed at one of these two streams of
the meeting, there were several joint sessions of common interest. The
interdisciplinary nature of the conference helped to achieve a better understanding
of the health problems facing our society and how they can be solved using modern
technology.

We live in a world of unprecedented changes. Life on the Earth is fragile, and
every living being can continue to exist only in the environmental conditions optimal
for its life. There is a common view that the progress of the human civilization is
measured by, among other indicators, progress in science, urbanization, ability of
the agriculture, industry, and transportation to provide means for more comfortable
life. This is understandable and many choose urban over rural life because of the
various advantages that the life in cities offers. However, in many cases, the closer
one is to the cities, the risks to health due to air pollution, traffic, radiation fields,
noise, and many other factors increase. This observation underlines the impact of
the industrialization, urbanization and other anthropogenic activities on the
environment. There is now a growing awareness of the negative effects of the
technological development on the environment and on human health due to exposure
to environmental contaminants. One of the highest current priorities of society is
to create a more sustainable way of future development with less detrimental impacts.

The field of environmental health is defined by the problems faced and by the
specific approaches used. These problems include, amongst many others, the
treatment and disposal of liquid and airborne wastes, the elimination or reduction
of stresses in the workplace, purification of water supplies, the impacts of
overpopulation and inadequate or unsafe food supplies, and the development and



use of measures to protect the population from being infected with a variety of
diseases.

Related topics included in the first part of this volume deal with sessions on
environment problems such as air and water contamination; health effects associated
with buildings, toxicology and disease studies. Of special interest are the papers on
food safety and occupational hazards. The contributions also include research
presentations on risk prevention and monitoring.

The second part of the book deals with the development of computational tools for
the solution of medical and biological problems. The use of mathematical ideas,
models and techniques is rapidly growing and is gaining prominence through the
biosciences. The field of computational biology emerged from the need to integrate
multicomponent biological systems and establish missing functional links among
them. Applied mathematicians and bioengineers working alongside bioscientists
provide a quantitative description to intricate processes at the subcellular, cellular
and tissue levels and integrate them in “viable” models. Such models uphold gnostic
properties, offer an invaluable insight into hidden and experimentally inaccessible
mechanisms of organ function and allow the researcher to capture the essence of
dynamic interactions within it.

Studies are presented on the solution of physiological processes and the very
important case of the simulation of cardiovascular systems. One of the most
successful areas of bioengineering has been biomechanics and orthopaedics, which
are topics studied in several of the papers contained in the volume. The book ends
with a section on data acquisition and analysis.

This book is aimed at scientists and engineers working in the challenging area of
biomedicine and health. It comprises a series of state of the art presentations which
describe some of the many advances made in these fields.

The Editors are grateful to the members of the International Scientific Advisory
Board for their help to select the papers and in particular to all authors for their
outstanding contributions.

The Editors,
Riga, 2011
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Vegetation fires and release of radioactivity 
into the air 

F. P. Carvalho, J. M. Oliveira & M. Malta 
Nuclear and Technological Institute, 
Department of Radiological Protection and Nuclear Safety, Portugal 

Abstract 

Naturally-occurring radionuclides, such as those of the uranium and thorium 
series, as well as artificial radionuclides, are accumulated in plants generally in 
low concentrations. Summer vegetation fires release these natural and man-made 
radionuclides into the atmosphere. Concentrations of uranium isotopes 238U, 
235U, 234U, 232Th, 230Th, 226Ra, 210Pb and 210Po were measured in smoke from wild 
vegetation fires. It is shown that radionuclide concentrations in smoke particles 
are enhanced about 100 times in comparison with the vegetation of the area and 
with reference aerosols. Smoke particles were particularly enriched in 210Po, and 
displayed 210Po/210Pb activity concentration ratios always above unity and up to 
12, while in common aerosols 210Po/210Pb is always <1. Inhaled smoke particles 
from vegetation and forest fires may contribute to enhanced radiation doses in 
the human lung. 
Keywords: naturally-occurring radionuclides, polonium, radioactivity in plants, 
vegetation fires. 

1 Introduction 

Every year, especially in the inter-tropical and temperate regions a high number 
of wild forest and vegetation fires causes loss of property and natural resources. 
The wild vegetation and forest fires release into the atmosphere large quantities 
of volatilized substances and particulate matter, aggravated by those from man 
made fires either for combustible control, agriculture fires, and plant biomass 
burning for heat production, all of them with an impact on atmospheric 
chemistry and a potential impact on climate change [1, 2]. Recent studies have 
increasingly focused on the impact of fire emissions on human health and 
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especially on the diseases of the respiratory tract in firemen and on the 
population at large [3]. 
     More than 200 substances have been identified in the composition of smoke 
from forest and vegetation fires [3, 4]. Amongst them were investigated as health 
damaging substances the carbon monoxide, respirable particles, formaldehyde, 
acrolein, benzene, and toluene. NOx compounds and metals are also released 
into the air by the bush fires, although not much information on these has been 
obtained as yet [3]. The burn of wood and other plant materials (e.g., tree bark) 
for heat production both at industrial scale as well as in fireplaces at home have 
been investigated as sources of exposure to toxic compounds in the indoor 
air [5]. 
     Radionuclides are a group of elements that were addressed rarely in the 
studies related to fire smoke exposure, with the exception of concerns with 
radioactive caesium, mainly 137Cs, from the Chernobyl accident and deposited in 
soils in Ukraine and Belorussia [6]. Forest fires occurring in Spring and Summer 
in those regions of the Eastern Europe, have re suspended 137Cs formerly 
deposited on soils and allowed for atmospheric transportation and the detection 
of enhanced 137Cs activity peaks in the air at neighbour countries [6, 7]. 
     Besides artificially produced radionuclides, such as 137Cs, the bush vegetation 
and forest trees (tree trunks and leaves) contain naturally-occurring radionuclides 
that they absorb from the soil and from the surface air. Although these 
concentrations are generally low, the burning of plant biomass has tremendously 
increased in recent years in Europe. In Portugal alone, during the last decade 
wild fires burned in average 150 000 ha per year, which represented 50% more 
than the annual average area burned in the previous decade.  This has been the 
common trend around the Mediterranean basin, creating an extended exposure of 
large populations to smoke from vegetation and forest fires in the region.  
     This paper reports on naturally occurring radionuclides present in smoke 
particles from vegetation fires in Portugal and makes a comparison with the 
cigarette smoke as a preliminary step to the health risk assessment of exposure to 
smoke from vegetation fires. 

2 Materials and methods 

2.1 Sampling methods 

Wild vegetation fires were sampled in September 2010 in collaboration with 
firemen in the rural areas of the North of Portugal (Montalegre, Trás os Montes). 
The surveyed fires burned wild bush areas with reduced forest (soil cover by 
trees less than 10%), but with dense Mediterranean “maquis” vegetation type. 
Several fires were monitored and surface air samples collected at around 1 m 
above the ground, either near the fire front (flames) or in areas several hundred 
meters away from the fire front in the smoke plume.  
     The aerosol samples from the fire front, naturally comprising mainly smoke 
particles and fly ash, were collected using a portable battery powered vacuum 
pump (F&J Specialty, USA) with digital control of flow rate, total volume and 
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sampling time. Aerosol samples were collected on Whatman microfiber glass 
filters (average 0.7 m pore size) of 5 cm diameter.  
     Aerosol samples away from the fire front were collected with high volume 
samplers from F&J Specialty and Andersen. Typically, each sample 
corresponded to about 100 m3 of air volume filtered. Air samplers were used as 
fixed monitoring stations and powered with a portable electric generator. Filters 
used were respectively circular filters with 9 cm diameter and rectangular filters 
of 20x25 cm, microfiber glass (Whatman). All filters were pre weighted and 
weighted again after the sampling and oven drying at 60ºC in order to determine 
the amount of particulate material collected. This enabled to calculate the 
radionuclide concentrations per weight of aerosol particulates and per unit of air 
volume filtered. 
     In the same region monitored for vegetation fires, vegetation samples, 
including thorny bush, leafy green vegetation, and leaf litter were collected. 
These samples were dried, homogenized and sample aliquots analyzed for 
radionuclide concentrations.  

2.2 Analytical methods 

Radionuclide analysis targeted the alpha emitting radionuclides of the uranium 
and thorium series, namely 238U, 235U, 234U, 232Th, 230Th, 226Ra, 210Po and 210Pb. 
in the beginning of the analytical procedure, to each sample were added isotopic 
tracers (232U, 229Th, 224Ra, 209Po, and stable Pb2+) to allow the quantification of 
the radiochemical yield. After separation and purification, each radioelement was 
electroplated onto a stainless steel disc (replaced by an Ag disc for polonium) 
and the radioactivity emitted from the disc measured with ion implanted silicon 
detectors and an alpha spectrometer OctetePlus (Ortec EG&G). The methods 
used were previously described and validated [8, 9]. The quality assurance of the 
results was regularly controlled with the analysis of certified reference materials 
and participation in international intercomparison exercises organized by the 
International atomic Energy Agency with good results [9]. 

3 Results 

Figure 1 shows the results for two radionuclides, 210Pb and 210Po in aerosol 
particles collected on small diameter microfiber glass filters near the fire front. 
One aerosol reference sample was collected in the absence of fires and the 
particle load recorded, mainly made of re-suspended soil dust, was the lowest, 
0.21 mg/m3. The radionuclide concentrations and the 210Po/210Pb activity 
concentration ratio in this reference sample, 0.30, was in the range of 210Po/210Pb 
ratios in surface air (average ratio 0.19, range 0.03-0.78), previously reported for 
the Lisbon area [10]. The other aerosol samples were collected very close to the 
vegetation fires. The particulate concentration in the air varied from sample to 
sample, as smoke does in the fire zones. Concentrations of both radionuclides in 
the smoke samples increased in average by a factor of about 100 compared to the 
reference sample. Moreover, in all these smoke samples the 210Po concentrations 
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were systematically higher than those of 210Pb, with 210Po/210Pb ratios up to 12. 
Radionuclides were clearly associated with the smoke and fly ash particles 
produced by the vegetation fire and the activity concentration ratios were the 
reverse in comparison with the reference aerosol sample (<1) due to much higher 
210Po concentrations in the smoke compared to those of 210Pb. 
 

 

Figure 1: Polonium (210Po) and radioactive lead (210Pb) concentrations in the 
surface air and their increase with the load of smoke particles from 
vegetation fires, near the fire. The first sampling point (included in 
the regression fits) is from a reference aerosol.  Correlations are 
statistically significant at p<0.001. 

     Filters with large volume samples were analyzed for the entire set of alpha 
emitting radionuclides targeted in this study. Results are partly displayed in 
Figure 2. Concentrations of all radionuclides per unit of air volume (Bq/m3) 
increased in the smoke of vegetation fires in comparison to the reference aerosol 
sample. Specific activity of radionuclides (Bq/kg aerosol particulates) increased 
also in the smoke particles in comparison with the reference aerosol. This 
increase in aerosol specific activities was in average 10 times higher for uranium 
isotopes, 230Th,  and 226Ra. 232Th, the parent radionuclide of the thorium series, 
which is a good indicator of soil dust re-suspension, was present in the smoke in 
specific activities either similar or slightly higher than in the reference aerosol. A 
slight increase may be due to dust re-suspension in the fire zone caused by the 
hot air and atmospheric turbulence. Nevertheless, 232Th in smoke particles was 
always lower than 238U, 230Th, and 226Ra released from the vegetation by the 
combustion. Specific activities in smoke particles were higher for 210Po and 226Ra 
than for other radionuclides, such as uranium and thorium isotopes. This is likely 
related to the lower volatilization temperature of polonium and radium in 
comparison with the other radioelements. 
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Figure 2: Increase of activity concentrations of radionuclides 238U, 230Th, 
232Th, in surface air with the increase of the load smoke particles 
from vegetation fires in the region. The first sampling point 
(included in the regression fits) is from a reference aerosol.  
Correlation fits are statistically significant at p<0.20 only. 

     Data for several types of vegetation and leaf litter from the region of surveyed 
fires are shown in Table 1. Concentrations of radionuclides were all low and, on 
a mass basis, much lower in vegetation than in smoke particles released by the 
vegetation fires. 

Table 1:  Radionuclide concentrations (Bq kg-1 dry weight) in the vegetation 
and leaf litter of the region investigated. Uncertainties of 
concentrations are about 5%. 

 238U 235U 234U 230Th 226Ra 232Th 
Thorny bush #1 0.00142 5.90E-05 0.00144 0.0016 0.066 0.00089 
Leaf litter #2 6.1 0.27 6.0 7.2 56.1 2.9 
Grasses #4 0.94 0.044 0.94 0.90 5.3 0.40 
Ferns #5 0.25 0.016 0.22 0.21 13.4 0.097 
Leaf litter #6 0.88 0.032 0.89 0.86 7.3 0.42 
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4 Discussion and conclusions 

The vegetation fires release the naturally-occurring radionuclides contained in 
the vegetation and, although part of them may remain on the ground associated 
with the ashes, important radionuclide amounts become associated with smoke 
particles and fly ash released into the atmosphere. From a radiation protection 
point of view, the naturally occurring radionuclides more relevant to the 
radiation dose are the uranium series decay products, particularly the alpha 
emitting radionuclides such as 210Po and 226Ra. On a mass basis (Bq/kg), the 
smoke from vegetation fires displayed radionuclide concentrations about 100 
times higher than a reference aerosol collected in the absence of smoke. The 
smoke particles were clearly enriched in 210Po and 226Ra in comparison with the 
reference aerosol and in comparison with non burned bush and leaf litter from 
the same region. 
     Inhalation of smoke particles may be harmful by a number of physical-
chemical mechanisms as shown by several studies. Evidence was provided that 
asthma and other respiratory diseases are positively correlated with the exposure 
to high suspended particulate loads in the air, including smoke from forest fires 
[11]. The results presented herein indicate that inhalation of smoke from 
vegetation fires increases the lung exposure to radioactivity, and especially to 
alpha emitting radionuclides such as the 210Po. 
     The 210Po concentrations measured in smoke sampled near the vegetation fire 
front are representative of the smoke inhalation by firemen during fire fighting 
operations. For 210Po concentrations of 120mBq/m3 and assuming a one day 
exposure to the fire smoke, the inhalation of 20 m3 of air will correspond to the 
210Po inhalation rate of 2.4 Bq/day. This value may be compared with the 
average 210Po inhalation in Lisbon area, of about 6.62x10-4 Bq/d, and with the 
210Po inhalation of a one-pack-a-day cigarette smoker, 30 mBq/d [10]. The 
inhalation exposure to the smoke from vegetation fire over a one day may 
represent for a fireman a 210Po inhalation about 80 times higher than a cigarette 
smoker and about 4000 times higher than inhalation of atmospheric background 
210Po by a member of the public. 
     These findings clearly show that vegetation fires increase the radioactivity 
levels in the atmosphere. Smoke particles from vegetation fires may also 
increase the lung exposure to enhanced levels of alpha emitting radionuclides 
and, thus, the respiratory tract protection of firemen is needed because also of the 
presence of carcinogenic radionuclides. The effect of radioactivity in smoke 
from the vegetation fires on the population at large shall be assessed namely with 
the support of aerosol particles characterization and measurement of the 
inhalable fraction. 
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Assessment of diesel particulate matter 
exposure among underground mine workers 

D. Bertolatti, K. Rumchev & B. Mullins 
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Abstract 

Diesel motor emissions are a major source of ultrafine particles as research 
shows that the particulate fraction of diesel exhaust consists mainly of very small 
particles, which rapidly agglomerate to form clumps of particles with <1 μm 
aerodynamic size. Substantial scientific evidence supports that inhalation of 
emissions from diesel exhaust particulates is associated with a range of adverse 
health effects. Measurements have shown that underground miners can be 
exposed to over 100 times the typical environmental concentrations of diesel 
particulate matter (DPM) and over 10 times the concentration measured in other 
work environments where diesel engines are common. This paper reports 
personal and environmental exposures to DPM in an underground mine in 
Western Australia. The findings demonstrated that the DPM concentration 
exceeded the provisional 8-hour time weighted average exposure standard of 
0.1 mg/m3 for most of the assessed locations. The elemental analysis indicated 
high concentrations of silica and iron in DPM which could be potentially 
associated with some adverse health effects including respiratory illnesses and 
irritating effects. Thermal comfort underground was also assessed and the results 
showed non compliance with the standards of the American Society of Heating, 
Refrigerating and Air-Conditioning Engineers (ASHRAE). 
Keywords: diesel exhaust, diesel particulate matter, fine and ultrafine particles. 

1 Introduction 

Exhaust particles emitted from in-use diesel vehicles in underground mining 
operations are a major source of ultrafine carbonaceous particles, which have the 
potential to produce adverse health effects. The particulate fraction of diesel 
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exhaust consists of fine particles (typically aerodynamic diameter < 2.5 µm) 
including a high number of ultrafine particles (diameter < 0.1 µm) that include 
reactive organic and transition metal components [1].  
     Particles in the ultrafine size range have attracted significant scientific and 
medical attention since research shows that for equivalent masses of inhaled 
particles, ultrafine particles provide a greater surface area for adsorption of 
potentially toxic substances and metal agents. Further to this, ultrafine particles 
have also a higher deposition probability particularly in small airways and the 
alveolar region of the lungs than coarse particles. With regards to health 
outcome, the small particle size of diesel particulate matter (DPM) is considered 
a significant health issue as such particles can penetrate deep in the lungs [2–4]. 
In 1988, the National Institute of Occupational Safety and Health (NIOSH) [5] 
recommended that diesel exhaust be regarded as a “potential occupational 
carcinogen”. Similarly, in 1989, the International Agency for Research on cancer 
declared that “diesel engine exhaust is probably carcinogenic to human” [6]. 
Measurements have shown that underground miners can be exposed to over 100 
times the typical environmental concentrations of diesel particulate matter 
(DPM) and over 10 times the concentration measured in other work 
environments where diesel engines are common [7–9].  
     Based on the current research evidence, the US National Research Council 
has concluded that the NIOSH Research Mining Program, related to exposure of 
DPM and related health effects, is considered as a high priority with a rating of 
four on a five-point scale [10]. Furthermore, evidence is increasingly being 
accumulated which suggests that nanoparticles (such as diesel soot which 
typically has a primary particle size <50 nm) affect health as a function of 
surface area rather than mass [11]. 
     The study assessed personal and environmental exposures of diesel 
particulate matter (DPM) in an underground mine using various sampling system 
that included, low pressure cascade impactor (Nano-MOUDI-II) and scanning 
mobility particle size (SMPS) measurements. This research forms part of a wider 
study with the major milestone to reduce exposure levels of diesel particulate 
matter (DPM) and improve the air quality underground. 

2 Methods and materials  

The study was undertaken in a large underground mine in north-western 
Australia. The experimental method was designed to: (a) accurately measure 
DPM in real-time at representative locations, (b) collect size-fractioned DPM 
and other particulate for gravimetric measurement and analysis, (c) determine 
worker exposure levels. 

2.1 Apparatus 

The experimental apparatus consisted of, a NanoMOUDI 125B multi-stage low 
pressure impactor (MSP, Shoreview, MN, USA), a Scanning Mobility Particle 
Sizer (SMPS) consisting of a TSI 3081 Differential Mobility Analyzer (DMA) 
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and TSI 3775 Condensation Particle Counter (CPC) (TSI, Shoreview, MN, 
USA), a TSI DustTrak 8533 DRX, with a TSI P-Trak, TSI Velocicalc-Plus used 
to obtain air velocity, temperature and humidity measurements. Four SKC air 
pumps and filters were utilized for personal monitoring of mine-worker 
exposures. NIOSH method 5040 (Elemental Carbon) was applied to quantify 
elemental carbon (EC) via thermal-optical analyzer. Samples collected using the 
NanoMOUDI were analysed for elemental composition of by Scanning Electron 
Microscopy (SEM) Analysis and performed by the ChemCentre of WA. 
Analysis of organic species and PAHs was also undertaken.  

2.1.1 Methods 
Measurement sites were established at 4 representative locations within the 
mine: 
Site 1 – The main fresh air inlet (baseline measurement) for the mine. 
Site 2 – A dead-end passage at the base of the tunnel network with no airflow. 
Site 3 – An active area of the mine where material extraction was actively 

occurring. 
Site 4 – A site near the main air outlet from the mine. 
 

 

Figure 1: Sampling equipment located on mine vehicle, in location at site 1.  

     Samples were taken at a height equivalent to the roof level of the vehicle. 
Sampling commenced at least 30 minutes after the vehicle was placed into 
position. The NanoMOUDI is not visible in image. Measurements were also 
taken above ground to compare with the fresh air inlet values. 
     At each site 1-4, measurements were taken continuously for a period of 6–
14 hours. During each measurement, the NanoMOUDI, DustTrak and P-Trak 
were set to measure continuously. The SMPS was set to perform repeated scans 
between 15 nm and 950 nm at intervals of approximately 15 minutes. At the end 
of each measurement the equipment was taken to a clean laboratory on the 
surface where samples/filters could be removed and weighed, and data 
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downloaded, etc. At the start of each working shift, three workers were fitted 
with personal samplers, selected based on their proximity to the sampling 
location. The samplers were collected after 8 hours and the filters removed for 
analysis. For the time period where samples were being collected, information on 
vehicle movements and vehicle locations were obtained from the mine 
telemetry/logistics system. This made it possible to track vehicle movement past 
the sampling location. 

3 Results and discussion 

Table 1 shows the airflow, temperature and humidity values recorded at each 
sampling location. 

Table 1:  Environmental conditions at each sampling location. 

Site Location Mean Temp 
(0C) 

Mean R.H. 
(%) 

Mean Air Vel. 
(m/sec) 

1 Fresh air inlet 11.7 75% 2.01 
2 Dead end tunnel 36.5 98% 0.17 
3 Active extraction 30.2 83% 0.18 
4 Near air exhaust 31.1 90% 0.57 
Recommended range 

(ASHRAE 2004) 21–26 30–70 0.1–0.2 

 
     It will be noted that humidity levels are extremely high. This was due to a 
combination of evaporative cooling of the mine intake air, water sprays for dust 
suppression within the mine, and also artesian water which enters the mine and 
evaporates. It will be noted that relative humidity and temperature in the dead 
end tunnel were both exceptionally high. During the time of the measurement 
campaign, the mine was operating at approximately 30% of its typical operating 
capacity, due to the global financial crisis reducing demand/value of the mine 
production. Therefore particulate levels measured during this campaign could be 
expected to be near the lower levels of typical worker exposure. 

3.1 Personal monitoring 

Table 2 shows the results for personal monitoring, for sites 1, 3 and 4, averaged 
over 8 hours. Site 2 did not have any workers in the area while sampling was 
conducted, hence no data was possible.  
     The samplers were fitted to workers at the start of each shift. Workers would 
typically spend the first hour or more of each shift above ground, and then may 
come above ground for lunch and other breaks (though this is not enforced and 
underground refuge areas are often used for breaks). The vehicle operators have 
air conditioned vehicle cabins; however some choose to operate their vehicles 
with the windows open. The drill vehicles are the only electric vehicles in the 
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Table 2:  Personal exposure to DPM (measured as elemental carbon). 

Site Worker Elemental Carbon 
(mg/m3) 

1 Loader (“Bogger”) driver 
Truck driver 

Fixed position 

0.06 
0.03 

<0.002 
3 Assistant driller 

Drill vehicle driver 
Fixed position 

0.03 
0.03 
0.05 

4 Explosives technician 
Service/breakdown mechanic 

Fixed position 

0.078 
0.11 
0.085 

 
mine, which accounts for the low exposure of the driller and assistant driller. The 
underground service/maintenance mechanics and the explosives technicians are 
the only workers who are usually required to spend extended periods out of a 
vehicle in the mine, which accounts for the elevated readings for these workers. 
However these latter two types of workers drive between tasks in air conditioned 
4x4 vehicles. 

3.1.1 Stationary sampling results 
Table 3 below shows the PM 1 levels measured by NanoMOUDI. This was 
selected as it is the size range which includes almost all DPM. EC values have 
also been determined from the total gravimetric measurements of PM 1. The 
aerosol in the mine was found to be bimodal. There existed a sub-micron peak, 
which consisted almost entirely (>99% by mass) of DPM, and a super-micron 
peak (at approximately 2-5 microns), which consisted of crustal materials from 
the mine, combined with high levels of silica (likely from the spray-concrete 
used to secure the ceiling and walls of the mine. 

Table 3:  PM1 and DPM levels as measured by NanoMOUDI. 

Site Sampling Time 
(hours: mins) 

Average PM1 conc. 
(mg/m3) 

EC 
(mg/m3) 

1 6:00 0.08 mg/m3* 0.03 mg/m3* 

2 8:50 0.11 mg/m3 0.09 mg/m3 

3 6:55 0.16 mg/m3 0.13 mg/m3 

4 14:10 0.12 mg/m3 0.10 mg/m3 
*A high level of elemental carbon was present in the intake air due to wildfires 
in the vicinity of the mine preceding the sampling period. 
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     It can be observed that a nontrivial proportion of the (clean) intake air was 
elemental carbon.  This was believed to largely be due to recent wildfires, rather 
than vehicle movement on the surface. It will be noted that the average levels are 
very high, despite the fact that the mine was operating at approximately 30% of 
normal production levels. 
 

 
(a) 

 
(b) 

Figure 2: Time dependent mass and size of PM 1 (DPM) as measured using 
the SMPS. (a) Site 1, (b) Site 2, (c) Site 3. The red line denotes 
the time weighted DPM exposure limit of 0.1 mg/m3.  
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      (c) 

Figure 2: Continued. 

     Figure 2(a–c) shows the temporal evolution of PM 1 at sites 1–3. It can be 
observed that at sites 1 and 2 the values were relatively stable, as site 1 has a 
constant airflow of air which has passed through a filtration and conditioning 
system, and Site 2 has a low airflow and a very low air exchange rate. Site 3 
however, had a mine vehicle (loader/bogger) working in close proximity to the 
sampling apparatus. It will be observed than an increase in particle mass often 
corresponds to a decrease in particle size. The mine telemetry data showed that 
these samples coincided with the loader passing by the sampling location, 
resulting in a high concentration of smaller particles which had just been emitted 
from the exhaust, and had not had sufficient time to dissipate or agglomerate.   

3.1.2 Elemental composition of PM 
An elemental analysis of the PM collected by the NanoMOUDI was also 
performed. The total particulate matter values for all size classes have been 
combined. Over 50% of the inorganic contaminants were found in the PM 2.5 
fraction. 
     It can be observed that high levels of Silica and Iron were present, with levels 
of vanadium also elevated. The Silica is likely due to the concrete which is 
sprayed onto the walls and ceiling of the mine to ensure structural integrity. 
Overall, both the DPM and inorganic levels in the mine particulate are of 
concern. Overall TSP and PM10 levels were not significant, as the mass of larger 
particles is kept low due to water sprays, gravitational settling and the humidity 
in the mine. 
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Table 4:  Inorganics found in PM10. Site 1–4 values are averages over the 
sampling period in mg/m3. 

 
Element 

 

 
TWA 

(NIOSH) 

 
Site 1 

 
Site 2 

 
Site 3 

 
Site 4 

 
Magnesium 

(mg/m3) 
 

 
10 mg/m3 

 

 
0.002 

 
0.005 

 
0.002 

 
0.005 

 
Nickel 

(mg/m3) 
 

 
0.015 mg/m3 

 

 
0.001 

 
0.003 

 
0.004 

 
0.005 

 
Silica, 

(mg/m3) 
 

 
0.05  mg/m3 

 

 
0.050 

 

 
0.044 

 
0.071 

 
0.073 

 
Vanadium 

dust (mgV/m3) 
 

 
0.05 mgV/m3 

(15 min) 

 
0.001 

 

 
0.002 

 
0.005 

 
0.005 

 
Iron (mg/m3) 

 
 

 
0.23 mg/m3 

 

 
0.056 

 

 
0.127 

 
0.202 

 
0.195 

 
     In general, both the DustTrak and the SMPS showed a reasonably good 
agreement with each other and with the SMPS, generally within 10%. However 
both the DustTrak and especially the SMPS showed elevated mass levels at sites 
2 and 4, likely due to condensed water on the aerosol particles. This was not a 
problem for NanoMOUDI samples were weighed and analysed in a dry state.  
     Direct reading instruments such as the DustTrak should always be calibrated 
against a gravimetric standard. For the mine in question, it would be advisable to 
fit a diffusion dryer before the sample inlet, so as to remove excess moisture, 
allowing the dry particle mass to be measured. The work showed that a P-Trak is 
unsuitable for DPM measurement as DPM mass was often inversely proportional 
to number concentration.  
     As mentioned, the mine was operating at only 30% of its usual capacity while 
the measurements were performed. It could be expected that the DPM values 
could triple once production is scaled back up at the mine. However, the 
ventilation and air conditioning system (or at least the fans which supply the air) 
were reportedly operating at 100% capacity. Due to the humidity, temperature 
and DPM problems which were found, significant remedial action is required. 

18  Environmental Health and Biomedicine 

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



4 Conclusion 

This work provided a comprehensive evaluation of the DPM and PM levels in an 
underground mine, including the spatial and temporal information, as well as 
composition analysis. 
     Very high levels of DPM were found in the mine, which are likely to only 
increase once production levels are increased. There was however a slight 
disconnect between mine average DPM and worker exposure, as worker 
practices differ, and some workers spend most of their time in air conditioned 
cabs.  
     For the mine in question, optimisation of the ventilation system would be 
advisable, couples with engineering controls such as additional filtration or 
particulate removal/agglomeration technology. Further study into DPM levels in 
Australian mines and the formulation of binding exposure limits is warranted. 
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An investigation into the association of ozone 
with traffic-related air pollutants using a 
quantile regression approach 

S. Munir, H. Chen & K. Ropkins  
Institute for Transport Studies, University of Leeds, UK 

Abstract 

Ground-level ozone (O3) is one of the most harmful air pollutants due to its 
adverse effects on human health, agricultural crops, biodiversity and materials. 
Ozone is a secondary air pollutant and interacts with meteorological variables as 
well as with many other air pollutants such as nitric oxide (NO), nitrogen dioxide 
(NO2), particles (PM2.5), and carbon monoxide (CO). This paper intends to 
investigate the relationship of ozone with these air pollutants and lagged ozone 
(previous day ozone) at a roadside monitoring site in Leeds UK. A quantile 
regression approach has been applied, which is suitable for the non-normal 
ozone distribution and capable of handling nonlinearities in the associations of 
ozone with its predictors; as it examines the entire distribution of the variables 
rather than a single measure of central tendency (mean or median).  Our results 
show that lagged ozone has positive, whereas NO, NO2 and CO have negative 
associations with ozone. PM2.5 is negatively correlated with ozone at lower 
quantiles (below 0.6) and the relationship becomes positive at upper quantiles 
(0.6 and above), perhaps indicating more complex interactions. Also, it is shown 
that the effect of explanatory variables on ozone concentrations is a function of 
quantiles and hence the behaviour and interaction of the covariates with ozone 
change at different regimes of ozone concentrations, information which is 
normally hidden in the traditional regression models. Further statistical analysis 
demonstrates that for some air pollutants the nature of relationship (negative or 
positive) between ozone and its predictors remains unchanged and only the 
strength changes, for others nature and strength both change at different 
quantiles. The study explores the impacts of traffic-related air pollutants on 
ground level ozone concentrations and suggests the use of quantile regression  
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approach for ozone and air quality data analysis as an alternative to traditional 
regression models. 
Keywords: quantile regressions, ozone, air pollutants, NOx, CO, PM2.5, lagged 
ozone. 

1 Introduction 

Background ozone concentrations over the last 20 years (1987 to 2007) have 
increased [1–3]. This increase in baseline concentrations is attributed to long 
distance migration of ozone from across the North Atlantic [2]. At the same time 
Jenkin [3] reported that local-scale removal of ozone by direct reaction with 
emitted NO has gradually decreased, a trend that is now widely attributed to on-
going improvement in vehicle NOx emission regulations and associated 
progressive policy practices. This combination has resulted in a general increase 
in ozone concentrations since about 1990, which is most apparent at urban sites, 
but which to a less extent also influences the observations at the majority of rural 
locations. Air Quality Expert Group [2] has expressed their concerns that ozone 
levels in urban areas are increasing at comparatively faster rate than the 
surrounding rural areas, which in future may result in urban ozone levels as high 
as in the surrounding rural areas. If that happens it may increase ozone related 
health and environmental risks due to higher human exposure. Therefore it is 
vital to understand uncertainties in ozone predictions and quantify accurately the 
relationship of ozone with its sources and sinks.   
     Ozone is a regional pollutant and affects human health, agricultural crops, 
biodiversity and materials globally and exhibits distinct regional trends. Ozone 
concentrations also vary spatially from place to place within the UK 
considerably. Roadsides, urban centres, rural areas and remote sites all show 
different characteristics in terms of ground-level ozone. Ozone concentration at a 
given location is not only dependent on meteorological variables, but also on the 
concentrations of other air pollutants, e.g. NOx, CO, hydrocarbon etc. Several 
scientists have investigated the relationship of ozone with different air pollutants 
(e.g. [2, 4, 5]) and have reported that these air pollutants play a vital role in 
ozone formation (e.g. ozone precursors i.e. NOx and HC) and destruction 
(e.g. NO). Therefore, for accurate ozone prediction it is important to understand 
their mutual interaction and the role they play in controlling ozone 
concentrations. 
     Different techniques (models) have been used to study ozone and its 
associations with meteorological factors as well as with other air pollutants. 
Models have been used to predict ozone concentrations, establish long or short 
term ozone trends, understand underlying mechanisms in the formation and 
destruction of ozone, and study the health and environmental impacts of ozone 
[6, 7]. Multiple linear regressions are the most widely used methodologies for 
modelling the dependence of ozone on several independent variables 
(predictors). Soja and Soja [8], Tidblad et al. [4], Paschalidou et al. [5] and Pont 
and Fanton [9] all applied multiple regressions for ozone modelling. Linear 
regressions explicitly assume normality and linearity of the data, which are not 
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met by ozone and other air pollutants data. This study uses a quantile regression 
approach that is applicable to both normal and non-normal distributions and is 
capable of handling the non-linearities in ozone and other air pollutants data. 
Quantile regression model is especially useful when extremes values are 
important, such as air quality studies where upper quantiles of air pollutant (e.g. 
ozone) levels are critical from a public health perspective. 

2 Methodology 

This study is mainly based on the statistical analysis of ozone, NOx, CO, lagged 
ozone, and PM2.5 data measured at Kirkstall roadside monitoring site in Leeds 
UK for a 2 year period. The data is divided into two subsets: training (Nov 2007 
to Oct 2009, except May 2009) and test dataset (May, 2009). The study is 
applying a quantile regression approach, which has been explained in section 
2.2.  

2.1 Monitoring sites 

Most of the data used in this study are taken from Kirkstall roadside monitoring 
site, which is part of the facilities available at Institute for Transport Studies 
(ITS) University of Leeds for the monitoring of air pollution, traffic and 
meteorological variables. The monitoring station lies between 53°48'31.38"N 
and 1°35'21.40"W, with Kirkstall Road (A65) running North-West to South-East 
adjacent to the site.  The road is a busy thoroughfare with nearby petrol pump 
(20 meters) and used car garage (50 meters) to the South. In addition to ozone, 
the site monitors CO, NOX and hydrocarbons (HCs) using certified gaseous 
analysers. This site also has facilities for monitoring wind speed, wind direction, 
temperature, humidity and solar radiation. Data from Harwell air quality 
monitoring station have also been analysed, which is a rural site and is part of the 
UK AURN (automatic urban and rural network), see [10] for the details of 
AURN sites.  
     At ITS every effort is made to ensure the quality of data is maintained. 
Automatic nightly calibrations of gaseous analysers, and fortnightly ‘manual’ 
zero and span calibrations using calibration gases CO, NO, NO2 and Benzene are 
performed routinely. After collection the data go through verification, a process 
to clean-up the initial data. The data from AURN go through a proper ‘data 
verification and ratification process’ before it is marked as ‘Ratified’ data. All 
the data from AURN have a standard Quality Assurance and Quality Control 
(QA/QC).  

2.2 Quantile regression model 

This study applies quantile regression model (QRM) proposed by Baur et al. [6] 
for ozone and air quality data analysis and has certain advantages over other 
methods. QRM can be used for both parametric and nonparametric regression 
methods, as this model does not depend on the single measure of the central 
tendency (mean or median) of the data distribution only; instead it examines the 
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entire distribution of the data and hence is robust to departures of the data from 
normality and skewed tails. QRM allows the covariates to have different impacts 
at different points of the data distribution and is, therefore, capable of handling 
the non-linearities in the association of dependent and independent variables.  
     The linear regression model (LRM) focuses on modelling the conditional 
mean of a response variable (in our case ozone) without addressing its full 
distribution, whereas the quantile regression model accommodates analysis of 
the full distribution of the response variable. The QRM estimates the potential 
differential effect on various quantiles of the data distribution. In general form 
the QRM is presented as below [11]: 
 
 yi ൌ  β

ሺ୮ሻ  βଵ
ሺ୮ሻxi  ε୧

ሺ୮ሻ                                 (1) 
 

 yi ൌ β
ሺ୮ሻ  ∑ β୩

ሺ୮ሻ୩
୧ୀଵ xik  ε୧

ሺ୮ሻ                          (2) 
 

where p shows the pth quantile and 0 < p < 1, y represent the response variable, x 
the explanatory variable, β (constant) the intercept, βଵthe slope (gradient) and ε 
the error term. ε the error term in LRM is assumed to be independent of the value 
of the covariates (homoscedasticity). In contrast, quantile regression models 
allow for the variance of the error term to vary (heteroscedasticity) and make no 
assumptions about the variance structure. Moreover, the pth quantile of the error 
term conditional on the regressor is assumed to be zero i.e. ε୧

ሺ୮ሻ ൌ 0, which make 
equation 2 as: 
 

Qyi ሺp|xi1… xikሻ ൌ  β
ሺ୮ሻ  ∑ β୩

ሺ୮ሻ୩
୧ୀଵ xik. 

 

     The constant βand the coefficients βଵ are estimated for 99 different quantiles 
(p=0.01,…, 0.99) using each time the entire dataset. The 0.5th quantile represent 
the median, half of the data occur above the median and half below the median.  
     R (2.12.0) and two additional packages ‘openair’ and ‘quantreg’ were used to 
perform the statistical analysis presented in this report. 

3 Results and discussion 

The distributions of ozone and the other air pollutants were studied and it was 
established that their distributions were non-normal, and therefore Spearman 
correlation was applied which is a distribution free method for finding the 
correlation between two variables. Ozone concentrations have been shown to 
have strong correlation with these covariates. The Spearman correlation 
coefficients (R) for hourly mean data between ozone and other air pollutants 
were -0.64, -0.70, -0.68, -0.51, -0.53, 0.47 for NO, NOx, NO2, CO, PM2.5 and 
lagged-ozone respectively. The correlation between ozone and other variables 
was negative, except lagged-ozone which showed a positive correlation with 
ozone.  
     The outputs of quantile regression model are shown in Figure 1, using ozone 
as a response variable and lagged-ozone, NO, NO2, CO and PM2.5 as explanatory 
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variables. The Barrodale and Roberts (br) algorithm method for computing the 
fit has been adopted here. The ‘br’ method has been described in details in 
Koenker and d’Orey [12] as an efficient technique for large datasets (e.g. up to 
several thousand observations). In Figure 1 alongside quantile regression, the 
outputs of ordinary least square regression have also been visualised. In ordinary 
least square regression, only one regression coefficient represents the entire 
distribution of the explanatory variable (indicated by solid line along with its 
95% confident interval); whereas in quantile regression generally several 
coefficients are given depending on the number of quantiles chosen. In Figure 1 
regression coefficients have been given for 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 
0.9, and 0.99 quantiles (represented by dashed-dotted line with their 95% 
confident intervals). In Figure 1 the top left panel shows the intercepts of the 
model. The values of intercept (constant) are higher for higher quantiles and vice 
versa. For instance, the intercept value for 0.1 quantile is about 17; whereas it is 
about 40 for quantile 0.99. Detailed analysis of the model outputs is described in 
the following sections. 
 

 

Figure 1: The outputs of quantile regression model showing the effect of 
lagged-ozone, NO, NO2, CO and PM2.5 on hourly mean ozone 
concentrations. Quantile regression coefficients (dashed-dotted 
line) and ordinary least square regression coefficients (solid line) 
are presented with 95% confidence interval. Various quantiles are 
shown on x-axis, whereas their coefficients are shown on y-axis.  
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3.1 Auto-regression analysis ozone vs. lagged ozone 

Lagged ozone (previous-day hourly mean ozone ppb) has positive effect on 
ozone mixing ratios. Figure 2 shows a scatter plot between ozone and lagged-
ozone data from Kirkstall site for May, 2008. Ten estimated quantile regression 
lines for different values of Quantiles (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 
and 0.99) have been superimposed on the scatter plot. The median (0.5 quantile) 
is indicated by bold broken line and the least squares estimate of the conditional 
mean function by bold solid line. There is a clear positive correlation between 
ozone and lagged-ozone, i.e. increasing lagged-ozone results in increasing ozone 
mixing ratios. The effect of lagged-ozone varies with quantile, as depicted in 
Figure 1 (top, right). The strength of relationship increases with increasing 
quantile values until quantile 0.7 and decreases afterward. At higher quantiles the 
lower coefficient values shows low persistence of ozone at extreme 
concentrations. The confidence bands are wider at higher quantile (0.99) 
showing less accurate modelling at these concentrations. On the other hand 
ordinary least square regression gives only one regression coefficient, which is 
represented by a straight line, as it considers only the mean value of the data and 
therefore hides the rest of the details.  

 

Figure 2: Scatter plot of ozone vs. lagged (previous day) ozone hourly mean 
data (May, 2008 from Kirkstall site in Leeds). Ten estimated 
quantile regression lines for different values of quantiles (0.1, 0.2, 
0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 0.99) have been superimposed 
on the scatter plot. The median (quantile 0.5) is indicated by bold 
broken line; the least squares estimate of the conditional mean 
function is indicated by bold solid line. 
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3.2 Ozone and nitrogen oxides 

NO and NO2 are collectively known as NOx because they are rapidly inter-
converted during the day. NO and NO2 are both generated by combustion 
processes in the atmosphere, which mainly produce NO with a small proportion 
of NO2 (~ 5%) [13]. Most of NO2 is formed in the atmosphere by oxidation of 
NO, for example, by reaction with ozone. Therefore NO2 is considered as a 
secondary (formed in the atmosphere) and NO as a primary pollutant (directly 
emitted). In the UK over 50% nitrogen oxides are produced by transport. NO2 is 
split up by UV light to give NO and an oxygen (O) atom, which combines with 
molecular oxygen (O2) to make ozone. In rural air, away from sources of NO, 
most of the nitrogen oxides in the atmosphere are in the form of NO2, whereas 
near a source (e.g. a busy road) NO is the dominant species. Figure 3 shows the 
ratios of NO and NO2 (NO/NO2) at both Kirkstall (roadside) and Harwell (rural) 
monitoring site and confirms that the level of NO is more than NO2 at the 
roadside monitoring site, whilst the opposite is true for the rural site. The reason 
is clear that at roadside traffic vehicles produce NOx which is mostly consists of 
NO and by the time these gases reach rural areas most of the NO is oxidised into 
NO2.   

 

Figure 3: NO/NO2 ratios for the year 2008 at Kirkstall (ks) roadside and 
Harwel (hw) rural site. 

     Quantile regression exhibits considerably stronger effect of NO2 than NO on 
ozone mixing ratios. The quantile regression coefficients range from about ‘-0.06 
to +0.02’ for NO and ‘-0.3 to -0.7’ for NO2. It can be clearly seen in Figure 1 
that the strengths of coefficients for NO and NO2 follow opposite trends, i.e. for 
NO the highest correlation coefficients (absolute values) are observed at 
quantiles 0.1 and 0.99, whereas for NO2 the weakest coefficients were recorded 
for these two quantiles. In other words, NO shows maximum effect whereas NO2 
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shows minimal effect on ozone concentrations at extreme values (minimum and 
maximum). When ozone is modelled using only NO or NO2 as explanatory 
variables with exactly the same quantiles, NO present a different picture (making 
a bowl shape as NO2 does in Figure 1) , whereas NO2 behave almost in the same 
way (Figure not shown here).  

3.3 Ozone vs. CO and PM2.5 

In this section the association of ozone with CO (Figure 1, bottom-left) and 
PM2.5 (Figure 1, bottom-right) is investigated using quantile regression model. 
CO has negative effect on ozone mixing ratios and the effect becomes stronger at 
quantile 0.9 and 0.99. The CO effect on ozone at different quantiles is not 
significantly different from the mean effect (as the confident intervals overlaps), 
except at 0.9 quantile and above. The effect of PM2.5 on ozone mixing ratios is 
negative below 0.6 quantile and positive above. The magnitude of estimated 
coefficients (absolute value) of PM2.5 decreases gradually from 0.1 to 0.6 
quantile and become positive above 0.6 quantile. The effect gradually increases 
and reached a maximum value at 0.99 quantile. The negative coefficients of CO 
are most probably due to the fact that the data come from a roadside monitoring 
site and therefore almost all of CO is emitted by road traffic. Higher mixing 
ratios of CO pollutants indicate higher traffic volume and hence higher NO 
which depletes ozone.  

4 Goodness of fit for quantile regression 

The goodness of fit in ordinary least square regression is measured by the 
coefficient of determination (R2), which is based on least squares criterion. R-
squared values range from 0 to 1. Larger value of R-squared indicates a better 
model fit. In quantile regression the goodness of fit is represented by R1(τ) and 
its values, like R2, lies between 0 and 1[14]. R2 measures a global goodness of fit 
over the entire conditional distribution, whereas R1(τ) measures the local 
performance of model for a given quantile. Koenker and Machado [14] suggest 
measuring R1(τ) by comparing the sum of weighted distance for the model of 
interest with the sum in which only the intercept is used (for details see [11] and 
[14]). R1(τ) and R2 have different nature, as the former is a local whereas the 
latter is a global measure of performance and therefore are not directly 
comparables. R1 (τ) values for different quantiles have been shown in Figure 4, 
which are relatively weaker as compared to global goodness of fit.  
     To estimate a global goodness of fit (R1) for quantile regression model, this 
study adopts the approach suggested by Baur et al. [6] and is called amalgated 
quantile regression model (AQRM). AQRM approach for estimating the 
performance of the model is simple and can be directly compared with R2 for the 
linear regression. To estimate R1, firstly quantile regression coefficients were 
determined for 10 quantiles (.1, .2, .3, .4, .5, .6, .7, .8, .9, .99) using ozone as 
variate and NO, NO2, lagged-O3, CO and PM2.5 as covariates for the whole 
dataset. The test dataset (May, 2009) was divided into 10 equal subsets  
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Figure 4: Local goodness of fit R1 (τ) as a function of the ozone quantiles for 
the quantile regression model at Kirkstall site Leeds. 

according to the above quantile values of ozone data. Using quantile regression 
coefficients of each quantile, ozone was predicted for each subset. For the 
estimation of quantile regression coefficients the whole dataset was used as 
training data, except May 2009, which was used as test data for prediction 
purposes. Finally predicted and observed ozone were compared for the test data 
(Figure 5 and Figure 6). 
 

 

Figure 5: Predicted versus observed ozone concentration at Kirkstall site 
using AQRM (amalgated quantile regression mode) R1=0.80) (left) 
and OLS (ordinary least square) model, R2=0.53 (right) for May 
2009. 
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Figure 6: Observed (solid line) vs. predicted ozone, using AQRM (R1=0.80, 
dotted line) and OLS model (R2=0.53, dashed line) for 9 to 11 May 
2009 at Kirkstall site. 

     Figure 5 depicts predicted ozone versus observed ozone mixing ratios at 
Kirkstall site. The scatter plot of observed ozone versus predicted ozone by 
Quantile Regression Model (QRM) is shown in the left, whereas the scatter plot 
of observed ozone versus predicted ozone by Ordinary Least Square model 
(OLS) is shown in the right panel of Figure 5. AQRM explains more of the 
ozone variations showing R1-vlaue of 0.80 in comparison to OLS which gives 
R2-value of 0.53. This indicates that AQRM is explaining significantly more 
ozone variation than OLS. QRM model was more efficient in predicting ozone 
mixing ratios than OLS model, particularly at extreme values as shown in 
Figure 6, where the dotted line (QRM) closely follows the line of observed 
ozone.  

5 Conclusion  

This study explores the impacts of traffic-related air pollutants (NO, NO2, CO, 
PM2.5) and lagged ozone on ground level ozone and suggests the use of quantile 
regression approach for ozone and air quality data analysis as an alternative to 
traditional regression models. Quantile regression model is suitable for non-
normal ozone distribution and is capable of handling nonlinearities in the 
associations of ozone with its predictors; as it examines the entire distribution of 
the variables rather than a single measure of central tendency (mean or median). 
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It is shown that the effect of explanatory variables on ozone mixing ratios is 
better explained by quantiles and hence the behaviour and interaction of the 
variables with ozone changes at different regimes of ozone concentrations, which 
is normally hidden in the traditional regression models. Statistical analysis 
demonstrates that for some air pollutants the nature of relationship (negative or 
positive) between ozone and its predictors remains unchanged and only the 
strength changes, for others nature and strength both change at different 
quantiles, possibly indicating more complex interactions. Quantile regression 
model explains significantly more variations in ozone (R1= 0.80) as compared to 
ordinary least square regression (R2=0.53) and is therefore better suited for ozone 
data analysis and prediction.  
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Abstract 

This study describes the results of a survey carried out in Mashhad, Iran. The 
survey was designed using choice-modeling techniques and intended to discover 
what valuation Mashhad residents placed on air pollution and the abatement of 
air pollution. The survey results were analyzed using a nested logit (NL) model. 
This analysis then allowed a consideration of the improvements in household 
welfare that might be expected under different scenarios of air pollution control. 
Researchers sampled two populations: inhabitants of areas with high air 
pollution and inhabitants of areas of moderate pollution. The results indicated 
that the inhabitants of the areas suffering the worst air pollution had the highest 
willingness to pay (WTP) for a reduction in pollution. 
Keywords: air pollution, choice modeling approach, nested logit model, 
household welfare, Iran. 

1 Introduction 

Ever since the start of the Industrial Revolution, economic development and 
environment have been at odds with each other. According to the WCED [1], 
current environmental trends, if continued, will radically alter the planet and 
threaten the lives of many species upon it. As awareness of the danger has 
grown, environmental protection has been increasingly recognized as a principle 
concern (Gurluk [2]).  
     One alarming environmental trend in Iran is an increase in air pollution in 
major cities and the surrounding countryside. This has led to an increased public 
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awareness of the problems resulting from air pollution. Much pollution is due to 
automobiles, factories, and household cooking fuels. In many densely populated 
areas this pollution is a cause of poor health (due mainly to high particulate 
count in the air and foul odours) and reduced visibility (Dagsvik et al. [3]). 

 

Figure 1: Distributions of air pollution in Mashhad zones (top); map of Iran 
showing location of Mashhad (bottom). 
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     One of the reasons for the lack of policies to protect the environment is the 
lack of understanding by decision-makers of the social impact of environmental 
degradation. This is partly a result of a lack of information available on the 
economic value of the environment, since it is not recognized by the usual 
market-based valuations. Such valuations are not easily ascertainable. However, 
in recent years, a number of methods have been developed to assign economic 
values to environmental resources, and to integrate those values in the decision-
making process. Choice experiment approach (CEA) is one of these methods 
(Gurluk [2]). 
     Pollution is a major problem in Iran in general and in the city of Mashhad in 
particular. Mashhad is located in Khorasan Razavi province, in the northeastern 
corner of Iran (Figure 1). It is Iran’s second-largest city, second in size only to 
Tehran, Iran’s capital. It is a center of pilgrimage (to the shrine of Imam Reza) 
and of industry. The city and its suburbs cover an area of approximately 
204 km2. The city is located on a plain between two long ridges: Binalood to the 
south and southwest and Hezarmasjed to the north and northeast. It is 985 meters 
above sea level and has a semi-temperate climate. For some 270 to 300 days of 
the year, it is subject to temperature inversions that hold smog over the city 
Mousavi [4]. Mashhad’s air pollution is primarily a result of human activities 
and is caused mainly by emissions from motor vehicles. There are 294,608 
motor vehicles in the city, of which 272,137 are powered by gasoline. The 
remaining 42,462 vehicles operate on diesel fuel (Mousavi [4]). There are also 
natural sources of pollution, such as dust and pollens.  
     The primary objective of our research is to estimate the willingness to pay 
(WTP) of the Mashhad population for reduction of air pollution.  

2 Study methods 

2.1 Environmental valuation methods and the choice modeling approach  

Although not typically monetized, ecosystem goods and services do contribute to 
an individual’s utility and they therefore have value. This value can be measured 
by the individual’s maximum willingness-to-pay (WTP) for such goods and 
services (Loomis et al. [5]). The only methods that are capable of estimating 
non-use values of air pollution effects are the contingent valuation method 
(CVM) and the choice experiment approach (CEA) (Gurluk [2]). The latter 
approach has some advantages over CVM, as it can be used to value a selection 
of possible outcomes and to assess the tradeoffs between outcomes that 
individuals might be willing to make.  
     Choice experiments are one example of the stated preference approach to 
environmental valuation, in as much as they involve eliciting responses from 
individuals to researcher-constructed, hypothetical markets and do not require 
the study of actual behavior. The CE approach is based on random utility theory 
(RUT) and the characteristics theory of value. Environmental goods are valued 
by reference to their attributes (instruments of choice set definition), which are 
evaluated by applying probabilistic models to choices between different possible 
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scenarios. Our decision to use the CE approach was driven by the desire to 
estimate values for different aspects of air quality. These aspects constitute the 
attributes of interest in the CE design detailed below. 
     In a CE, the status quo and a number of alternatives are described (Muller and 
Diener [6]). Respondents are asked to state which of the alternatives they most 
prefer. Using appropriate statistical techniques, one can infer an index function 
from the responses. This function is the best predictor of the observed choices 
(Green [7]). This technique builds on the conjoint metric analysis methodology 
developed in the field of marketing and introduced into the environmental 
economics literature by Adamowicz et al. [8]. 

2.2 Study site 

The current study is focused on air pollution issues in Mashhad. This city is a big 
populated city and located in north-east of Iran on a plain between Binalood and 
Hezar-Masjed heights. This city is home to more than 2.5 million people. In 
addition to this, this city receives over 14 million religious pilgrims annually. 
Table 1 reports the priorities of air pollutant sources of Mashhad.  

Table 1:  Sources of pollutants, ranked by output. 

Source Priority 
Vehicles 1 
Indoor 1 

Commercial 1 
Industries (inside the city) 1 

Filling stations (inside the city) 1 
Trains 2 
Planes 3 

Filling stations(outside the city) 4 
Industries (outside the city) 4 

 
 

     In addition to thermal inversion, air stability and lack of rain, we should 
acknowledge that the most important factor of Mashhad air pollution is man-
made pollutions like automobiles, factories and other pollutants. Based on 
statistics of environment office of Khorasan Razavi province about 72 percent of 
Mashhad air pollution is because of motor-vehicles traffic. In this metropolis 
about 800 thousands motor-vehicles are in traffic. Moreover, there are many 
polluting units like factories, compost plants, in Mashhad suburbs which are not 
compatible with dominant winds. 
     It is worth noting that distribution of air pollution in Mashhad differs in 
various times and zones of the city. Air pollution measurement through 
12 measurement stations which are observing and registering Mashhad air 
pollution status shows that air pollution is more critical in Qale-sakhteman, 
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Panjrah, Shohada and Sajad regions. Furthermore, early morning hours of a day 
due to lack of ascending currents in big and industrial cities like Mashhad are 
more polluted. Thermal inversion and air stability bring about more air pollution 
in fall and spring rather than other seasons. 
     According to many physicians the reason of many diseases including 
gastrointestinal, heart, respiratory and vascular diseases in Mashhad is breathing 
polluted air. For this reason, some people with heart and respiratory diseases are 
advised not to leave their homes. Air pollution in Mashhad is responsible for a 
number of negative effects. It has been proved that air pollution can affect human 
health. These health effects include increased hospital admissions due to the 
exacerbation of cardiac and respiratory diseases, as well as increased mortality. 
In addition to adverse health effects, air pollution here creates poor visibility, 
black fallout and bad odours.  

2.3 Data collection plan 

Based on consultation with staff of environment office of Khorasan Razavi 
province, this study stratified Mashhad into two regions; high-polluted region 
and medium-polluted region. Stratified random sampling method was used to 
select sample residents. The main survey consisted of 160 and 126 households in 
the high polluted and medium polluted split samples, respectively.  

2.4 Choice experiment design 

In consultation with the staff of the Khorasan Razavi Environment Office, 
researchers chose four important measures of air pollution damage, called 
attributes, or instruments of choice set definition. They are outlined in Table 2. 
Measures included health effects (increase in hospital admissions due to cardio-
respiratory diseases and increased mortality) and the numbers of days that 
 

Table 2:  Attribute levels used in choice experiment design. 

Attribute Current situation About 30 percent 
better 

About 30 
percent worse 

Health 
effects 

18 extra hospital admissions 
and 2 extra deaths per month, 

compared to figures expected if 
the air were perfectly clean 

12 extra hospital 
admissions and 1 
extra death per 

month 

24 extra 
hospital 

admissions and 
3 extra deaths 

per month 
High 

particulate 
count 

3 days per month 2 days per month 4 days per 
month 

Foul odors 4 days per month 3 days per month 5 days per 
month 

Reduced 
visibility 3 days per month 2 days per month 4 days per 

month 
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Mashhad residents were warned of heavy particulate load, foul odours, or 
reduced visibility. In order to estimate WTP, survey respondents were asked to 
choose between possible changes in monthly taxes. These constitute the fifth 
attribute.  
     The survey was designed to elicit responses to three levels of each attribute. 
The middle level was based on the current level of pollution or property tax. The 
other two levels were based on a 30 percent reduction or a 30 percent increase in 
pollution levels; each level was paired with an increase, a decrease, or no change 
in monthly property taxes. The final survey comprised twenty-seven different 
choices; alternatives were combined with the baseline, the current state of affairs, 
into nine separate choice sets.  

2.5 Statistical model 

Although the logit-based models are based on RUT (Ortuzar and Willumsen [9]), 
the majority of past studies have not progressed beyond using the simple 
multinomial logit (MNL) model. While the independently and identically 
distributed (IID) assumption and the behaviorally comparable assumption of 
Independence of Irrelevant Alternatives (IIA) allow for ease of computation, 
violations of both of these assumptions can and do occur. When violations do 
occur, the cross-substitution effects observed between pairs of alternatives are no 
longer equal, given the presence or absence of other alternatives within the 
complete list of available alternatives within the model (Hensher et al. [10]). 
This property (IIA) states that the relative probabilities of two options being 
selected are unaffected by the introduction or removal of other alternatives. This 
property follows from the independence of the error terms across the different 
options contained in the choice set. If a violation of the IIA hypothesis is 
observed, then more complex statistical models are necessary. The model that 
relaxes some of the assumptions is the nested logit, model.  Furthermore, there 
are numerous formal statistical tests that can be used to test for violations of the 
IIA assumption, with the test developed by Hausman and McFadden [11].  
     One way to relax the homoscedasticity assumption in the conditional logit 
model (one which also provides an intuitively appealing structure) is to group the 
alternatives in subgroups that allow the variance to differ across the groups while 
maintaining the IIA assumption within the groups. This specification defines a 
Nested Logit model. Thus, it is useful to think of this specification as a two-level 
choice problem. Suppose that the J alternatives can be divided into L subgroups 
such that the choice set can be written as follows: 

     1 1/1 1/1 1/ /,..., ,..., ,..., ,...,J j L JL Lc c c c c c (1)
 

     Logically we may think of the choice process as that of choosing among the L 
choice sets and then making the specific choice within the chosen set. This 
method produces a tree structure.  
     Suppose as well that the data consists of observations on the attributes (used 
in the technical sense) of the choice Xj/l and attributes of the choice sets Zl. In 
order to derive the mathematical form of the model, we begin with the 
unconditional probability: 
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     The new parameters l must equal 1 to produce the original model 
(conditional logit model). The coefficients in this model are not directly 
interpretable Green [7]. The estimated coefficients of the attributes can be used 
to estimate the tradeoffs that respondents would be willing to make between 
various attributes. The price attribute can be assessed in conjunction with the 
other attributes to determine the WTP of respondents for gains or losses of 
selected attribute levels. This monetary value is called the implicit price of the 
attribute (Bergman et al. [12]) and can be expressed as: 

n o n m a r k e t a t t r i b u t e

m o n e t a r y a t t r i b u t e

b
W T P

b
 

   
    

(6)

 

2.6 Economic surplus 

One of the advantages of choice experiments is that estimated coefficients of the 
attributes may be used to estimate the economic value of different attribute 
combinations. In order to determine the change in economic surplus from 
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possible alternative scenarios in a multi-attribute nested logit model, a utility 
difference is calculated as: 

 

 1 1 2Economicsurplus V Vi iby
                           (7) 

where, by is the marginal utility of income and Vi is the indirect utility associated 
with alternative i. The superscript 1 represents the current situation and 
superscript 2 represents other scenarios.  

3 Results 

3.1 Results of estimation 

In order to test the violation of the IIA assumption, the Hausman test was used 
for both highly-polluted and moderately-polluted areas. The IIA was firmly 
rejected in both heavily and moderately polluted areas. This suggests that 
constructing the model as a simple conditional logit could generate misleading 
results. For this reason, researchers used nested structures. 
     Results from the nested logit models are presented in Table 3. The 
coefficients are parameters of the indirect utility function, notwithstanding the 
fact that they are confounded with a scale parameter. This makes it possible to 
interpret them directly. Coefficient signs show the influence of attributes on 
choice probabilities.  

Table 3:  Nested logit model results for combined area. 

Descriptor 
Areas with high air pollution Areas with moderate air pollution 

Coefficient Std. error Significance 
level Coefficient Std. error Significance 

level 
Health effects 1.6716 0.1527 P < 0.001 1.9175 0.2137 P < 0.001 

High 
particulates 0.9489 0.1273 P < 0.001 1.6666 0.2566 P < 0.001 

Foul odors 0.7810 0.0961 P < 0.001 0.7854 0.1085 P < 0.001 
Reduced 
visibility 1.5872 0.1641 P < 0.001 1.0588 0.1504 P < 0.001 

Taxes -0.0104 0.0009 P < 0.001 -0.0132 0.0017 P < 0.001 
Nest A 1.0142 0.1159 P < 0.001 0.7979 0.1179 P < 0.001 
Nest B 0.5739 0.0680 P < 0.001 0.5095 0.0653 P < 0.001 
Nest C 0.6916 0.0845 P < 0.001 0.4447 0.0700 P < 0.001 

Goodness of fit criteria 
McFadden’s LRI 0.7708 0.7280 

VeallـZimmermann 0.9565 0.9460 
Estrella 0.9997 0.9993 

Adjusted Estrella 0.9997 0.9992 
CraggـUhler(1) 0.9861 0.9823 
CraggـUhler(2) 0.9899 0.9862 
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     As is evident, all attribute coefficients have the expected signs. The signs of 
all attributes, except the price attribute, are positive. This, as consumer 
preference theory predicts, suggests that any improvement in these attributes 
would cause an improvement in air pollution, which leads to increased utility. 
The coefficient for the price attribute is negative, and is also consistent with 
standard economic theory. All of the air pollution attributes are significant 
determinants of utility well below the one-percent level. The health effects of air 
pollution have the largest coefficient in highly polluted areas. Reduced visibility, 
high particulate counts, and foul odours are ranked second, third, and fourth, 
respectively. In areas of moderate air pollution, the health effect of air pollution 
also has the largest coefficient. However, in this case high particulate count, 
reduced visibility, and foul odours are ranked second, third, and fourth, 
respectively.  
     Because it is not possible to interpret the coefficients directly, marginal rates 
of substitution between non-market attributes and the monetary attribute were 
estimated. These are reported in Table 4. These values represent the amount of 
money individuals would be willing to pay for the specified improvement (as 
shown in Table 2). Mashhad residents are willing to pay IRR 1,607 (Iranian 
rials) per month for improvements in health measures if they live in highly-
polluted areas and a slightly lower amount, IRR 1,453 per month, if they live in 
the moderately-polluted areas.  

Table 4:  Willingness-to-pay for improvement in several aspects of air 
pollution. 

Attribute 

Areas with high air 
pollution 

Areas with moderate air 
pollution 

Willingness-to-
pay (rials month-1) Index Willingness-to-

pay (rials month-1) Index 

Health effects 1607.30 100 1452.60 100 

High particulates 912.40 56 1262.60 86 
 

Foul odours 751.00 46 595.00 40 
Reduced 
visibility 1526.10 94 802.10 55 

  Approximately 9500 Rials= 1 U.S. dollar. 
 

     According to the estimates in Table 4, residents of Mashhad living in the 
areas with high air pollution are willing to pay, on average, IRR 751, IRR 912, 
IRR 1,526, and IRR 1,607 per household per month for 30% improvements in 
foul odours, high particulate counts, reduced visibility, and health effects of air 
pollution, respectively. Comparable estimates of WTP for the moderately-
polluted neighbourhoods are relatively lower for all four attributes. It is clear that 
residents of areas subject to moderate air pollution do not consider health 
improvements to have the same high value that is given to them by residents of 
heavily-polluted areas.  
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3.2 Comparison of scenario results 

Researchers used the results of equation (7) to estimate improvement in 
household welfare, for both high pollution and moderate pollution 
neighborhoods, under each possible scenario (as shown in Table 5). For the 
baseline scenario (that is, current conditions), the welfare change is zero. 
Scenario 3, which postulates a 30% improvement in all four measures of air 
pollution, yields an estimate of strong positive change in household economic 
welfare. Under this scenario, Mashhad residents are better-off by IRR 24,950 per 
household per month in areas with high air pollution, and IRR 21,390 per 
household per month in areas with moderate pollution (Table 6). Both scenario 5 
and 6 show household welfare decreasing, due to health measures 30% lower 
than baseline. All these results demonstrate the prominent role of air pollution’s 
health effects in determining the economic well-being of Mashhad households.   

Table 5:  List of possible outcomes presented to interviewees. 

Possible changes Outcomes 
1 * 2 3 4 5 6 

Health effects:       
Extra hospital admissions 

per month 18 18 12 12 24 18 

Extra deaths per month 2 2 1 1 2 2 
Pollution effects:       

High particulate count 
(days per month) 3 3 2 3 4 4 

Foul odours (days per 
month) 4 4 3 5 4 5 

Reduced visibility (days 
per month) 3 3 2 2 4 4 

Taxes (IRR per 
household per month) 10,400 12,480 10,400 5,200 10,400 14,560 

* Baseline. 

Table 6:  Improvements in household welfare under various scenarios. 

Particulars Scenarios 
1* 2 3 4 5 6 

 Areas with high air pollution 
Change in welfare 
(IRR household-1 

month-1) 
0 -2,087 24,950 17,600 -21,050 -20,750 

 Areas with moderate air pollution 
Changes in welfare 
(IRR household-1 

month-1) 
0 -2,085 21,390 13,830 -18,280 -18,000 

* Baseline. 
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4 Conclusions 

Residents of the city of Mashhad, Iran, were surveyed to determine what values 
they would assign to local air pollution. They were asked to evaluate the 
following scenarios: 30% increases or decreases in foul odours, heavy particulate 
concentrations, reduced visibility, and impaired health, against a baseline of 
current conditions. By using a choice experiment approach and analyzing survey 
results with a Nested Logit (NL) model, researchers determined the value that 
Mashhad residents placed on the environmental effects of air pollution. In 
addition, researchers estimated the probable changes in household welfare under 
different possible outcomes associated with different levels of air pollution.  
     The results of this research indicate that the total economic value gained as 
the result of a thirty percent improvement in the four measures of air pollution 
could be estimated at IRR 6,732 million per month (equivalent to US$708,632) 
in the areas with high air pollution. In the areas with moderate air pollution, a 
thirty percent improvement in these pollution measures was estimated as adding 
IRR 4,571 million per month (equivalent to US$481,158) to economic value. 
Assuming common preference functions and shared utility of reduced air 
pollution in the two types of areas, the total value of a thirty percent 
improvement in Mashhad’s air pollution would amount to close to IRR 11,303 
million per month (equivalent to US$1.19 million).  
     How could this money be raised and spent? The city could levy various green 
taxes, including cap-and-trade system (a program to cap emissions and set up a 
market for exchangeable pollution permits). The city could use these revenues to 
set up programs to teach Mashhad residents about pollution and how to curb it. It 
could invest in infrastructure that could reduce air pollution, such as subways, 
electric cars, dedicated safe bicycle lanes. Any such initiatives should of course 
be studied thoroughly before implementation.   
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Abstract 

An air quality modeling has been applied to investigate an ozone event occurring 
during the period of 1996 Paso del Norte Ozone Campaign. An examination of 
model sensitivity to horizontal grid resolutions has been performed. The 
modeling results show that grid resolution evidently influences the simulations 
of ozone formation, dispersion, transportation and structural distribution. The  
36-, 12-, 4- and 1-km models captured the diurnal variation of surface ozone, but 
with a few hours lag for simulated peak ozone. The coarser the spatial resolution 
of the model, the more the peak ozone lag occurs. All models underpredicted the 
peak ozone concentration where the 1-km model produced the best while the 36-
km model yielded the worst. This study suggests that the problems of maximum 
ozone underprediction and minimum ozone overprediction can be mitigated by 
increasing the spatial resolution of the model. Compared to fine models, coarse 
models provided rather simple and smooth structures with many detailed and 
complex structures being lost. The frequency distribution analysis also revealed 
that the high ozone event occurring over the complex terrain area such as 
El Paso, TX can hardly be captured by using coarse spatial resolution models, 
and the high resolution model (i.e., grid spacing is no greater than 4-km) 
is necessary. 
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Keywords: air quality modeling, multiscale comparison, high ozone event, 
CMAQ, SMOKE, WRF. 

1 Introduction 

Ozone is formed from a series of chemical reactions among its precursors. The 
major precursors of ozone are oxides of nitrogen (NOX = NO + NO2) and 
volatile organic compounds (VOCs). These precursors are emitted primarily 
from fossil fuel combustion and automobile sources and are subsequently 
oxidized to produce ozone through a complex series of interactions involving 
various chemical and physical processes [1]. Because of the complexity of ozone 
formation it is difficult to predict ozone episodes and impossible to understand 
its mechanism solely by direct experimental studies and field observations. Air 
quality modeling, however, provides a good alternative to study the physical and 
chemical mechanism of ozone formation due to model capabilities which 
provide a high temporal and spatial resolution study for a wide variety of 
pollutants. Most air quality models have adopted the three-dimensional Eulerian 
grid modeling framework which represents reasonable physical realism and 
predicts concentrations of the species throughout the entire model domain. When 
grid-based air quality models are used, the selection of grid cell size becomes 
important because the characteristics of species are regarded as uniform in each 
grid cell and chemical species are mainly denoted by concentration (i.e., mass 
per volume). Using coarse grids would cause the model to resolve emission 
strengths that are too low, especially in major source areas [1].  
     Additionally, the subgrid processes that regulate species transformations are 
assumed to be uniform in each grid cell, and certain characteristics of subgrid 
processes and their interactions may be lost as the size of the model grid cell 
increases. The U.S. Environmental Protection Agency (EPA) has recommended 
that the air quality modeling in support of the state implementation plan (SIP) 
may benefit from increased grid resolution [2]. An increased grid resolution 
model provides a more detailed and accurate representation of key factors such 
as complex terrain features, emission sources and urban characteristics. Jang et 
al. [1] found that, while the average transport of non-reactive species does not 
show sensitivity to grid resolution, reactive pollutants are sensitive. This 
suggests a nonlinear relationship between chemistry and horizontal grid size. 
Some studies have shown that increasing grid resolution does not always give 
better performance due to the challenge of the complexity in chemistry and 
meteorology and their nonlinear interactions and responses to grid size [3–5]. 
More studies and further analyses for the sensitivity of model predictions to 
horizontal grid resolutions are needed. The purpose of this study is to determine 
what spatial resolution is needed to successfully capture a high ozone event with 
a sufficient accuracy of intensity and detailed structure. 

48  Environmental Health and Biomedicine 

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



2 Case selection and observational data 

The case, August 13 1996 ozone episode, was selected from a major field study, 
the Paso del Norte Ozone study, which was conducted during the summer of 
1996 for the purpose of providing sufficient data to support photochemical ozone 
air quality. The campaign was conducted from July to September of 1996. 
During this period, a local intensive observation network of air quality and 
meteorological monitoring sites was operated and contained a sounding site and 
20 surface meteorological stations in El Paso, Ciudad Juarez and its surrounding 
communities [6]. Data from routine network monitoring provided hourly surface 
observations of chemistry species and meteorological parameters including 
temperature, relative humidity, wind speed, wind direction, ozone, nitric oxide 
(NO), the sum of nitric oxide and nitrogen dioxide (NOX), carbon monoxide 
(CO), and particulate matter (PM) [6, 7]. During the campaign period, 13 August 
1996 was the only day which exceeded a 1-h NAAQS (National Ambient Air 
Quality Standard) of 0.12 ppm in El Paso/Juarez area [7].  

3 Description of modeling system, input data and numerical 
design 

3.1 Model system 

In our previous publication [8], we provided a detailed description of air quality 
model system that we used. There are three major components in this system: a 
meteorology model, a chemistry and transport processor, and an emission model. 
The meteorological model used is the Weather Research and Forecasting (WRF) 
[9], version 3.0. WRF is a next-generation mesoscale weather forecasting system 
designed to serve both operational and research needs. It is a limited–area, 
nonhydrostatic, primitive-equation mode with multiple options for various 
physical schemes. The Community Multiscale Air Quality Model (CMAQ) 
version 4.6 [10] has been used in this study as the chmical transport model. 
CMAQ is a comprehensive, three-dimensional, multiscale, Eulerian-based, 
atmospheric chemistry, transport and deposition model for multiple air pollutants 
including tropospheric ozone, acid deposition, particulate matter, visibility and 
air toxins. CMAQ has been served as a flexible and comprehensive modeling 
tool in various applications such as urban and regional air quality evaluations, 
formulating state implementation plans for non-attainment areas, and 
investigating atmospheric processes [11]. The emission inventory model used in 
this study is the Sparse Matrix Operator Kernel Emissions (SMOKE) Modeling 
System developed by Carolina Environmental Program at the University of 
North Carolina at Chapel Hill [12]. The SMOKE was used to convert the source-
level emissions (county total emissions) reported on a yearly basis to spatially 
resolved, hourly emissions, with detailed speciation information. SMOKE can  
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generate the speciated, gridded emission inventory inputs for various air quality 
models, including CMAQ. SMOKE is able to process the point, area, biogenic, 
and mobile emission sources: point source emissions are gridded according to 
the physical location of emitting facilities; area and mobile source emissions are 
gridded according to the spatial allocation factors; biogenic emissions are 
calculated using Biogenic Emission Inventory System Version (BEIS) version 
3.13 along with meteorological data such as surface solar irradiation and 
temperature. The version of SMOKE2.3 was used in this study. 

3.2 Input data 

The data incorporated into the WRF model as initialization and lateral boundary 
conditions are obtained from NCEP/NCAR Reanalysis with a 6 hour interval. 
This is the global dataset in the format of grib with the resolution of 2.5 × 2.5 
degree. The emission inventory data used in this study are EPA's NEI99 (final 
version 2). The inventoried emissions in NEI99 include nitrogen oxides (NOx), 
sulfur dioxide (SO2), volatile organic compounds (VOCs), carbon monoxide 
(CO), ammonia (NH3), and particulate matter (PM) for point, area, non-road and 
on-road mobile emissions. Since the modeling domain includes both US and 
Mexico, the latest released Mexico emission dataset (Mexico NEI99. 
http://www.epa.gov/ttn/chief/net/mexico.html), which include six northern 
border states of Mexico, has also been obtained as the supplementation for 
NEI99. All emission species were adjusted by running the SMOKE model from 
the year of 1999 to 1996.  

3.3 Design of numerical simulations 

As addressed in Lu et al. [8], the WRF model was run over a one-way nested 
modeling domain centered at the location of El Paso (31.70N, 106.40W) with the 
spatial resolution of 36-, 12-, 4- and 1-km for the outer, two middle and inner 
domains (Fig. 1). The use of high spatial resolution simulation such as 1-km was 
expected to resolve the unique weather phenomena occurring over the complex 
area like El Paso [6]. This is because mountainous topography produces regional 
circulation resulting in wind in the mountains and valleys which 
consequentlyaffects the local pollutant transportation and dispersion. We used 35 
sigma vertical levels in WRF with 15 layers within the planetary boundary layer 
(PBL) (less than 1500 m) where the lowest sigma level is at the height of 12m. 
This way helps resolve the emission and chemical reactions of pollutants occur 
within PBL. For WRF model simulation, the analysis nudging scheme, Four 
Dimensional Data Assimilation (FDDA) [13], was applied during the first 6 hour 
simulation in all domains in order to improve meteorological parameters 
forecasted qualities.  
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Figure 1: Nested domains used for WRF, SMOKE and CMAQ models. D01, 
D02, D03 and D04 are the outer, two middle and fine domains with 
the grid distances of 36-, 12-, 4 -  and 1-km respectively. The 
windows used by SMOKE and CMAQ are the maximum input of 
meteorological windows from WRF. 

4 Results and discussions 

4.1 Temporal evolution  

One observational station, the site of Downtown El Paso, was selected to 
examine model performance in temporal variation of ground ozone 
concentration. Fig. 2 shows hourly surface ozone concentration comparisons 
between observations and model simulations at 1-, 4-, 12- and 36-km 
resolutions, respectively. It is found that all models provide a clear diurnal 
variation of surface ozone concentration. The maximum ozone appeared during 
the daytime and the minimum ozone occurred in the nighttime. For all models, 
the occurrences of peak ozone were noted to have a few hours lag between the 
simulations and the observation. The observed peak ozone was around 10:00 
MST August 13 1996 while simulated peak ozone occurred around 13:00 MST 
from the 1-km model, 12:00 MST from the 4-km model, 15:00 MST from the 
12-km model and 16:00 MST from the 36-km model. This suggests that the 
coarser the model spatial resolution, the more the lag of peak ozone occurs. In 
accordance with the peak value of surface ozone, the 1-km model yielded the 
best result with a reasonable agreement between simulation and observation 
being observed. For example, the peak value of 101 ppb was simulated with the 
1-km model, 87 ppb with 4-km, 67 ppb with 12-km and 49 ppb with 36-km 
models while the observed value was 134 ppb [14]. All models underestimated 
the surface peak ozone concentration at this station. The 1-km model predicted 
75% of the observed peak ozone concentration, 4-km model of 65%, 12-km 
model of 50%, and 36-km model of 37%. An evident overprediction of ozone 
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concentration occurring during nighttime was noted at each of the 12- and 36-km 
models while two fine resolution models (1- and 4-km) provided the comparable 
minimum ozone concentrations compared to the observations. The possible 
contribution for simulated ozone errors in coarse domains may originate from the 
simulation errors of surface temperature, wind speed or humidity, as well as 
from the uncertainties of emission distribution and intensity. Since all models 
run with the same physical and chemical processes, the spatial resolution is 
clearly the key factor producing model errors. For the grid-based model such as 
CMAQ, grid size is important because the characteristics of species are treated 
uniformly in each grid cell and chemical species are denoted by concentration 
instead of by mass itself [1]. If the grid cell size is relatively large compared to 
the spatial distribution of source areas, the intense emission sources could be 
artificially smeared throughout the entire grid cell. Consequently, coarse grid 
models tend to produce emission strengths that are too low when compared to 
physical measurements, especially in those major emission source regions. 
Because the processes that regulate species transformations are assumed to be 
uniform in each grid cell, certain characteristics of subgrid processes and their 
interactions may also be lost as the size of the model grid cell increases. Due to 
the nonlinear effect of ozone chemistry, an averaged treatment of subgrid 
processes in a large grid cell may not adequately represent the subgrid 
interactions of ozone, its precursors and their important processes. Therefore, the 
surface ozone concentration turns out to be underestimated.  
 

 

Figure 2: Hourly surface ozone concentration comparison between models at 
various spatial resolutions (1-, 4-, 12- and 36-km) and observation 
at the location of Downtown El Paso during the period from 12:00 
UTC August 13 to 12:00 UTC August 14, 1996. 

4.2 Spatial distribution 

The model spatial resolution significantly influences the spatial pattern and 
central intensity of surface ozone concentration [1]. Fig. 3 shows the simulated 
surface ozone concentration at 20:00 UTC (13:00 MST) August 13 1996. Two 
coarser resolution models (36- and 12-km) produced the evident underestimates 
at most parts of the domain. The surface ozone centers are located at those areas 
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that are discernible at the major cities and their downwind areas (Fig. 3(a) and 
(b)). The central strengths at those major emission source areas are obviously 
enhanced as the spatial resolution increases. Compared to two coarse models, the 
higher resolution models (4- and 1-km) provided much more detailed and 
complex structures of the surface ozone simulations. Regarding the El Paso area, 
although all models underpredicted the peak surface ozone concentration, higher 
resolution models significantly reduced the problem of underestimation. It is 
seen that maximum surface ozone concentrations at the time of 13:00 MST 
August 13 1996 in El Paso area are 80 ppb in 4-km model (Fig. 3(c)) and 110 
ppb in 1-km model (Fig. 3(d)). From an observational report [14], the average 
surface ozone concentration at El Paso / Juarez area at that time was around 114 
ppb. The 1-km model of the CMAQ approximately captured the peak surface 
ozone while the 4-km model reproduced 72%, the 12-km model reproduced 
63%, and the 36-km model reproduced 44%. Close examining the surface ozone  
 
                     (a)                                                            (b) 
 
 
 
 
 
 
 
 
 
 
 
 
                      (c)                                                            (d) 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Surface ozone concentration (ppbV) at 13:00 MST August 13 1996 
from CMAQ modeling with grid spacing of (a) 36-, (b) 12-, (c) 4- 
and (d) 1-km, respectively. 
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concentration distributions in the same region as the 1-km domain coverage from 
36-, 12- and 4-km domains reveals that the coarse model (36-km) provided 
surface ozone distributions that were rather simple and smooth. The interested 
region was labeled with two lines of 40 ppb and 50 ppb contours (not shown). 
Many locally associated features were not captured. From 12- and 4-km domains 
it is found that (not shown) the higher the spatial resolution, the more detailed 
structures the model produced. 
     In addition, all models successfully captured the spatial evolution of surface 
ozone concentration (not shown). Simulations showed that, in the morning, high 
ozone concentration areas were located along Rio Grande River Valley. The 
distribution of surface ozone featured a spatial pattern of southeast-to-northwest 
direction. At the time of local noon, the center of surface ozone concentration 
moved northwestward and ended-up at the southwestern part of El Paso. Then, 
the surface ozone area moved westward along the US-Mexico border. This 
special pattern from model simulation is consistent with the local observations. 
Roberts et al. [14] reported that that an ozone cloud formed over the urban areas 
of Juarez and El Paso and flowed towards the northwest by the prevailing 
southeasterly winds. This unique track is mainly associated with the local 
topography distribution [7], especially under the ozone favorable condition 
where a calm weather dominates. The main geographical features of El 
Paso/Ciudad Juarez area are the Franklin Mountains, which run north-to-south 
and end abruptly just north of downtown El Paso; the Juarez Mountains, which 
lie to the west of Ciudad Juarez; and the Rio Grande River valley that divides the 
Franklin and Juarez Mountains and runs generally northwest-to-southeast 
through the domain. During summer, light northwesterly winds are prevailing 
under the condition of large-scale high pressure systems dominating in this area. 
Surface ozone will be advected through the prevailing winds northwestward. 
However, the Franklin Mountains stop further movement of the winds and turn 
them westerly, resulting in the spatial pattern of simulated surface ozone 
distribution. 

4.3 Frequency distribution  

To quantitatively describe the underestimation of surface ozone concentration 
from all models, the frequency distribution of hourly ozone concentration versus 
various concentrations at 13:00 MST August 13 1996 has been established 
(Fig. 4). The frequency is defined as the percentile fraction of the grid cells 
occupied by a given concentration threshold. It was calculated by considering all 
grid cells in each model. The range of surface ozone concentration corresponding 
to the peak frequency shifted to the higher ozone concentrations as model spatial 
resolution increases from 36- to 4-km. The peak frequency occurred at the range 
of surface ozone concentration between 30 - 40 ppb for the 36-km model, 40–50 
ppb for the 12-km model, and around 50 ppb for the 4-km model. This indicates 
that the decrease in grid cell size will increase the number of places that exhibit 
higher surface ozone concentrations. However, the 1-km model simulation 
exhibited an exception in that the peak frequency of simulated surface ozone is 
located at the place of the concentration of 40 ppb. Closer inspection of 
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frequency distribution at high concentration thresholds (not shown) reveals that 
for the thresholds higher than 60 ppb, the frequencies of model outputs from two 
coarse grid resolutions, 36- and 12-km, were all zeros. In contrast, two fine grid 
resolution models, 4- and 1-km, provided the frequencies that were at the range 
from 1% to 5% at these high thresholds.  
     Figure 5 shows frequency distributions from all models where the frequency 
of each model was calculated by only considering those grid cells located within 
the coverage of the 1-km domain. With the focus being on such a small area, the  
 

 

Figure 4: Comparison of the frequency distributions of hourly surface ozone 
concentration at 13:00 MST August 13 1996 from model outputs at 
36-km (D01), 12-km (D02), 04km (D03) and 1-km (D04). There 
are 14 thresholds from 0–130 ppb. 

 

Figure 5: Same as Fig. 4 but with the frequency of each model calculated by 
only considering those grid cells located within the coverage of the 
1-km domain. 
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threshold shifting among different spatial resolution models shown in Fig. 4 has 
not been found. The peak frequencies of all models occurred in the range of 40–
50 ppb for surface ozone concentration. The 36-km model failed to capture the 
high ozone event because the frequency was approximately zero at threshold 
greater than 70 ppb. In contrast, two fine grid resolution models, 1- and 4-km, 
predicted some grids in this region with the surface ozone concentration 
exceeding 100 ppb. This mitigation of the surface ozone underestimation 
problem could be attributable to the capability of the high resolution models to 
resolve the fine information for the mountainous topography such as El 
Paso/Ciudad Juarez area. 

5 Summary and conclusions 

A modeling study was performed for a high ozone occurrence during the 1996 
Paso del Norte Ozone campaign by incorporating meteorological model (WRF), 
emission model (SMOKE) and air quality chemical reactive and transport model 
(CMAQ) to investigate the sensitivity of model spatial resolution to surface 
ozone concentration. The results showed that grid resolution significantly affects 
the simulation of ozone formation, dispersion, transportation and structural 
distribution. Although all models captured the diurnal variation of surface ozone, 
a few hours lag of peak ozone concentration occurred for each model. The 
coarser the spatial resolution of model, the larger the lag of peak ozone. It is 
found that all models underpredicted the peak ozone concentration. The 1-km 
model produced the best result while the 36-km model yielded the worst. In 
addition, the coarser models (36- and 12-km) tended to overpredict the minimum 
ozone concentration in the nighttime. The problems of maximum ozone 
underprediction and minimum ozone overprediction are related to the spatial 
resolution model used. The minimum ozone overestimation may be attributed to 
the excessive predicting on the mixing process during nighttime. Excessive 
vertical mixing will result in upper-level ozone. The application of the high 
resolution model tends to suppress the excessive mixing process. Although 
previous studies have shown limited benefit with a higher grid resolution in 
ozone simulation and found that higher grid resolution simulation does not 
always enhance model performance, our studies revealed that increasing the 
horizontal spatial resolution is one way to reduce the problem of maximum 
ozone underprediction and minimum ozone overprediction. All models captured 
the evolution of the high ozone event. But the coarse resolution application (36- 
and 12-km) provided rather coarse textured spatial fields compared to the fine 
models (1- and 4-km). Many detailed and complex structures were lost from the 
coarser models. In contrast, the 1-km model provided an areal surface ozone 
concentration that is in very good agreement with that observed in the sense of 
central strength. The analysis of the frequency distribution revealed that the 
range of surface ozone concentration corresponding to the peak frequency shifted 
to the higher ozone concentration thresholds as the model spatial resolution 
increased from 36- to 4-km. But further increases in spatial resolution to 1-km 
did not draw the similar conclusion. The 36- and 12-km models failed to provide 
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the frequency that is greater than zero at the thresholds above 70 ppb. This 
suggests that the high ozone event can hardly be captured by using coarse spatial 
resolution models. Therefore, to successfully capture the high ozone occurrence, 
such as the event occurring on 13 August 1996, with the acceptable accuracy of 
central strength and sufficiently detailed structural distribution, a high resolution 
model (i.e., grid spacing is no greater than 4-km) is necessary. 
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removing environmental health risk in the 
Canadian nuclear power industry 
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Hamilton, Canada 

Abstract 

In this paper, we examine how over the past twenty five years the nuclear 
industry has used various strategies to diminish or remove any environmental 
health risks that emanate from its practice and activities. Using both industry and 
critical website materials, we demonstrate how risk is removed by emphasizing 
its own safety culture in a complex process, its ‘clean energy’ credentials, its role 
in producing national energy options, close co-operation with its regulators, the 
ignorance of its critics, the suppression of opposing views and a narrowing risk 
assessment approach to potential environmental and health hazards. We suggest 
that the same strategies will be used after the recent Japanese nuclear disaster. 
Keywords: branding, Canada, elimination of risk, environmental health, 
narratives, nuclear industry, power generation.  

1 Introduction 

Until the March 2011 catastrophe in Japan, the nuclear power industry seemed to 
have turned the corner from stagnation in the sector to widespread indications of 
growth. Since its dark days of ‘nuclear winter’ and the Chernobyl disaster, the 
industry has become a vital partner in the production of energy in many 
jurisdictions. Many countries are gearing up to assess the economic and political 
consequences of new reactors. Environmental and health concerns appeared of 
little importance in political decision-making as they had seemingly been dealt 
with by nuclear technological developments and safety standards. In this paper, 
we examine how the nuclear industry has reached this point. Paying special 
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attention to Canada and Ontario, we will comment on the industry’s likely 
response to the 2011 crisis. 
     Ramana [1], in a review of nuclear power challenges, notes a widespread talk 
of nuclear revival, strengthened by 33 new reactors being constructed worldwide. 
Three main problems are identified, with nuclear weapons proliferation only 
mentioned as a side note: the high cost of nuclear electricity, the risk of a 
catastrophic accident and dealing with nuclear waste. Other studies point to 
elevated health impacts found among those living close to nuclear facilities. Yet 
the industry worldwide has worked diligently to ensure greater safety through 
technological and cultural changes within the industry and has addressed public 
concerns by communicating reassuring information with respect to energy 
production and nuclear waste. Fears of catastrophic events were dealt with by 
presenting statistically low probabilities of occurrence, often described as being 
once in a million years. Engineering standards were established to further better 
these odds, e.g. with the future Kincardine (Ontario) deep-geologic repository for 
low- and medium-level waste having an estimated safety factor ten times greater 
OPG [2]. Farsetta [3] notes that in the United States “the campaign to sell 
nuclear” has had great success. The industry has a set of varying approaches 
depending on which ‘audience’ is being addressed. This nuanced approach is 
likely to be seen in response to the Japanese nuclear problems.  In this paper, we 
chart these approaches for the main industrial players and their associations and 
regulators as they use technological knowhow, the idea of fail-safe operations, 
and local economic power to attempt to remove environmental health risks from 
public discourse. 

2 Responses of the nuclear industry: a theoretical interlude 

Until March 2011, therefore, the nuclear industry had essentially cemented itself 
as a key element in the continued economic development of virtually all 
industrial nations. As Sundquist and Elam [4] argue, the nuclear renaissance has 
been framed in terms of ensuring security of the energy supply and the need to 
reduce CO2 emissions.  
     Hudson [5] perceptively argues that some organizations must overcome core 
as well as event stigma. Event stigma emerges from specific events that may cast 
doubt on the legitimacy of an organization. Core stigma arises from the very 
attributes of the enterprise, i.e. what it is, what it does and who it serves with 
what. We do not, however, see these as discrete states. We suggest that for the 
nuclear industry, event stigma was transformed into core stigma as the fear of 
nuclear winter became linked not to weaponry but to power production, too. 
How then does the nuclear industry respond to this stigma? How do they 
legitimize their activities? We will show how the nuclear industry has changed 
its approach over time and for different audiences by pointing to its social 
relevance with key audiences, by pointing to the vital nature of its core activity 
to society in general, by demonstrating the illegitimacy of those who criticize it, 
by developing an organizational image of social worth and by enhancing its local 
and national reputation in terms of recognized parameters (such as scientific 
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validity and local community relations). Indeed, it has developed strategies and 
narratives to enhance its legitimacy and remove core stigma. 
     Hudson [5] suggests several strategies, some of which seem relevant to the 
nuclear industry. These strategic responses include specialized ones (where the 
organizations see themselves as specialized, complex entities), open ones (in 
which activities are broadly communicated with a normalizing narrative which 
stresses their societal importance), and network ones (in which the activities of 
the organizations are seen as linked to those of more legitimized bodies – 
regulators, governments – and/or expressed as part of a network of related 
companies). Some of these strategies have been noted in the narratives of the 
nuclear sector. The nuclear industry sees itself as a network of experts which can 
assist in the management of risk (while providing benefit) and permit the 
development and enhancement of ontological security. Hazards and insecurities 
can be managed by these expert systems.  
     In sum, the nuclear industry has adopted an interpretive strategy in which 
metaphor and communication are dominant in the development and maintenance 
of legitimacy (see Chaffee [6]). The nuclear industry has thus played down risk 
narratives, these being largely ‘fact sheets’ or reactive responses. Its strategy has 
been to minimize risk and hazard as it communicates its image and brand. As 
Loseke [7] notes, the power of the narrative of organizations is to tell 
convincingly the ‘right’ story to, we would add, the ‘right people in the ‘right’ 
way. In this paper, then, we illustrate the sophistication of the industry response 
to the stigma around its core activities by ignoring, trivializing or minimizing the 
often unspoken risk. 

3 Data sources, methods and analytic approach 

This paper explores the changing portrayal of environmental health risk by key 
nuclear companies in Ontario (Atomic Energy of Canada Limited (AECL), 
Bruce Power, Cameco, Ontario Power Generation (OPG)), their industry 
associations (Canadian Nuclear Association (CNA), World Nuclear Association 
(WNA)), and their national and international regulators (Canadian Nuclear 
Safety Commission (CNSC), International Atomic Energy Agency (IAEA)). 
These organizations form a complex array of production, regulatory and 
promoting institutions in Ontario.  
     The main data collection strategy to obtain material for our analysis utilized 
the websites of these organizations. As others have observed, public discourses 
are now best observed in technological media with annual reports and incident 
data seldom being widely circulated in print (Muhlhausler and Peace [8]).  
     Furthermore, a wide range of search terms was used and analysed. Analysing 
texts provides insight into how particular organizations present their image, 
reputation and brand over time and to different audiences as well as the views of 
their critics. Through quotations, this paper documents divergent images of the 
nuclear industry in Ontario.   
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4 Findings 

We now turn to the narratives of the Canadian nuclear industry not only in 
response to its critics but also in how it communicates with governments and 
publics in general. We assert these responses try to break or minimize the 
connection between environmental health risk and industry actions or processes. 
First, there is the statistical removal of risk, often seen in terms of other 
exposures being far more dangerous to the environment and human health than 
plant or company activities. 
     An example here is the WNA-published and frequently cited comparison of 
deaths (per TWy electricity) due to major accidents among different production 
forms, with nuclear (8) having a lower number than electricity produced by 
hydropower (885), coal (342) or natural gas (85) WNA [9]. Interestingly, not 
included in this report are numbers related to wind or solar produced energy, 
perhaps due to the lack of major accidents. 
     In a press statement after the release of filtered water, OPG [10] commented 
that the (demineralised) water contained trace amounts of tritium, leading to a 
maximum potential increase of .56 Becquerel per litre but staying well below the 
Ontario standard for tritium in drinking water (7,000 Becquerel per litre). From a 
regulatory perspective, this was a very low level event. However, there is no 
comment that there is some degree of arbitrariness in such regulatory standards, 
with Ontario’s seventy times greater than that of the U.S. CNSC [11]. 
     In an often-cited, twenty year old book, Cohen [12] examined radiation 
exposure after accidents and noted that releases are usually minor and only very 
rarely have been as high as 5-10 millirem (mrem). So Cohen asks how dangerous 
is 1 mrem of radiation and uses a comparison with natural radiation for his 
answer. On average, people receive a total dose of about 85 mrem per year from 
natural sources, or 1 mrem every four days. Thus, an additional 1 mrem of 
radiation, according to Cohen, increases the risk of dying from cancer by about 
one in four million and results in a (statistical) reduction in life expectancy by 
two minutes. To further illustrate the risk associated with such additional 
radiation, Cohen compares it to daily activities and states that statistically it is as 
risky as crossing streets five times [12]. Arguments like these, however, do not 
consider all additive effects, risks related to inhalation of radioactive particles or 
the foregone investments in public resources that have to be used for clean-up 
after an ‘accident’.  
     Furthermore, it is argued by proponents, that while there may be minimal 
risks from radiation, these are outweighed by the benefits nuclear technology 
provides, namely clean energy, nuclear medicine, and social protection. Small 
doses are seen as harmless WNA [9] and – as the IAEA [13] states – risks are 
everywhere and cannot be removed. 
     Another benefit often cited as advantage of using nuclear energy is the 
provision of a pollution-free (i.e. without environmental health risk) energy 
option in a world affected by climate change. Thus, the IAEA [14] has argued 
that the production of nuclear power produces virtually no greenhouse gas 
emissions. Following a similar argument, Ontario-based Bruce Power [15] 
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promotes its proposed new nuclear power plants to the provincial government in 
Saskatchewan by describing it as promising for developing clean energy and 
attracting significant private investment, while addressing an urgent 
environmental issue. 
     These arguments ignore any counterclaims that nuclear power is not the 
climate change panacea. In an exhaustive review, Savacool and Cooper [16] 
argue, for example, that  electricity generation itself is only responsible for forty 
percent of global greenhouse gas emissions; that nuclear plants cannot easily 
adjust to load variations; and that nuclear power has higher costs than 
competitors per unit of net carbon dioxide  displaced.  
     Social protection is also utilized as an argument for enhancing nuclear 
production (see Committee on Foreign Relations [17]), especially with respect to 
energy security. Wesley [18] makes a strong case for a worldwide concern about 
such security, while also flagging some potential problems, such as proliferation 
of nuclear elements across the world. The anticipated fossil energy depletion and 
the instability of their supply drive many countries to consider nuclear energy as 
their alternative energy source for the enhancement of their national energy 
security. ‘Social protection’ has been taken up by the nuclear industry and 
broadened to include citizen and environmental protection.  
     The nuclear industry also argues that environmental health costs may not 
exist as their critics are politically motivated or, more importantly, carry out poor 
or junk science, which then raises the concerns of a scientifically challenged 
public. For example, Cameco responded to a cancer epidemiologist’s publicly 
raised concerns by criticising the “uninformed view of a biased outsider” for 
making many unsubstantiated claims (Thorne [19]). 
     It is interesting to note how science critical of nuclear activities is treated by 
the industry and is often portrayed as junk science (McGarity [20]). Examples of 
comparison between good and junk science can be found on the trade 
organisation’s website CNA [21]. Another commonly employed way to 
marginalise critical voices is the immediate and concerted response to any 
academic studies or reviews reported in the media through letters to the editor 
and opinion pieces, e.g. Boreham [22, 23]; Moore [24–26].  
     According to the nuclear industry, it carries out sound science based on 
engineering principles and quantitative assessments, unlike its critics. Yet the 
industry is only an accident away from being accused of living in a glasshouse. 
Critics point to the problems of its ‘fail-safe’ branding.  As Choo [27] points out, 
structural impediments may lead to failure, but the ‘mentality’ of fail-safe may 
lead to epistemic blind spots and risk denial. Still nuclear advocates, as we have 
seen, remain optimistic that technological innovation can minimize risk further 
and insist that critics simply incite fear with their commentaries.  Thus, the 
nuclear ‘brand’ must be continuously protected in all responses. 
     Critics do not, the industry claims, understand how it operates and should thus 
accept that there are only limited environmental health risks due to nuclear 
technology’s  in-built operational redundancies in its fail-safe technology. The 
nuclear industry admits that minimal or theoretical risks exist but emphasises 
that these are completely controlled through expertise and government 
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regulation. The nuclear power sector claims to be the most regulated industry in 
Canada. So, as was noted about a public inquiry into the deep geologic 
repository in Kincardine, technical uncertainties are presented by advocates as 
either already or soon to be solved (Durant [28]). During the inquiry, claims 
were made “that expert groups could be trusted to have made the right 
judgments; that sufficient evidence was available to move to siting, because the 
disposal concept itself was a do-able scientific and engineering problem, and 
because regulatory bodies were providing adequate oversight [28, p.151].”  
     Bruce Power [29], on their public website, emphasises that they report to 
many different levels of government and their agencies and list several of these. 
In 2006, the company announced its restart plan for two mothballed reactors at 
the Bruce A Generating Station after receiving CNCS’s environmental approval 
that stated that the restart is “not likely to cause significant adverse 
environmental effects” (Algie [30]). Interestingly, the renewed operating license 
for Bruce B also permitted a pilot project for the use of enriched uranium fuel in 
place of natural uranium [30].  
     Cameco [31] also described its regulatory environment on its website, noting 
that the CNSC has lead responsibility for regulating activities at both its Ontario 
facilities, but detailing also other avenues of monitoring and reporting.  
     IAEA has also given its approval after inspection of nuclear facilities in 
Canada. So while well run, some question the arms-length nature of the 
companies from the regulators. CNSC has been criticized for having an industry 
and technical mind set. Its budget is provided in significant measure by the 
companies it regulates. IAEA is also dependent on country-based funding as well 
as operating in the political climate of the U.N. and its drivers. 
     From the nuclear sector’s perspective, benefits can also be maximized and 
costs and risks minimized at the local level. In some ways, this is where the 
nuclear sector can respond easiest to a particular audience and where high paying 
local jobs and investments are provided and can bolster support. Perceived risks 
are diminished as benefits are invoked – through local investments in public 
goods (e.g. clinic), greening, local environmental protection, and sharing the 
profits (e.g. giving to local community organisations). For example, Bruce 
Power [32] has “provided $500,000 to upgrade diagnostic equipment at the 
Southampton and Owen Sound hospitals and pledged $400,000 to the Women’s 
House Serving Bruce & Grey to help build transitional housing for women and 
children in need in four local communities.” An economic impact study shows 
direct and indirect spending in Port Hope by Cameco's two local facilities 
totalled almost $63 million in 2005, accounting for 9% of the total economic 
activity in the municipality during that year [31]. 

5 Discussion and conclusion 

All the above described removals of risk are encapsulated in the ‘nuclear brand’. 
There is positivity in the nuclear communication responses whether pro- or re-
active. This can be best seen in its branding.  Yet the nuclear sector has a specific 
problem, namely its core stigma. Horlick-Jones et al. [33] note the extent to 
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which a nuclear label is able to generate a sense of stigma for the technology in 
question, exerting a powerful influence on the lay imagination. 
     Nuclear agencies use all the described ideas related to climate change, energy 
supply security and sound technology in their claims and communications about 
their role. Reference is made to the natural world, clean production spaces, 
children as a metaphor for the future and innocence, and blue sky for unlimited 
thinking and openness. To generalise from CNA, the brand is clean, affordable, 
future-oriented, attentive of families and their ways of life and mindful of its 
critics. All they require is the truth to be told. 
     We have shown how nuclear energy in Canada tried to overcome the tipping 
point of Three Mile Island and Chernobyl. With its appeals to fail-safe techno-
fixes related to energy security and climate change, the sector placed itself close 
to government and seemed to be the answer for future energy needs. Through its 
response strategies to criticisms and its proactive communication styles and 
images, it reshaped its organizational identity. It was a corporate citizen, giving 
back to local communities in particular for the right to operate. It had shown 
resilience and seemed to have overcome core stigma as there were no episodes to 
produce event stigma. It is became a transparent industry run by dedicated 
professionals acting rationally on the bases of sound science. And then 
something happened. Soon after a massive earthquake and tsunami on 11th 
March 2011, six reactors at the Fukushima Daiichi nuclear power plant in Japan 
reached various critical levels. Now, the accident is being classified by the IAEA 
[34] at the highest level 7 of the International Nuclear and Radiological Event 
Scale, and thus the same as Chernobyl. So after twenty five years of actively 
breaking the connection between the sector and environmental health risks, they 
appear to be reconnected. It is too early to know the long-term response, but the 
usual ones are being put forward – safety flaws; given the catastrophic events, 
denial that such an event could happen in most nuclear jurisdictions; alternative 
energy production methods are more deadly, foreign oil dependability grows 
more fraught, the next generation of nuclear technology will be better. Many 
sound like arguments still played out to address the concerns of the 1970s and 
1980s: déjà-vu all over again.  
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Abstract 

The World has suffered major disasters in the last 24 months. What have we 
learnt from natural disasters in the past, and what can we do differently in the 
management of critical disasters to minimise their impact on life, property and 
the environment? From a realistic and practical perspective, this paper will 
challenge conference attendees to consider the relationship between historical 
events and generational complacency, a learning from history, in measures to 
manage disasters, from devastating floods (which regularly flood the major 
Australian state of Queensland and city of Brisbane), to bushfires in 2009 which 
killed almost 200 hundred people. 
     Australia has a unique history of natural disasters, ranging from extremes in 
high temperature, to floods and cyclones. The impacts of these are highly 
destructive, and Australia, like some countries, has partly learnt from the past, 
and has developed extensive capability and strategic approaches for pre-empting 
and managing such events, lessons which have world wide application and 
benefit. Techniques for pre-planning as well as dealing with the aftermath of a 
disaster are critical in ensuring that the confidence of the public is restored 
and/or maintained to ensure the effective “normalisation” of communities post 
the disaster. 
     A simple risk management philosophy will be proposed to define the 5 
lessons to manage such disasters, which all too often are a victim of generational 
complacency resulting in ineffective emergency management.  
     The paper will provide a summary of mistakes from the past, Australia’s 
current initiatives and techniques in addressing emergency needs, including 
prevention, communication, response and recovery. Conference delegates will  
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gain a unique and valuable insight into learning from the past, and the pro-active 
disaster management processes and techniques which must be formalised and 
enabled into the future. 
Keywords: risk, fire, disaster, flood, resilience, prevention, Australia, system, 
generation, complacency. 

1 Introduction 

The management of past disasters in comparison to the approaches of today, has 
provided governments, authorities and community groups, including crisis and 
critical incident management personnel, a wealth of knowledge and data. One 
must ask, with an abundance of information and technologies that we still see 
major incidents being ineffectively managed and poorly planned for, placing 
huge social, physical and economic burdens on countries. This paper will 
challenge global thought patterns and community expectations to learn from 
history, and explore how generational change and complacency has played a 
contributing factor to ineffective disaster management.  
     Major natural disasters in Australia are generally predictable, however despite 
the best intentions of most governments and community groups, have been 
poorly managed and controlled. Worldwide, we continue to repeat the errors of 
the past. The five crucial lessons that need to be understood and communicated 
to current and future generations are as follows: 
 

Lesson 1: Learn from the past – History repeats 
Lesson 2: Evaluate the Impact of Incidents 
Lesson 3: Legislate Change – Policy and Governance 
Lesson 4: Design and Communication 
Lesson 5: Future Proofing   
 

     This paper will focus on a number of recent and past natural disasters in 
Australia, which will provide the framework for the above lessons. 

2 Lesson one: learn from the past: history repeats 

Australia, like many countries around the world has a unique natural risk profile, 
being that it is susceptible to extreme heat, droughts, fires, cyclones and floods. 
As a result the country experiences extremes of weather and environmental 
events. Major fire and flood events continue to affect Australia. In the last two 
years Australia has once again suffered major floods and fires, events which are 
cyclic in nature and are generally predictable. Once again, these events have 
proven that there is one very important lesson that it is not being learnt (in 
Australia and globally for that matter) – learn from the mistakes of the past and 
do not fall not into the trap of generational complacency. Subsequently allowing 
the effects of time and years post disaster to reduce drive, engagement and 
resourcing in an attempt to implement preventative risk controls. 
Risk management methodologies need to address generational complacency as a 
real contributory factor. 
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2.1 Floods 

The area of Brisbane located in Queensland has experienced major flooding over 
the centuries. Recent floods have occurred in 1974 and 2011 both similar in 
nature, with economic impact measured at approximately 6 billion dollars [1] 
each (refer Figures 1 to 4).  In 1974 the lesson learnt was the need to mitigate the 
damage of future floods, and as a result the Wivenhoe Dam was built. The dam 
was completed in 1984 and located approximately 80km upstream from the City 
of Brisbane.  
 

Figure 1: 1974 Brisbane (State of 
Queensland) flood waters 
covering much of the city 
and metropolitan areas. 

Figure 2: 2011 Brisbane city 
entertainment inundated 
by 10m floods. 

Figure 3: 2011 Brisbane River engulfs 
foyers and first floor areas of 
city skyscrapers. Flood 
waters inundate entire city 
blocks and much of the 
metropolitan area. 

Figure 4: 2011 Wivenhoe Dam 
releasing water in an 
attempt to mitigate 
flood damage. Areas 
downstream flooded. 
Water levels within the 
dam are at capacity. 

(Photos: Fairfax digital newspapers, State Library of Queensland, and Brisbane 
Times.) 
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     In 2007 the Wivenhoe Dam was at 17% capacity. In 2011 it was at 190% 
capacity [2] (refer Figure 4). A massive storm system and rain deluge over a few 
weeks, influenced by a strong La Nina, dramatically broke the drought in 
Queensland which had lasted for many years. This dam was to play a major role 
in controlling the massive water influx into the Brisbane river catchment area 
and surrounds, but its effectiveness to do so was compromised due to a failure of 
Authorities to act on Bureau of Meteorology advice to release water from the 
dam early. A number of questions were posed to why the government and 
authorities not act early enough?: 
 

 Was it due to generational complacency and minimal first hand 
experience or memory of the floods that occurred approximately 35 
years earlier? 

 Was there a failure to effectively communicate the need to release 
water? 

 Was the State’s emergency crisis preparedness not really ready? 
 Fear of public reaction to release so much water when the state of 

Queensland was on water usage restrictions? 
 Was it not known that a full dam holds no more water! 

 
     The Bureau of Meteorology has maintained a detailed history and trend of 
flood events in Queensland [2]. The impacts are predictable if measures are not 
taken to reduce the effect of these natural disasters. The answers to the above 
questions are currently being investigated by government enquiries and 
commissions. There is however an element of generational complacency and in 
particular of a failure to learn from the past, knowing that the dam was designed 
to mitigate flood damage, which required early intervention. 

2.2 Fire 

Fires within Australia are common and part of our landscape and history as is 
evident from the fires of 1926, 1939, 1967, 1983 and 2009. 
     These fires and in particular the events in 1983 [3] and 2009, were almost 
identical in nature, spaced almost 30 years apart, as per the Brisbane floods. The 
photos G and H show a very similar theme. The lessons of 1983 and 2009 were 
not implemented and despite various enquiries and investigations into the fires, 
the following prevailed: 
 

 Fuel loads were not reduced in forest, urban and residential areas; 
 Buffer zones and clearances around properties were not adhered to nor 

maintained; 
 Design codes and recommendations for residential properties in fire 

prone areas were not effectively addressed and implemented; 
 Realistic and well communicated emergency plans were  weak and not 

effectively activated; and  
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 The use of animal stock to help reduce fuel loads and forest 
undergrowth (as had occurred for over a hundred years prior), was 
prevented due to vocal conservative groups. 

 

Figure 5: 1939 Victoria, Australia – 
Towns devastated. 

Figure 6: 1967 Tasmania, Australia 
– Towns devastated. 

 

Figure 7: 1983 Victoria Australia 
“Ash Wednesday” – 
Massive fires, causing 
many fatalities and 
devastating many towns 
are only stopped by the 
oceans. Ash Wednesday. 

Figure 8: 2011 Victoria Australia 
“Black Saturday”. 
Almost 200 people killed 
and thousands of homes 
burnt to the ground. 

(Photos: “Burn” by Paul Collins, and Dept. Sustainability and Environment.)  

2.3 Generational complacency 

The impact from of disasters has evolved over time from a local to a national 
issue to one where global live coverage is the norm, with potential impacts on 
financial markets and global welfare organisations. Countries are not learning 
from the past, particularly with the technology today that enables greater scrutiny 
with widespread global media coverage. Complacency, generational change, 
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memory, and bureaucracy have all played a part. The CSIRO [4, 5] and many 
other reputable research organisations in Australia have known for a long time 
that fires, floods and natural disasters are not unpredictable and are not a matter 
of “if” they occur, but “when” they will occur. 
     Very quickly the world is realising that with the aid of globalisation, live TV 
coverage, internet and communications technology, natural disasters are telecast 
live within homes all around the world. This has immediate social, economic and 
political impact, unlike in the past, and can have catastrophic consequences.  The 
common theme that stems from Australian natural disasters, and indeed global 
natural disasters, is that pre-1980’s, there were limited scrutinised approaches to 
the management of the events. The current processes attempt to apply pro-active 
management systems to control the risk. There is also greater legislative impetus 
on countries to manage these events, with building and design changes, and 
legislative change.  
     The frequency of the Australian natural disasters is on average 30 years apart, 
coincidentally a generation apart. What has been learnt to manage these events 
and their impact on society? Despite a concerted effort to address the root cause 
immediately following the events, and after the “dust” had settled, the initial 
impact of the tragedy had worn off, editorials in the newspapers and headlines 
had disappeared, the urgency and need to drive change had slowed down. 
Governments and authorities change, and new faces and generations are left to 
realise this change. A common failure is not learning from the past and not 
factoring in generational change in the risk matrix. 

3 Lesson two: evaluate the impact of incidents 

Consistent with criteria defined in ISO31000 Risk Management, one must 
clearly identify the areas of vulnerability and/or exposure in any disaster 
management plan. When looking at natural disasters, one can identify 5 areas of 
exposure and impact of an incident as follows: 
 

 Physical; 
 Social; 
 Political; 
 Environmental; and 
 Economic. 

 

     The challenge in a pro-active risk management program is the effective 
quantification of the impact of a major disaster, and today this is often seen live 
globally (as seen in recent events including the recent earthquakes and 
Tsunami’s in Japan and Thailand). In an effort to provide a broad summary of 
the 5 key parameters, the following Table has been developed which shows the 
impact on the various criteria and the comparative effect on a time scale. As can 
be seen from Table 1 below, natural disasters are providing mechanisms and 
knowledge to effectively manage events into the future with key initiatives going 
forward. The expectations of the community in the future will be closely aligned 
to risk elimination and mitigation.  
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Table 1:  Chronological natural disaster impacts. 

Impact Historic Current Predicted 
Pre-1980 1980—2011 2011-2040 

Physical Property damage. 
Temporary local 
reactive media 

coverage. 
Minimal evaluation of 
social/psychological 
impact on affected 

people. 

Quantification of 
infrastructure damage. 

Risk profiling. 
Live global pictures 

and video. 
Personal and community 

group accounts of 
negative aspects of 

physical impact. 

Physical impact pre-
empted. 

Construction plans in 
place to re-build 
appropriately. 

Social Impact on 
communities, culture, 

history not fully 
quantified limited, and 

mostly lost. 

Impact on social 
wellbeing controlled and 
measures taken to control 

negative impacts via 
counselling, forums, 

global support. 
Indigenous impact a 

consideration. 

Prompt and pre-
emptive intervention 

Aspects of social 
impact that are 

critical to 
maintaining positive 

culture and drive 
maintained and 

encouraged. 
Political Reactive response to 

disasters. Leadership 
minimal, and mostly 

taken up by emergency 
response personnel. 
Criticism of political 

parties lively but 
limited in impact 
owing to lack of 

importance placed on 
pro-active risk 
management 

Leadership taken from 
political heads of 

government, supported by 
emergency personnel 

and advisors. 
Potential for responsible 

parties to be liable. 
Community expectation of 

government heightened 
with leaders being judged 

and critiqued. 

Leadership is 
expected of their 

politicians. 
Litigation, whilst not 

eliminated is 
minimal, as due 
diligence and  

pre-emptive risk 
management policies 

are realised. 
Politicians will drive 

change. 
Economic Minimal knowledge on 

how to effective 
quantify. 

Actual impact $ 
estimated, but the final 
costs are rarely known. 

Economic cost considered 
in global spheres, 

impacting on share 
markets. 

Rebuild costs are 
quantified. 

Insurance is generally 
in place. 

Global assistance usually 
reactive. 

Economic evaluation 
is the norm. Global 
assistance packages 

are pre-empted. 
Insurance companies 

assign to global 
catastrophic 
insurance. 

Impact Historic Current Predicted 
 Pre-1980 1980—2011 2011-2040 

Environmental Minimal consideration 
of environmental 

impact. 

Environmental 
considerations are part of 

pro-active risk 
management plan. 

True impact on 
environment is 

critiqued by vocal 
environmental groups. 

Impact is known and 
effective measures 

promptly 
implemented to 

manage the 
environment in a 
sustainable way. 
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4 Lesson three: legislate change – policy and governance 

The need to legislate compliance with new initiatives and lessons learnt from 
previous events is continually evolving; however their effectiveness is once 
again impacted by generational complacency to remember events, their route 
cause and to drive change. In 2003 the Council of Australian Governments 
(COAG) [5] ‘Review of Natural Disaster Relief and Mitigation’, recommended: 
 

 National risk assessment of natural disaster prone areas; 
 Improved community awareness and instruction on risk; and 
 Improved land use planning and gathering the data to convince 

governments on real positive return on investment. 
 
     Whilst positive change is improving, the recent events in Australia (the 
widespread floods in Brisbane and devastating bushfires in Victoria) are classic 
examples of the failure to engender and value change. We still continue to build 
vulnerable homes in bushfire prone areas [6], and build commercial, residential 
properties and many 50 storey skyscrapers in areas that will flood again. We 
continue to stumble in achieving effective pro-active emergency preparedness 
and risk mitigation systems. What is even more alarming is the fact that the 
Queensland Government had not taken up its insurance to cover the loss of 
public assets in the event of a flood, in an attempt to save $50m per annum in 
insurance cover [1]. This alone has almost made the state bankrupt, necessitating 
the creation of special taxes and levies imposed on all Australians. 
     The 1983 bushfires in Victoria have provided the drive to identify the need 
for state based disaster plans, with emergency management authorities all 
playing a key part. Red tape and bureaucracy have contributed to major failures 
in risk control and disaster preparedness, despite the best intentions of legislators 
since 1983 [7]. So what are we looking at in terms of legislating change? It is 
clear that ownership and endorsement of the need for change from our regulators 
and authorities is essential. Cultural change and generational engagement is 
needed. 

5 Lesson four: design and communication 

A necessary part of the legislative change is to put into effect the requirements of 
all the parameters impacting on engineering design and maintenance. Reforms 
are already occurring with regulatory obligations now placed on various 
contracting parties involved in planning and design. This includes: 
 

 Obligations of designers, planners, builders and authorities; 
 Business continuity and resilience plans; and 
 Communication protocols for leaders and advisors including live 

telecommunications, web updates, disaster zone and mobile phone 
emergency warnings. 
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     The obligations are simple – ascertain your risk profile and minimise and/or 
eliminate that risk. This will ensure that due diligence obligations are met. It is 
important to do a “health” check of your risk management program and to test 
the program on a regular basis. If the system is not challenged, your emergency 
preparedness will be exposed, as demonstrated by recent events within Australia 
and globally. Engineering solutions are available to mitigate the impact of fires 
and floods, and it is worth noting that the design of residential properties in 
Brisbane and more broadly in the State of Queensland pre 1980’s, were flood 
resistant, with open flow though areas below, and living areas above – very 
different to the way residential properties are built in these same areas today.  

6 Lesson five: future proofing  

If we continue to not adhere to the lessons learnt from the past, then exposure to 
major disasters impacting adversely (and unnecessarily) on our lives will 
continue.  Being prepared for an undesirable but known event is an important 
step in ensuring that we are not being negligent in the exercise of powers and 
effective risk control. The question could be asked whether the authorities and 
powers at the time of the above events were negligent, or did they just fall into 
the trap of generational complacency. The answer to whether negligence played 
a part is still being played out in the courts today. The general trend into the 
future is the anticipation of events and pre-empting their occurrence, impact and 
their management [8]. The lesson will be to know how these events will impact 
on a country, how to effect risk minimisation and control, and to test plans and 
their resilience into the future, based on past, current and anticipated scenarios. If 
the answer to all of the following questions is yes, then one can say that they are 
well prepared to engage and mitigate impeding disasters: 
 

 Is reliable data, including events of the past, and information accessible 
and being used by authorities to predict natural disasters? 

 Have risk control and recovery plans been tested and proven effective 
for anticipated risk scenarios? 

 Have responsibilities been allocated to authorities and tested in order to 
take effective control? 

 Has infrastructure and building design risk evolved? 
 Has generational complacency been addressed? 

7 Conclusion  

Heading towards 2040, approximately 30 years from now, we can expect the 
pre-empting and future proofing, as far as is practicable, of natural disasters. The 
key lessons for the management of future natural disasters are to learn from the 
past, apply the technology of today, implement real risk mitigation controls, and 
to beware of generational complacency. 
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Abstract 

Oil spills worldwide may occur during production and transportation by 
accident, equipment failure and error. However, the common cause in the Niger 
Delta region of Nigeria has been attributed to pipeline sabotage and vandalism. 
Over the past 50 years a total of 6,817 oil spill incidents have been recorded 
resulting in the discharge of more than 9 million barrels of crude oil into the 
environment of which over 70 per cent remains unrecovered. The negative 
impact of such oil spills on human health and the environment can be severe. 
Most of the oil spills in the region occur from pipeline discharge in or near rural 
communities where people survive mainly on naturally available resources, 
engaging daily in traditional activities like hunting, fishing, farming and 
gathering even at the risk of exposure to oil contaminated media.  
     This paper identify traditional rural activities in the region and map areas 
vulnerable to risk of exposure to petroleum hydrocarbon contaminants, base on a 
relative risk ranking model for traditional activities undertaken by the people. It 
indicates traditional activity with the highest risk according to age/gender 
following an average daily exposure scenario. To achieve this, oil spill site 
datasets from 1985 – 2008; spatial location of 354 rural communities; several 
kilometres of pipeline network digitised from SPOT satellite imaging was 
inputted into a GIS to map community proximity to oil pipeline routes and 
historic spill sites. Map overlay, buffering and Boolean operations were 
performed to determine community vulnerability to oil spill releases using 
proximity to pipelines and rivers, and land use type. The map will be beneficial 
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to oil companies, communities and government agencies in assessing the size of 
sites becoming polluted for remediation/management/compensations. 
Keywords: risk, contaminants, exposure, pathway, oil spill, pollution. 

1 Introduction 

The Niger Delta covers an area of about 70,000km2.  It contains more 800 oil 
producing communities, 1000 oil producing wells, in addition to flow stations, 
gas plants and about 4,315km multi-product pipelines which criss-cross the delta 
[2]. In 1956 when the first oil-well was drilled by Shell in Oloibiri Bayelsa state, 
large quantities of crude was spewed into the environment and the people 
celebrated with a football match against the Shell staffs [3]; little did they know 
that oil spill will one day become a major environmental problem to confront 
them. Over the past 50 years more than 6,817 oil spill incidents have been 
recorded resulting in the discharge of about 9million barrels of crude with more 
than 70 per cent unrecovered [4]. This figure is nearly twice the quantity spilled 
in the Gulf of Mexico from BP’s Macondo well in 2010. Amnesty International 
[5] pointed out that many polluted sites in the region have not been cleaned-up; 
as a result, the quality of the local water, food and livelihood has been 
compromised.  
     The majority of the oil spills in this region occur from pipeline discharge 
caused by equipment failure, operational error, sabotage and or vandalism. 
However, [1] claimed that oil theft and sabotage accounted for 98% of oil spill 
incidents in 2009, leading to the discharge of at least 14,000 metric tonnes or 
about 100,000 barrels of crude oil into the environment. This claim was 
collaborated by [6] indicating a total of 1,453 pipeline incidents attributed to 
vandalism in the same year. 
     Several International Oil Companies (IOCs) like Shell, Mobil, Chevron, 
Texaco, Total E&P, Pan-Ocean and NAOC/Phillips operate joint venture 
agreements with the Nigerian Government through the Nigerian National 
Petroleum Corporation to produce about 2.2million barrel of crude per day [6] 
from onshore and offshore fields. The majority of onshore oil production takes 
place in the Niger Delta region comprise Abia, AkwaIbom, Bayelsa, Cross 
River, Delta, Edo, Imo, Ondo and Rivers States (see Figure 1: insert). Of the 
70,000km2 total land mass of the region, about 31,000km2 accommodates oil 
production facilities. The entire Niger Delta is inhabited by several traditional 
historic communities with a total population of 42.6 million [7]. 
     The implications of oil production in this area are the taking over of common 
traditional land use space and high rate of pollution from incessant oil spills. In 
this paper risk related areas to actual and potential petroleum pollution are 
mapped using GIS to identify source of oil spill, type of land use activities, 
communities within and around historic oil spill sites. The basic aim of this 
paper is to identify traditional rural activities synonymous with the region and 
map areas vulnerable to risk of exposure to petroleum hydrocarbon contaminants 
using a traditional activity-based relative risk ranking model.   
 

80  Environmental Health and Biomedicine 

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



 

Figure 1: Study area in rivers state of Nigeria. 

1.1 Study area 

The study area consists of 354 communities in nine Local Government Areas in 
Rivers State and one in Bayelsa state covering approximately 1,939.8Km2 with a 
population of about 1.36million (NPC 2002 projection) (see Figure 1). The area 
is dissected by several river tributaries and creeks flowing towards the Atlantic 
Ocean to the south. The vegetation is a typical deltaic environment, made up of 
mangrove forests and fresh water swamps, with poorly to moderately drained 
soils consisting of sand, loamy sand, clay and sometimes gravels subsoil. The 
average annual rainfall is 3000mm with 90% occurring between March and 
November with peak in July through September; as a result the area becomes 
inundated during the rainy seasons. The mean Temperature is 34oC during the 
hottest period around February and March while the coolest period is in August 
with a mean Temperature of 28ºC [8].  Most of the communities in the area are 
fishing and farming hamlets located along river routes. Some 44.9% of the 
communities are located within 1.5km of a river. The people are mostly 
associated with subsistent lifestyles like small scale farming, fishing, and animal 
herding and hunting. The study area is transverse by 314.3km of pipeline 
network used for gathering and transporting crude from oil wells belonging to 
one or more oil companies. From the data collected, a total of 443 oil spill 
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incidents have been recorded between 1985 and 2008, thus 129,578 barrels of 
crude oil has been discharged in the area with the greatest amount of pollution 
occurring in the period 2003-07.  

2 Traditional activities 

The communities are agrarian in nature depending on naturally occurring 
resources by engaging in activities like fishing, hunting, farming (crop 
cultivation), and animal herding at subsistence level. Other activities include fuel 
wood gathering for energy, water collection from local streams, lakes or ponds 
for domestic use. In carrying out these activities, the people travel long distance 
and spend a lot of time in the process, perhaps due to distance or because things 
are done manually [10; 11].  

2.1 Land use activities 

Farming is a form of agricultural land use involving crop production. Kassali et 
al. [10] observed that farmers often walk approximately 6km a day to their 
farms, perhaps due to population pressure, land tenure system or availability of 
fertile soils close to the settlements [12].  Fishing is a major activity supplying 
more than 80% of animal protein [13, 14], as a result, most communities are 
classified as fishing hamlets established to take advantage of fishing 
opportunities presented by the riverine ecosystem [15].  Animal herding is 
another practice in which families keep and rear sizable numbers of domesticated 
animals such as cattle, goat, pig and sheep [17]. The animals are usually taken 
out for grazing at locations where green pasture is available and to prevent 
animals from straying into farms or cultivated fields.  Hunting activity deals 
with killing or capturing of wild animals for consumption as bush meat. While 
some hunt for subsistence purposes (i.e. for family consumption) others do it as a 
full time occupation where the objective is to satisfy market demand for bush 
meat [18]. Hunting is unrestricted in most forests in the region [19]. Fuelwood 
gathering is an activity synonymous with most rural communities; it serves as 
the cheapest source of energy for low income families who cannot afford 
alternatives e.g. kerosene stove, gas cooker or electric cooker [20]. Fuel wood 
remains the dominant energy source utilised in over 50% of rural households for 
cooking, heating and food processing [21]. Women and children traditionally 
collect fuel wood for household usage , according to Ikurekong et al, [21] 
women walk more than 4km a day in search of fuel wood, sometimes because of 
access restrictions imposed on communal and family trees which compel them to 
gather from unrestricted marginal fields far away. Water collection is common 
activity requiring fetching water from natural sources for household needs. 
Women and children perform this role by undertaking multiple round trips over 
long distance carrying containers of water filled from different sources every day 
[23].  Nkwocha [23] claim that people travel a mean distance of approximately 
5km to fetch water, thus spending averagely between 2-5hrs daily. 
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2.2 Land use potential exposure scenarios and pathways  

In most African societies especially in the rural setting, day to day activities are 
designated among members according to culture and tradition. Over the years 
tradition has been used as a basis for assigning certain activities to specific 
genders or age groups. This way it is easy to identify the particular group or 
gender assigned to a specific activity and the type of land use associated with it. 
Such activities can be matched against western methods of contaminated land 
assessment where human health risk is assessed based on type of land use [25].  
Land use activities help to understand how people behave; for instance frequency 
and duration of visits to a site, how and when the activity is performed. Thus the 
possibility of direct/indirect contact with contaminants can be determined 
especially where activity is performed on or near a contaminated source. 

2.3 Exposure pathways 

Human exposure to contaminants can occur through inhalation of dust and 
vapour, ingestion of soil or food grown on contaminated soil and dermal contact 
with contaminated media while performing an activity [26, 27].  The process of 
exposure begins with the introduction of a contaminant (agent) into the 
environment, where it is either transformed or transported through environmental 
media air, water, soil and dust and taken up through inhalation, ingestion and or 
dermal contact [26].  

2.3.1 Inhalation 
 involves human respiration associated with air intake during breathing processes 
measured in cubic meters per hour (m3/h). The amount of airborne contaminant 
inhaled (measured in micrograms per cubic meter (µg/m3) is depended on the 
concentration of the contaminant, time spent at a specific location, the body 
weight of the receptor and the intensity of activity [28]. 

2.3.2 Ingestion 
 is a means of introducing substances into the body system through the mouth 
and can be categorised into dietary and non-dietary exposures. Dietary exposure 
is the intake of contaminated substances in food, drinking water and beverages. 
Non-dietary on the other hand is the consumption of food items contaminated by 
substances through contact with polluted hands or surfaces, as well as ingestion 
of residues while mouthing hands and objects. Pollutants adhering to hands, toys, 
food and other objects are easily transferred to the mouth and ingested [29]. 
Contamination can occur to food during processing, distribution, storage, 
preparation and consumption.     

2.3.3 Dermal  
exposure on the other hand can occur during contact with contaminated media 
like water, soil, sediment, liquid, vapours/fumes while performing activity [30]. 
Dermal exposure can emanate from volatile substance deposition on skin directly 
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or indirectly through surface/cloth transfer to skin and absorption into the body 
system [31]. 

3 Methodology 

The vector shapefiles used are GPS position of the 443 oil spill sites collected by 
the Department of Petroleum Resources (DPR) Lagos, Nigeria. Land use map 
dataset was obtained from the Department of Geography in the University of 
Lagos. 354 gazetted rural communities were also sourced from the University of 
Lagos to augment towns on the DPR’s legacy map. The communities are 
represented by points due to lack of polygon shapefiles. 2002 projected 
population data was collected from the National Population Commission (NPC) 
Abuja, because the 2006 village population data has not been published yet. A 
SPOT® satellite imaging was used to digitise the pipeline network via onscreen 
digitisation.  

3.1 Data analysis and result 

The datasets were first projected to UTM_Zone32N in meters from decimal 
degrees; secondly the community shapefile was updated with the population 
data, and then further converted to geodatabase to facilitate automatic update of 
parameters like shape (area) and length. Proximity analysis performed to 
determine the distance of communities to pipeline gave a mean distance of 
2.35km (SD= 1.99km), indicating the closeness of the communities to pipelines. 
Further proximity assessment performed for distance of communities to rivers 
and creeks gave a mean distance of 0.57km (SD= 0.58km).  For the communities 
proximity to oil spill sites, gave a mean distance of 4.47km (SD= 3.72km). The 
population data gave a mean of 3,858.9 (SD= 8,104.4) persons per community. 
Since 1985 to 2008 a total of 129,578 barrels of crude oil have been spilt, giving 
a mean value of 292.5 (SD= 511.8). About 314.3km pipeline representing 7.28% 
of the 4,315km multi-product pipelines in the Niger Delta was digitised within 
the study area. 

4 Discussion: risk assessment  

The activities identified are performed out-doors with environmental media that 
may serve as vectors for contaminants. Because the people walk a great distance 
across the area, there is the chance of having contact with contaminants along 
their path, e.g. polluted river or ruptured pipeline. This is justifiable since the 
mean distance of communities to pipelines, rivers and oil spill sites is 2.35km, 
0.5km and 4.47km respectively. Therefore those involved in any of these 
activities are at risk because of their proximity to pipelines and river which might 
convey contaminants.  In Figure 3, pipeline intersection with river was buffered 
at an interval of 0.5km, 1km and 1.5km to demonstrate the extent to which a spill 
may spread along the river overtime, though this will depend on quantity,  
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Figure 2: Potential impacted site at pipeline and river intersection. 
 

 

Figure 3: Potential impacted land use by oil spill. 
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pressure, duration of discharge and most importantly behaviour of the river at the 
time of discharge [32]. The extent of spread can be detrimental to water based-
activities in the area. 
     Figure 4, on the other hand is a buffer of pipeline network with relation to 
land use and community location. The buffer distance of 1km, 1.5km and 2km 
was used as criterion to determine the difference in community and population 
sizes with increases in distance to the pipeline. The following were identified 
within the buffer zones i.e. 1km = 114 communities, mean population 3877.1 
(SD= 7133); 1.5km = 159 communities, mean population 4420.1 (SD= 11007.1) 
and 2km =188 communities, mean population of 4266.2 (SD= 10212.5). It is 
assumed that since the primary cause of oil spill is due to pipeline rupture caused 
by vandalism/sabotage, discharge can occur from any part of the network. Thus 
any activities within these areas might be susceptible to exposure. 

4.1 Exposure assessment 

This employ the use of models to estimate the degree of exposure to specific 
environmental contaminants by assessing exposure duration, exposure 
frequency, magnitude of exposure, concentration of contaminant and pattern of 
activity undertaken by the receptor. It also takes into account bodyweight and 
gender of the receptor at risk through established exposure pathways [33]. Thus 
by relating a receptor to a possible exposure pattern, an average daily exposure 
can be estimated as in Table 1, where exposure duration (ED) and averaging time 
(AT) have been assumed for each activity according to age and gender. The ED 
is determined in year (i.e. hours/day/year) while AT is the assumed exposure 
duration given in days. A 50 years life expectancy at birth of has been assumed 
for the benefit of this work, although the CIA [34] and UNHDR [35] have 
published 47.56 and 48.4 years respectively. These parameters can be used in the 
Average Daily Exposure equation while others may be adopted from 
recommended values in USEPA [29] and Environmental Agency [27]. 
     Although different countries and organisations have developed different 
models for estimating exposure through ingestion, inhalation and dermal contact, 
the Average Daily Exposure (ADE) model developed by [28] in Contaminated 
Land Exposure Assessment (CLEA) for assessing exposure through 
contaminated soil  (see equation 1)  has been found to be appropriate for the 
Niger delta in our research for the following reasons: a) it combine the three 
exposure routes, b) the variables can easily be modified using parameters 
developed for other countries, c) it can take care of lack of indigenous data from 
Nigeria. The ADE can be used for exposure to chemicals with non-carcinogenic 
effects. However, for compounds with carcinogenic or chronic effects, the 
lifetime average daily dose (LADD) can be evoked “The LADD is the dose rate 
averaged over a lifetime” [36, 37].  
 
 ADE = (IRing x EFing x EDing ) + (IRinh x EFinh x EDinh) + (IRderm x EFderm x EDderm)  (1) 

    BW x AT  BW x AT  BW x AT 
 

where: ADE = the average daily human exposure to chemical from soil (mg kg-1 
bw day-1), IR = the chemical intake/uptake rate (mg/day-1), EF = the exposure 

86  Environmental Health and Biomedicine 

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



frequency (days year-1), ED= the exposure duration (year), BW= the human body 
weight (kg), AT= the averaging time (days), Note: ing, inh and derm stands for 
ingestion, inhalation and dermal contact. 

Table 1:  Exposure duration and averaging time for specific activity 
according to age. 

Note: it is assumed that the infant child spend time with their mother while they perform their activity.  
ED = Exposure duration, AT = Averaging time, N/A = Not Applicable. 

4.2 Relative risk ranking 

According to the activity-based relative risk ranking in Table 2, the receptor 
most susceptible are children, because of their bodyweight and the fact that they 
are more easily tempted to interact with contaminated media than adults. The 
relative risk ranking used weighting system to qualify involvement in each 
activity according to age and sex. After ranking the normalised weight, the result 
shows infants to be higher because they are always accompany their mothers or 
grandparents; who might be involved in all or most of the activities, followed by 
the male child; who may perform similar tasks alongside their female siblings, 
then the female child; who may not necessarily be engaged in young male tasks 
like hunting, animal Herding and fishing. Child exposure through hand-to-
mouth, soil ingestion and general attraction to contaminated media on play 
ground, clearly distinguished them as the receptors of greatest concern. 

5 Conclusion 

The possible continuing opportunities for human contact with contaminated 
media in everyday rural activities should be a concern to stakeholders in the oil 
industry.  For example, opportunities that enable hand-to-mouth scenarios in 
children and adults or tracking of contaminants outdoors may cause long lasting 
 

Receptor 
Age Group 

Fishing Animal 
herding 

Fetching 
Water 

Fuelwood 
Gathering 

Hunting Farming 

Adult male 
20-50 years 

ED= 
6hrs/dayx365 
AT=365x50 

(18,250 days) 

ED= 
8hrs/dayx365 
AT=365x50 
(18,250 day) 

 
N/A 

 
N/A 

ED= 
6hrs/dayx365 
AT=365x50 

(18,250 days) 

ED= 
8hrs/dayx365 
AT=365x50 
(18,250 day) 

Adult 
female 

18-50 years 

 
N/A 

 
N/A 

ED= 
6hrs/dayx365 
AT= 365x50 
(18,250 days) 

ED= 
6hrs/dayx365 
AT= 365x50 
(18,250 days) 

 
N/A 

ED= 
6hrs/dayx365 
AT= 365x50 
(18,250 days) 

Boy child 
7-19 years 

ED= 
6hrs/dayx365 
AT=365x19 
(6,935 days) 

ED= 
8hrs/dayx365 
AT=365x50 
(18,250 day) 

 
N/A 

 
N/A 

ED= 
4hrs/dayx365 
AT=365x19 
(6,935 days) 

ED= 
4hrs/dayx365 
AT=365x19 
(6,935 days) 

Girl child 
7-17 years 

 
N/A 

 
N/A 

ED= 
6hrs/dayx365 
AT= 365x17 
(6,205 days) 

ED= 
6hrs/dayx365 
AT= 365x17 
(6,205 days) 

 
N/A 

ED= 
4hrs/dayx365 
AT=365x17 
(6,205 days) 

Infant child 
(boy/girl) 
≤6 years 

 
N/A 

 
N/A 

ED= 
6hrs/dayx365 
AT= 365x6 
(2,190 days) 

ED= 
6hrs/dayx365 
AT= 365x6 
(2,190 days) 

 
N/A 

ED= 
6hrs/dayx365 
AT= 365x6 
(2,190 days) 
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Table 2:  Relative risk ranking of receptors with respect to activities. 

Potential 
receptor 

Farming Hunting Water 
collection 

Fuelwood 
gathering 

Fishing Animal 
rearing 

Total Rank 

Adult male 
(20-50yrs) 

1(0.067) 4(0.267) 1 (0.067) 1 (0.067) 1(0.067) 4(0.267) 12(0.133) 5 

Male Child 
(7-19yrs) 

2 (0.133) 5(0.333) 2 (0.133) 2 (0.133) 5(0.333) 5(0.333) 21(0.233) 2 

Adult Female 
(18-50yrs) 

4 (0.267) 3(0.200) 3 (0.200) 3 (0.200) 2(0.133) 2(0.133) 17(0.189) 4 

Female Child 
(7-17yrs) 

3 (0.200) 2(0.133) 4 (0.267) 4 (0.267) 3(0.200) 3(0.200) 19(0.211) 3 

Infants 
≤ 6yrs 

5 (0.333) 1(0.067) 5 (0.333) 5 (0.333) 4(0.267) 1(0.067) 21(0.233) 1 

Total 15(1.000) 15(1.000) 15(1.000) 15(1.000) 15(1.000) 15(1.000) 90(1.000)  
Note: Rating, (normalised value). 

exposure and pose serious health risks [31]. According to [33] there are “no 
reliable quantitative data to support Human Health Risk Assessment for 
activities associated with receptors living in rural areas, or for lifestyles and 
occupations such as farming, where there is the potential for high exposures”. 
Lifestyles in rural areas predispose people to different exposure pathways 
because they conduct their activities under environmental conditions that 
guarantee the likelihood of intake/uptake of contaminated substances. As a 
result, exposure estimates for rural population associated with traditional land 
use practices are limited to qualitative assessments which are based on data 
extrapolated from other studies like [33].  
     While discussing the basic elements considered in assessing exposure to 
environmental contaminants, it is obvious that exposure during activities may 
occur simultaneously through several routes while in some cases only one may 
be available. This is because contaminants are not equally distributed spatially 
due to dispersion, diffusion and other mechanism responsible for loss of 
concentration, therefore the closer a receptor is to the source the higher the 
chances of multiple exposure routes.  
     Finally, in view of lack of data from the area, information from the 
Environmental Protection Agency (USA) and the Environment Agency (UK) has 
been adopted. Such exposure models can serve as a trigger for further research 
and development of a human health risk criteria for petroleum hydrocarbon 
contaminants in the Niger Delta. This study has provided a basis for further 
investigation into petroleum hydrocarbon contamination and its potential 
exposure pathways in the area. 
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Abstract 

Many countries were not prepared for a pandemic on June 11, 2009, when the 
World Health Organization (WHO) declared an Influenza Pandemic.  Although 
Pandemic Influenza Preparedness Planning activity for 2011 has declined 
compared to 2009, we cannot take preparedness planning off the radar due to 
future potential pandemics.  Unless countries develop model Pandemic Influenza 
Preparedness Plans, the consequences of being unprepared could be devastating 
to all of humankind.   
     This study identified Critical Success Factors (CSFs) necessary at all levels 
(local, state, and national) to achieve model Pandemic Influenza Preparedness 
Planning.  Pandemic Influenza Preparedness Planning involves developing a 
plan in the event of the emergence of an influenza virus that causes serious 
illness and is spread easily and is sustainable among humans.  Once the WHO 
issues a pandemic influenza alert, all countries should be prepared.  Data was 
collected through surveys, interviews, and benchmarking methods.  The goal of 
identifying CSFs is to provide those factors to countries as well as authorities on 
a local, state, and national level in order to develop model Pandemic Influenza 
Preparedness Plans.   
     Several CSFs were identified, they included the following:  strong leadership 
support, plan development, having logical response plans, exercising plans, clear 
operations and implementation policies, adequate budget/resources, effective 
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public communications and outreach, and staff training.  Clearly, there are 
benefits to providing CSFs for Pandemic Influenza Preparedness Planning.  
Being prepared can save the lives of millions around the world and as well as 
reduce economic and social impact.   Pandemic Influenza Preparedness Planning 
should remain a high priority.   
Keywords: influenza, preparedness, biological threats, pandemic, public health. 

1 Introduction 

For many years, there has been considerable international concern regarding the 
possibility of pandemics occurring in the United States as well as other countries.  
The World Health Organization (WHO) describes a pandemic using three 
conditions:  the emergence of a disease to the population; the agent infects 
humans, causing serious illness; and the agent spreads easily and sustainably 
among humans.  The WHO strongly recommends that all countries develop and 
prepare pandemic plans in advance to prevent and control the next influenza 
pandemic.     
     The WHO [1] developed a checklist for influenza pandemic preparedness 
planning for the benefit of its Member States worldwide.  The checklist reflects 
international expert opinion and includes the following essential elements in the 
checklist: 

 Preparing for an emergency 
 Surveillance 
 Case investigation and treatment 
 Preventing spread of the disease in the community 
 Maintaining essential services 
 Research and evaluation 
 Implementation, testing and revision of the national plan 

     The capacity of countries for influenza pandemic planning varies, and they 
may be at different stages of the planning process.  The aim of the pandemic 
preparedness checklist is primarily to provide an outline of the essential 
minimum elements of preparedness, as well as elements of preparedness that are 
considered desirable.  It is recommended that responsible authorities or 
institutions in countries that are in the process of planning should consider the 
specific aspects of the checklist for which they are responsible.  Countries that 
already have a national pandemic preparedness plan in place may use the 
checklist to evaluate the completeness of the current plan.   
     The WHO posed the question:  Are you prepared?  Are you prepared to 
prevent or minimize the human morbidity and mortality, the social disruption, 
and the economic consequences caused by an influenza pandemic? 

1.1 Global perspective 

Garrett [2] stated that the world has rapidly become much more vulnerable to the 
eruption, and most critically, to the widespread and even global spread of both 
new and old infectious diseases.  This new and heightened vulnerability is not 
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mysterious.  The dramatic increase in worldwide movement of people, goods, 
and ideas is the driving force behind the globalization of disease.  For not only 
do people travel increasingly, but they travel much more rapidly, and go to many 
more places than ever before.  A person harboring a life-threatening microbe can 
easily board a jet plane and be on another continent when the symptoms of 
illness strike.  The jet plane itself and its cargo can carry insects bringing 
infectious agents into new ecologic settings.  Few habitats on the globe remain 
truly isolated or untouched, as tourists and other travelers penetrate into the most 
remote and previously inaccessible areas in their search for new vistas, business, 
or recreation. 
     Such a devastating disease would clearly have profound implications for 
international relations and the global economy.  With death tolls rising, vaccines 
and drugs in short supply, and the potential for the virus to spread further, 
governments would feel obliged to take drastic measures that could inhibit 
travel, limit worldwide trade, and alienate their neighbors.  It is even doubtful 
that any of the world’s wealthy nations would be able to meet the needs of their 
own citizenry, much less those of other countries.  Domestic vaccine purchasing 
and distribution schemes currently primarily assume that only the very young, 
the elderly, and the immunocompromised are at serious risk of dying from the 
flu.  Every year the United States plans for 185 million vaccine doses, trusting 
that the flu will kill only the usual risk groups.  If that guess were wrong, if all 
Americans were at risk, the nation would need at least 300 million doses.  That is 
what the entire world typically produces each year.  There would thus be a global 
scramble for vaccine (Garrett [3]).    

1.2 Critical success factors (CSFs) 

There is a need for public and private sectors to take action with pandemic 
preparedness activities.  The identification of Critical Success Factors (CSFs) for 
pandemic preparedness planning will set a precedent for successful planning of 
these activities on a local, state, and national level. 
     CSFs are those few things that must go well to ensure success for a manager 
or an organization.  They represent those managerial or enterprise areas that must 
be given special and continual attention to bring about high performance.  CSFs 
include issues vital to an organization’s current operating activities and to its 
future success (Friesen and Johnson [4]).  
     In the case of pandemic preparedness planning, the CSFs would be things 
and/or tasks that should be identified by organizations to ensure the creation of a 
successful pandemic preparedness plan.  Essentially, highlighting the areas that 
must be given special and continual attention in order to have a high performing 
pandemic preparedness plan would constitute the identification of CSFs.  

2 History and current state of Avian Influenza 

Influenza A (H5N1) virus, also called “H5N1 virus”, is an influenza A virus 
subtype that occurs mainly in birds and is highly contagious among birds, and 
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can be deadly to them.  The H5N1 virus does not usually infect people, but 
infections with these viruses have occurred in humans.  Most of these cases have 
resulted from people having direct or close contact with H5N1 through infected 
poultry or H5N1 contaminated surfaces.  Avian Influenza is also known as “Bird 
Flu” (Key facts about Avian Influenza (Bird Flu) and Avian Influenza A (H5N1) 
Virus [5]). 
     According to Osterholm [6], Avian influenza caused by H5N1 initially 
received widespread attention in 1997 due to an outbreak in poultry in Hong 
Kong subsequently spread the virus to humans.  There were eighteen human 
cases recognized; six of the patients died (there was no evidence of person-to-
person transmission).  In the fall of 2003, H5N1 avian influenza appeared in 
domestic poultry farms in Asia.  It resurfaced in the summer of 2004 after 
subsiding briefly, appearing in Cambodia, China, Laos, Thailand, and Vietnam, 
where it persists today despite the prevalent vaccination of poultry.  Studies of 
recent H5N1 isolates in Southeast Asia have indicated that the virus’ 
predominant lineage today originated in southern China.  Other lineages are 
believed to have emerged in Southeast Asia, which suggests that the virus has 
been present in the region for a long time.  A report by the UN Food and 
Agricultural Organization published in September 2004 found that existing 
reservoirs of the H5N1 influenza virus in ducks, wild birds, and potentially pigs, 
are already resilient enough to poise a severe challenge to eradication (Osterholm 
[6]).  More recently, Woodward [7] indicated that according to the World Health 
Organization, as of March 6, 2006, 175 people in seven countries had contracted 
the H5N1 disease, and 95 people had died.  Most of these infections were as a 
result of people having direct or close contact with H5N1-infected poultry or 
contaminated surfaces.  
      Osterholm [6] stated further that, similar to earthquakes, hurricanes, and 
tsunamis, influenza, pandemics are recurring natural disasters.  The natural 
reservoir of the influenza virus is wild aquatic birds.  Therefore, for a human 
influenza pandemic to occur, a strain of an avian influenza virus must develop to 
which humans have no pre-existing immunity and undergo critical genetic 
changes that allow it to be readily transmitted from person to person.  The H5N1 
strain of the influenza virus has had a limited impact on human health so far, but 
a human influenza pandemic could occur and be devastating if a current strain 
underwent the right genetic changes. 
     For several years, scientists believed that the only way for an avian influenza 
virus to become transmittable between humans was through a process known as 
reassortment.  Reassortment takes place when an avian virus and a human virus 
both infect the same cells of an animal or a person and swap genes, producing a 
new virus adapted to humans. This is how the 1957 and 1968 influenza 
pandemics began (Osterholm [6]).  The Asian Flu of 1957–58 killed 1 million to 
2 million worldwide; and the Hong Kong Flu of 1968–69 killed more than 
700,000 worldwide (Green [8]).  Over the past couple of years, however, the 
potential development of a human influenza pandemic similar to that of 1918 
(due to Spanish influenza) has been a paramount concern.  The observation of 
two of the three key criteria that characterized the pandemic of 1918–1919 has 
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already been fulfilled in the present epidemic: (1) the ability of the virus to infect 
humans resulting in high mortality and (2) a global immunologically naïve 
human population.  The third criterion, efficient human-to-human transmission, 
has yet to be observed.  The adaptation that would result in human-to-human 
transmission might involve changes in the receptor properties or improved viral 
replication efficiency.  This type of adaptation might be achieved by mutation of 
an avian virus genome or by mixing segments of an avian virus with segments 
from a virus already adapted to humans (genetic reassortment), paving the way 
to the emergence of a new influenza subtype with pandemic potential (Trampuz 
et al. [9]).  According to (Garrett [3]) the 1918-19 Spanish flu killed 50 million 
people in 18 months; however, Avian Flu is far more dangerous.  It kills 100 
percent of the domesticated chickens it infects and among humans the disease is 
also lethal. 
     Although it is impossible to know for certain whether H5N1 will ever evolve 
into the next human pandemic virus, more and more of the genetic changes 
documented in the 1918–1919 Spanish flu have also been found to have occurred 
in recent H5N1 strains affecting both birds and people.  Meanwhile, the spread 
of H5N1 infections to more avian species and to more humans continues to point 
to H5N1 as a likely strain of the next pandemic (Osterholm [6]).   

3 History and current state of pandemic influenza 
preparedness planning 

According to the World Health Organization [10], in the previous years, new 
strains of influenza have generated pandemics causing extensive death rates and 
paramount social disruption.  In the 20th century, the greatest influenza pandemic 
occurred in 1918–1919 and caused an estimated 40–50 million deaths all over 
the world.  Although health care has seen some significant improvements in the 
last decades, epidemiological models from the Centers for Disease Control and 
Prevention (CDC), Atlanta, USA project that today a pandemic is likely to result 
in 2 to 7.4 million deaths globally.  In high income countries alone, which 
account for 15% of the world’s population, models project a demand for 134–
233 million outpatient visits and 1.5–5.2 million hospital admissions.  However, 
the impact of the next pandemic is likely to be the greatest in low income 
countries because of different population characteristics and the already strained 
health care resources. 
     If an influenza pandemic occurs, the following can be anticipated: 

 Given the high level of global traffic, the pandemic virus may spread 
rapidly, leaving little or no time to prepare.  

 Vaccines, antiviral agents and antibiotics to treat secondary infections 
will be in short supply and will be unequally distributed.  It will take 
several months before any vaccine becomes available.  

 Medical facilities will be overwhelmed.  
 Widespread illness may result in sudden and potentially significant 

shortages of personnel to provide essential community services.  
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 The effect of influenza on individual communities will be relatively 
prolonged when compared to other natural disasters, as it expected that 
outbreaks will reoccur [10]. 

     The World Health Organization (WHO) indicated further that continuous 
global surveillance of influenza is critical.  The WHO has a network of 112 
National Influenza Centers that monitors influenza activity and isolates influenza 
viruses in all continents.  The National Influenza Centers will report the 
emergence of an “unusual” influenza virus immediately to the WHO Global 
Influenza Programme (a network comprised of 4 WHO Collaborating Centers, 
WHO CCs, and 122 institutions in 94 countries), or to 1 of the 4 WHO 
Collaborating Centers (located in Australia, Japan, England and the United 
States).  Rapid detection of unusual influenza outbreaks, isolation of possible 
pandemic viruses and immediate alert to the WHO system by national authorities 
is paramount to a timely and efficient response to pandemics (The WHO Global 
Influenza Surveillance Network [10]). 
     (Osterholm [6]) indicated that slacking off on preparedness activities today 
could lead to very bad news in the future.  The warning that another pandemic 
could occur at any time and at a staggering cost to human health and the world 
economy was direct.  These facts remain incontrovertible as many public health 
scientists believed that the outbreaks of the H5N1 influenza virus in birds in 
Asia, Europe, and Africa, with occasional infections in humans, were precursors 
to the next pandemic.  Experts have recently noted that it would take only one to 
six months from the time a human transmitted form of the virus is detected in the 
United States (U.S.) for it to spread across the country, leaving a short window 
for hospitals to make preparations.  The U.S. government health care agencies 
have informed businesses to be prepared for a pandemic that might spread to as 
much as 30 percent to 40 percent of the work force (Green [8]).  

4 Global pandemic influenza preparedness planning 

Mercer [11] invited organizations globally to participate in the Mercer Avian Flu 
Pandemic Preparedness Survey online.  The online survey represented a critical 
first step in conducting an inventory of the organization’s current level of 
preparedness for a pandemic crisis from a Human Resources (HR) perspective.  
The findings consisted of data gathered from 450 respondents across 38 
countries and 26 industries with respondents from Australia, Canada, People’s 
Republic of China, Hong Kong, Singapore, United Kingdom and the United 
States comprising 75 percent of total respondents.  The top six industries, 
comprising 60 percent of participants, were manufacturing, finance, professional 
services, computer services, insurance, and education. 
     There were five key indicators that Mercer [11] utilized to gauge 
organizational pandemic preparedness.  When observed individually, each of the 
indicators provided insight into the priorities that organizations have established 
in their pandemic preparedness planning.  When grouped, they provide a broader 
review of the overall state of an organization’s preparedness for an Influenza 
Pandemic.  The key indicators were: 
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 Establishment of a budget for pandemic preparedness 
 Formation of a crisis leadership management team 
 Development of a pandemic business continuity plan 
 Workforce planning (including skills inventory) 
 Development of an employee communication strategy 

     There were 11 questions that covered a comprehensive range of topics which 
included: 

 Impact on organizational success factors 
 Crisis leadership 
 Employee communication 
 Skills inventory for workforce planning 
 Remote working procedures 
 International assignees and corporate travelers 
 Compensation and leave policies 
 Insurance coverage 
 Hygiene, quarantine and preventive health measures 
 Employee assistance 
 Business continuity planning 

     The survey report was formulated by identifying themes and issues that 
evolved from the responses and provided insight into the current state of 
organizational preparedness for a pandemic.  Mercer [11] also believed that the 
report would provide companies with the ability to benchmark their capability to 
respond to a pandemic crisis and formulate necessary business continuity 
planning strategies. 
     The critical themes that emerged from the report are as follows: 

 There is a considerable gap between organizational concern about the 
impact of a pandemic and organizations’ current state of pandemic 
preparedness. 

 Those countries that endured the Asian SARS crises of 2003 are 
generally more advanced in the pandemic preparedness planning. 

 Conversely, for the United States and other economies that were not 
impacted by SARS and have not had direct exposure to the Avian Flu, 
planning is in its relative infancy. 

 Labor intensive industries have recognized the profound consequences 
that a pandemic may inflict. 

 Although results differ considerably by region and industry type, 
organizations globally are predicting that a pandemic will result in 
financial hardship. 

5 Progress report 2008: H5N1/bird flu 

According to the Responses to Avian Influenza and State of Pandemic 
Readiness, Fourth Global Progress Report [12], a global analysis of the current 
state of the H5N1 Virus indicates that as recent as mid to late 2008, there have 
been fewer of the following:  outbreaks in poultry, newly infected countries, 
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human cases, and deaths compared to the same in 2006 and 2007.  Over 50 of 
the 61 countries that have experienced an H5N1 Virus outbreak have 
successfully eliminated the disease.  However, the H5N1 Virus remains deeply 
rooted in several countries and the threat of further outbreaks of the virus in 
poultry (and random cases in humans) persists.  This is a confirmation that the 
threat of an H5N1 (Avian/Bird Flu) influenza pandemic remains imminent. 

5.1 Progress report 2009: H1N1/swine flu 

While the H5N1 Virus remains somewhat dormant, the H1N1 Virus has become 
more prevalent since April 2009.  According to the World Health Organization 
[13], as of April 26, 2009, the United States Government had reported 20 
laboratory confirmed human cases of swine influenza A/H1N1 at that time (8 in 
New York, 7 in California, 2 in Texas, 2 in Kansas and 1 in Ohio).  All 20 cases 
had mild Influenza-Like Illness with only one requiring brief hospitalization and 
no deaths reported.  All viruses had the same genetic pattern based on 
preliminary testing.  The virus was being described as a new subtype of A/H1N1 
not previously detected in swine or humans.  The WHO reported further that on 
April 26, 2009, the Government in Mexico had reported 18 laboratory confirmed 
cases of swine influenza A/H1N1.  Investigation was continuing to clarify the 
spread and severity of the disease in Mexico.  There were suspect clinical cases 
reported in 19 of the country’s 32 states at that time. 
     The World Health Organization (WHO) declared an influenza pandemic on 
June 11, 2009.  The level of influenza pandemic alert was raised from phase 5 to 
phase 6 (pandemic period).  At that time, nearly 30,000 confirmed cases had 
been reported in 74 countries.  This particular H1N1 strain was entirely new and 
had not circulated previously in humans.  It was indicated further that it was 
contagious and easily spreading from one person to another (WHO [13]). 
     The World Health Organization (WHO) informed that countries should 
prepare to see cases, or the further spread of cases, in the near future.  Countries 
where outbreaks appear to have peaked should prepare for the second wave of 
infection.  The WHO stated further that guidance on specific protective and 
precautionary measures had been sent to ministries of health in all countries 
(WHO [13]).     

5.2 Progress report 2010: H1N1/swine flu 

According to the World Health Organization [14], more than 209 countries and 
overseas territories have reported laboratory confirmed cases of the H1N1 2009 
flu; this includes 14,142 deaths worldwide as of January 22, 2010.  At that time, 
the most concentrated transmission of the virus continued to occur in North 
America, South Asia, and in limited areas of Eastern Europe.  Overall, pandemic 
influenza activity in the temperate northern hemisphere reached a peak between 
late October and late November and has continually declined since.  However, 
the Global Influenza Surveillance Network (GISN) continues global circulation 
of influenza viruses. 
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     More recently, as of May 21, 2010, the World Health Organization continues 
to report deaths from laboratory confirmed cases of the 2009 H1N1 flu.  These 
deaths are an under-representation of true numbers in that many deaths are not 
tested or confirmed as influenza related.  The more active areas of transmission 
are in the tropical regions of the Caribbean, South America, and Southeast Asia 
(CDC [15]).   
     According to the Washington Post [16], the Obama Administration’s fast and 
effective response to the 2009 H1N1 flu outbreak last year was the payoff of 
preparedness efforts since 2005.  The government issued a strategy to prepare for 
a potential pandemic flu in 2005 and there have been significant improvements 
in the following areas:  surveillance, coordination, communications, treatment 
capabilities and stockpiles, vaccine manufacturing capacity, and ensuring that 
every state now has a pandemic plan.  However, the H1N1 flu has not truly 
tested the limits of the response plan in that the potential of what could be quite 
devastating has not taken place.   
     The Washington Post (2009) stated further that a number of key areas still 
need improvement including full funding for research to produce a vaccine 
against a novel virus, building stockpiles of anti-viral medication, so that every 
state is equally protected, supplying enough annual resources to support ongoing 
state and local response capacity, managing mass hospitalizations if there is a 
surge in patients, and the public health workforce during this time of downsizing 
and layoffs.  There are challenges yet to be addressed in anticipation of the next 
influenza pandemic.   

6 Data analysis and results 

The following research question was addressed in this study:  What are the 
Critical Success Factors (CSFs) in Pandemic Influenza Preparedness Planning?  
The first research objective of this study was to identify CSFs that are necessary 
to enhance and implement a Pandemic Influenza Preparedness Plan.  The second 
objective was to increase the awareness and the current knowledge of Pandemic 
Influenza Preparedness Planning.  The final objective of this study was to further 
necessary research on Pandemic Influenza Preparedness Planning. 
     The research question for this study was answered by the use of a multi-
method approach which utilized the concept of triangulation.  The triangulation 
concept involved combining surveys, interviews, and benchmarking data in order 
to create meaningful information.  Existing information was gathered from 
current model pandemic influenza preparedness plans and was analyzed and 
related to primary data collected from this study where appropriate.     
     Five subject matter experts (panel of experts) from organizations that are 
responsible for pandemic influenza preparedness planning provided their top five 
Critical Success Factors (CSFs) and definitions for each CSF they indicated.  
The participants’ open-ended responses were analyzed for content.  All of the 
participants’ CSF definitions were compiled and analyzed in random order so 
that the participant’s affiliation would not bias the researcher.  First, open coding 
was performed as a first attempt to condense participants’ open-ended responses 
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into conceptual categories.  Emerging themes were brought to surface during this 
process and initial codes were assigned.  A second analysis led to a re-
conceptualization of themes and reassigning of codes.  This analysis revealed 
eight different reoccurring themes among the CSFs that were mentioned.  These 
conceptual categories included the following: (1) strong leadership support; 
(2) plan development; (3) having logical response plans; (4) exercising plans; 
(5) clear operations and implementation policies; (6) adequate budget/resources; 
(7) effective public communications and outreach; and (8) staff training. 

6.1 Summary of key findings 

The present research drew on various sources to determine what factors at the 
local, state, national (provided by the experts), and international levels are 
critical to pandemic influenza preparedness planning.  The information obtained 
from literature reviews (model plans), expert panelists, and the benchmark 
organization (World Health Organization) suggests that there seems to be some 
agreement across these various organizations in terms of what are those factors.  
As shown in Table 1, all agree that having clear operations and implementation 
policies, staff training, plan development, effective public communication and 
outreach, and logical response plans are important CSFs for pandemic influenza 
preparedness planning.   

Table 1:  Critical success factors common across local, state, national, and 
international organizations. 

Critical Success Factors Experts 
State and 

Local Model 
Organizations 

Benchmark 
Organization: 
World Health 
Organization 

Clear Operations and Implementation 
Policies      

Effective Public Communications and 
Outreach      

Staff Training      
Plan Development      
Having Logical Response Plans      
Adequate Budget/Resources     
Exercising Plans     
Strong Leadership Support    

7 Conclusion 

The research question answered by this study was, “What are the critical success 
factors in pandemic influenza preparedness planning?”  The first objective was 
to identify the CSFs necessary to enhance and implement a pandemic influenza 
preparedness plan.  The second objective was to increase the awareness and the 
current knowledge of pandemic influenza preparedness planning.  The final 
objective was to further necessary research on pandemic influenza preparedness 
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planning.  The research question was answered and the three research objectives 
were achieved for this study. 
     While the study answered questions, it raised many questions as well.  
Questions have been raised still for some, regarding the lack of planning or 
progress of influenza preparedness planning.  There is a considerable gap 
between concern about the impact of a pandemic and the current state of 
pandemic preparedness.  How can lessons be learned from model pandemic 
influenza preparedness planning and applied to invoke the urgency in planning 
on all levels (local, state, and national)? 
     The consequences of being unprepared for an influenza pandemic can be 
devastating to all of human-kind.  The timeliness of this study is critical with the 
recent influenza pandemic alert that occurred in June 2009.  As we approach 
another influenza season in 2011, all levels (local, state, and national) of 
planning should be considered an urgent priority in preparedness of the next 
potential influenza pandemic.  With the identification of the CSFs revealed in 
this study, preparedness planning on all levels can be fully developed or further 
enhanced for successful pandemic influenza preparedness planning. 
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Abstract 

This paper focuses on thermal comfort in hospital operating rooms (ORs). 
     Thermal comfort depends on several factors such as temperature conditions of 
the operating room, insulation of protective clothing, stress, rate of metabolism 
and safety mechanisms in the body to keep core temperature stable. The 
modification of any of these elements triggers defense mechanisms which in 
extreme cases may lead to serious disturbances in the body. The maintenance of 
recommended standards (ISO 7330) concerning thermal conditions in operating 
rooms ensures the highest possible physical capabilities of the personnel while 
providing maximum safety for the patients. The purpose of the present work is to 
report the results obtained during an experimental campaign carried out at the 
Umberto I Hospital in Enna in order to improve efficiency of HVAC 
installations to secure thermal comfort in the operating rooms. 
Keywords: operating rooms, thermal stress, thermal comfort. 

1 Introduction 

A person produces thermal energy through the oxidation of glucose from what 
they have consumed. This process is named metabolism. A great part of this 
energy (80%) is used for the maintenance of the body, while 20% is expended in 
work. Oxidation can increase in some situations, for example, with increased 
activity level or increased body temperature. Indoors, the temperature of the 
human body remains constant. The normal temperature is about 37ºC. Outside 
these limits, a person is considered to be sick. However, they can survive at a 
minimum temperature of 32ºC and at a maximum of 42ºC [1]. Heat transfers 
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between the person and the environment. The body uses thermo-regulatory 
mechanisms to compensate the gain or loss of heat to keep body temperature in 
equilibrium. This system is known as the hypothalamic thermostat, which “tells” 
the body to increase or decrease the temperature, in accordance with thermal 
needs. A person is in thermal comfort when he/she is satisfied with the thermal 
environment [2, 3] and does not need to use their thermo-regulator mechanism. 
Factors which affect the thermal comfort include physiological perception, 
climate, the level and type of physical activity, and the types of clothes used. 
Thermal comfort in relation to environmental factors depends on environment 
temperature, radiant temperature, relative humidity, air velocity, level and type 
of activity, metabolic rates, and clothing [2]. Hospital operating rooms (ORs) 
require efficient HVAC installations to secure the highly demanding indoor 
environmental conditions for patients and medical personnel. 
     Understanding and managing the thermal comfort in Operating Rooms (ORs) 
is complex because each surgery can present different levels and types of 
activities of the staff, different patient requirements and so on. Figure 1 shows a 
typical configuration of one OR. The “thermal risks” of the patient is more 
difficult to resolve, because the patient is anesthetized and, therefore, his/her 
thermo-regulatory mechanisms are not in action and an inadequate environment 
temperature could cause hypothermia.  A temperature between 24ºC and 26ºC is 
suitable, while temperatures below 21ºC put the patient at risk of becoming 
hypothermic [4]. Consequently, it is an extremely interesting study and analyzes 
the ORs in order to ensure the recommended standards concerning thermal 
conditions and so to guarantee the highest possible physical capabilities of the 
personnel while providing maximum safety for the patients. The purpose of this 
paper is to evaluate the thermal comfort in the Enna Hospital Operating Rooms, 
considering all parameters necessary to verify the respect of the recommended 
standards of ISO EN 7730, 2005 and CR 1752, 1998. 

2 Investigation methodology 

The authors carried out a monitoring analysis, during the period from 1 July 
2008 to 6 August 2008, of the thermal comfort in the Operating rooms at the 
Hospital “Umberto I” in Enna. The research was developed in two 
contemporaneous steps: an “objective investigation” and a “subjective” one. 
     The “objective investigation” pointed at calculating the thermal comfort 
Fanger’s indices: Predicted Mean Vote (PMV), Predicted Percentage dissatisfied 
(PPD) and Draft Risk (DR), by means of the measured value of the air 
temperature, mean radiant temperature, air relative humidity, air velocity and 
water vapor pressure.  
     The “subjective investigation” was carried out giving a questionnaire to the 
staff members (two surgeons, two assistants and two nurses) to determine their 
sensations of comfort or discomfort felt in the operating room. 
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Figure 1: 3D view of the monitored operating rooms. 

2.1 The “objective investigation” 

The thermal environment was analyzed by means of field measurement 
campaigns. The CEQ (Controlled Environment Qualification) system of Keita srl 
was used to perform the measurements of air temperature, mean radiant 
temperature, air relative humidity, air velocity, water vapor pressure, flow rate of 
supply and return air, and so on. The CEQ system has a network of transducers 
that transmit their signals to a central computer which acquires the signals and 
converts them into data, charts and reports alarms. The three operating rooms 
were monitored continuously and simultaneously all the year around. The 
recorded data processed in the period from 1 July 2008 to 6 August 2008 were 
elaborated in order to evaluate the thermal comfort Fanger’s indices, PMV, PPD 
and DR according to the International Standard ISO 7730 [5]. The Predicted 
Mean Vote (PMV) is the mean vote expected to arise from averaging the thermal 
sensation vote of a large group of people in a given environment. PMV is 
derived from the physics of heat transfer combined with an empirical fit to 
sensation. PMV establishes a thermal strain based on steady-state heat transfer 
between the body and the environment and assigns a comfort vote to that amount 
of strain. The PMV is a complex mathematical expression involving activity, 
clothing and the four environmental parameters. It is expressed by equation: 
 

  0,036MPMV 0,303xe 0,028 L    (1) 
 

in which M is metabolic rate (W/m2) and L (W) is thermal load defined as the 
difference between the internal heat production and the heat loss to the actual 
environment for a person hypothetically kept at comfort values of skin 
temperature and evaporative heat loss by sweating at the actual activity level. 
The term Predicted Percentage Dissatisfied (PPD) is a quantitative measure of 
the thermal comfort of a group of people at a particular thermal environment. 
The PPD is related to the PMV as follows: 
 

  4 2- 0,03353PMV +0,2179PMVPPD=100-95e  (2) 
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     The term Draft Risk (DR) is the predicted of people dissatisfied due to 
unwanted local cooling of the body caused by air movement and it is expressed 
by the following equation: 
 

     0,62

a a a UDR= 34-t V -0,05 0,37V T +3,14   (3) 
 

where ta is the air temperature, Va is the air velocity and Tu is the turbulence 
intensity. In the evaluation of such indices the metabolic rate was fixed at 1.4 
met while the actual people’s clothing came from the questionnaires. 

2.2 The “subjective investigation” 

A subjective investigation has been carried out to determine the wellbeing or 
discomfort sensations of the operating staff. Each surgical staff member was 
given a questionnaire concerned their physical characteristics (age, sex, weight, 
etc…), the job and the clothing they wore and the subject’s judgment on the 
thermal environment, the overall comfort sensations and requests of eventual 
changes of the microclimatic characteristics of the operating room. The 
questionnaire was divided in three sections concerning: general information; 
thermal comfort; air quality. The questions in the section of thermal comfort 
concerned how the thermal environment was felt. In particular, surgical staff 
members gave a judgment about its acceptability and preference, answering the 
following questions: 
 
1) “How do you consider the thermal environment in the operation room?” 
2) “Would you prefer to feel warmer, cooler or no change?” 
3) “Do you feel unpleasant air currents on some areas of your body?” 
 
     The judgments about the thermal environment have been compared with the 
results of the field measurements. Moreover, the subjective mean votes have 
been compared with the thermal environment perceptions in terms of 
acceptability and preference. 

3  Results analysis 

The thermal environment was analyzed by means the CEQ (Controlled 
Environment Qualification) system of Keita srl to measure air temperature, mean 
radiant temperature, air relative humidity, air velocity, water vapor pressure, 
flow rate of supply and return air, and so on.  
     During the monitored period the Air changes was always more or less 
20 Vol/h 
     The analysis of this graph shows that the OR temperature is always between 
the values of 21ºC and 23ºC and only for a few days the temperature goes below 
the value of 21ºC. 
     This condition could put the patient at risk of becoming hypothermic [6], so it 
is necessary to increase the air supply temperature considering that in operating 
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Figure 2: Variation of the air temperature and the RH in the OR. 

rooms the thermal environment for the patient is prioritized over the staff. 
However, a temperature of >23ºC is usually intolerable for the surgical 
staff [6, 7].  
     For each day of investigation the hourly value of thermal Fanger indexes have 
been calculated. The measured data indicate that all the parameters vary during 
the duty period, so for each day of monitoring the minimum and the maximum 
value for each parameter have been pointed out. 
     The acceptable PMV range for these typologies of environment has been 
fixed between -0.2 (slightly cool sensation) and +0.2 (slightly warm sensation) 
[8].  Figure 3 shows the variation for PMV index during the whole period of 
monitoring. Overall, it was noticed a similar trend of all the indices calculated 
for all three operating rooms. 
 
 

 

Figure 3: Daily variation of PMV, PPD and DR during a monitored day. 
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Figure 4: Trend of PMV index and law limit in OR n.1. 

     As shown in Figure 3, the minimum daily value of PMV remained 
substantially in the range of ±0.2 except for some days, while the maximum 
daily value of PMV is always less than -0.2 and does not exceed  the value of  
-0,5 except for some critical days (see Table 1). 
     Globally, these results indicate that the member of staff would felt “slightly 
cool” or cool. By means equation (2) the correlated PPD values have been 
calculated. Therefore for a value of PMVs of ±0.2 the correlated PPD result of 
6%, while for a PMVs of -0.5 result of 10%. This “objective analysis” has been 
compared with the questionnaire responses. Figures 5 and 6 show the summary 
of the responses to the questions nn. 1) and 2). It is possible to notice that the 
responses to the two questions are in perfect agreement. In fact 27% of persons 
are in neutral conditions (D1 and B1), 33% or 39% of person felts slight 
discomfort (E1 and B2), 27% or 22% of persons felt discomfort (F1+B1 and 
C2); 11% of persons felt high discomfort (A1+G1 and D2). With reference to the 
PPD the value of 10% calculated by Fanger theory more or less is in accordance 
with the 11% of person feeling high discomfort (A1+G1 and D2). We can also 
 

 

Figure 5: Responses to the Qs n.1. 
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Figure 6: Responses to the Qs n.2. 
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cool 0 1 1 1 1 0 0 2 2 2 1 1 0 0 0 1 1 2 2 2 2 0 0 0 0 2 0 2 0 2 2 0

too cool 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 2 2 0 0 0 0 0 0 0 0 0 2 2 0

1 2 4 5 6 7 8 9 11 12 13 14 15 16 18 19 20 21 22 23 25 26 27 28 29 30 1 2 3 4 5 6

 

Figure 7: Typologies of responses of each member of the staff. 

observe that globally the 55,5% of the responses indicate a thermal sensation of 
slightly cool or cool, the 28% indicate a thermal sensation of neutrality and the 
16,5% indicate slightly warm or warm. The 16,5% of responses that indicate 
slightly warm or warm appear in contrast with the calculated values of PMV that 
do not indicate these typologies of sensations. 
     The reason of these discrepancies could be found out by observing the 
responses of each member of the staff as shown in figure 7. It is possible to 
observe that each member of the staff gives a different answer in respect of his 
thermal sensation. These variabilities could depend on the different levels and 
types of activities of the staff and by the clothes worn by the person in the OR 
that are different in function of the activities of each member of the staff. It 
usually happens that the thermal sensation of the surgeon is warm, while the 
anaesthesiologist and nurse feel the thermal sensation of cool. Table 1 
summarizes the more critical thermal conditions registered during the campaign 
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of survey. For these days, characterised by PMV of less than -0.5, it is possible 
to notice the good correlation between the values of Fanger indexes and the 
answer of the member staff, in fact almost all the people feel a thermal sensation 
of cool. These results indicate that it is impossible to specify a thermal 
environment that will satisfy everybody. There will always be a percentage of 
occupants who perceive thermal discomfort. 

Table 1:  Critical values of PMV and PPD  

Date OR PMV max PPD max 
21 July 1 -0,81 16.46 
22 July 1 -0,88 18.12 
23 July 1 -0,71 14.15 

4 August 1 -0,93 19.32 
5August 1 -0,71 14.15 

 
     Moreover, as shown in figure 8, the minimum value of DR assumed a value 
of 15% in all three OR while the daily maximum value was always higher than 
the value of 15%. 

 

Figure 8: Trend of DR index and optimal value in OR n.1. 

     These values, according the UNI EN ISO 7730, indicate a situation of 
discomfort due to air current (draft), as confirmed in the questionnaire responses: 
all the members of staff perceived air currents on the neck and the head as 
predicted by the DR index. 
     These results indicate the necessity to properly locate the supply outlets and 
extraction ports in optimal locations to reduce the air currents. The recommended 
ventilation system has to deliver air from the ceiling in a downward movement to 
several exhaust inlets located on opposite walls and barriers dividing the ceiling 
of the diffuser. Anyway, globally the environment has been considered 
“acceptable” for more than 70% of the occupants and the main complaints 
concern: low temperature, presence of annoying cold. 11% of the occupants have 
defined the environmental condition “comfortable” while 16% of the occupants 
have defined the environmental condition “poorly tolerable”. 
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Figure 9: Responses to the Qs n. 3.  

4 Conclusions 

In this paper an in-field investigation methodology on thermal comfort was 
applied.  
     The environmental parameters influencing thermal comfort were measured 
while, at the same time, the subjective judgments of the people about the thermal 
environment were expressed and significant tendency and correlation were found 
out. 
     The developed investigations highlighted the key findings as follow: 
- the calculated Fanger indexes are in agreement with the subjective 

judgments of the people  
- the acceptable range of PMV for the OR have to maintain in the range of 

±0.2 
- the member of the staff  reported different thermal sensation  during 

surgery in relation to their function; often the thermal sensation of the 
surgeon and nurse is hot, while the anaesthesiologist sometimes feels the 
thermal sensation of cold 

- the DR is the index that indicate the more negative judgments 
     So it is really important to concentrate the effort in two directions: 

1) optimize the thermal comfort for the Staff, and at the same time ensure 
an adequate environment temperature for the patient, while preventing 
hypothermia, maintaining the ambient temperature in the range of 22 – 
23°C 

2) reduce the air currents on the neck and the head adopting air supply 
system that minimize harmful effects like short-circuit among air supply 
and air expulsions, the local undercooling caused by a too high residual 
speed of the air supply. 
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Abstract 

This paper considers the significance of observed subslab contaminant 
concentrations on the vapor intrusion process. In field measurements, there is 
observed wide variability in the ratio of indoor air contaminant concentration to 
subslab contaminant concentration. Here various aspects of the relationship of 
subslab concentrations to indoor contaminant levels are explored using a three-
dimensional fluid dynamics model of the process. Subslab concentrations are 
determined mainly by diffusional processes and they are reasonably uniform 
across the subslab for buildings on homogeneous soils (with no significant 
advective subsurface disturbance). Also, subslab concentrations do not determine 
the main mode of contaminant entry into a structure (advection or diffusion), and 
widely different contaminant entry rates can be obtained with very similar 
subslab concentrations, depending upon whether the soil type supports advection 
or not.  
Keywords: vapor intrusion, numerical modeling, subslab. 

1 Introduction 

One of the indoor air quality issues currently receiving increasing worldwide 
attention is that of vapor intrusion. The vapor intrusion problem is similar to that 
posed by radon, except that the source of the vapor in this case is anthropogenic, 
as opposed to natural. This also leads to differences in the nature of the 
phenomena. In non-radon vapor intrusion, the source is typically groundwater, 
and the problem is therefore often related to a plume of contaminated 
groundwater. Contaminants of concern include both chlorinated hydrocarbons 
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and petroleum compounds. In the latter case, the problem may be partially 
naturally mitigated by biological activity.  
     This paper will describe some results obtained from a full three-dimensional 
fluid dynamics analysis of prototypical situations. A commercially available 
finite element code (COMSOL) is used to capture the essential physics of the 
problem. The results of modelling to date have shown that such quantitative 
modeling is necessary in order to understand the problem at a particular site, 
since quite often, real results contradict intuition [1, 2].  The significance of soil 
geology, surface capping, “preferential pathways” and dynamic processes has all 
been illustrated. With such a code, it is possible to propose both better site 
investigation strategies as well as subsequent mitigation methods for existing or 
proposed buildings on contaminated sites. 
     Here, the focus is on the use of model results to inform the process of site 
investigation. Specifically, what are considered are the utility of so-called 
subslab contaminant vapor concentrations. These are generally obtained from 
within a structure suspected of being subject to a vapor intrusion impact. Figure 
1 schematically shows the location of a subslab sample. Subslab measurements 
ordinarily involve boring a hole through the foundation slab of the structure, and 
taking a soil vapor sample from directly beneath that structure. Such 
measurements are clearly quite intrusive, particularly when residences or small 
commercial properties are the subject of investigation. Hence there is a desire to 
be judicious in their use and to make the most of these measurements. Among 
the argued advantages of such measurements is that they are the most indicative 
of the hazardous vapor concentration at a point immediately before entry to a 
structure in which measurement of concentrations can be confounded by factors 
such as variations in air exchange rates within the structure or background 
sources of the contaminant which have nothing to do with the vapor intrusion 
process itself.  
 

 

Figure 1: Structure sitting atop a homogeneous contaminant source in an 
otherwise open field. Colors indicate modelled contaminant 
concentration profiles, from high concentration at the source to zero 
concentration at the open surface.  
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     It is well established that contaminant concentration in soil gas sampled at a 
particular depth beneath a non-permeable cap on the soil (such as a foundation 
slab or a parking lot) would generally be higher than a sample taken at the same 
depth beneath open ground [2–4]. This is because the contaminant concentration 
profile in the subsurface is determined mainly by diffusion [e.g., 5, 6], and that 
inward advection into a structure mainly serves to enhance the entry of the 
underlying contaminant into the building, but does relatively less to distort the 
concentration profile in the soil. The contaminant concentration profile beneath 
the building is, however, very much that which would be expected from 
interposing an impermeable barrier somewhere in a diffusion field between a 
sink (the atmosphere) and the contaminant vapor source (the groundwater). Such 
a barrier “bottles up” the contaminant beneath it, and the concentration at that 
point begins to approach the concentration at the (groundwater) source; the only 
way for contaminant to escape from beneath the barrier is via slow lateral 
transport in the soil, governed by a small gradient. Thus the subslab contaminant 
vapor concentrations are normally expected to be the highest near-surface 
concentrations, and therefore, represent in some sense the highest potential 
indoor air concentrations. This result is seen in Figure 1.  
     The U.S. Environmental Protection Agency (USEPA) has assembled a 
significant database of vapor intrusion field measurements from a range of sites 
throughout the Unites States. This database (which may be freely accessed via 
the internet at http://www.epa.gov/oswer/vaporintrusion/vi_data.html) includes 
various types of contaminant vapor concentration measurements at many 
different sites. The data, for various contaminants of concern, include 
measurements of indoor air concentrations, subslab vapor concentrations, other 
soil gas concentrations and measurements and estimates of groundwater source 
concentrations. A preliminary evaluation of these data is available at 
http://www.envirogroup.com/publications/oswer_database_report_combined_3-
4-08_(2).pdf.  
     For present discussion purposes, it was interesting to examine this database in 
a way that is similar to that used by the USEPA, but with different constraints 
and representation of results. The values in the database were culled, choosing 
only at the data for one contaminant of concern, trichloroethylene (TCE). This 
was done to ensure that no artefacts are introduced by comparing across different 
compounds. The data were examined separately for structures built atop 
basements, slab on grade and crawlspaces.  
     Figure 2 shows the indoor air concentration in ratio to subslab concentration 
as a function of the particular structure’s subslab concentration of TCE. This 
ratio of indoor to subslab concentrations clusters in a zone between 0.01 and 
0.001, once the subslab concentrations are above a range of about 100 µg/m3. 
The data in Figure 2 were plotted in the subslab concentration range from 20 to 
2000 µg/m3 to emphasize the portion of the dataset that represents the bulk of the 
field data. At lower concentrations, the reported ratio was often greater than 
unity, indicating either a problem of data consistency or possibly the influence of 
background sources. The choice to emphasize midrange concentrations should 
not be taken to imply that there is no interest in lower ranges of concentration 
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(which might still represent some health concern), but the focus here is in 
characterizing the transport aspects of the phenomenon, and the higher 
concentration level data afford this opportunity better than do the lower 
concentration level data where the above noted artefacts could play more of a 
role. The plot also demonstrates that the ratio of indoor to subslab concentrations 
is not materially dependent upon whether the data were taken from structures 
with basements or those involving slab-on-grade construction. While not shown 
here, data for crawlspaces were generally of the same order of magnitude as 
other indoor values.  
 

 

Figure 2: The ratio of measured indoor air contaminant concentration to 
measured subslab concentration (the “attenuation factor”) as a 
function of subslab concentration. 

     The above indicates that there is a general similarity of results, to within an 
order of magnitude around a mean, for a wide range of buildings and sites. This 
is true over a great range of different soil and construction types. One critical 
factor that could not be well controlled in such studies was the indoor air 
exchange rate, and surely some portion of the variability must be attributable to 
that, as well as to a related building ventilation parameter, the negative interior 
pressure (from the so-called “chimney effect”) that drives the inward advection 
of soil gas.  
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     There are numerous anecdotal reports of order of magnitude or greater 
variations in subslab contaminant concentrations, either when the same building 
is sampled at the same time at a number of points, or when the same building is 
sampled a number of different times at the same point, or when nearby buildings 
are sampled at the same time. Thus some portion of the variability of Figure 2 
can likely be attributed to spatial variability due to heterogeneity in the 
underlying geology, but it is less likely that temporal variations are responsible, 
since in many cases, the data were taken concurrently.  
     The calculation of the entry rate of contaminant from the subslab into a 
structure needs to take into account a combination of diffusion and advection 
rates. The resulting indoor air concentration of contaminant is determined by 
what is shown as Equation 4 in Table 1 below, and depends upon the combined 
advective plus diffusive entry rate divided by the overall air entry rate into the 
relevant volume of the structure. The latter is determined by both the building air 
exchange rate and effective mixed volume of the structure in the area in which 
the contaminant is sampled. The air exchange rate is normally independent of the 
actual process of vapor intrusion, though it could be linked to the driving force 
for advective entry into the structure. There can in practice be quite large ranges 
in the values of both mixing volume and air exchange rate. As an illustration of 
the potential consequences of this fact, if both values were to be characterized by 
a factor of three variability, then almost an order of magnitude variability in the 
ordinate of Figure 2 would result. It is not claimed that the full variability of 
results in Figure 2 derives from this source alone, but it must be viewed as a 
potential key contributor, apart from any uncertainty regarding actual 
contaminant entry rates into the structure.  
     The remainder of this paper considers how results of subslab contaminant 
measurements can relate to the resulting indoor air concentrations. It does so by 
drawing upon the results of simulations of the vapor intrusion process, utilizing 
the full three-dimensional fluid dynamics simulation that has been presented in 
detail elsewhere [1,2].  
     The present paper is only concerned with steady state conditions in cases 
where contaminant biodegradation plays no role. Clearly, transient processes can 
impact observed behavior, and the modeling work performed in this laboratory is 
considering these influences as well. Examples of factors that need to be 
considered in transient analyses include variations in source concentration with 
time, variations in groundwater character (e.g., the height of the water table, 
variations in soil moisture content), and variations in factors influencing vapor 
advection in the soil (such as changes in building pressure, effect of winds), 
Likewise, with certain classes of contaminants (especially petroleum-derived 
materials) there might be an impact of biodegradation processes on both steady 
state and transient contaminant vapor concentrations.  Again, these processes are 
not considered here.  
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Table 1:  Working equations for model. 

Equation 1:   
Soil Gas Continuity 
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q  = Gas velocity (L/t) 
k = Intrinsic permeability (L2) 
g= Density of soil gas (M/L3) 
g= Dynamic Viscosity soil gas (M/L/t) 
g = gravitational acceleration (L/t2) 
p = Pressure of soil gas (M/L/t2) 
z = elevation (L) 
 

Equation 2:  
Pressure Drop Across 
Foundation Crack 
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where: 
 

pck = pressure drop across crack (assumes 
parallel plates) (M/L/t2) 
wck = Width of crack (L) 
dck = Length of crack through foundation 
depth (L) 
Qck= Soil gas flow rate through crack into 
building (L3/t) 

Equation 3:  
Contaminant Transport 
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where: 
 

JT = Bulk mass flux of “i" (M/L2/t) 
C = Concentration of “i” in soil gas (M/L3) 
Dg

i= effective diffusivity of “i” in soil gas 
phase (L2/t) 
Di

air= molecular diffusion coefficient  for 
“i” in air (L2/t) 
Di

w= molecular diffusion coefficient  for “i” 
in water (L2/t) 
KH = Air:water partition (Henry’s) 
coefficient (unitless) 
= porosity; T=total, g=gas-filled,  
w=water-filled (L3/L3) 

Equation 4:   
Indoor Air Concentration 
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Contaminant transport across foundation:  
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Cindoor= Concentration of “i” in the indoor air 
(M/L3) 
Cck= Concentration of “i” entering foundation 
crack (M/L3) 
Ae= Air exchange rate of building (1/t) 
Vb= Volume of basement (L3) 
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2 Modeling approach 

The modelling approach used here has been presented in more detail elsewhere 
[1, 2], and various results from this model have been published previously [3, 4]. 
Other three-dimensional models of the vapor intrusion process have also been 
developed [6], and the results from these different approaches are in agreement 
on all key points. There are significant differences between the nature of, and 
predictions from, other widely used one-dimensional models of the process [7]. 
Reviews of various models of the vapor intrusion process have recently been 
published [8–10].  
     In the present finite element computational scheme, the first step is to define a 
domain, and represent it using a mesh that allows finer spacing at key points. 
Figure 3 shows a typical example of that which has been used in these studies.  
The equations that have been solved are shown in Table 1. The computational 
scheme here allows separate solution of Darcy’s law for soil gas advection, and 
then subsequent solution of the contaminant diffusion-advection model. Further 
details are given in [2].  
 

 

Figure 3: Simplified vapor intrusion model domain, showing domain 
boundary conditions.  The model situation portrayed is a “perimeter 
crack” where the foundation walls meet the foundation slab. The 
inset figure shows the reduction in mesh size as the critical crack 
area is approached. Adapted from Pennell et al. [2]. 
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3 Results 

In the cases of interest here, the soil permeability (k) was explored in a “typical” 
range of 10-10 to 10-14 m2, diffusivities (Dg

i) were in the range of 4 x10-7 to  
1 x10-6 m2/s. Water filled porosities (w) were in the range 0.03 to 0.19 for soils 
with total porosities (T) in the range 0.35 to 0.45. A foundation size of 10 m x 
10 m, with an in-ground depth of 2 m was taken as the base case. 
     Figure 4 shows the ratio of the predicted contaminant concentration at a 
perimeter crack of the foundation, as compared with the concentration of the 
contaminant at the center of the slab. The values are shown for three typical soil 

 
Figure 4: A comparison of the subslab concentrations at a perimeter crack 

and subslab center, for different soil permeabilities and source 
depths. Also shown is a comparison of the subslab concentrations 
from the Johnson-Ettinger model to the subslab center 
concentrations from the full three-dimensional model, for two soil 
permeabilities. All results are for 10 m x 10 m footprint except as 
noted.  
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permeabilities of 10-11, 10-12 and 10-13 m2. The significance of these results is that 
the subslab concentrations are not particularly sensitive to the subslab location, 
to within a factor of two or three. These results were obtained for a constant 
contaminant vapor soil diffusivity of 1 x10-6 m2/s. This is true for a fairly wide 
range of source depth to foundation depth ratios. Also shown are results for 20 m 
x 20 m and 5 m x 5 m footprint structures (k=10-11 m2), and these confirm that 
the conclusion is not sensitive to building size for typical residential/small 
commercial buildings. In other words, in an area characterized by homogeneous 
soil, there would not be an expectation of orders of magnitude variation in 
subslab contaminant concentrations. This is entirely consistent with pictures such 
as Figure 1 that show generally uniformity of concentration beneath structures 
built atop homogeneous soils.  
     The implication of the above finding is that the prediction of contaminant 
entry rates through the foundation should not depend very strongly upon where 
the cracks in the slab may be located. Rather, the contaminant entry rate will 
depend more upon the pressure driving force, the total area of the cracks and 
how those cracks are distributed, because these determine the soil gas entry rate 
that carries the contaminant into the structure.  
     Again, the above is not intended to disregard the occasional field observations 
of widely varying subslab concentrations under the same structure. What this 
does mean is that such findings should only be expected where there are major 
subsurface features that create heterogeneity in the diffusion field, or that there 
exist variations in how well ventilated the subslab is.  
     It has recently been shown that the Johnson-Ettinger one-dimensional 
screening tool can often provide estimates of indoor air concentrations that are in 
reasonable agreement with the full 3-D analysis employed here. Figure 4 shows a 
reason why this is the case. The estimate of subslab contaminant concentration is 
quite close to that from the full 3-D analysis.  
     A separate calculation has been performed to illustrate the impact on 
contaminant entry rates of advection to diffusion. Sample results are shown in 
Figure 5, for a 10 m x 10 m structure with and without a 5 m wide impermeable 
paved apron around the building. All calculations are for homogeneous soil with 
a source at 8 m depth. 
     These results confirm that in high permeability soils, advection of 
contaminant with soil gas dominates the entry into the structure, whereas in low 
permeability (clay-type) soils, diffusional processes determine entry rates. Their 
relative contributions are similar, despite the fact that the structure with the 
surrounding paving has a 25% higher entry rate of contaminant at 10-12m2 
permeability. It is the slightly higher average contaminant concentration near the 
perimeter crack that determines this, which is an indication of the magnitude of 
impact of subslab concentration variations due to surrounding capping. 
     One additional point may be made when considering the results for the 
structure without surrounding paving. While not shown explicitly on Figure 5, at 
10-14 m2 permeability, the contaminant entry rate is half that at 10-12m2 
permeability. This is because diffusion is a much slower process than advection, 
and the process has moved to completely diffusion controlled at 10-14m2. 
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The contaminant entry rate results for 10-11m2 are an order of magnitude higher 
than those for 10-14m2, which would lead to an order of magnitude higher indoor 
air concentration for the former compared to the latter. This difference has 
nothing to do with subslab concentrations, which are comparable in all the cases; 
it is merely a consequence of the well known fact that where advection is 
significant, much higher entry rates will be observed despite the similarity of 
subslab concentrations.  
 
 

 

Figure 5: The relative contribution of advective contaminant transport to 
diffusive transport into a 10 m x 10 m structure with (squares and 
dotted line) and without (triangles and solid line) a 5 m wide paved 
apron around the structure. Contaminant entry is through a 
perimeter crack.  

4 Conclusions 

The results of numerical modelling of the vapor intrusion process suggest that 
for structures built atop homogeneous soils, there should be little variation in 
subslab contaminant concentrations immediately beneath the building footprint, 
and that sampling at any one point should be as good as sampling at any other 
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point. Existence of wide subslab concentration variations immediately implies 
complexity in the subsurface. Subslab concentrations by themselves do not 
indicate the potential for significant entry rate into a structure; advection greatly 
enhances the entry rate relative to diffusion, which may be the only mechanism 
of relevance in low permeability (clay-like) soils.  

References 

[1] Bozkurt, O., Pennell, K. G., Suuberg, E. M., Simulation of the vapor 
intrusion process for nonhomogeneous soils using a three-dimensional 
numerical model. Ground Water Monitoring and Remediation, 29 (1), 
pp 92-104, 2009. 

[2] Pennell, K. G., Bozkurt, O., Suuberg, E. M., Development and application 
of a 3-D model for evaluating site-specific features on vapor intrusion rates 
in homogenous geologies. Journal of Air and Waste Management 
Association, 59, pp 447-460, 2009. 

[3] Yao, Y., Pennell, K.G., Suuberg. E.M., Vapor intrusion in urban settings: 
effect of foundation features and source location. Procedia Environmental 
Sciences, 4, pp 245-249, 2011.  

[4] Pennell, K.G., Suuberg, E.M. Vapor transport from soil and groundwater: 
numerical modeling approach (Chapter 4). Vapor Emission to Outdoor and 
Enclosed Spaces, ed. S. Saponaro, E. Sezenna, L. Bonomo, Nova Science 
Publishers, Inc.: New York, 2010. 

[5] Johnson, P.C. Identification of critical parameters for the Johnson and 
Ettinger (1991) vapor intrusion model. American Petroleum Institute (API), 
Washington, D.C., Publication #17, 2002.  

[6] Abreu, L.D., Johnson, P.C., Effect of vapor source-building separation and 
building construction on soil vapor intrusion as studied with a three-
dimensional numerical model. Environmental Science and Technology, 39, 
pp 4550-4561, 2005.  

[7] Yao, Y., Shen, R., Pennell, K.G., Suuberg. E.M., Comparison of the 
Johnson-Ettinger vapor intrusion screening model predictions with full 
three-dimensional model results. Environmental Science and Technology, 
45, pp 2227-2235, 2011.  

[8] Provoost, J., Bosman, A., Reijnders, L., Bronders, J., Touchant, K., 
Swartjes, F., Vapor intrusion from the vadose zone- seven algorithms 
compared. Jl. Soils Sediments, 10, pp 473-483, 2010.  

[9] Provoost, J., Reijnders, L., Swartjes, F., Bronders, J., Seuntjens, P., Lijzen, 
J., Accuracy of seven vapor intrusion algorithms for VOC in groundwater. 
Jl. Soils Sediments, 9, pp 62-73, 2009. 

[10] Turczynowicz, L., Robinson, N.I., Exposure assessment modelling for 
volatiles- towards an Australian indoor vapor intrusion model. Jl. of 
Toxicology and Environmental Health, Part A, 70, pp 1619-1634, 2007.  

Environmental Health and Biomedicine  125

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



This page intentionally left blank 



Assessment of fungal contamination in a 
Portuguese maternity unit 

C. Viegas1, R, Sabino2, C, Veríssimo2 & L. Rosado2  
1Higher School of Health Technologies of Lisbon,  
Polytechnic Institute of Lisbon, Portugal 
2National Institute of Health Dr. Ricardo Jorge,  
Mycology Laboratory, Portugal 

Abstract 

A descriptive study was developed to monitor air fungal contamination in one 
Portuguese maternity. Sixty air samples were collected through impaction 
method. Air sampling was performed in food storage facilities, kitchen, food 
plating, canteen, pharmacy, sterilization areas, genecology wards, intensive care 
unit, operating rooms, urgency and also, outside premises, since this was the 
place regarded as reference. Besides air samples, forty three samples were 
collected by swabbing the surfaces using a 10 by 10 cm square stencil.  
Simultaneously, temperature, relative humidity and particles counting (PM10) 
were registered. Twenty three species of fungi were identified in air, being the 
two most commonly isolated the genera Penicillium (41,5%) and Cladosporium 
(28,4%). Regarding yeasts, only Rhodotorula sp. (45,2%), Trichosporon 
mucoides (51,6%) and Cryptococcus neoformans (3,2%) were found. Thirteen 
species of fungi were identified in surfaces, being the most frequent the 
Penicillium genus (91,6%). Concerning yeasts found in surfaces, four species 
were identified being Rhodotorula sp. (29,1%) the most frequent.  
     There was no coincidence between prevailing genera indoors and outside 
premises. Moreover, some places presented fungal species different from the 
ones isolated outside. In the inside environment, Aspergillus species were 
isolated in air and surfaces. There was no significant relationship (p>0,05) 
between fungal contamination and the studied environmental variables. 
Keywords: air, surfaces, fungal contamination, environmental variables, 
maternity. 
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1 Introduction 

The hospital environment is a potential source of infections and for this reason, 
knowledge of the fungal contamination in clinical settings is important for 
understanding possible types of nosocomial infections that may emanate from 
them [1]. Moreover, hospital-wide surveillance studies have shown the presence 
of various potentially pathogenic fungal species in health care settings [2]. 
     The presence of fungi requires ideal conditions of temperature, humidity, 
oxygen, carbon sources, nitrogen and minerals. Their biological activities of 
biodegradation and biodeterioration depend on their enzymatic activity, 
environmental conditions, competition phenomenon’s and nature of the substrate 
[3]. Regarding particles, they can be vehicle for fungal dispersion [4], favoring 
the spread of fungi to larger areas. 
     Fungal health effects are dependent on the species present, the metabolic 
products, the concentration and exposure duration and individual susceptibility 
[5], being fungal exposure in hospitals of particular interest due to the possible 
patient’s susceptibility.  
     Culturing air samples is usually the only parameter used to assess indoor 
fungal contamination [6]. However, surfaces analysis complements the air 
characterization and is used in order to identify contamination sources. It may 
also be used in order to evaluate the efficacy of surface cleaning and disinfection 
[7]. Although some studies have shown differences in the frequency of fungal 
species isolated between air and surfaces samples, a longitudinal fungal surface 
survey, even if performed only two or three times a year, in definite appropriate 
locations and areas, can detect minor contamination and can serve as a good 
marker for lack of cleaning or filtration. The surveillance strategy – air and 
surfaces – permits the control of maintenance and cleaning procedures, the 
education of healthcare workers regarding infection control protocols and the 
definition of acceptable levels of contamination in order to introduce immediate 
corrective measures [8, 9]. 
     Therefore, it is important to contribute to the increase of knowledge regarding 
to air and surfaces fungal contamination in hospitals indoor spaces in order to 
identify most effective preventive measures to avoid such contamination. This 
investigation was designed to describe environmental fungal contamination in a 
Portuguese maternity and to allow, if necessary, the implementation of corrective 
measures. 

2 Materials and methods 

A descriptive study was developed to monitor fungal contamination in the 
biggest Portuguese maternity during a month period. Sixty air samples were 
collected through impaction method. Air samples were collected at 140 
L/minute, at one meter tall, on to malt extract agar with the antibiotic 
chloramphenicol (MEA), in the facilities – food storage facilities, kitchen, food 
plating, canteen, pharmacy, sterilization areas, genecology wards, intensive care 
unit, operating rooms, urgency – and also, outside premises, since this is the 
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place regarded as reference. The volume of air collected indoor was 500 l and 
outdoor 250 l. 
     Besides air samples, forty three samples were collected by swabbing the 
surfaces of the same indoor places, using a 10 by 10 cm square stencil 
disinfected with 70% alcohol solution between samples according to the 
International Standard ISO 18593 – 2004. 
     Simultaneously, two environmental parameters – temperature and relative 
humidity – were monitored, using the Babouc equipment, (LSI Sistems), 
according to the International Standard ISO 7726 – 1998. Particles counting 
(PM10) were also registered. 
     After laboratory processing and incubation of the collected samples, 
quantitative (CFU/m3 and CFU/m2) and qualitative results were obtained, with 
identification of isolated fungal species. Whenever possible, filamentous fungi 
were identified to the species level, since adverse health effects vary according to 
fungal species [10, 11]. Identification of filamentous fungi was carried out on 
material mounted in lactophenol blue and achieved through morphological 
characteristics listed in illustrated literature [11] and yeasts were identified 
through biochemical API test [12]. 
     Tables with frequency distribution of isolated fungal species were made with 
the obtained data. Fungal concentration dependence in the three monitored 
environmental parameters – temperature, relative humidity and particles – was 
also analyzed. 

3 Results  

Twenty three species of fungi were identified in the collected air samples, being 
Penicillium and Cladosporium the two genera most commonly found, with 
41,5% and 28,4% of frequency. Regarding yeasts, only Rhodotorula sp. (45,2%), 
Trichosporon mucoides (51,6%) and Cryptococcus neoformans (3,2%) were 
found. Thirteen species of fungi were identified in surfaces, being Penicillium 
 

Table 1:  Most frequent fungi identified in the maternity air and surfaces. 

 Air Frequency (%)  

Penicillium sp. 41,5 
Cladosporium sp. 28,4 
Chrysonilia sp. 10,8 
Aspergillus sp. 9,1 

Others 10,2 

Surfaces Frequency (%) 

Penicillium sp. 91,6 

Aspergillus sp. 2,7 

Chrysonilia sp. 2,0 

Others 3,7 
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genus (91,6%) the most frequent genera. Concerning yeasts found in surfaces, 
four species were identified being Rhodotorula sp. (29,1%) the most frequent. 
     There was no coincidence between prevailing genera indoor and outside 
premises. Moreover, some places presented fungal species different from the 
ones isolated outside. In inside environment, there were isolated Aspergillus 
species in air – A. ochraceus, A. versicolor, A. candidus, A. fumigatus and 
A. niger – and also in surfaces A. glaucus, A. terreus and A. fumigatus.  
     Regarding comparison of concentrations found in air, for indoor and outdoor 
environments, several places showed higher contamination indoor. 
Concerning the influence of the monitored environmental variables – 
temperature, relative humidity and particles – no significant correlation (p > 
0,05) was revealed.  

4 Discussion 

The mere presence of fungi in hospital air is a concern motif because many 
spores can be released leading to an incidence of nosocomial and occupational 
infections [1]. 
     Concerning Penicillium, the predominant genus in the air and surfaces 
analyzed, there are different potential risks associated with their inhalation of 
their different species due to different the toxins release [13].  
     It is suggested that fungal levels found indoors should be compared, 
quantitatively and qualitatively, with those found outdoors, because the first are 
dependent on the last [5]. Nevertheless, when it comes to fungal levels, it should 
be taken into account that indoor and outdoor environments are quite different 
which, by itself, justifies diversity of species between different spaces. However, 
the fact that there is no stipulated limit, with regard to fungal contamination, 
makes it essential to compare fungal levels indoors and outdoors. Thus, indoor 
air quality that significantly differs from the outside air could mean that there are 
infiltration problems and the potential risk for health effects exists. It is worth 
mentioning that as outdoor air is a major source of the fungi found indoors, 
nonetheless there was no coincidence between prevailing genera indoor and 
outside premises. Moreover, some places presented fungal species different from 
the ones isolated outside and several places showed more contamination indoor, 
suggesting, all the three situations, fungal contamination from within [14], 
maybe due to the natural flowers and food brought for the patients [15]. 
     Faure et al. [16] used the acceptability threshold for hospital settings > 2 
CFU/room without A. fumigatus [16]. This threshold was used to interpret air 
results and to perform, as soon as possible, corrective measures in the 
contaminated areas. Considering this threshold, from the 31 indoor environments 
that were monitored, 61,3% showed more than 2 CFU/room and 6,5% presented 
the species A. fumigatus. Another threshold used for hospital settings, proposed 
by Krzysztofik in 1992, is 200 CFU/m3 [17]. Regarding this threshold 9,7% of 
indoor places exceed this value. Macher [18] also recommended concentrations 
for hospital environments, such as: a) for ultra clean areas like laminar airflows a 
value of < 4 CFU/m3 (viable particle count); b) for air-conditioned areas a value 
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of < 18 CFU/m3; c) for operation theatres and patient isolations rooms a value of 
< 15 CFU/m3 for saprophytic fungi and < 0,1 CFU/m3 for opportunistic fungal 
pathogens [18]. Regarding Matcher et al. recommendations, sterilization areas 
presented more than 4 CFU/m3 and some areas belonging to the intensive care 

unit presented more than 18 CFU/m3. 
     Although there is no reference for surfaces we must consider that species 
found in surfaces – A. glaucus, A. terreus and A. fumigatus – can be aerosolized 
depending on several variables, such spores dimensions [19], biological 
characteristics [20, 21], air temperature, oxygen availability, nutrients presence 
[22] and also, surface vibrations [23]. 
     Filamentous fungi were more frequent than yeasts in the maternity air and 
surfaces, such as in Kordbachehn et al. [24] study, made also in hospital wards 
[24]. However, in another studied setting – gymnasium with swimming pool – 
was found that in surfaces the CFU counts were higher for yeasts than for fungi, 
which may be due to the fact that yeasts are more difficult to disseminate in the 
air or because they are more resistant to the products used on surfaces during the 
cleaning procedures [25]. 
     Results related to environmental variables are not consistent with what is 
expected, because several authors showed a strict correlation between indoor 
fungal load and temperature, humidity and particles [4, 26]. It was found that the 
relationship between the fungal air contamination and temperature, relative 
humidity and particles counting was not statistically significant (p>0,05). This 
may be justified by the effect of other environmental variables also influencing 
fungal spreading, namely workers, visitors, food, who may carry a great diversity 
of fungal species [27], as well the developed activities that may also affect fungal 
concentration [28]. 

5 Conclusions   

With this study it was possible to characterize fungal distribution in this 
maternity, identify eventual risk sources and most effective preventive measures 
to avoid such contamination.  
     Unlike other studies, environmental variables monitored (temperature, 
relative humidity and particles) did not show the expected association with 
fungal concentration, which may possibly have resulted from other variables not 
investigated in this study. 
     We also conclude that fungal contamination was found within the maternity 
wards, being this hospital setting a potential source of infections for the patients. 
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Abstract 

A mould Aspergillus versicolor clearly dominates in damp and mouldy indoor 
environments under Slovak dwelling/public building conditions (up to 1/3 of all 
isolates during the last decade’s surveys). Nearly all of its isolates are able to 
synthesize a mycotoxin sterigmatocystin (detected by LC/MS-MS), that showed 
severe in vitro as well as in vivo toxic potential in animal experiments (after 
intratracheal instillation to rats). In vitro toxicity of complex chloroform-
extractable endo- and exometabolites of 10 indoor, and related outdoor, A. 
versicolor isolates from a heavily mouldy kids’ fashion store in Slovakia with 
complaints from the occupants of irritation of their airways has been evaluated 
by a bioassay with tracheal organ cultures of one-day old chicks (20 microg of 
toxicants per mL of cultivation medium). In the in vivo experiments, respiratory 
toxicity of the same metabolite mixtures was tested in Wistar rats during three 
days. The inflammatory and cytotoxic biomarkers were then analyzed in 
bronchoalveolar lavage fluid. Searching for the fungus possible source, 
molecular epidemiological study of the isolates was performed using RAMP 
PCR. Strains colonizing the indoor walls of the shop were the highest correlated 
to the outdoor airborne ones (Pearson correlation 97%). While indoor airborne 
isolates correlated to the strains growing on retailed clothes at the levels of 90 or 
86% according to Pearson. All micromycetes produced secondary metabolites 
that ceased ciliary beating in tracheal epithelium in the organ cultures already in 
24 hrs of the activity, i.e. in the sense of the method used, they belong to strong 
toxicants. Two of the isolates tested also produced extrolites without toxic 
effects detectable by the method. The metabolites also showed certain cytotoxic 
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and inflammation-inducing effects that were in concentration depending on the 
animal experiments. It has been proven that toxin production in fungi depends 
not only on the species but may vary between every single isolate as well. The 
most important outcome of the study is that microscopic filamentous fungi 
present in the dwelling indoor environment under Slovak (Central European) 
building/housing conditions might produce compounds even with the potential to 
damage the airways of occupants, while children remain the most vulnerable 
population.  
Keywords:  dwellings, dampness, fungal toxic metabolites, airways, 
intratracheal instillation. 

1 Introduction 

While there remain many unresolved scientific questions, we do know that 
exposure to high levels of mould causes some illnesses in susceptible people. 
Sick building syndrome (SBS) is a term used for symptoms, such as runny nose, 
itchy eyes, sore throat, headaches, commonly associated with staying in 
buildings with poor indoor air quality. The importance of indoor fungal growth 
in this phenomenon continues to be evident and indoor fungi are not only a 
scientific issue anymore but they are also becoming the social one [1]. Recently, 
research is more focused on non-allergic mechanisms that may be inducing 
adverse health effects of indoor fungi stemming from such fungal metabolites as 
beta-D-glucan, mycotoxins and fungal volatile organic compounds (VOCs) [2, 
3]. Humidity indoors is a major factor relating to symptoms of SBS [4]. 
     Tuomi et al. [5] analyzed 17 mycotoxins from 79 bulk building materials 
collected from water-damaged buildings. Their results showed sterigmatocystin 
was present in 24% of the samples, trichothecenes in 19% of the samples, and 
citrinin in 3 samples. Aspergillus versicolor was found on most sterigmatocystin-
containing samples, and Stachybotrys chartarum were found on the samples in 
which satratoxins were present. Residents who were exposed to toxigenic fungi 
in water-damaged buildings might suffer from many nonspecific symptoms, 
although the health effects of indoor molds can be inconsistent [6, 7].  
     The mould A. versicolor develops yellow, orange–yellow to yellow–green 
compact colonies, sporulation might be often poor. The optimal growth 
temperature ranges between 25 and 27 minimal is found at 6–9°C, optimal water 
activity (aw) of the cultivation medium 0.78–0.98. A. versicolor fungal cells have 
an antigen structure similar to that of Penicillium glabrum. After one-month’s 
inhalation of the spores, laboratory rats showed granulomatous lesions in lung 
tissue, localized mainly near to the bronchi [8]. Most of the relevant papers 
dealing with A. versicolor discuss the production of carcinogenic mycotoxin 
sterigmatocystin. The frequency of toxigenic strains in the fungus population is 
rather high, about 74%, under various laboratory conditions. Indoor A. versicolor 
isolates cultivated on plasterboard at 25°C in wet chambers for 3 months 
released into the material chloroform extractable endo- and exometabolites able 
to cease tracheal ciliary beating in chicks similar to the effect of strigmatocystin 
[9]. From the indoor environment quality point of view, this mould belongs to 
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so-called first colonizers, i.e. its common air-borne microorganism found in non-
sterile spaces. For example, it was found in 32% of examined houses (air, walls) 
and in 50% of schools in Western Europe, but also in house dust in Saudi Arabia 
(15,000 colony forming units/g, 7.66% of mycoflora) [10]. A. versicolor clearly 
dominates in damp and mouldy indoor environments under Slovak 
dwelling/public building conditions (up to 1/3 of all isolates during last decade’s 
surveys) [11]. Nearly all of the isolates are able to synthesize sterigmatocystin 
(detected by LC/MS-MS) [12]. 
     In vitro toxicity of complex chloroform-extractable endo- and exometabolites 
of 10 indoor, and related outdoor, A. versicolor isolates from a heavily mouldy 
kids’ fashion store in Slovakia with complaints from occupants of irritation of 
their airways has been evaluated by a bioassay with tracheal organ cultures of  
1-d-old chicks’. In the in vivo experiments, respiratory toxicity of the same 
metabolite mixtures was tested after intratracheal instillation in Wistar rats while 
the inflammatory and cytotoxic biomarkers were analyzed in bronchoalveolar 
lavage fluid. Searching for the possible source of the fungus, molecular 
epidemiological study of the isolates was performed. 

2 Material and methods 

2.1 Moulds and their molecular characterization 

The indoor/outdoor air of the building tested was sampled by the aeroscope (A-
AIR 010, Agea, Ltd., Prague, Czech Republic) to obtain its particular mycoflora.  
Isolated A. versicolor strains (airborne – 5 indoor, 1 outdoor as well as from 
mouldy indoor surfaces’ swabs – 3 and 1 from an air-co filter), 10 in total, tab. 1, 
were cultivated in the liquid Sabouraud medium with 20% sucrose and 2% yeast 
extract at 30°C for 10 d. Chloroform extracts of the biomass and the cultivation 
medium yielded crude fungal endo- or exometabolites for toxicological 
experiments [11].  
 

Table 1:  Aspergillus versicolor isolates used in the study. 

Isolate Nr. Origin 
393 Indoor air (by the air-co system) 
394 Dtto 
382 Indoor air (next to W.C.) 
383 Dtto 
426 Indoor air (meeting room) 
372 Outdoor air (roof) 
366 Indoor wall 
400 Goods (coat) 
403 Goods (trousers) 
413 Air-co filter 
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     To find the probable source of fungal contamination, the molecular 
epidemiological method of RAMP PCR was explored. It is the new PCR method 
and the special PCR program, using two primers (T14 and K7) for the analysis, 
enabling more precious identification of microorganisms than other PCRs 
(RAPD, AFLP, REP, etc.). Fungal DNA was isolated from the biomass, grown 
as given above, by the DNeasy Tissue Kit (QIAGEN, Hilden, Germany). PCR 
products were analyzed electrophoretically and UV visualized. The program 
GelCompare II software (Applied Maths, Kortrijk, Belgium) helped to establish 
Pearson’s correlations of the fungal genome similarity [13]. 

2.2 In vitro toxicity of fungal metabolites 

The bioassay based upon the ability of toxicants (20 microg/mL cultivation 
Eagle’s medium with Earl’s salts ) – endo-, exometabolites of all A. versicolor 
isolates characterized, a mycotoxin sterigmatocystin (Sigma, Ltd., St. Louis, 
USA) commonly produced by A. versicolor as positive control, and a solvent 
dimethylsulphoxid (DMSO) 2% as negative one, to cease ciliary beating in the 
tracheas of one-d-old chicks at 37°C and 5% CO2 after 24, 48, 72 hrs, resp., was 
employed [14]. 

2.3 In vivo toxicity of A. versicolor metabolites after intratracheal 
instillation 

Groups of 6 male Wistar rats (Velaz, Prague, Czech Republic), at about 200 g 
were exposed per toxicant – endo- and exometabolites (Aend, Aex) of A. 
versicolor Nr. 366. Animal treatment followed the Guidelines of the European 
convention for the Protection of Vertebrate Animals for Experimental Purposes. 
Each rat was intratracheally instilled with 4 microg of the metabolite in 0.2 mL 
of 0.2% DMSO. Animals in the negative control group received only the solvent, 
or sterigmatocystin (StDAS) in the positive one. After 3-day’s exposure, the 
animals were killed by exsanguination under thiopental anaesthesia (150 mg/ kg 
b. w.). Bronchoalveolar lavage was performed (5x), the pooled fluid (BALF) 
centrifuged and BALF cells isolated. Cytotoxic (phagocytic activity and viability 
of alveolar macrophages – AMs, the lactate dehydrogenase and acid phosphatase 
activities) and inflammatory response biomarkers (total BALF cell and AM 
counts, and white blood cells’ differentials) were measured [15, 16]. 

3 Results and discussion 

3.1 Molecular epidemiology of A. versicolor strains 

The fungal isolates from indoor walls and outdoor air were highly correlated 
(Pearson’s correlation 97%). Indoor airborne isolates showed 90 or 86% 
correlation with those from mouldy textile or between different sampling 
positions (fig. 1). 
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Figure 1: Pearson’s correlation of Aspergillus versicolor isolates. 

     The highest correlation of 97% between A. versicolor strains could point to a 
mixing of out- and indoor air in the course of ventilation, while the outdoor air 
was apparently the source of the fungus later colonizing the walls inside the 
building examined. 
     On the other hand, mouldy textile items (trousers) could be seen as vectors 
carrying other, molecularly different, fungal strains into the indoor atmosphere 
as those correlated very well (90% according to Pearson). It might be stated 
indoor and outdoor mycoflora clearly affects each other and it is impossible to 
distinguish between them precisely in terms of present fungal propagules [17]. 

4 In vitro toxic potential of A. versicolor metabolites 

All fungal isolates tested produced mixtures of secondary chloroform-extractable 
metabolites able to stop movement of chicken tracheal cilia in 24 hrs, i.e., 
according to the method performed, they might be pronounced as strongly toxic. 
In previous studies (e.g. [12]), A. versicolor was recognized as the almost 
absolute producer of the mycotoxin sterigmatocystin and its derivatives. 
Sterigmatocystin was able to break down the ciliary beating in any such 
experiment formerly (e.g. [18]). So, this mycotoxin was also supposed to be the 
active toxic principle in chemically non-characterized mixtures of fungal 
products studied now.  
     Two indoor airborne strains (Nr. 383 and 394) also produced extrolites not 
damaging tracheal epithelium detected by the bioassay used. Therefore, it was 
again proven that toxin production does not belong to fungal species necessarily, 
but it may vary among single isolates. A. versicolor was found on most 
sterigmatocystin containing samples that represented 24% of building materials 
collected from water/damaged buildings and analyzed for mycotoxin content [5]. 
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4.1 Analysis of acute pulmonary toxicity of A. versicolor 

Pulmonary exposition to fungal exo- and endometabolites during 72 hrs after 
intratracheal instillation to the rats did not cause statistically significant changes 
in some inflammatory parameters detected in bronchoalveolar lavage fluid 
(BALF). Though, total cell count and alveolar macrophages’ (AMs) count in 1 
mL BALF were elevated in the group of animals exposed to aspergillus 
metabolites (endo- and exometabolites – Aend, Aex in the graphs) comparing to 
the positive control group (exposed to the standard mycotoxin – StDAS in the 
graphs) (figs. 2 and 3). Differential counts of inflammation activated cells (AMs, 
lymphocytes and polymorphonuclears) were not altered by toxicants vs. controls 
in this experiment (figs. 4–6). Young monocytic AMs and binuclears were 
relatively depressed by fungal metabolites when compared to the positive control 
(fig. 7 and 8). 
     Results also indicated just very mild cytotoxic damage expressed as viability 
and phagocytic activity of AMs that were lowered only comparing to the 
negative control (DMSO in the graphs) (figs. 9 and 10). Activity of a 
cytoplasmatic enzyme lactate dehydrogenase (LDH) and the lysosomal ones 
acidic phosphatise (ACP) and cathepsin D (CATD) slightly increased in absolute 
numbers while the changes remained statistically insignificant, (figs. 11–13). 
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Figure 2: Total cells’ count in bronchoalveolar lavage fluid (BALF). 
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Figure 3: Alveolar macrophage (AM) count in BALF. 
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Figure 4: Proportion of AMs in total BALF cells. 
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Figure 5: Proportion of lymphocytes in BALF cells. 
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Figure 6: Proportion of polymorphonuclears in BALF cells. 
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Figure 7: Proportion of young AMs in BALF cells. 
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Figure 8: Proportion of binucleate cells in BALF cells. 
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Figure 9: Viability of AMs. 
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Figure 10: Phagocytic activity of AMs. 
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Figure 11: Activity of lactate dehydrogenase in cell free BALF. 
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Figure 12: Activity of acidic phosphatase in cell free BALF. 
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Figure 13: Activity of cathepsin D in cell free BALF. 

It seems that A. versicolor metabolites tested possess less strong toxic – 
proinflammatory and cytotoxic potential than similar complex mixtures 
produced by Stachybotrys chartarum, which were analyzed under identical 
experimental conditions prior to them: when the exposed rats showed significant 
remarks of cyttooxic damage – higher lactate dehydrogenase and acidic 
phosphatase activities in the cell free BALF, higher phagocytic activity and 
lower AMs viability as well as increased total BALF cell count, indicating 
inflammation, lower AM count and depressed granulocyte count related to the 
BALF cells. The significant increase in young AM proportion was probably 
related to significantly lower AM viability, which was either a secondary effect 
of inflammation or the consequence of metabolite cytotoxicity. Binucleate cell 
count may rise after long-term exposure to some environmental toxicants 
(tobacco smoke, some dusts etc.) and along with multinucleate cell count in lung 
suspension may well reflect chronic inflammation. In all of our studies so far the 
changes in these cell counts were not pronounced very well as the experiments 
took only 3 d and the inflammation was still acute [15, 16]. 

5 Conclusion 

Physiological effects in vivo of sterigmatocystin or complex mixtures of 
A. versicolor metabolites following direct respiratory intake have not been 
described yet. We found they were able to initiate certain non-specific 
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inflammatory response in the complex airways of experimental animals based on 
toxic reactions. Such response in the lungs may also cause systemic effects 
because of the spread of inflammatory cytokines in the blood to other organs of 
the entire body. Thus, it cannot be said yet that mycotoxin production in the 
buildings infested by fungi is definitely responsible for the ill health of their 
occupants, but it is clear that exposure to these chemicals should be avoided 
maximally. 
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D. Fanany 
School of Public Health, La Trobe University, Melbourne, Australia 

Abstract 

The 2009 earthquake in Padang, the capital city of the province of West Sumatra 
in Indonesia, devastated the city’s physical landscape, causing material and 
economic damage that has yet to be repaired. Environmental health issues arising 
from the earthquake also remain mostly unresolved. Many of the earthquake’s 
most devastating effects were exacerbated by the lack of effective contingency 
planning and responses in place. This paper presents the events relating to 
reconstruction efforts in the year following the earthquake and the environmental 
health issues that emerged, including problems related to the water supply and a 
serious outbreak of dengue fever. Four features of the Indonesian political 
landscape that affected the response to the disaster and the reconstruction process 
are identified: corruption; regional autonomy; technological leapfrogging; and 
the concept of pembangunan [development]. 
Keywords: West Sumatra, earthquake, environmental health, reconstruction. 

1 Introduction 

On September 30, 2009, an earthquake measuring 7.6 on the Richter scale struck 
the Indonesian province of West Sumatra. The earthquake’s epicenter was in the 
region of Pariaman, on the coast just north of the provincial capital of Padang. 
While earthquakes are not uncommon either in Indonesia as a whole or in West 
Sumatra specifically, it had been relatively unusual for the epicenter to be in such 
close proximity to a major city. As such, little attention had been given to 
earthquake-resistant construction or city planning, and authorities had little in the 
way of contingency preparation for such an event. Official records reported 
1,115 deaths and nearly 3,000 serious injuries as a result of the quake [1]. The 
city of Padang suffered severe and extensive damage, with many buildings either 
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destroyed outright or damaged so badly they needed to be demolished, and 
damage to gas and electricity lines that resulted in fires. 

2 Post-disaster reconstruction 

Severe disruption to the city’s daily routine and operations followed the 
earthquake. According to the Departemen Sosial [Department of Social Affairs], 
many government and commercial buildings either sustained major damage or 
were entirely leveled, notably the Dinas Kelautan Perikanan Provinsi Sumatera 
Barat [Provincial Office of Maritime Affairs]; several shops and office buildings 
in the Sawahan neighborhood; several hotels including Hotel Ambacang, Hotel 
Ina Muara, and Bumi Minang; major shopping centers such as Plaza Andalas and 
Matahari; the state courthouse in Siteba; and the Muhammadiyah mosque in 
Simpang Haru [2]. The central offices of many banks that were located in the 
main market area were severely damaged, including Bank Indonesia (BI), the 
Padang branch of the nation’s central bank [3]. Not only did this require the 
setup of emergency procedures to meet the public’s pressing need for cash, BI 
was unable to conduct any government business, a major problem considering 
the number of people employed by the government (health care personnel, police 
and military officers, public school teachers, employees of government offices, 
and others). In the older Pondok neighborhood, many businesses’ premises 
collapsed outright, trapping employees in the rubble [4]. 
     Schools were particularly hard hit by the earthquake – 1078 were reported 
damaged in the disaster. Despite the existence of funds for this aspect of the 
reconstruction coming from Dana Alokasi Khusus Bencana [Special Allocation 
of Funds for Disaster] which are released as part of the national and regional 
budgets, the national newspaper Republika [5] reported that only 402 schools 
had been rebuilt or repaired one year after the disaster. The local government is 
hoping for more international aid to speed the reconstruction. 
     In the wake of the earthquake, the government has put a number of contingency 
plans and responses into place. For example, in September 2010, construction 
began on an earthquake “escape building” behind the governor’s office. The 
escape building is intended to provide shelter for both provincial-level officials and 
members of the public in the event of another earthquake and was constructed with 
the assistance of Japanese experts [6]. The Andalas Bridge was also designated a 
tsunami evacuation route, with upgrades planned. The local government 
encountered a number of problems with this, most notably difficulties in reaching 
an agreement with residents to purchase land required for the upgrade [7]. This has 
been particularly vexing to local authorities, considering the periodic panics and 
fear of tsunamis and earthquakes apparent among the public. 
     Approaching two years after the earthquake, reconstruction efforts have 
proceeded slowly and remain far from complete. Many buildings have not been 
rebuilt, including large parts of the main market, and many restaurants and 
smaller stores have closed permanently. Much of the rubble resulting from the 
quake has not been cleared, and a large number of lots remain abandoned 
especially in older parts of the city. Both of these last two observations present 
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clear environmental health hazards, as they serve to multiply the number of 
potential breeding places for mosquitoes and other vectors. 

3 Public services 

The immediate aftermath of the earthquake saw Padang’s public services 
reduced to nearly zero. There was no electricity at all in the city, although other 
population centers farther from the epicenter such as Bukittinggi, Solok, and 
Payakumbuh were relatively unaffected [8]. Electricity was restored to much of 
the city relatively quickly – about 85% of Padang was back on the grid within 
five days. The reconstruction effort aimed to fully restore electricity within 10 
days of the earthquake, and the National Electric Company [Perusahaan Listrik 
Negara = PLN] sent 450 extra technicians from North Sumatra, Riau, Jambi, 
Bengkulu, Palembang, Lampung, Jakarta, and Bandung to work on this [9].  
     Communications were, overall, not impacted as much as might be expected 
given the severity of the earthquake. This was largely due to the popularity and 
ubiquity of mobile phones among the residents of Padang; while landlines were 
entirely disabled by the earthquake, some mobile users did not lose service at all 
[10]. In the aftermath, PT Excelcomindo Pratama Tbk was providing free mobile 
phone and wi-fi service in Padang. Their network was mostly undamaged, and 
they brought in generators to maintain services in the worst affected areas [11]. 
The fuel supply was also restored very quickly, with 22 gas stations in Padang, 
eight in Pariaman, and seven in Gunung Kerinci back in service by October 8,, 
2009 [9]. Additional fuel was brought by truck from Dumai, Siak, Sibolga, and 
Jambi, all located in neighboring provinces, which helped prevent severe 
shortages.  
     By contrast, the disruption to the city’s water supply was extensive and long-
lasting. Damage to installations belonging to PDAM Padang [Perusahaan Daerah 
Air Minum Padang = Padang Regional Drinking Water Company] ,the city’s 
water company, was estimated at 45 billion rupiah resulting from destruction of 
water mains and reticulation systems, including underground piping originally 
installed during the Dutch era which was very difficult to access [12]. By the end 
of October 2009, most of the water plants were fully operational, but much of the 
reticulation system had to be replaced, and some parts of the city were being 
supplied by tanker truck. The director of PDAM Padang, Azhar Latif, predicted 
that it would take six months to fully restore water to the city [13]. Despite this 
issue being no less a priority than any other and the government’s seeking 
assistance both within Indonesia and from outside the nation (such as the 
donation of water purifiers from two Dutch companies as reported by Radio 
Nederland Wereldomroep [14]), little progress was made in restoring service in 
the following weeks and, indeed, years. Radio Republik Indonesia [15] reported 
that many residents of Padang still had inadequate city water, with some 
locations having none at all during the day and a very limited supply at night. 
Many residents have attempted to adapt by buying tanks to collect rainwater 
[16], while anecdotal evidence suggests extremely high levels of dissatisfaction 
but also resignation to the situation. 
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4 Dengue fever 

Dengue became a pressing issue in the aftermath of the earthquake, as the 
widespread destruction combined with heavy rainfall resulted in many new 
breeding sites for mosquitoes, while waste water disposal, water services, and 
toilet and bathing facilities broke down in many parts of the city leading to even 
more water present in the living environment. Despite warnings from authorities 
about environmental health risks and suggestions to the public that they take 
precautions and attempt to clean up their immediate environment, the number of 
cases of dengue reported in Padang rose dramatically in the days following the 
quake [17]. At the end of October 2009, the Indonesian Red Cross was planning 
to fog a number of neighborhoods where high numbers of cases had been 
reported. Some of these locations had reported more than a hundred new cases of 
dengue in a period of less than four weeks [18]. 
     By early 2010, various estimates of the extent of the upsurge in cases of 
dengue were published. One regional hospital, RSUD Dr Rasidin, reported in 
February 2010 that most of the cases it had seen were in children and that the 
number had been increasing every month since the earthquake [19]. According to 
Republika [20], the official total number of cases in early 2010 was 1586, of 
whom 8 had died while 277 had been placed in intensive care. Because of 
widespread damage to Puskesmas [Pusat Kesehatan Masyarakat = public health 
centers] and general underreporting, the actual number of cases may be higher. 
Dengue and other fever diseases are endemic in Padang, and many people do not 
bother to go to doctors, feeling that little can be done. Those from higher SES 
levels tend to seek medical treatment for children suspected of having dengue, 
but adults may treat themselves until or unless their condition becomes critical. 
     It is worth noting that vector borne disease is a major issue in Padang and 
West Sumatra at all times, not just in the wake of natural disaster. There are 
periodic outbreaks and, at times, the media has reported epidemics. Nonetheless, 
most residents do not fully appreciate the connection between the presence of 
mosquito vectors and dengue and malaria. Many people view mosquitoes as a 
nuisance, which they ignore or attempt to kill by spraying bedrooms with 
Baygon (carbamate propoxur) or using combustible mosquito coils. All houses 
have multiple mosquito breeding sites inside or in the immediate vicinity as 
water for bathing and other uses is stored in open tubs filled occasionally from a 
tap. Ditches containing slow moving or stagnant water line all streets (there is no 
sewer system), and yards generally contain potted plants that may retain small 
amounts of water.  The local authorities occasionally fog residential areas, but 
vector control tends to be sporadic and unsystematic. 

5 Public response 

In the wake of the earthquake, a great deal of public discussion was observed as 
residents attempted to understand the events they had witnessed. Some of this 
discussion was religious in nature, with particular focus on God’s plans which 
cannot be comprehended by mortals and the need to accept the unchangeable 
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will of God [21, 22]. Others focused on the scientific view of the event, 
attempting to explain the earthquake in terms of geology and offer a method for 
predicting similar future incidents. 
     However, even this scientific view of the disaster was formulated by the 
public and proved relatively resistant to input from actual experts or authorities 
on geology. Reflecting Padang’s increasing connection to global culture and 
internet sources (at least partially made possible by extensive mobile phone use), 
these interpretations clearly drew on existing trends and tropes in pseudoscience 
and scientifically questionable material available on the internet. An excellent 
example of this is the events surrounding a halo around the sun observed in 
October 2010, which was widely interpreted as a natural sign of an impending 
earthquake and tsunami, albeit one without a clearly-defined link or mechanism 
of causation. Although this phenomenon was easily explainable, likely being the 
result of the presence of reflective particles in the air after the eruption of Mount 
Merapi near Yogyakarta, fear of another disaster spread rapidly by word of 
mouth, leading to large numbers of people leaving work and school and avoiding 
public places [23]. 
     Some of the discussion of the earthquake took on an almost conspiratorial 
tone. For example, another story circulated that Fauzi Bahar, the mayor of 
Padang, had been warned by a panel of Japanese geologists that a cataclysmic 
earthquake would occur around November 25, 2010. Supposedly, this 
earthquake would break the island of Sumatra in half, creating a new body of 
water, in an event similar to the Black Sea deluge theory which is widely 
available online [24]. This theory suggests that the level of the Black Sea rose 
abruptly and catastrophically around 5600 BC due to the level of the 
Mediterranean Sea rising, which caused large amounts of water to pour over a 
sill in the Bosporus, leading to dramatic landscape changes on the Black Sea’s 
shores and devastation to communities in the region. It is now generally accepted 
that the basic scenario probably did occur, but both the extremity and suddenness 
in the rise of the Black Sea’s level is disputed, with some experts suggesting that 
smaller flows of water may have moved in both directions over a period of 
centuries. There are many references to the Black Sea deluge theory in pseudo-
scientific sites on the internet, claiming it as a historical event that inspired 
myths of a great flood, as in the stories of Noah, Gilgamesh, or Deukalion. Fears 
of the supposed November 25th earthquake were amplified and perpetuated by 
viral media, including anonymous text messages which contained details of the 
impending disaster, said to be coming on “the date of the full moon when the 
earth’s gravitational field with the moon is aligned with the planet Venus” [25]. 
This story had a profound impact on the public’s mood in Padang, with many 
people reluctant to travel far from their homes or visit public places like the main 
marketplace, despite other news sources reporting that the mayor never in fact 
met with any such experts and was never told anything of this type [26, 27]. 

Environmental Health and Biomedicine  151

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



6 Discussion 

There are four interrelated phenomena that significantly affected the response to 
the earthquake that occurred in Padang, West Sumatra on September 30, 2009, 
and that are significant in understanding Indonesian society in general. They are 
corruption; regional autonomy; technological leapfrogging; and the Indonesian 
concept of pembangunan [development] that became a central feature of 
planning and policy during the New Order and still features prominently in the 
government’s approach to facilities and services provision. 
     Corruption, which has been a hot-button issue in Indonesia since the end of 
the New Order government in 1997, was blamed for both exacerbating the 
effects of the earthquake and hindering the reconstruction effort. Accusations of 
corruption in the distribution of aid, both from the government and from other 
sources, also emerged very quickly and even became the subject of an 
investigation at the national level [28]. The level of destruction also led to 
speculation that serious corruption was involved in the construction of schools 
and public buildings. West Sumatra’s then-governor, Gamawan Fauzi, 
commented that public buildings are supposed to be able to withstand quakes 
measuring 8 on the Richter scale [29]. However, enforcement of this type of 
regulation has historically been lax. Additionally, the director of PDAM Padang 
is on trial for the alleged corruption of 2.5 billion rupiah from the company’s 
funds during the period from 2005 to 2009 [30], the implication being that these 
funds should have been used to upgrade the water system in the city.  
     It was hoped that Regional Autonomy would lessen the incidence of 
corruption and that the resulting decentralization would allow for greater 
transparency and public involvement in government. While it is perhaps the case 
that there it is more possible for members of the public to influence their local 
administration, corruption has, in fact, increased dramatically across Indonesia 
under Regional Autonomy. What seems to have occurred is a multiplication of 
existing patterns of misuse and personal enrichment throughout the lower levels 
of administration. In other words, it has been suggested that a decentralization of 
government authority has also led to a decentralization of corruption (see [31]). 
The main difference that has emerged during the period of Regional Autonomy 
is that the public is more sensitized to the issue of corruption such that the nation 
has seen a series of highly publicized prosecutions of public officials for abuse of 
power. One such example is the case of Azhar Latif of PDAM Padang 
mentioned above. The then governor of West Sumatra, Zainal Bakar, was 
similarly charged with corrupting 6.4 billion rupiah from the regional budget in 
2002, as was a former governor of Aceh, Abdullah Puteh, who was accused of 
corrupting 30 billion rupiah [32]. 
     Under the rubric of pembangunan [development] that became the catch cry of 
the New Order government, development efforts that would bring Indonesia up 
to the standard of the west were the main focus. One element of the five year 
development plans of the New Order was the electrification of much of the 
nation. The availability of power in rural areas, which in West Sumatra occurred 
during the late 1970s and early 1980s, changed the nature of people’s experience, 
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especially in that it allowed them to watch television and develop different 
patterns of work and employment. Electricity was difficult for individuals to 
develop on an individual basis because of the cost and difficulty of running 
generators such that this kind of development was not only welcomed but seen to 
be of enormous benefit. In this context, the contrast with the provision of water 
is marked. It is easy for improvements to water systems to receive less 
consideration, publicity, and attention, even from the government, compared to 
electricity. While water is no less critical to modern life and economic activity 
and to the successful functioning of a city, electricity is closely associated in the 
popular imagination with modernity and is the force behind many obvious 
symbols of progress such as television and the internet. Improvements to water 
systems require extensive planning and work that is often felt to be less 
“glamorous” than electrification; and the health and economic improvements 
bestowed by a functional water system may take years to be fully realized, while 
the results of a new or upgraded electrical grid can often be literally pointed to. 
     West Sumatra is a tropical region (the equator passes through the northern 
part of the province at the town of Bonjol) with very heavy rainfall. While there 
is a rainy season occurring from about October to February, there is no time of 
year when it does not rain. It is estimated that average rainfall is almost 400 mm 
per month with an average 17 days of rain per month [33]. Historically, the 
public has had ample access to water, albeit often of poor quality, and there are 
few parts of the province where water availability is a problem. Thus it has been 
relatively easy for the provincial government during the New Order and now for 
local governments under Regional Autonomy to overlook the need to upgrade 
aging water systems because the public has a historical capability to manage its 
own water. However, West Sumatra, like most of Indonesia, has experienced 
rapid urbanization and, especially for residents of Padang, is no longer a mostly 
rural society. As the earthquake demonstrated, a large number of people in cities 
and towns are now dependent on city water and do not have access to their own 
wells or sources of surface water as they did several decades ago when city 
living often resembled urban villages, rather than western-type housing 
complexes. Despite this, authorities have felt less pressure to repair the water 
system because many city residents still do have private wells or are prepared to 
collect rainwater. This willingness to provide their own water is probably partly 
historical but also an effect of the relative abundance of water for free. 
     The difference between the provision of electricity and water underscores the 
problem of technological leapfrogging in West Sumatra and Indonesia in 
general. National development efforts have often focused on the more visible 
aspects of technology, rather than those that are important but largely invisible to 
the public. The result has been a patchwork of innovation ranging from pre-
industrial conditions (no sewers and only open ditches for wastewater drainage) 
to the latest technology of the globalized mainstream (Blackberry service). The 
earthquake in Padang exposed several significant examples of this phenomenon. 
The most interesting of these is the situation regarding mobile phones and 
communication in general. For years, the popularity of mobile phones has been 
increasing in Padang, partly for the precise reason that landlines have been 
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notably unreliable and very expensive. The advent of cheap prepaid phones and 
instantaneous recharge for small amounts has meant that almost everyone, 
regardless of SES, education or employment status, now has a phone and 
potential access to the internet. It has been estimated that some 30 million 
Indonesians use the internet regularly, often on mobile telephones, and most of 
this use seems to consist of social networking, surfing topics of interest, and e-
mail, rather than more serious academic or business purposes [34]. 
     Mobile phone service is provided largely by private companies that have been 
licensed to operate since the end of the New Order. Prior to this, all telephone 
service was provided by Telkom Indonesia. At present, the national government 
is still the majority stockholder in PT Telekom, but it has diversified its services 
considerably in the last decade in order to compete with private providers, 
including in the cable TV market.  According to PT Telekom itself, it currently 
has 8.4 million customers using landlines, 15.1 million using wireless 
telephones, 81.6 million mobile customers [35]. These statistics clearly illustrate 
the impact of technological leapfrogging in that much greater emphasis (and 
consumer demand) is placed on the more technologically advanced forms of 
communication, while more traditional elements of the system, such as telephone 
cable networks, remain surprisingly underdeveloped. This has been a major 
problem for offices and institutions in the context of computer use, even though 
most institutional users have now switched to wireless networking. 
     The proliferation of technology, largely through the private sector, accelerated 
greatly following the end of the New Order government. Prior to that, there was 
a much higher level of government involvement through Badan Usaha Milik 
Negara [government owned businesses = BUMN], guaranteed monopolies for 
industries in which high ranking members of the national government or military 
had an interest, and strict limitation of the private sector [36]. These restrictions 
began to be eased in the 1990s, but the majority of private providers emerged 
after 2000 in the context of Regional Autonomy which gave local governments 
the power to manage many sectors that had been controlled by the central 
government (education, health, business) and also to make laws and regulations 
that reflected the local context.  
     It soon became apparent that experience was lacking in many regions to 
handle the wide range of services that were now the responsibility of the local 
government. For the three decades of the New Order, the highly centralized 
system drew the best educated and capable individuals to Jakarta where there 
were many more opportunities for career advancement. Local governments were 
seen as merely implementing orders from the top and were not viewed as milieus 
where talent was likely to have an outlet. Under Regional Autonomy, however, it 
was vital for regional governments to attract experienced individuals back to 
their regions or origin. This gave rise to the phenomenon often referred to in 
Indonesia as daerahisme [regionalism]. Daerahisme has led to preferential hiring 
of individuals who come from the region in question, often to the exclusion of 
others who are more qualified or experienced but who come from other areas. 
The basis for this practice seems to be the resurgence in ethnic identity that 
accompanied Regional Autonomy, perhaps as a response to the imposition of a 
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national culture across the country by the New Order government that conflicted 
with traditional practices in many regions. It is also the case that the relatively 
low level of government at which Regional Autonomy was implemented means 
that many regions are quite homogenous, as their boundaries coincide with 
traditional divisions between linguistic/cultural groups. This heightened interest 
in ethnic identity has also been apparent in the election of local government 
officials in many regions where local laws have been used to institutionalize 
religious practices (syariah law) or local customs (see Erb et al. [37]). As a 
result, there has often been less attention paid to general issues of health and 
development that the public has come to expect will continue in the same way as 
before. 
     In hindsight, the ongoing devastation resulting from the 2009 earthquake 
seems almost inevitable. The political milieu in Padang makes implementing any 
type of environmental health or contingency planning extremely difficult. While 
some changes have been seen in these areas since the end of the New Order 
government, corruption and the culture of personal enrichment remain, and the 
political will to enact policies whose benefit is not immediate is still lacking. 
Combined with the lack of consistency in infrastructure, these problems greatly 
exacerbated the effects of the earthquake and the environmental health problems 
that arose from it. The 2009 earthquake in Padang was a perfect storm, a 
cautionary confluence of factors whose shadow will hang over the city, the 
province, and the nation for a long time to come. 
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Abstract 

Alcohol concentration in the expiration of a subjective person after drinking was 
examined. Beer, Japanese sake, red wine and shochu were adopted as the 
alcoholic subjects. The sensor outputs after 1 hour and 2 hours of drinking were 
adopted in the technique. The concentration grade was indicated using three 
metal-oxide odor sensors. It became obvious that the alcoholic component in the 
expiration could remain over 3 hours after drinking. Japanese elderly people 
mostly prefer beer and sake according to a questionnaire survey which was 
carried out for the aged, and the number of people was 68. The survey was 
carried out by a mail correspondence method. The number of males was 37 and 
the female number was 31. Many persons who received the questionnaire 
preferred beer and sake to whiskey and wine. In this study, the sensor-output 
characteristic as a function of passage of time after drinking sake was 
investigated and the suitable amount could be indicated by a developed 
technique. This means an amount of alcohol from which the subject feels 
refreshment of mind and body. In the questionnaire, it became obvious that 61% 
of aged men habitually drunk and 18% of females drunk. Women also preferred 
wine, plum liquor and shochu cocktails. This system was developed to survey 
the aged life style and identify whether they drunk moderately or not. And it can 
be also applicable to health monitoring for the elderly person. 
Keywords: odor sensor, gas sensor, sensory system, welfare, the aged. 

1 Introduction 

Various kinds of problems are arising together with aging in Japan as well as 
other advanced countries. The important thing for the aged is to make a life 
worth living in quality. It is necessary to draw on our resources first and last to 
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support the aged life style. Recently, it has been reported that the rate of illnesses 
are increasing due to drinking too much [1]. It is necessary from the health-care 
point of view that the aged limit themselves to moderate drinking. Many males 
drank both sake and beer. Over drinking could trigger off not only dementia and 
Alzheimer’s disease but also hypertension and cerebrovascular accidents [2]. On 
the contrary, moderate drinking controls those diseases and has a positive effect 
on diabetes, heart disease, restraining cancer and health care [3]. It should be 
recommended that the aged keep a lifestyle of moderate drinking and it is also 
desired for the aged to live a full life [4]. However, the drinking amount has to 
be limited strictly and it is necessary to construct a system which can survey the 
drinking amount and the kind of alcohol. 
     In this study, an odor sensory system was constructed to check the alcohol 
concentration and its kind in the expiration using metal oxide odor-sensors [5]. 
Also the concentration and the kind of alcohol in the expiration were examined. 
As for the results, there were some distinctions in the odor characteristic of the 
expiration after drinking and the amount of sake could be estimated using the 
characteristics. The system can raise caution about drinking alcoholic beverages. 
To control drinking is to maintain one’s good health. The system will work for 
healthcare. 

2 Experimental 

Three types of metal oxide odor sensors are adopted in this system to examine 
the odor components and the grade in the expiration of a subjective person. 
Those three sensors are called S1, S2 and S3. S1 and S2 are made from tin oxide. 
S3 is made from indium oxide [6]. These three sensors have different 
sensitivities to various types of reducing gases respectively. S1 and S2 have a 
high sensitivity to alcoholic gases. Especially S2 has higher sensitivity to the 
gases. S3 has a high sensitivity to hydrogen gas but has no sensitivity to 
alcoholic gases. The sensor is suitable to detect the strain and fatigue from a 
subjective expiration. These sensors were adopted to detect the fatigue after 
drinking. The three sensors are installed on the inside of the lid of a small glass 
container of 150ml. The photograph of the three sensors is shown in Fig. 1. The 
photograph of the container installing the sensors is also shown in Fig. 2. The 
expiration was introduced into the container through a Teflon tube. The calibre is 
2mm. The container also has an exhaust pipe of the same calibre. 
     The sensor outputs are indicated as a dc voltage of 0 to 5V according to the 
odor grade and components in the expiration. The output becomes larger as the 
odor concentration becomes larger. The odor is a kind of reducing gas and the 
concentration is very low. In the experiment, the base levels of the three sensor 
outputs are measured for 30 seconds in the first stage. After that, the expiration is 
introduced into the container via the tube for five seconds. The sensor output 
increases immediately after the introduction. The output range between the base 
level and the level of 85 seconds later is called as “sensor output”. It takes 120 
seconds for each experiment. The time chart is indicated in Fig. 3. The sensor 
outputs show the characteristics one hour later after drinking sake. The output 
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characteristic of S3 is low and the one of S2 is higher. The levels are measured 
every second and the data are input into the data logger through an A-D 
converter. After that, the data are inputted into a mobile computer. The program 
is written by C-language. 
     A questionnaire was carried out to examine the relationship among the 
alcoholic volume, the kind and seniors’ feelings of purpose in their life. The 
summary of questionnaire indicates that Japanese elderly people mostly prefer 
beer and sake. It was carried out for the aged and the number of people was 68.  

 

Figure 1: The photograph of the adopted three sensors. 

Figure 2: The glass container adopted in this experiment. 
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Figure 3: The experimental process for the detection of breath odor. 
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3 Results 

3.1 Questionnaire for drinking 

The number of males was 37 and the females were 31. The results for drinking 
habits are shown in Table 1. The person who drinks any kind of alcohol once or 
more a week belongs to “drinker”. “Non-drinker” includes people who drink 
only on social occasions and people who did not drink at all. In this 
questionnaire, the purpose was to examine the population of the aged drinker and 
their favorite liquors. When someone drinks two types or more, he or she must 
indicate the most favorite one. In a questionnaire which we sent out, it became 
obvious that 61% of elderly men and 18% of elderly women drank habitually. As 
a result, the number of male drinkers exceeded three times of females. The 
favorite drinks were beer and sake for male. Females like sake and beer but they 
also drink other kinds of alcohols such as wine and shochu. The results for the 
favorite drinks are shown in Table 2. The suitable quantity for one’s health was 
also surveyed and the results are shown in Table 3. The quantity of beer was a  
 

Table 1:  Drinking percentage by a questionnaire. 

Table 2:  The percentage of the aged favorite alcohol. 

 

Table 3:  The suitable amounts of liquors declared by the aged. 
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volume of a regular-can of 250ml and the sake was one “go” which meant 
180ml. In Japan, the quantity of sake and beer is measured using the unit of 
“go”. There were no sexual distinctions in the suitable quantity. It is thought that 
the quantity is fairly restricted according to their earnings and health care. 

3.2 Breath odor characteristic for alcohol 

Alcohol components are contained in expiration for over three hours after the 
subject drank liquor. The kind of liquor can be identified with the use of three 
sensor outputs. It can also check whether the drinking quantity is suitable or not. 
The system will adopt the amount based on Table 3. The breath odor 
experiments were carried out while referring to the results of the questionnaire. 
The subject was a poor drinking male of 55 years old. He was an acquaintance, 
having deep understanding and consciousness of the problems for the aged. He 
could operate the system. 
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Figure 4: The sensor outputs for the expiration when the subject drunk a beer 
of 250ml. 

0

1

2

3

4

S3

S1

S2

Se
ns

or
 O

ut
pu

t [
V

]

T im e [hrs]

Sake (180m l)

 

  

1 2 3 4

 

Figure 5: The sensor outputs for the expiration of the subject who drunk a 
sake of 180ml. 

     The three sensor-output characteristics for expiration after the subject drank a 
beer of 250ml are indicated in Fig. 4. The horizontal axis means the passage of 
time and the vertical axis means the sensor output. The figure indicates that the 
outputs decrease gradually as the time progresses. The characteristic returned to 
the original level two and half hours later after drinking. The characteristics of 
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the sensor outputs when the subject drinks sake of 180ml are shown in Fig. 5. 
The characteristics differ from the ones in Fig. 4 and do not decrease over three 
hours. It took about four hours until they return to the original levels 
respectively. It takes a long time before the sensor level returns to the original 
level when the subject drinks sake. This is a feature of sake. The same feature 
appeared when the subject drank sake of 135ml but was not apparent in the case 
of 90ml and under. The result of whiskey is indicated in Fig. 6. The 
characteristics are very similar with the ones of Fig. 4. The characteristics for red 
wine of 120ml and shochu of 40ml are indicated in Figs.  7 and 8. The 
characteristics for popular drinks are shown in Figs.  4 to 8. In Japan, there is a 
tendency that the aged habitually drink sake. Therefore, the characteristics for 
the amount of sake were examined. The results are shown in Fig. 9. The 
experiments were carried out for the amounts of 45, 90, 135 and 180ml. In 
Fig. 9, figure (a) means S1 characteristics, (b) means S2 and (c) means S3.The 
S3 characteristics are unrelated to the drinking amount of sake. This sensor is 
used to detect fatigue and stress. In Fig. 9, the outputs at 1 and 2 hours become 
higher  
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Figure 6: The sensor outputs for the expiration of the subject who drunk a 
whiskey of 20ml. 
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Figure 7: The sensor outputs for the expiration of the subject who drunk a red 
wine of 120ml. 
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Figure 8: The sensor outputs for the expiration of the subject who drunk a 
shochu of 40ml. It is a clear distilled liquor. 
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Figure 9: The three sensor outputs changes as a function of the sake quantity. 
(a) means S1 output, (b) means S2 output and (c) means S3 output. 

when the subject drinks larger amounts of sake. There is a possibility to  
distinguish the drinking amount using their outputs. The S2 level reaches above 
3V when the subject drinks alcohol. By examining the S2 level, the system can 
distinguish whether the subject drunk liquor or not. If the S2 level reaches over 
3V, it is considered that the subject drunk liquor. The S2 outputs at 1 hour (S2h1) 
and at 2 hours (S2h2) were adopted as parameters to distinguish the kind of 
liquor. 

3.3 Distinction of the alcoholic type and its amount 

The distinctive possibility of alcohol type and its amount was already expressed 
in the section 3.2. In this section, we adopt a new parameter w= S2h1 - S2h2. The 
scattering diagram between S2h2 and w are exhibited in Fig. 10.  
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     The horizontal axis is S2h2 and vertical axis is w. The sensor output for 
whiskey and beer at one hour are high but remarkably reduce two hours later. In 
sake experiments for 135 and 180ml, the differences between S2h1 and S2h2 are 
small. So it is thought that the alcohol components are not lost in the expiration 
for three hours after drinking. According to the declaration, the subject felt 
himself warm when drinking sake of 135 and 180ml, and his thinking faculty 
slightly deteriorated. He felt relaxed with the drinking of red wine, sake of 45 
and 90ml and shochu of 40ml. Therefore, it is thought that the suitable quantity 
range of the subject is w=0.5 to 1.25. The w moves downwards as the sake 
quantity increases. It is thought that there is a correlation between the parameters  
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Figure 10: Scattering diagram of S1h1 and w for the tested alcohol. 
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Figure 11: Scattering diagram of S1h1 and S2h2 for the tested alcohol. 

S2h1 and S2h2 according to the amount of drinking. The scatter diagram of S2h1 
and S2h2 for tested alcohol is shown in Fig. 11. As for the result, the plots for 
sake are on a straight line and the amount can be identified using this line. The 
plots for wine and shochu are also on a line. The plots for beer and whiskey had 
a different characteristic. Some plots are examined in addition. 
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3.4 Daily fluctuation of sensor outputs for human behaviors 

The sensors have different responses to the expiration right after eating, drinking 
and teeth brushing. The breath odor grade becomes larger according to physical 
condition and illnesses. It is desirable for the aged to have a life worth living and 
moreover they spend a comfortable and healthy life. The system which can 
detect those conditions is very effective. In this study, the daily odor-sensor 
output changes for some human behaviors are examined. The results are shown 
in Fig. 12. The experiment was carried out on a holiday. The rising hour was 
7:40 and bed time was 22:00. But he watched TV in the bed and slept at about 
11:30.  He played a tennis game from 9:15 to 10:30 and took a hot-spring bath 
from 18:50 to19:20. He declared that he had spent a relaxed day. He drunk a 
sake of 90ml and the sensor responses for the behaviors were measured at 16:00, 
17:00 and 18:00 respectively. Fig. 12(a) is for S1, (b) is for S2 and (c) is for S3. 
The breath odor is somewhat higher at awakening and S3 output is at a higher 
level than the average of 0.62. The averages for S1 and S2 are 0.99 and 1.13. 
These averages of S1 and S2 become higher when the subject drinks alcohol. 
When the subject did not drink, the one of S2 was about 0.8. S3 output is almost  
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Figure 12: The daily fluctuations of the adopted three sensors for various 
kinds of human behaviors. 
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constant through the day, though it is somewhat higher at awakening. We can 
understand the living style of the aged at a distance by sending the data into the 
Internet. It is also necessary to establish the identification technique of the style 
using sensor output characteristics. 

4 Conclusion 

It has been reported that drinking a moderate amount of alcohol has a positive 
effect on the health of the aged. The questionnaire on drinking for the aged was 
sent out for this study. Especially the rate of drinking and their favorite kinds of 
alcohol were examined. As for the results, the rates were 61% for male and 18% 
for female. And the favorite liquors were beer and sake. Females, however, like 
various kinds of drinks, for instance wine, plum liquor and shochu cocktails. The 
expiration was examined after drinking beer, sake, whiskey, red wine and 
shochu. It became obvious that the adopted subject relaxed when he drunk sake 
of 90ml, red wine of 120ml and shochu of 40ml. He declared that his thinking 
ability fell off slightly when he drank sake of over 135ml, beer of over 250ml 
and whiskey of over 20ml. These ranges were plotted in Fig. 10 using sensor 
outputs.  
     The investigation on the relationship between health care and drinking 
customs will be studied hereafter. And an odor system, which can survey the life 
of the aged and support their living style, will be also built. This system can be 
connected to the Internet. The standardized sensor data which includes the bit 
size and assignment of data are also considered. 
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Cell-based bioassay for compounds 
with prooxidant activity 

M. Thomas & L. Benov 
Department of Biochemistry, Faculty of Medicine,  

Abstract 

There is substantial evidence from epidemiological studies that the etiology of 
many ‘modern’ diseases is linked in part to environmental pollution. A number 
of observations suggest that an imbalance in cellular oxidants and antioxidants is 
a critical underlying factor. Many environmental pollutants, without being redox-
active and capable of causing oxidation in vitro, are able to shift the 
oxidant/antioxidant balance of the cells, thus triggering pathological responses. It 
is difficult to assess the biological impact of mixtures of environmental 
pollutants because of their complexity. We propose the parallel use of normal 
(parental) and genetically engineered superoxide dismutase (SOD)-deficient 
E. coli strains, as a tool for the detection of prooxidant-acting environmental 
pollutants. Doubling time, viability, mutation rate, and induction of antioxidant 
regulons are used as parameters to assess the pollutants’ toxicity and prooxidant 
action. SOD-deficient E. coli is highly sensitive to agents causing oxidative 
stress directly or indirectly. This sensitivity can be measured and is highly 
reproducible. Using E. coli is advantageous because the organism is well studied, 
can be stored at low temperatures for a very long time, and can be grown under 
standard, well-defined conditions. The parallel use of SOD-deficient mutants and 
SOD-proficient parents permits discrimination between compounds that exert 
general toxicity and compounds that act as prooxidants in vivo. The bioassay was 
used for fast screening of potentially hazardous chemicals with pro-oxidative 
action. 
Keywords: prooxidant, environmental pollutants, superoxide dismutase-
deficient, oxidative stress, bioassay. 

Kuwait University, Kuwait 

Environmental Health and Biomedicine  171

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press

doi:10.2495/EHR110161



1 Introduction 

Increasing awareness that the environment is an important determinant of both 
individual and community health stimulates the search for a better understanding 
of the mechanisms of action of various environmental pollutants. There is 
substantial evidence from epidemiological studies that the etiology of a number 
of ‘modern’ diseases is linked in part to environmental pollution (Hennig et al. 
[1]). Many environmental contaminants, especially persistent organic pollutants, 
are risk factors for chronic diseases because they may exacerbate an underlying 
disease by altering gene expression patterns. Many mechanisms and signaling 
pathways associated with the pathology of ‘modern’ diseases are modulated by 
environmental pollutants. Pollutants have been found to contribute to the 
development of a wide range of diseases such as atherosclerosis (Hennig et al. 
[1], cancer (Brody et al. [2], Rumchev et al. [3]), diabetes (Yoshida et al. [4]  
Carpenter [5]), renal failure (Bertin and Averbeck [6]), cardiovascular (Prüss-
Ustün et al. [7], Bjerregaard [8]), neurological (Grandjean and Landrigan [9]), 
and liver diseases  (Yoshida et al. [4], Carpenter [5]), and can cause immuno-
suppression (Bertin and Averbeck [6]). Many genes induced in such diseases are 
oxidative stress-sensitive (Grandjean and Landrigan [9], Calabrese et al. [10], 
Watkins et al. [11]), suggesting that an imbalance in cellular redox status is a 
critical underlying factor (Hennig et al. [1]).  Many environmental pollutants 
including heavy metals and various organic contaminants, without being redox 
active and prooxidative in vitro, are able to shift the oxidant/antioxidant balance 
of the cells, thus triggering pathological responses.  
     It is difficult to assess the biological impact of environmental pollutants 
acting as mixtures of individual compounds with different chemical properties 
and reactivities. More than 15,000 high volume production manmade chemicals 
are in use and hundreds more are introduced each year. More than half of them 
have never been tested for human toxicity (Landrigan et al. [12]), because the 
capacity to produce new chemicals exceeds the ability to test them (Chalupka 
[13]). This poses a demand for fast, easy and reliable methods for screening of 
potentially toxic chemicals. Whole-cell biosensors are finding increasing use in 
the detection of environmental pollution and toxicity (Ron [14]). Here we 
describe how the parallel use of normal (parental) and mutant, superoxide 
dismutase (SOD)-deficient strains (where the genes for the cytoplasmic SODs 
are deleted), can be used as a tool for the detection of prooxidant-acting 
environmental pollutants. We and others have demonstrated that the SOD-
deficient E. coli is highly sensitive to various agents contributing directly or 
indirectly to oxidative stress (Carlioz and Touati [15], Benov et al. [16, 17]).  
Such sensitivity is manifested as retarded growth, increased mutation rates, 
induction of specific genes, and loss of viability. These responses can be easily 
measured and were found to be highly reproducible. Using E. coli as a biosensor 
is advantageous because the organism is well studied, can be stored at low 
temperatures for a very long time, and can be grown under standard, well-
defined conditions. The parallel use of SOD-deficient mutants and SOD-
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proficient parents provides a basis for discrimination between compounds that 
exert general toxicity and compounds that act as prooxidants in vivo. 

2 Materials and methods 

2.1 Strains  

The strains of E. coli used were: GC4468 = parental; QC1799 = GC4468 ∆ 
sodA3  ∆ sodB-kan  Touati et al. [18].  These strains were prepared by D. Touati, 
Institute Jacques Monod, CNRS, University Paris, France. To ensure that the 
responses are not a consequence of the genetic background, the following strains 
were used in parallel : AB1157 = parental; JI132 = AB1157 plus (sodA:: 
MmdPR13) 25 (sodB-kan) 1-∆ 2  Imlay et al. [19]; These strains were provided 
by J. Imlay, University of Illinois, Champaign-Urbana, Urbana, IL.   

2.2 Growth media  

Luria-Bertoni (LB) medium contained 10 g Bacto-tryptone, 5 g yeast extract, and 
10 g NaCl per liter and was adjusted to pH 7.0 with ~ 1.5 g of K2HPO4.  M9CA 
medium consisted of minimal A salts ( 6 g Na2HPO4, 3 g K2HPO4, 1 g NH4Cl, 
and 0.5 g NaCl per liter (Maniatis et al. [20]); MgSO4 and CaSO4 were 
autoclaved separately and added to the cooled A salts to a final concentration of 
20 mM and 100 M respectively), 0.2% casamino acids, 0.2% glucose, 3 mg 
pantothenate and 5 mg of thiamine per liter. Minimal medium consisted of 
minimal A salts supplemented with 0.2% glucose. 
     Starter cultures were grown overnight at 37oC, with shaking in air, in LB 
medium containing 50 g/ml kanamycin and/or 30 g/ml chloramphenicol 
where indicated. For monitoring growth, the overnight cultures were diluted 200 
fold into M9CA medium not containing antibiotics.  Freshly prepared filter-
sterilized solutions of chemicals to be tested were added and cultures were 
grown at 37oC, with shaking in air. Respective controls not containing additives 
or containing solvents only were run in parallel.  Growth was followed 
turbidimetrically at 600 nm. For survival and MTT assays M9CA cultures were 
grown to A600nm = 0.5 – 0.8 and the cells were resuspended to the same density in 
minimal medium.  

2.3 MTT assay  

MTT (3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) assay was 
performed using a modification of the original procedure of Mosmann [21]. 
Hundred l aliquots of the cell suspensions were transferred into a 96-well plate, 
graded concentrations of the tested chemicals or progressively diluted samples 
were added and the plates were incubated for 1 h at 37oC on a shaker at 200 rpm. 
After the completion of the incubation 10 l of MTT reagent (5 mg/ml) were 
added to all wells and the plates were incubated for 30 min at 37oC on a shaker. 
After 30 min, 100 l of 10% SDS in 10 mM HCl were added and plates were 
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incubated for 1 h at room temperature. The solubilized product was assayed at 
570 nm, and the absorbance at 700 nm was used as a background value. 

2.4 Mutagenesis 

Mutagenesis was monitored by assaying the frequency of thymine-negative 
(Thy-) mutants. Thy- mutants are resistant to the drug trimethoprim and can be 
selected from a Thy+ population (Miller [22]). The assay was performed as 
described by Farr et al. [23]. For counting Thy- mutants, aliquots of the cultures 
were plated directly on LB plates containing thymine (50 g/ml) and 
trimethoprim (15 g/ml). For enumeration of cells, cultures were suitably diluted 
and plated on LB plates containing thymine, but not trimethoprim.  
     Where indicated, exogenous metabolic activation was performed as described 
by Ames et al. [24] Hydrophobic organic compounds were dissolved in DMSO.  
All samples were tested at different concentrations in triplicate, both with and 
without microsomal activation. The S9 mixture contained the hepatic S9 fraction 
(1 mg/ml of microsomal protein), and mid-log bacterial culture in M9CA 
medium. 
     All experiments were repeated 3–5 times with three replicates. Student t-test 
was used to determine statistical significance. 

3 Results and discussion 

E. coli contains three distinct SODs, CuZnSOD, FeSOD and MnSOD  Touati 
[25].  Genes coding for MnSOD are designated as sodA, for FeSOD – sodB, and 
for CuZnSOD – sodC  (Touati [26]). In E. coli both FeSOD and MnSOD are 
cytoplasmic, while the CuZnSOD is periplasmic (Benov et al. [27]). The sodA 
sodB strains are referred to as SOD-deficient even though they retain the 
periplasmic CuZnSOD, which is expressed in stationary phase and is practically 
not present during exponential growth (Benov and Fridovich [28]). 
     The sodAsodB mutants grow as well as the SOD-proficient parents 
anaerobically, but exhibit poor aerobic growth (Al-Maghrebi and Benov [29]), 
auxotrophy for certain amino acids (Benov et al. [30], Benov and Fridovich 
[31]), increased aerobic mutation rates (Farr et al. [23], Benov and Fridovich 
[32], and hypersensitivity to H2O2 and redox-cycling agents (Carlioz and Touati 
[15]).   
     The hypersensitivity of the SOD-deficient mutants to compounds causing 
oxidative stress suggested that those mutants could be used as sensors for 
potentially prooxidant environmental contaminants. To test this idea, parental 
and SOD mutants were subjected to treatment with various potentially toxic 
chemicals, including known prooxidants, and physiological responses such as 
changes in growth rate, decrease in viability, acceleration of mutation rate, and  
overall changes in metabolic rate were determined.  
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3.1 Effect of toxic compounds on E. coli growth and viability 

Growth of parental and SOD-deficient strains was followed in the presence of 
chemicals with prooxidant activity and compared to the growth with chemicals 
which are known to be toxic, but without known prooxidant activity. Fig. 1 A 
shows growth curves of SOD-proficient and SOD-deficient cultures and the 
effect of Cd2+.  The effect of graded concentrations of CdCl2 on the growth of 
parental and mutant cultures is shown in fig. 1 B.  

 
Figure 1: Effect of CdCl2 on proliferation of SOD-proficient and SOD-

deficient strains in M9CA medium. Panel A, growth curves; Panel 
B, growth rates. Growth was monitored as absorbance at 600 nm. 
The growth rate of control cultures (without toxic additions) was 
calculated as 100%. Values significantly different from control 
(p<0.05) are indicated with a (*). Values are means of triplicates ± 
SE and are representative of at least three independent experiments. 

     Fig. 2 illustrates the higher sensitivity of the SOD-deficient mutants to some 
heavy metals (Hg, Cd), paraquat (methyl viologen), phenazine methosulfate 
(PMS), peroxides, short-chain sugars, dicarbonyls, and even to ascorbate, which 
is considered an antioxidant.  
     No differences between parental and sodAsodB mutants were observed with 
respect to sensitivity towards pyridine (fig. 2 A), and similar effect was observed 
for arsenate, dimethylamine, formaldehyde, and chlorhexidine digluconate (not 
shown). Other compounds, considered potentially toxic (acrylamide, nitrate) had 
no effect at the tested concentrations.  
     The hypersensitivity of the sodAsodB cells towards heavy metals such as Cd 
and Hg has its explanation. Even though those metals are not redox active and 
cannot act as prooxidants in vitro, in vivo Cd was shown to increase the 
production of superoxide by interfering with the respiratory electron transport 
chain (Belyaeva et al. [33], Wang et al. [34]), while Hg being a sufhydryl poison 
was shown to indirectly increase ROS production (Kovacic and Somanathan 
[35]) and to induce the O2

.- -sensing soxRS regulon in E. coli (Fuentes and 
Amábile-Cuevas [36]). The prooxidant effect of otherwise considered 
antioxidants, for example ascorbate and cysteine, can be explained by coupled 
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redox-cycling with transition metals (Park and Imlay [37]), and that of paraquat 
and PMS, to intracellular redox-cycling, producing superoxide (Hassan and 
Fridovich [38]).  Fig. 2 demonstrates that compared to the SOD-proficient 
parent, less sodAsodB cells survived in the presence of common metabolites such 
as triose-phosphates.  The reason lies in O2

--dependent oxidation to -
dicarbonyl compounds (Benov et al. [16], Benov and Fridovich [17]), and their 
lower rate of elimination by the SOD-deficient cells (Okado-Matsumoto and 
Fridovich [39]).  

 
Figure 2: Effect of toxic compounds on growth (Panel A) and viability (Panel 

B) of parental and sodAsodB strains. To compensate for the volume 
added by the tested sample, an equal volume of the carrier was 
added to control cultures. Values significantly different from 
control (p<0.05) are indicated with a (*). Means of triplicates ± SE 
are shown and are representative of at least three independent 
experiments. PQ - paraquat; PMS - phenazine methosulfate; TBHP 
– tert-Butyl hydroperoxide; Asc – sodium ascorbate; GA – 
glycolaldehyde; GX – glyoxal; Erythr – erythrose; AAM – 
acrylamide; Pyr – pyridine; GA3P – glyceraldehyde-3-phosphate; 
DHAP – dihydroxyacetone phosphate; MG – methylglyoxal; Cys – 
cysteine. 

3.2 MTT reduction test 

Results shown above demonstrate that E. coli growth rate and viability can be 
used as relatively easily measurable parameters for assessment of toxicity and 
prooxidant effect. Growth, however, needs to be followed for relatively long 
time intervals and viability assessment requires plating and enumeration of 
colonies, which is time- and work-demanding. Methods based on reduction of 
tetrazolium salts to purplish-blue formazan products have become some of the 
most widely used tools for assessing cell viability and proliferation in cell 
biology. Since production of colored formazan depends on cell metabolism  
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(Berridge et al. [40]), the assay has been widely used for measuring the 
metabolic activity of cells ranging from mammalian to microbial. It has been 
proved suitable for assessing microbial cell proliferation (Tsukatani et al. [41]) 
and viability (Tsukatani et al. [42]), as well as bactericidal activity (Stevens et al. 
[43], Stevens and Olsen [44]). A comparison between the effects of prooxidant 
and non-prooxidant toxic compounds on cell proliferation and viability with 
MTT test, performed in a 96-well plate, demonstrated that MTT reduction can be 
used as a method for fast initial screening of a big number of samples (fig. 3).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: MTT reduction test. GA3P – glyderaldehyde-3-phosphate; PQ – 
paraquat; GX – glyoxal; GA – glycolaladehyde; Pyr – pyridine; 
AAM – acrylamide. 

3.3 Mutagenesis 

It is known that in aerobic environment, the sodAsodB E. coli cells mutate faster 
than the parental cells, which has been attributed to ROS-mediated DNA 
damage.  This finding implies that compounds, which increase ROS production, 
i.e. act as prooxidants either directly or indirectly, would eventually further 
increase mutation rates, and SOD-deficient cells would be more sensitive. This is 
illustrated by the bigger number of mutants in SOD-deficient cultures treated 
with short-chain aldehydes (fig. 4).  
     Activation by rat hepatic S9 fraction, as described in the Ames’ mutagenicity 
test, has been found to suppress the mutagenic effect of short-chain aldehydes, 
but potentiated the mutagenic effect of known mutagens such as benzpyrene (not 
shown).  The assay was tested with samples of sea water, collected from 
different parts of Kuwait’s coastal area. Fig. 5 shows increased mutagenicity of 
the SOD-deficient cells by S9-activated seawater samples (SW2 and SW3) 
collected from areas polluted as a result of a spill of sewage water from a 
malfunctioning sewage-treatment plant. 
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Figure 4: Prooxidant-acting compounds are much stronger mutagens for the 
SOD-deficient than for the parental strain. Overnight LB cultures of 
SOD-proficient and SOD-deficient strains were diluted 200 fold in 
M9CA medium and were grown aerobically at 37oC and 200 rpm 
to a density of A600nm ~ 0.5. At this point compounds to be tested 
were added and the cells were kept for 2 h on the shaker. After the 
incubation, the cells were diluted and plated on LB plates 
containing thymine for assessing cell number or aliquots were 
plated without dilution on LB plates containing thymine and 
trimethoprim for counting Thy- mutants. Bars represent mean  
S.E.M. (n=3).GA – glycolaldehyde; GX – glyoxal; GLA – 
glyceraldehyde; DHA – dihydroxyacetone.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Mutagenicity of seawater samples collected from areas polluted 
with raw sewage (SW2 and SW3). Non-polluted seawater (SW1) 
was tested for comparison. Mutagenicity test was performed after 
activation by rat hepatic S9 fraction. 
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4 Conclusions 

In conclusion, the data presented here indicate that the parallel use of SOD-
proficient and SOD-deficient E. coli strains is a promising cell-based system for 
detection of environmental pollutants with potentially prooxidant action. 
Detailed studies with a bigger number of chemicals will be needed in order to 
assess the practical usefulness and the limitations of the proposed biosensor.  
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Abstract 

The aim of the present study was to investigate the interaction of musk xylene 
(MX) and Tonalide (AHTN) with CYP1A by looking at gene transcription 
(cyp1a) and EROD activity in Poeciliopsis lucida hepatoma cell line (PLHC-1). 
MX and AHTN were studied individually and combined with classical inducer 
of CYP1A as B(a)P and PCB126. After 24h of exposure a different cytotoxicity 
has been observed with an LC50 of 35.76µM for AHTN and LC50 123.6µM for 
MX. After 6h of exposure to MX, a dose-dependent reduction of cyp1a was 
observed respect to controls. At 24h, the same pattern was observed but with 
slight induction at the lowest concentration (2µM) and a dose-dependent 
reduction at the higher concentrations. Co-exposure to MX with B(a)P did not 
alter cyp1a transcription levels compared to the inducer alone. After 6h AHTN 
determined a slight induction of cyp1a transcription reaching maximum 
induction of 2.3 folds respect to controls at 2µM. No modulation of cyp1a 
transcription was observed after 24h. Co-exposure to AHTN with B(a)P and 
PCB126 at 6h determined a 55% reduction of cyp1a transcription respect to 
inducers alone which recovered at 24h. At 24h, MX caused a dose-dependent 
decrease of EROD activity. No modulation of EROD activity was detectable at 
6h and 24h of exposure to AHTN. Co-exposure with both MX and AHTN did 
not alter EROD activity induced by B(a)P and PCB126. Results suggest different 
toxicological properties of MX and AHTN toward CYP1A in PLHC-1. MX 
reduced cyp1a basal transcription but did not alter cyp1a induction by B(a)P and 
PCB126. This suggests that MX cellular pathway is not mediated by AhR. On 
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the contrary AHTN did not alter significantly cyp1a basal levels but decreased 
cyp1a induction by B(a)P and PCB126. A potential role of AHTN as competitive 
antagonist of AhR could thus be hypothesized.  
Keywords: synthetic musks, PLHC-1, CYP1A. 

1 Introduction 

In recent years, emerging organic contaminants known as pharmaceutical and 
personal-care products (PPCPs) have increasingly been released into the 
environment. PPCPs include many substances with a broad spectrum of uses, 
including musk fragrances [1]. They are divided into two categories, nitro- and 
polycyclic musks and are commonly added to detergents, perfumes, soaps and 
cosmetics. Nitromusks, as musk xylene (1-tert-butyl-3,5-dimethyl-2,4,6-
trinitrobenzene, MX) are synthetic di- and tri-nitrobenzene derivatives, while 
polycyclic musks such as Tonalide (7-acetyl-1,1,3,4,4,6-hexamethyl-
tetrahydroxaphtalene, AHTN) are indane and tetraline derivatives highly 
substituted by methyl groups.  
     Considered widespread environmental contaminants, MX and AHTN have 
been detected in the atmosphere, water, sludge and sediments. Levels in surface 
waters are in the ng-µg/L range for both musks [1–5] so that exposure of aquatic 
biota is mainly related to waste water treatment plants. 
     The lipophilic nature of both compounds (log Kow MX = 4.90; log Kow 
AHTN = 5.70) suggests high bioaccumulation potential for aquatic biota, leading 
to levels in the µg-mg/kg lipid basis range [4, 6].  
     With regards to their toxicity to aquatic species, MX and AHTN inhibits 
multixenobiotic resistance in mussel (Mytilus californianus) with IC50 of 0.97 
µM for MX and IC50 of 2.05 µM for AHTN [7, 8]. MX has been reported to be 
embryotoxic in zebrafish (Danio rerio) [9] and AHTN induce alteration of hearth 
rate at 33µM [9]. Some studies describe the potential estrogenic/anti-estrogenic 
effects of MX and its metabolites as well as AHTN. MX metabolites 2-amino-
MX and 4-amino-MX seem to bind oestrogen receptors (ER) competitively in 
vitro in rainbow trout (Onchorynkus mykiss) and in the South African clawed 
frog (Xenopus laevis) [10]. In zebrafish, antiestrogenic effects have been 
reported for AHTN mainly mediated by ERγ [11]. An induction of ERα and 
vitellogenin expression has been reported in males of Oryzias latipes at 500µg/L 
of AHTN [12]. Despite acute and chronic effects have been observed at doses 
exceeding environmental concentrations, the persistence in the aquatic 
environment and bioaccumulation by biota, suggest a potential concern for 
aquatic biota due to their presence in the aquatic environment.  
     The toxicological pathways of synthetic musks, in terms for instance of 
detoxification, are poorly understood in mammalians and barely documented in 
aquatic organisms. Only a species-specific metabolization has been suggested for 
aquatic biota [4]. 
     In this view, studies focusing on toxicological mechanisms of action of both 
compounds in fish species are needed, with particular regard to the interaction with 
major detoxification systems, such as cytochrome P450 responsible for 
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metabolism/detoxification of both endogenous and exogenous compounds. CYP1A 
in particular is a major enzyme subfamily involved in phase I of the detoxification 
response to various xenobiotics, well characterised in fish species [13].  
     The involvement of CYP450 in musks metabolism is supposed to be 
responsible for the species-specific accumulation of these compounds. In 
mammalian species, MX affects various CYPs, such as CYP1A1, CYP1A2, 
CYP2B and CYP3A. Rats exposed to high doses of MX (0.1 mM) show strong 
induction of CYP1A2, presumably by post-transcriptional induction [14]. Other 
studies in mice and rats showed that MX (up to 200 mg/kg/day) caused 
phenobarbital-like pretranslational induction of CYP2B mRNA and protein 
levels. Significant inhibition of the related pentoxyresorufin-O-deethylase 
(PROD) activity, probably related to MX amino metabolites, and no effects on 
CYP1A1 have also been reported [15, 16]. Long-term exposure of adult Long 
Evans rats to low doses of MX (0.7-0.8 mg/kg/day) showed increased CYP1A 
and CYP2B proteins and related resorufin activities [17], similar to those 
observed at higher doses of acute exposure. On the contrary AHTN resulted to 
be hepatotoxic, without altering CYPs activities [18]. 
     The only study on fish indicated that among musks, MX was the strongest 
inhibitor of CYP1A activity in vitro (IC50 37 ± 7 µM) while AHTN determined a 
30% inhibition [19]. Hence a different mechanism of interaction of MX and 
AHTN with CYP1A is likely.  
     The aim of the present study is to investigate the interaction of MX and 
AHTN with CYP1A by looking at gene transcription (cyp1a) and EROD activity 
in Poeciliopsis lucida hepatoma cell line (PLHC-1). PLHC-1 are commonly used 
in ecotoxicology to study toxicological pathways of chemicals, including PPCPs 
[20]. With regard to the biotransformation pathway, they are suitable by virtue of 
their high capacity to metabolize xenobiotics and they also express the gene for 
the aryl receptor AhR [21]. MX and AHTN were studied in short term exposure 
individually and combined with classical inducer of CYP1A as Benzo(a)pyrene 
(B(a)P) and 3,3’-4,4’,5-pentachlorobiphenyl (PCB126). 

2 Materials and methods 

2.1 Cell culture 

PLHC-1 cells (ATCC; LGC Promochem, Teddington UK) were kindly provided 
by Dr Tvrtko Smital of Ruder Boskovich Institute, Zagreb, Croatia. They were 
grown in 75 cm2 plastic flasks (PBI International) at 30°C in 20 ml Dulbecco’s 
Modified Eagles Medium (Sigma-Aldrich) supplemented with 5% FBS 
(Invitrogen). Cells were subcultured every 4 days by detaching with 1 ml per 
flask of 1:4 trypsin-EDTA solution (Gibco). 

2.2 Neutral red assay 

Cell viability was measured by neutral red assay [22]. Cells were grown in 
200 µl/well of medium for 24 h. One hundred micro litres of medium was then 
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removed and replaced with the same volume of medium containing serial 
dilutions (range 0-250 µM) of MX and AHTN (LGC standards) or 0.1-2 µM 
B(a)P and 1nM PCB 126 (Sigma-Aldrich) dissolved in DMSO (maximum 
concentration 0.1%). Unexposed cells and DMSO-exposed cells were used as 
controls. The plates were incubated for another 24 h. The medium was then 
removed and the plates washed with 200 µl PBS, adding 100 µl neutral red 
medium, containing 40 µg/ml Neutral Red dissolved in DMEM. Cells were 
incubated for 2 h under culture conditions. The medium was then removed and 
the cells washed with 150 µl PBS. Then 100 µl neutral red destain solution (50% 
ethanol, 49% deionized water, 1% glacial acetic acid) was added and the plate 
shaken for 10 min. The optical density (OD) of neutral red extract was measured 
by spectrophotometer at 540 nm. Each experiment was performed at least three 
times. The IC50 for MX and AHTN were calculated by fitting the OD of a 
typical experiment to a classical sigmoidal dose-response model using GraphPad 
Prism5 software. 

2.3 RNA extraction and Q-PCR 

In order to evaluate CYP1A modulation at gene transcription by MX, AHTN, 
and the two known inducers B(a)P and PCB 126, singly and combined, cells 
were grown in 4 ml/well of medium for 24 h. Two millilitres of medium was 
then removed and replaced with 2 ml medium containing  MX (2, 4 and 20 µM 
final concentrations ) and AHTN (1 nM, 2 µM f.c.) singularly dissolved in 
DMSO 0.1%, B(a)P 2 µM f.c. and B(a)P 2 µM combined with MX 20 µM and 
2 µM AHTN. PCB126 1 nM f.c. and PCB126 1 nM combined with 1 nM and 
2 µM AHTN. The plates were incubated for another 6 and 24 h. The medium 
was then discarded and the plates washed twice with 1.2 ml PBS. Cells dissolved 
in PBS were recovered with a cell scraper and centrifuged 10 minutes at 1200 x 
g. Cell pellets were stored at -80°C. 
     Total RNA was isolated using Qiagen RNeasy MiniKit (Qiagen) according to 
the manufacturer's protocol. RNA was treated with DNase from RNase-Free 
DNase set (Qiagen) to avoid any traces of genomic DNA. RNA concentrations 
were measured using a Shimadzu spectrophotometer at 260 nM. 250 ng total 
RNA was transcribed to cDNA using i-script cDNA Reverse Transcription Kit 
(Biorad). Real-time PCR was used to evaluate cyp1a gene expression. Specific 
primers were designed using IDTDNA www.idtdna.com. 18S rRNA was used as 
housekeeping gene based on high stability in this cell line. Primer sequences for 
PLHC-1 r18S were kindly provided by Jovica Loncar from Ruder Boskovic 
Institute, Zagreb, Croatia.  
     The following primers were used:  
 

cyp1a  Fw: 5’-GCATTTGGCGTGCTCGAAGAAA-3’,  
Rev: 5’-TTGCAGATGTGCTCCTCCAACA-3’;  

r18S  Fw: 5’-CCTTTAACGAGGATCCATTGGA-3’,  
Rev: 5’-CGAGCTTTTTAACTGCAGCAACT-3’. 

 

     Each amplification reaction contained 12.5 µl SYBR green mix, 1 µl cDNA 
and 0.75 µl forward and reverse primers 10 µM, in 25 µl total volume. The 
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cycling parameters were: 3 min denaturing at 95°C, 40 cycles at 95°C for 15 s, 
annealing at 55°C for 45 s, elongation at 72°C for 1 min. All primer pairs gave a 
single peak of dissociation in all reactions, and no amplification occurred in 
reactions without template. PCR efficiencies for each primer were determined 
from a standard curve using dilutions of pooled cDNA (r2 > 0.97 for all primers). 
Data was analysed by the ΔΔCt method [23].  

2.4 EROD activity 

EROD activity was determined by microplate assay [24]. Cells were grown in 
200 µl/well of medium for 24 h. One hundred micro litres of medium was then 
removed and replaced with 100 µl of medium containing serial dilutions (0-20 
µM) of MX, AHTN, B(a)P and PCB 126 and in combination, dissolved in 
DMSO (maximum concentration 0.1%). Unexposed cells and DMSO-exposed 
cells were used as controls. The plates were incubated for another 6 or 24 h and 
then washed with 200 µl PBS, adding 100 µl 2 µM 7-ethoxyresorufin (7-ER) 
dissolved in phosphate buffer pH 8.0 to each well. The kinetics of resorufin 
production were monitored for 10 min using a Victor3 microplate reader 
(Wallak) at λExcitation = 530 nm and λEmission = 590 nm. Protein content was 
quantified by a photometric assay [25] using bovine serum albumin as standard 
(0-0.5 mg/L  r2= 0.9728). Results of EROD assay shown in Tables 1 and 2 are 
expressed as mean ± SD of at least three independent experiments. 

3 Results 

3.1 Citotoxicity 

After 24 h of exposure, a different cytotoxicity has been observed for the two 
compounds with an LC50 of 35.76 µM for AHTN and LC50 123.6 µM for MX. 
No cytotoxic effect was encountered at the concentration of 2 µM of B(a)P and 
1nM PCB126 (data not shown). 

3.2 Interaction with CYP1A 

After 6 h of exposure to MX, a dose-dependent reduction in cyp1a gene 
transcription was observed with respect to control. At 24 h, the same pattern was 
observed but with slight induction at the lowest concentration (2 µM) and still a 
dose-dependent reduction at the higher concentrations of 4 µM and 20 µM (Fig. 
1). Co-exposure to MX with B(a)P did not alter cyp1a transcription levels 
compared to cells exposed to B(a)P alone (Fig. 1).  
     On the contrary after 6 h AHTN determined a slight induction of cyp1a 
transcription reaching maximum induction of 2.3 folds respect to controls at 2 
µM. No modulation of cyp1a transcription was observed after 24 h (Fig. 2). Co-
exposure to AHTN with PCB126 and B(a)P at 6 h determined a 55% reduction 
of cyp1a transcription respect to the inducers alone which seemed to recover at 
24 h. No differences on cyp1a transcription were evident at 24h between single 
exposure to inducers and combined to AHTN (Fig. 2). 
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Figure 1: Transcription levels of cyp1a/18S of the cell line PLHC-1, exposed 
for 6 and 24 h to MX,  B(a)P and B(a)P plus MX with respect to 
control (DMSO). Results are mean ± SD (N=3). 

 

Figure 2: Transcription levels of cyp1a/18S of the cell line PLHC-1, exposed 
for 6 and 24 h to AHTN,  B(a)P and PCB126 singly and combined 
with respect to control (DMSO). Results are mean ± SD (N=3). 

     PLHC-1 cells exposed to MX for 6 h all showed increasing EROD activity, 
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contrary, at 24 h, MX caused a dose-dependent decrease. Only a slight increase 
(about 2 folds vs ctrl) of EROD activity was detectable at 6 h and 24 h of 
exposure to AHTN (Tab. 1). Co-exposure with both MX and AHTN did not alter 
EROD activity induced by PCB126 and B(a)P (Tab. 2). 

Table 1:  Modulation of EROD activity by tested compounds at 6h and 24h. 
Indicated are maximal fold increase in activity ± s.d. and the 
maximal concentration where the highest activity has been found.  

 6h  24h  
 Max folds induction conc Max Max folds induction conc Max 

MX 6h 5.5 ± 0.53 20 µM 0.24 ± 0.1 20 µM 
AHTN 2.32 ± 0.79 2 µM 2.18 ± 0.01 4 µM 
B(a)P 80.35 ± 37.75 0.2 µM 79.15 ± 1.10 0.2 µM 
PCB 40.53 ± 3.55 1 nM 149.79 ± 16.34 1 nM 

Table 2:  Induction of EROD activity by tested compounds in co-exposure at 
24h. Indicated are fold increase in activity ± s.d.  

  EROD induction vs ctrl 
PCB126 1 nM + AHTN 2 µM 160.83 ± 8.87 

B(a)P 0.2 µM + AHTN 2 µM 67.11 ± 5.31 
PCB126 1 nM + MX 2 µM 127.43 ± 2.96 

B(a)P 0.2 µM + MX 2 µM 88.85 ± 10.07 

4 Discussion  

The different extent of MX and AHTN citotoxicity observed in the present study 
has been already reported in liver rainbow trout cell lines (RTL-W1), in which a 
30 folds lower LC50 was measured for AHTN respect to MX [26]. These findings 
underline the need for more caution in the use of AHTN in household and 
personal care products. In Europe the use of AHTN is higher than nitromusk as 
MX with 358 tonnes per year for AHTN against 67 for MX (OSPAR data for 
2000) [27]. 
     Concerning CYP1A, results suggest that the MX and AHTN act differently in 
the PLHC-1 model.  
     MX seemed to affect CYP1A at transcriptional and enzymatic level with 
different profiles of cyp1a transcription after 6 h and 24 h of exposure. At 6 h, 
MX significantly reduced basal levels of transcription of the cyp1a gene in a 
dose-dependent manner. Partial recovery of the reduction but not dose-dependent 
occurred within 24 h. Positive feed-back involving amino metabolites, which act 
in the opposite manner to the parent compound, seems likely and reflects 
observations in mammals in vivo [15]. Although the cellular transformation 
pathways of MX are unknown, after 6 and 24 h of exposure our results suggest 
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that MX and its metabolites undergo different CYP1A biotransformation. 
Regarding the co-exposure experiment, MX reduced also cyp1a basal 
transcription but did not alter cyp1a induction by B(a)P. Other authors reported 
similar behaviour of rainbow trout hepatocyte cultures exposed in vitro to 17β-
estradiol (E2) and 17α-ethinylestradiol (EE2), respectively [28,29]. In both 
studies, E2 and EE2 inhibited basal expression of the cyp1a gene and no 
interaction with induced levels of cyp1a by βNF (co-exposure) was observed. 
The effects on cyp1a expression found in the present study indicate that more 
research is needed into the behaviour of MX and its metabolites towards ER. 
In mammals, it has been postulated that the MX cellular pathway is not mediated 
by AhR. A peculiar profile of drug-metabolizing enzyme induction by MX, not 
mediated by AhR, was suggested [14]. According to these authors, MX 
determined specific induction of CYP1A2 and phase II enzymes by a post-
transcriptional induction mechanism. This hypothesis is in line with previous 
observations [30]. Under co-exposure conditions with 2-aminoanthracene (2-
AA) or aflatoxin B1 (AFB1), MX caused an increase in genotoxicity of these 
compounds, whereas co-exposure with B(a)P did not cause any increase in 
toxicity. Thus the present results sustain the hypothesis of a distinct signalling 
pathway for MX not mediated by AhR.  
     On the contrary AHTN did not alter significantly cyp1a basal levels but 
decreased cyp1a induction by B(a)P and PCB126. A potential role of AHTN as 
competitive antagonist of AhR could thus be hypothesized. AHTN seems to 
interact with CYP1A similarly to other pollutants as PBDE (85) and PCB (105, 
128) [31, 32].  
     The involvement of metabolites which act in the opposite manner to the 
parent compound, seems likely for both musks, due to the different profile of 
cyp1a transcription. 
     With regard to the effects of MX on EROD activity, a reduction was 
generally observed after 6 and 24 h of exposure, as observed for gene 
transcription, except for the increase at the highest concentrations (10-20 µM). A 
similar inhibitory effect was reported in the microsomal fraction of carp in vitro, 
where MX reduced EROD activity by 71 ± 5% [19]. Besides clear evidence of 
inhibition of EROD activity by MX in vitro, the present results show temporal 
permanence of the inhibitory effect over 24 h. The large discrepancy between 6 
and 24 h exposure to the higher concentrations suggests compensatory positive 
feedback in the first 6 h of exposure, seemingly cancelled out over 24 h. A 
possible explanation could be the observed significant reduction in cyp1a 
transcription.  
     With regard to AHTN, no interaction with EROD activity is observed both at 
6 h and at 24 h, both in single and in co-exposure. Consequently, the alteration at 
the transcriptional level by AHTN does not seem to interfere with the catalytic 
function of CYP1A. 
     This observation is in agreement with what has been reported in carp [19], 
where a higher ability of nitromusk to interact with CYP1A compared to 
polycyclic musk has been observed. AHTN in fact determines only a slight 
inhibition of EROD activity compared to other musks while it has been reported 
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as the strongest inhibitor of CYP3A activity (BFCOD) [19]. Moreover in rat 
microsomes AHTN seems not altering EROD activity [18], thus confirming the 
hypothesis that it is not metabolized by CYP1A, but possibly by other enzymes 
as CYP3A. 
     Based on the overall results, it can be hypothesized that other enzymes could 
be responsible for rapid metabolism of MX and AHTN in PLHC-1.  
First useful data have been thus obtained from the present study in order to 
understand toxicological pathways of MX and AHTN in relation to the CYP1A 
system in fish. Overall results of this study suggest a different mechanism of 
interaction with CYP1A of a nitro musk as MX and a polycyclic musk as AHTN. 
Therefore, both compounds seem to affect CYP1A detoxification of toxic 
compounds known inducers of the system as PAHs and PCBs. A reduction in the 
detoxification of toxic molecules could affect negatively fish cells with un-
expected detrimental effects for aquatic organisms and the ecosystem. 

5 Conclusions 

The present study clarifies the interaction of MX and AHTN with the CYP1A 
system in fish both in single and co-exposure with classical CYP1A inducers. 
     Regarding MX, data suggests that it interferes with the biotransformation 
system but not involving AhR mediated pathway as confirmed by co-exposure 
with B(a)P. AHTN seems not to be metabolized by CYP1A but at the same time 
able to reduce the metabolization of classical toxic inducers as B(a)P and the 
dioxin-like PCB 126. Exposure to musks could thus result in reduced 
detoxification capacity of CYP1A and may also interfere with important 
physiological processes in the organism. Therefore, under conditions of chronic 
exposure unexpected adverse effects could occur, especially in areas chemically 
impacted by mixture of toxic pollutants. The use of co-exposure experiments 
confirmed a great investigative tool to clarify the interaction and behaviour of 
emerging contaminants in respect of important cellular defence systems. 
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Abstract 

Food-borne listeriosis, caused by Listeria monocytogenes (Lm), is relatively rare 
but the relatively high rate of fatality (20–30%) compared to other food-borne 
microbial pathogens such as Salmonella makes it a serious disease. The foodstuff 
is recognised as the primary route of transmission for human exposure. A wide 
variety of food or raw material may become contaminated with Lm but the 
majority of listeriosis cases are related to ready-to-eat (RTE) food. The important 
factor related to food-borne listeriosis is that Lm can grow under low 
(refrigerated) temperatures when given sufficient time. Therefore, RTE products 
with long shelf life are under risk with respect to growth of Lm to critical 
concentrations. 
     A stochastic model for the growth of Lm with the inhibiting effect of lactic 
acid bacteria (LAB) in cold smoked salmon (CSS) was developed. An existing 
deterministic model for the growth of Lm was adapted by adding the Winner 
stochastic process in order to simulate the growth of Lm. The Poisson 
distribution is used to represent the initial count (occurrence) of Lm. A 
deterministic model for growth of LAB is used and the inhibiting effects of Lm 
and LAB on each other are taken into account. The Beta-Poisson model is used 
for estimating the dose response. 
     The model has been tested during field trials with CSS performed in August 
2010. The salmon was slaughtered in Norway and transported to France where it 
was processed. The model, implemented within the QMRA module, indicated 
that growth of Lm would occur in the CSS samples investigated. However, the 

Environmental Health and Biomedicine  197

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press

doi:10.2495/EHR110181



data obtained during the field trial showed that microbial cell counts implied a 
reduction in the population of Lm with storage time, which means that a 
different model to describe the growth of Lm in presence of LAB may be 
required, especially for lower concentrations of Lm. 
Keywords: QMRA, Listeria monocytogenes, cold smoked salmon, model 
evaluation. 

1 Introduction 

Illness caused by Listeria monocytogenes (Lm) is more rare but of more concern 
because of the seriousness of the illness which can cause death particularly in 
pregnant women, young children, elderly and immuno-compromised people 
[1, 2]. Lm is widely spread in the environment because it is resistant to different 
environmental conditions and it can grow in soil, water, fodder, straw, feed stuffs 
or faeces. The bacterium is therefore present in a wide variety of raw food. It is 
able to grow at refrigeration temperatures and survive in food for longer periods 
under adverse conditions [3]. Its ability to colonise food processing 
environments has been reported [4]. Listeria is able to attach itself to working 
surfaces creating biofilms that are difficult to remove [5, 6], and become a 
contamination source in food processing [7]. The contamination of the product in 
cutting and chilling areas is mainly due to cross contamination.  
     For RTE food the European Union (EU) regulations differentiate between 
products which cannot and those which can support growth of Lm. According to 
the EU regulations, the maximal allowed concentration of Lm in the products 
which cannot support the growth of Lm is 100 CFU/g (EC 2073/2005) [8]. 
     A Quantitative Microbial Risk Assessment (QMRA) model was developed 
for estimation of the risk to the consumers expressed through the probability for 
illness due to consumption of CSS. The probability is obtained by using the 
probability density functions (PDF) for microbial concentration of Lm obtained 
from a stochastic growth model and a dose response model for Lm. The 
stochastic fluctuations in the growth rate are taken into account by using white 
noise and the Winner process [9]. The Poisson distribution is used as the initial 
concentration and occurrence of the pathogens in different food packages in a 
supply chain, where these are very low and rare, respectively.  
     High concentrations of LAB can inhibit growth of the Lm in lightly preserved 
seafood, and therefore the stochastic growth equation for Lm is coupled with the 
deterministic model for the growth of LAB to include the inhibiting effects of 
LAB on growth of Lm [10]. The Milstein algorithm was used to solve the 
stochastic differential equation numerically [11]. In the QMRA model the second 
order Monte Carlo simulation was used to simulate the stochastic process of 
microbial growth and random initial concentration of pathogenic 
microorganisms.  
     The model includes the influence of various parameters on the growth of Lm 
and LAB, such as: temperature, pH, water activity (aw), salt content (NaCl), 
smoke components (phenols), undissociated lactic acid LACU, undissociated 
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diacetate – DACU, and concentration of dissolved CO2. More on the developed 
model can be found elsewhere [12, 13].  

2 The mathematical model for microbial growth 

2.1 Primary model 

As the high concentration of the LAB can inhibit growth of Lm in lightly 
preserved seafood, such as CSS through the phenomenon known as Jameson 
effect, it is necessary to include this effect in the primary model for microbial 
growth of Lm [14, 15]. 
     As the initial concentration of Lm is lower than the concentration of LAB this 
effect will restrict maximal concentration of Lm which will have great impact on 
the risk assessment of RTE products. The growth rate of LAB in lightly 
preserved food products generally is lower than the growth rate that would 
inhibit growth of Lm [16]. The microbial interaction between Lm and LAB could 
be described by the following equations: 
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where μmax

Lm/LAB are maximal growth rate, Nmax
Lm/LAB are maximal 

concentrations without microbial interaction, and NLm0/LAB0 are initial 
concentrations for Lm and LAB, respectively; qLm/LAB are quantities which are 
related to critical substance necessary for growth and characterise the 
physiological state of the cells at the moment of inoculation and αLm/LAB are 
adjustment functions for Lm and LAB, respectively. The above model was 
extended using Baranyi and Roberts model for taking into account the lag phase 
[10, 17]. The above equations do not have analytical solution and could be 
solved numerically by discretisation in time [17]. 

2.2 Secondary model 

The growth rate as a function of the temperature, water activity (aw), pH, 
undissociated lactic acid (LACU), undissociated diacetate (DACU), smoked 
components (phenols, P), concentration of dissolved CO2, and nitrite (NIT), 
could be expressed by the following equation [18]: 
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     The MIClac and MICdac are theoretical concentrations of undissociated lactate 
and diacetate, respectively preventing the growth of Lm. The pHmax, Pmax, 
CO2max, NITmax, are maximal values for pH and concentration of phenols, CO2, 
and nitrite, respectively, which prevent growth of Lm. The awmin and awopt are 
minimal and optimal water activity for growth of Lm. 

2.3 Stochastic model for microbial growth and initial concentration 

The deterministic model for simultaneous growth of Lm and LAB gives only one 
single growth curve for both species which represents average value for 
microbial concentration. This type of model cannot be applied in microbial risk 
assessment and therefore a stochastic model for growth of Lm is used in this 
work [12]. On the other hand the model for growth of LAB was taken to be 
deterministic as it provides the inhibiting effect of LAB on the growth of Lm, for 
which the average value is sufficient, reducing this way the required central 
processor unit (CPU) time. The Poisson distribution was used as a most suitable 
for this kind of stochastic process [12]. 

2.4 Dose response model 

Once the probability distribution for microbial concentration is obtained by using 
the dose response the probability for illness in consumers could be estimated. 
The dose response model is a cumulative density function (CDF) which gives the 
probability for infection or to get ill if a certain number of cells are inoculated. In 
this study the Beta-Poisson model is used for dose response [19, 20]. More on 
the developed model can be found elsewhere [12, 13]. 

2.5 Field trial experimental set-up and analysis of naturally  
Lm-contaminated CSS 

Farmed salmon was slaughtered near Alesund in Norway (Aukra), and 
transported to Boulogne sur Mer, France, where it was processed into CSS fillets 
five days post-mortem. The sliced and vacuum-packaged product was ready two 
days later. The packages were assigned to 3 different treatments, aiming to study 
the effect of isothermal (3 and 10°C) or abusive temperature on the Listeria risk 
for these products. The abusive treatment implied shipping few packages to Paris 
during which high thermal load was applied twice (>20°C product temperature), 
followed by a low (3°C) temperature storage. Temperature of two packages was 
monitored every 10-min using temperature data loggers for each treatment 
investigated. The storage trial lasted for 27 days during which Lm and LAB 
analyses were performed regularly by a Cofrac-accredited French laboratory. 
Detection in 25 g (BRD-07/4-09/98) and enumeration (RLM-V9-13/10/06|BRD-
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07/05-09/01) of Lm was conducted on duplicate samples for each treatment. 
Nitrite-Actidione-Polymyxin (NAP) agar [21] was used for LAB enumeration 
following incubation at 25°C for 3–5 days and confirmation by testing for the 
presence of catalase-negative colonies. 

3 Results 

The QMRA model for CSS was tested during the cold smoked salmon field trial 
in August 2010. The salmon was slaughtered near Alesund in Norway (Aukra), 
and delivered to Boulogne sur Mer, France, 5 days later where it was processed, 
sliced and vacuum-packaged by a processor. CSS products were stored at two 
temperatures (3 and 10°C) and a third treatment considered shipment of few 
samples to Paris, allowing a temperature abuse of few hours and brought back to 
laboratory storage at 3°C. The presence (detection and enumeration) of 
L. monocytogenes in the cold smoked salmon was regularly verified throughout 
the trial (27 days) and found to be naturally occurring from early post-packaging 
(25 h). The three different temperature profiles used in the study are shown in 
Figure 1, labelled as Treatment 1, Treatment 2 and Paris. The laboratory results 
of microbial growth show that LAB reached high levels after 19 days of storage, 
being higher at 10°C than 3°C. 
 

 

Figure 1: Temperature profiles applied to CSS products. 

     The experimental counts of the microbial population for Treatments 1 and 2 
are shown in Tables 1 and 2, respectively. The presence of Lm was confirmed 
25 h post-packaging and up to day 19. However, one of the samples was 
negative after 19 days of storage while all samples were negative on day 27. Up 
to day 19, the suspected Lm level ranged between 0.04 to just below 10 cells/g 
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while it had decreased to less than 0.04 cell per g on day 27. This demonstrates 
the very low Lm level in the product and even its sporadic incidence in the whole 
batch. It is also likely that the inhibitory activity of LAB may have contributed to 
the Lm growth control and, ultimately, the bactericidal effect observed towards 
the end of the storage life. 
     These results are not in agreement with the developed QMRA model. The 
model does not take into account reduction in number of colony-forming units 
(CFU) and therefore cannot predict the disappearance of Lm towards the end of 
the field trial. 

Table 1:  Laboratory results for the microbial population counts (log N 
CFU/g) of Treatment 1 group (3.5 ± 0.4°C) in duplicate samples 
(S1 and S2). 

Time (h) LAB counts Lm detection* 

S1 S2 S1 S2 
25.02 3.90 2.65 + + 

119.75 3.67 3.40 + + 
290 4.30 4.84 + + 
462 5.11 5.56 - + 
658 5.64 4.18 - - 

                             *Detection in 25 g sample. Enumeration conducted always gave 
                  < 10 CFU/g. 

Table 2:  Laboratory results for the microbial population counts (log N 
CFU/g) of Treatment 2 group (9.9 ± 0.4 °C) in duplicate samples 
(S1 and S2).  

Time (h) LAB counts Lm detection* 
S1 S2 S1 S2 

25.02 3.90 2.65 + + 
119.75 3.52 5.15 + + 

290 >7.48 4.49 + + 
462 6.38 >8.48 + + 
658 8.15 8.48 - - 

                             *Detection in 25 g sample. Enumeration conducted always gave 
                  < 10 CFU/g. 
 
     Based on initial mean LAB load (log (N)=3.3 CFU/g), Lm and LAB growth 
were calculated under all three temperature profiles obtained (T1, T2, and P) 
assuming Lm counts of 0.04 cell/g and 10 cells/g. The lower level is based on the 
fact that detection of Lm in 25 g implies the presence of at least one living cell, 
hence 0.04 cell/g. 
     Figures 2 and 3 show the comparison between the laboratory counts for LAB 
and the corresponding model predictions for growth of LAB and Lm for initial 
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Lm count of 0.04 CFU/g for Treatment 1 and Treatment 2, respectively. The 
model performed calibration during the calculation of bacterial growth.  
     The results in Figure 2 show slow growth, however, the microbiological 
results suggest that Lm concentration is declining with storage time, perhaps due 
to interaction with LAB. At higher storage temperature, Figure 3 shows faster  
 

 
Figure 2: Comparison between observed counts of LAB (lactic acid bacteria) 

and predicted LAB growth along with the growth prediction for Lm 
(L. monocytogenes) for Treatment 1 profile. “lower” in the legend 
refers to 0.04 CFU/g. 

 

Figure 3: Comparison between observed counts of LAB (lactic acid bacteria) 
and predicted LAB growth along with the growth prediction for Lm 
(L. monocytogenes) for Treatment 2 profile and initial Lm count of 
0.04 CFU/g. 
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Lm growth, in contrast to the data observed. The main conclusion is that the 
model reported by Mejlholm and Dalgaard [10], which has been modified to 
include automatic calibration for the lag phase and also stochastic element for 
growth and initial count, may not be applicable for low concentrations of Lm. 
The microbiological results show that the interaction with LAB reduces Lm 
concentration below the detection limit, while the model shows growth once the 
lag phase is finished and may stop the growth if LAB or Lm counts reach the 
maximum cell level, but cannot reduce the cell count under any conditions. This 
is not a characteristic of the dataset used to prepare the model. In fact, this is the 
characteristic of the model equations which do not allow for decrease in Lm 
concentration.  
     The QMRA model provides the risk to consumers due to consumption of the 
product. Table 3 shows the QMRA results for the three temperature profiles and 
two different initial Lm concentrations, 0.04 and 10 CFU/g. The calculated 
probability for illness in consumers for low initial concentration of Lm and lower 
average temperature results in a very low incidence, which is of order 2 to 3 
cases of illness per 100 million portions, in this case each taken as 100 g. For the 
case of lower initial concentration and higher average temperature the probability 
for illness rises to 4,400 cases of illness per 100 million portions. This 
probability is of three orders of magnitude higher than for the case of lower 
average temperature, and one can argue that it might be high enough to allow 
establishing a link between the illness and the product. Due to the variability in 
response in humans to Lm it is still unlikely under such low probability to have 
two cases of illness in the same household or between the affected person and 
the close contacts, which is usually the easiest way of establishing link between 
food source and illness. Such low probability might not cause sufficient 
incidence of illness in an area to establish an outbreak, therefore the source may 
not be detected.  
     Under higher initial concentration and lower average temperature the 
probability for illness increases to approximately 10,000 cases of illness per 100 
million portions. This is approximately twice as high probability as the one for 
lower initial concentration of Lm and higher average temperature. However, the 
above discussion on likeliness of establishing a link between illness and food 
source would still apply.  

Table 3:  Risk of illness in consumers, as influenced by Lm initial level and 
temperature conditions, according to the stochastic QMRA model. 

Profile 

(Mean product temp.) 

Treatment 1 

(3.5 ± 0.4 °C) 

Treatment 2 

(9.9 ± 0.4 °C) 

Paris 

(3.4 ± 1.0 °C) 

Risk of illness 
0.04 CFU/g 0.000002% 0.0044% 0.000003% 

10 CFU/g 0.0096% 0.5639% 0.0127% 
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     For the case of higher initial concentration of Lm and higher average 
temperature the probability for illness rises to 5.6 cases of illness per 1 thousand 
portions (or 0.56% of a population). This incidence is high enough to establish a 
link between the food product and the illnesses in consumers which might result 
in an outbreak. 

4 Conclusions 

The model of Mejlholm and Dalgaard [10], implemented within the QMRA 
module, indicated that growth of Lm would occur in the investigated CSS 
samples. The field trial microbial cell counts implied a reduction in the 
population of Lm, which means that a different model to describe the growth of 
Lm in presence of LAB may be required, especially for lower concentrations of 
Lm. The inaccuracy in the predictions cannot be helped by the automatic 
calibration of the model [13] for two reasons: (i) the concentrations are on the 
detection limit and therefore the exact cell counts cannot be determined, which 
provides only information on whether Lm is detected or not detected; (ii) it is 
inherent property of the model not to be able to predict decrease of the microbial 
population of Lm. 
     To incorporate the reduction in cell counts of Lm in the model, in order to 
reflect the observed microbial counts, a model for the Lm growth in CSS in 
presence of LAB, which is based on the Lotka-Volterra type of equations can be 
used, as such model can predict both conditions; growth and decline in cell 
numbers of Lm.  
     Such model would require substantial amount of structured laboratory 
experiments in order to determine the model parameters. However, these results 
are indicative of the need for new models in order to describe the interaction of 
LAB with Lm at low contamination level. 
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Abstract 

In the present study, the potential mutagenic effects of a packaging system for 
food containing oxygen absorbers was evaluated on a popular sweet bakery 
product (glazed doughnuts) stored at 20ºC along its extended self life by using 
the Salmonella typhimurium His-test with the tester strains TA98, TA100, 
TA1535 and TA1537 and Escherichia coli Trp-test with strains WP2uvrA and 
WP2uvrA pKM101. All samples were assayed in the presence and absence of an 
exogenous metabolizing system (S9 from rat liver). During the study, 3 lots were 
prepared and analysed: lot 1 consisted of control samples without absorber 
sachets. In lot 2 one oxygen absorber sachet was added into the package and in 
lot 3 two oxygen absorbers were used. All samples were packaged in high barrier 
pouches and stored at 20ºC along the shelf life of the product, determined in 
other study as 4 days for control samples and 8 days for samples packaged with 
oxygen absorbers. As it was expected, the active concept itself did not show 
mutagenic activity. In addition, the control samples and samples in contact with 
the oxygen scavengers were also negatives in all sampling times (at days 0, 5 and 
10). These results support the safe use of this type of active packaging to extend 
the shelf life of commercial doughnuts because the interactions between the 
bakery product and the package system did not represent a risk for the consumer 
health under the conditions tested.    
Keywords:   active  packaging  system,  oxygen absorbers,  sweet bakery products,  

-test,  E.  coli  Trp-test.  S. Typhimurium   his
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1 Introduction 

Most bakery products stored at room temperature have a limited shelf-life. 
Between the main causes of deterioration are included oxidative degradation 
processes, changes in the content and distribution of water and microbial 
spoilage (Galić et al. [1]). Prolonging the shelf life of baked goods and pastries 
for alternatives ways to the use of additives, can be accomplished through the 
use of active packaging. Active packaging is an innovative concept that 
encompasses a collection of technologies in response to specific problems to 
improve the maintenance and extend the shelf life of foods (Vermeiren et al. [2]). 
Its use not only has the advantage of improving the conditions under which the 
food is supplied to the consumer, but it may also mean a lower cost of 
production and distribution as well as increased capacity of companies expansion 
since it has the potential ability to prolong the shelf life of packaged foodstuffs.  
     Due to the high potential of this technology, it has been developed and 
marketed a variety of concepts for use in active packaging of foods such as 
oxygen absorbers, carbon dioxide absorbers, ethanol emitters, ethylene absorbers 
and moisture absorbers (Rooney [3]). Oxygen absorbers are among the most 
suitable concepts for use in bakery products (Rooney [3]; Galić et al. [1]). They 
are often readily oxidizable chemicals commercialized in small pockets of 
oxygen permeable material that it is introduced into passive or conventional 
packaging with the food (Galić et al. [1]). Active packaging systems should not 
release their constituents if they are intended merely to absorb undesirable 
substances from the packaged foodstuff, such as oxygen. However, sachets 
containing active substances are often in contact with packaged foods, giving 
rise to the possibility that their migration into the foodstuff might be significant, 
especially in the case of moist, fatty and/or acid foodstuffs (López-Cervantes et 
al. [4]).  
     The European Union (EU), sensitive to many undesirable interactions that it 
can occur between the packaging and packaged foods, has developed the 
Framework Regulation (EC) no 1935/2004 [5] on materials and articles intended 
to come into contact with food where the active food contact materials were 
included in its field of application. Moreover, Regulation (EC) no 450/2009 [6] 
is a specific measure that lays down rules for active materials and articles to be 
applied in addition to the general requirements established in Regulation (EC) no 
1935/2004 for their safe use. A communitary list of authorised substances shall 
be established after the European Safety Authority (EFSA) has performed a risk 
assessment on each substance including their toxicological properties (EFSA [7]) 
but to date it has not been published. With regard to materials and articles 
intended to come into contact with food, it has recently published the 
Commission Regulation (EC) no 10/2011 [8]. This latter Regulation supposes an 
update of applicable rules to such plastic materials which includes the list of 
authorized monomers and additives in the EU. 
     Despite numerous efforts by the EU to regulate the materials that come into 
contact with food, recent studies with other plastic materials authorized in the 
EU, such as epoxy resins based in bisphenol A, have shown that components of 

210  Environmental Health and Biomedicine 

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



this kind of resins and their derived products react with food components giving 
rise to formation of new and unknown compounds not subject to European 
legislation (Petersen et al. [9]; Coulier et al. [10]). Since oxygen absorber sachets 
are often in contact with packaged food, it cannot rule out the formation of new 
compounds when the passive plastic packaging, the active concept and the food 
interact. It is therefore necessary to check that their use does not represent a 
health risk for consumers under a toxicological point of view (Hotchkiss [11]. 
     Considering the absence of information available about that, the aim of the 
present study was to evaluate the potential mutagenic effects of a high barrier 
packaging system for food containing oxygen absorber sachets on a popular 
sweet bakery product (glazed doughnuts) stored at 20ºC along its extended self 
life using the Salmonella His- test and Escherichia coli trp- test. The mutagenic 
effects of oxygen absorbers used in the present study were also evaluated with 
the same bacterial test systems. Both assays are between the most internationally 
agreed testing methods to identify and characterise potential hazard of new and 
existing chemical substances and chemical mixtures and they are used in 
regulatory safety testing (Organisation for Economic Co-operation and 
Development [12]). The assays are based on the ability of substances to induce 
point mutations in bacterial strains following DNA damage.  

2 Materials and methods 

2.1 Experimental conditions assayed 

Doughnuts freshly prepared by a local manufacturer were packaged into 
polypropylene biaxially oriented film coated with acrylic and polyvinylidene 
chloride resin authorized for use in contact with foodstuff. Before sealing the 
packages, they were divided into 3 lots. In Lot 1 no active concept was 
incorporated within. In Lot 2 was added one iron-based oxygen-absorber sachet 
in each package and in lot 3 were added two absorber oxygen sachets. All lots 
were sampled at days 0, 5 and 10 in order to assess the mutagenic potential of 
packaged doughnuts. All samples were kept at 20ºC during the study to simulate 
the conditions in which they are commercialized. Moreover, it was evaluated the 
mutagenic activity of oxygen absorbers used in the experiments. Lots from each 
sample type were collected each sampling day and they were submitted to 
extraction with dichloromethane-methanol (2:1, v/v). The organic extracts were 
dried over anhydrous sodium sulphate and concentrated to dryness under 
vacuum. Before performing the assays, they were dissolved in dimethyl 
sulfoxide (DMSO).    

2.2 Mutagenicity assays 

Sample extracts obtained from doughnuts and oxygen absorbers were tested 
using the plate incorporation method as described by Maron and Ames [13] 
for S. typhimurium and by Urios et al. [14] for E. coli. For experiments with 
S. typhimurium strains, the top agar was supplemented with 10 ml of 0.5 mM 
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histidine/biotin solution per 100 ml agar, and mutations to histidine 
independence were scored on minimal glucose agar plates (Maron and Ames 
[13]). For experiments with E. coli strains, mutations to tryptophan independence 
were scored on minimal glucose agar plates supplemented with 0.5 mg 
tryptophan per litre (Urios et al. [14]). 
     The S9 microsomal fraction from the livers of male Sprague-Dawley rats 
pretreated with a phenobarbital-methylcholanthrene mixture was purchased from 
Iffa Credo (L’Arbesle, France) and used as the external metabolic activation 
system. Both types of sample extracts were tested in the presence and absence of 
a mixture of 10% (v/v) S9 fraction in the S9 mix, which serves to convert 
mutagenic compounds in need of metabolic activation to their active mutagenic 
form. The concentrations of cofactors in the S9 mix (before adding them to the 
overlay) were 4 mM NADP, 5 mM glucose-6-phosphate, 33 mM KCl, 8 mM 
MgCl2 and 100 mM sodium phosphate buffer (pH 7.4) (Maron and Ames [13]). 
     At least two complete assays were performed for each sample extract. All 
experiments were carried out in triplicate using a minimum of five doses. 
Positive and negative controls were included in each assay. Data from 
representative assays for the oxygen absorber extracts with the test doses 
evaluated are shown in Results and Discussion section where representative data 
for the doughnuts extracts along the period of study are also shown. 
     The statistical analysis of the data was based on biological mechanistic 
models proposed by Margolin et al. [15]. The SALM program (Kim and 
Margolin [16]) was used to fit Margolin’s models to the data and select the 
model with the greatest likelihood. The Goodness of fit test calculated for each 
data set allows us to know if the data followed the fitted model. The estimated 
slope of the initial linear region (no. of revertants/mg sample equivalent) was 
used as a measure of mutagenic potency and for determining mutagenicity via a 
significance test. In this way, a positive response was obtained when the 
mutagenicity test p-value was less than 0.05. A sample was deemed to be 
mutagenic if at least one strain/activation combination yielded a reproducible 
positive response. 

3 Results and discussion 

Tables 1–3 present the mutagenic potential of the solvent extractable compounds 
recovered from oxygen absorber samples using S. typhimurium His- and E. coli 
Trp- tests in one independent mutagenicity assay. The dose levels assayed were 
between 0.313 and 5 mg sample equivalent/plate in all cases.  
     It can be seen the absence of mutagenic activity obtained with S. typhimurium 
strains TA98, TA100, TA1535 and TA1537 (Tables 1 and 2) either in the 
presence or absence of external metabolic activation. These results are indicative 
that oxygen absorber extracts did not induce frameshift mutations (detected with 
strains TA98 y TA1537), but neither have the ability to induce base pairs 
substitutions primarily affecting G-C base-pairs (detected with strains TA100 
and TA1535) in the test system employed. No toxicity was evident at the highest 
dose assayed (5 mg/plate). Negative results were also obtained when E. coli  
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Table 1:  Mutagenicity of oxygen absorber extracts in S. typhimurium strains 
TA98 and TA100. 

Number of revertants per plate 
TA98 TA100 Dose (mg/plate) 

-S9 10%  S9 -S9 10%  S9 

DMSO control 25 ± 5,3 29 ± 2.5 129 ± 7.4 121 ± 11.3 
5 26 ± 4.4 36 ± 6.4 137 ± 4.2 124 ± 8.4 

2.5 35 ± 9.1 29 ± 3.1 141 ± 10.2 123 ± 10.1 

1.25 30 ± 4.6 31 ± 4.5 142 ± 6.7 126 ± 6.1 

0.625 25 ± 4.0 33 ± 3.2 139 ± 5.9 126 ± 7.8 

0,313 25 ± 3.1 31 ± 4.6 150 ± 7.9 124 ± 4.4 

Slope1 0.60 0.87 0.00 0.04 

H2O control - - 124 ± 11.0 - 

Positive control2 226 ± 17.9 201 ± 14.4 450 ± 12.7 305 ± 17.0 
 

Values are means ± SD of triplicate plates of one representative experiment. -, not tested. 
Revertants/mg of sample equivalent. 2Positive controls: TA98/-S9 (2,4,7-trinitro-9-fluorenone, 
0.01 μg/plate; TA100/-S9 (sodium azide, 1 μg/plate), TA98 and TA100/4% S9 (1 and 2.5 μg/plate  
2-aminofluorene, respectively). 
 
 
 

Table 2:  Mutagenicity of oxygen absorber extracts in S. typhimurium strains 
TA1535 and TA1537. 

Number of revertants per plate 
TA1537 TA1535 Dose (mg/plate) 

-S9 10%  S9 -S9 10%  S9 

DMSO control 10 ± 1.5 16 ± 3.5 9 ± 2.1 16 ± 1.5 
5 12 ± 2.0 17 ± 3.1 11 ± 3.2 19 ± 3.2 

2.5 10 ± 2.1 16 ± 4.0 12 ± 2.7 17 ± 2.7 

1.25 13 ± 0.6 16 ± 4.0 11 ± 2.7 16 ± 2.7 

0.625 13 ± 2.1 17 ± 3.1 10 ± 2.5 18 ± 2.0 

0,313 11 ± 2.0 18 ± 3.0 10 ± 1.7 18 ± 2.5 

Slope1 0.05 0.04 0.33 0.31 

H2O control - - 12 ± 2.5 - 

Positive control2 182 ± 14.3 90 ± 6.0 272 ± 8.5 181 ± 8.5 
 

Values are means ± SD of triplicate plates of one representative experiment. -, not tested. 
Revertants/mg of sample equivalent. 2Positive controls: TA1537/-S9 (9-aminoacridine, 
50 μg/plate; TA1535/-S9 (sodium azide, 0.5 μg/plate), TA1537 and TA1535/10% S9 (50 μg/plate  
2-aminoanthracene, respectively). 
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strains WP2uvrA and WP2uvrA pKM101 were used in the assay at the same 
doses tested (Table 3), either with or without S9 fraction in the S9 mix. The latter 
data are indicative that active concept extracts analysed not induce base-pair 
substitutions affecting A-T base-pairs. Therefore, the results suggest that the use 
of such active concept itself does not represent a genotoxic hazard under the test 
conditions employed.  

Table 3:  Mutagenicity of oxygen absorber extracts in E. coli strains 
WP2uvrA and WP2uvrA pKM101. 

Number of revertants per plate 
WP2uvrA WP2uvrA pKM101 Dose (mg/plate) 

-S9 10%  S9 -S9 10%  S9 

DMSO control 36 ± 5.7 37 ± 4.0 98 ± 4.6 105 ± 12.7 
5 37 ± 4.0 40 ± 6.7 103 ± 5.0 105 ± 12.5 

2.5 44 ± 4.2 38 ± 1.0 105 ± 8.4 116 ± 6.7 

1.25 38 ± 7.8 45 ± 4.6 101 ± 4.4 108 ± 8.6 

0.625 44 ± 4.0 47 ± 7.6 107 ± 5.3 112 ± 6.7 

0,313 41 ± 10.2 43 ± 5.3 101 ± 2.5 111 ± 5.0 

Slope1 0.00 0.00 0.52 0.00 

H2O control - - 122 ± 4.5 - 

Positive control2 178 ± 12.0 196 ± 13.4 449 ± 12.7 672 ± 21.0 
 

Values are means ± SD of triplicate plates of one representative experiment. -, not tested. 
Revertants/mg of sample equivalent. 2Positive controls: WP2uvrA and IC3327/-S9 (methyl 
methanesulfonate, 100 μg/plate; WP2uvrA and WP2uvrA pKM101/4% S9 (10 and 0.5 μg/plate  
2-aminoanthracene, respectively). 

 
     These results could be expected considering the chemical composition 
provided by the supplier, which indicate that the oxygen absorber sachets used in 
the present study contained iron powder covered with sea salt and natural zeolith 
impregnated with a sodium chloride solution. The iron under appropriate 
humidity conditions uses up residual oxygen to form nontoxic iron oxide (Smith 
et al. [17]). Moreover, studies performed to know the behaviour of two 
commercial sachets of iron-based oxygen-absorber systems with respect to 
migration of active ingredients into foodstuffs showed that sodium chloride and 
iron were the compounds that migrate from the oxygen-scavenging system into 
solid foods (López-Cervantes et al. [4]). Therefore, it could be expected that 
these compounds interact with the packaged foodstuff along with those 
migrating from the plastic package.  
     To rule out the possible mutagenicity of doughnuts packaged with this active 
packaging system, mutagenicity assays of the product were performed along its 
extended self life. The doughnuts self lives were evaluated in other study as 4 
days for control samples packaged without oxygen absorbers and 8 days for 
samples packaged with the active concepts based on sensorial and 
microbiological analyses (data not shown). The mutagenic potential of doughnut 
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extracts was also evaluated using S. typhimurium His- and E. coli Trp- tests. The 
five dose levels assayed for these sample extracts were between 1.25 and 20 mg 
sample equivalent/plate in all cases. Representative results of this part of the 
study are reported in the Figures 1–3 as reversion rates, which represent the total 
number of revertant colonies at a dose of 20 mg of doughnut extract per plate 
divided by the number of revertant colonies appearing for the negative DMSO 
control. Under this treatment of data, ratios greater than the numerical value of 
two are indicative of a mutagenic response. However, to determine if each 
sample extract was or not considered mutagenic the five doses tested were 
subjected to statistical analysis by using the SALM program, as indicated in 
Materials and Methods section. 
     Figure 1 show the reversion rate obtained with doughnut extracts along the 
period of study when S. typhimurium strain TA98 was used in the assay. Neither 
the control (lot 1) nor the bakery product packaged with one and two oxygen 
absorber sachets (lot 2 and lot 3, respectively) reached ratios greater than the 
numerical value of two, both with and without the addition of S9 fraction in the 
assay. The statistical analysis of the data obtained during the assays along the 
period studied confirmed the absence of mutagenic activity in all sample extracts 
analysed. No toxicity was evident at the higher doses tested, which was assayed 
at the maximum tolerated dose based upon its solubility limit in DMSO. In the 
same way, Figures 2 and 3 present data of reversion rates obtained for the sample  
extracts with strains TA100 and WP2uvrA pKM101, respectively. Again, it is 
shown that in no case the value of two was reached. Negative results were also 
obtained with TA1535, TA1537 y WP2uvrA (data not shown).  
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Figure 1: Reversion rates obtained for the doughnuts extracts in the 

mutagenicity assay with S. typhimurium strain TA98 in the 
presence and absence of S9 fraction at the higher dose assayed 
(20 mg/plate). Lot 1: doughnuts packaged without oxygen 
absorbers. Lot 2 and lot 3: doughnuts packaged with one and two 
oxygen absorbers, respectively. 
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Figure 2: Reversion rates obtained for the doughnuts extracts in the 
mutagenicity assay with S. typhimurium strain TA100 in the 
presence and absence of S9 fraction at the higher dose assayed (20 
mg/plate). Lot 1: doughnuts packaged without oxygen absorbers. 
Lot 2 and lot 3: doughnuts packaged with one and two oxygen 
absorbers, respectively. 
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Figure 3: Reversion rates obtained for the doughnuts extracts in the 
mutagenicity assay with E. coli strain WP2uvrA pKM101 in the 
presence and absence of S9 fraction at the higher dose assayed (20 
mg/plate). Lot 1: doughnuts packaged without oxygen absorbers. 
Lot 2 and lot 3: doughnuts packaged with one and two oxygen 
absorbers, respectively. 
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     It can also highlight the lack of differences between the results obtained in the 
doughnuts packaged without oxygen absorbers (lot 1) and the use of one (lot 2) 
or two (lot 3) absorbers. These results support the safe use of this type of active 
packaging to extend the shelf life of commercial doughnuts because the 
interactions between the bakery product and the active packaged system 
(including the plastic package) did not represent a risk for the consumer health 
under the conditions tested. We consider that an important extension of the 
present work would include an examination for genotoxicity of these extracts in 
mammalian assay systems covering different end-points. 
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Abstract 

The aim of study was to analyse work conditions and occupational morbidity in 
Latvia during a 15-year period for recommendations to employment policy 
programmes. The study included the analysis of the database of occupational risk 
factor measurements in more than 7000 enterprises and companies performed in 
period 1995–2010 by the Laboratory of Hygiene and Occupational Diseases of 
the Institute of Occupational Safety and Environmental Health of Riga Stradins 
University. The analysis of registered occupational diseases according to the data 
from the Latvian State Registry of Occupational diseases run by the Centre of 
Occupational and Radiation Medicine of Pauls Stradins Clinical University 
Hospital for the same period was performed. Occupational diseases in Latvia are 
diagnosed and coded in accordance with the International Classification of 
Diseases.  
     Results of measurements showed that for one third of measured occupational 
risk factors values exceeded recommended limits. The traditional work risk 
factors (chemical, physical, biological etc.) have been partly replaced by new 
risks (ergonomic and psychosocial factors). The results of the study indicated 
that the following enterprises form a major risk group of non-compliance with 
legislation regarding occupational health and safety: small enterprises; 
enterprises of private and non-governmental sectors; enterprises of different 
industries (construction, metal processing and wood processing). The number of 
firstly diagnosed occupational diseases and patients has gradually increased. The 
total number of firstly diagnosed and registered occupational patients per 
100,000 employees was 11.2 in 1995 and 140.5 in 2009. The structure of 
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occupational diseases shows musculoskeletal diseases (46.1%) as the leading 
group of diseases followed by diseases of the nervous system and organs of 
sense (29.3%), traumatic disorders and intoxications (11.7%).  
Keywords: work risk factors, occupational morbidity, structure of occupational 
diseases. 

1 Introduction 

The rapidly changing living environment is closely related to changes in work 
environment – work becomes more intense and requires maximum attention and 
concentration, adaption of work with mental and physical capacity of an 
individual, as well as dealing with different managerial issues [1]. Occupational 
risk factors occur in all economic sectors and can affect large numbers of 
employees. Work makes our life reasonable, ensures our independency, affects 
mental and physical health and facilitates social welfare, however the work 
environment has a significant impact on the biological processes in the human 
body and, thus, can directly affect the safety, health and work ability of 
employees [2]. The health consequences of occupational risk factors, new 
technologies, unknown effects of existing technologies, create reasons for 
concern among the working population and people professionally involved in 
work and health.  
     It is impossible to maintain a working environment without any risk factors, 
therefore, reduction and control of risks is a main responsibility of every 
employer. The occurrence of health effects is often the first indication of 
occupational risks.  
     The aim of the study – to analyse work conditions and occupational morbidity 
in Latvia during a 15-year period for the characterisation of the general situation 
in the occupational health and safety system in Latvia and for recommendations 
to changes in employment policy programmes. 

2 Materials and methods 

The database of measurements of occupational risk factors in more than 7000 
enterprises and companies performed in the period 1995–2010 by the Laboratory 
of Hygiene and Occupational Diseases of the Institute of Occupational Safety 
and Environmental Health of Riga Stradins University was analysed. The 
Laboratory is accredited for measurements of risk factors according to LVS EN 
ISO/IEC17025. The database comprises the assessment of 11 physical risk 
factors in 30,082 workplaces. 
     The following risk factors were most frequently measured: the noise level 
was measured in 4480 workplaces (according to 4 different parameters: 8h mean 
equivalent noise level, maximum noise, peak sound pressure, equivalent noise 
level); whole-body vibration – measurements were carried out in 1145 
workplaces and hand-arm vibration measurements of 582 workplaces; 
microclimate (indoor air), including ventilation assessment were performed in 
11,483 workplaces (4 different parameters: relative air humidity – in 3729 
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workplaces, air temperature in 3782 workplaces, air velocity – in 36,505 
workplaces, ventilation in 322 premises); lighting – in 12,392 workplaces. 
     The database also comprises wide-ranging information on chemical 
substances – altogether 93 chemical substances (e.g., organic solvents in varnish, 
paint, synthetic detergents) and aerosols of dust (e.g., welding fumes, abrasive 
dust, wood dust) are included in the database, measurements of which were 
carried out in more than 5000 workplaces. Various ISO methods and modern 
measuring equipment were used, such as the detection of concentration of 
solvents and organic compounds in the working environment were performed 
using the gas chromatograph Varian 3800 with FID and ECD detectors and 
measurements of metals were done using the atomic absorption 
spectrophotometer (Varian Spectra AA) with graphite furnace and electrothermal 
atomisation with Zeeman background correction).  
     Altogether, organic solvent measurements were made in 2679 workplaces, in 
the breathing zone of worker, by using individual sample taking devices. The 
occupational exposure measurements of organic solvents were carried out in 290 
companies and their branches of 22 sectors of economy (company codes 
according to NACE classification) [3]. To get more representative information, 
the measurements of occupational exposures of 30 organic solvents that are 
included in the database are analysed, joining them on the basis of similar 
structure in 8 groups: aromatic hydrocarbons, summary hydrocarbons, esters, 
ketones, petroleum distillates, celosolves, halogen hydrocarbons and alcohols.  
     For the assessment of probability of health risk caused by the occupational 
exposure to a chemical factor in the working environment, the exposure index 
(EI) is being used, which shows the degree of occupational exposure of a 
chemical substance and at the same time provides information on the probability 
of the effect of a chemical substance on workers’ health [according to EN 689]. 
The exposure index is determined relating the actual concentration of chemical 
substance in the working environment to the occupational exposure limit value 
set out in the legislation for each substance (OEL). By applying the exposure 
index one can carry out an assessment of joint exposure risk of different 
chemical substances irrespective of their individual numerical values.   
     The exposure indexes of chemicals with low, medium and high exposure 
degrees are divided into three groups/classes. The first group with the exposure 
index less than or equal to 0.1 shows a low exposure probability of chemical 
substance. The second group (0.1 < EI  0.75) shows a medium exposure 
probability. The third group (EI > 0.75) reflects a high exposure probability. 
     The following risk factors were assessed also: biologic factors (e.g., 
organisms causing tick-borne encephalitis, viral hepatitis B and C, HIV/AIDS); 
mechanic factors (e.g., work with equipment and with dangerous equipment, 
work at height, work in an explosive atmosphere); ergonomic factors (e.g., 
awkward posture, repetitive movements, lifting of heavy objects); psychosocial 
factors (e.g., shortage of time, overtime work, work at night, bad relationships 
with superiors and colleagues, conflicts). 
     The analysis of registered occupational diseases according to the data from 
the Latvian State Registry of Occupational Diseases run by Centre of 
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Occupational and Radiation Medicine of Pauls Stradins Clinical University 
Hospital for the same period was performed. 
     The term “occupational disease” in Latvia is defined as follows: Occupational 
diseases are diseases characteristic to certain categories of employees, which are 
caused by physical, chemical, hygienic, biological and psychological factors in 
the working environment. Occupational diseases in Latvia are diagnosed and 
coded in accordance with the International Classification of Diseases. Currently, 
the effective classification in Latvia is the 43rd International Statistical 
classification of Diseases and related Health Problems (ISC-10), which is 
confirmed with the decree No. 20 of January 17, 1996 of the Ministry for 
Welfare of Republic of Latvia. This classification has been adopted in Latvia 
without modifications, which allows for the comparison between countries.  
     The work analysed the absolute number of first time registered occupational 
diseases patients, as well as the absolute number of initially registered 
occupational diseases. In order to characterise the rate of cases of occupational 
diseases in dynamics, the sickness incidence ratio was used – cumulative 
incidence (CI). It is a quotient, which is calculated according to the following 
equation: CI = the number of persons suffering from occupational diseases as a 
first time occurrence within 1 calendar year / 100,000 of the employed in Latvia 
at the beginning of the year. Absolute numbers of new cases of occupational 
diseases were recalculated per 100,000 employees for adequate comparison of 
occupational morbidity in Latvia with that of other EU Member States. 
     The statistical processing of the study results was implemented by employing 
SPSS 14.0 software (company SPSS Ltd., USA). In the statistical data analyses, 
adequate methods were used [4]. 

3 Results  

3.1 Analysis of database of measurements 

Analysis of measurement database of the Hygiene and Occupational Diseases 
Laboratory of the Institute of Occupational and Environmental Health of the 
Riga Stradins University helped to assess compliance of the measured values 
with mandatory or recommended standards summarised in fig. 1.  As reflected, 
more than one third of measured values of most occupational risks exceeded 
mandatory or recommended limits (norms). According to the database of work 
environment measurements, improper microclimate (inappropriate air 
temperature, too low or too high relative air humidity, as well as too low or too 
high air movement) should be considered as the most problematic issue. Bad 
microclimate itself causes neither occupational diseases, nor workplace 
accidents. However, it negatively affects subjective condition and work ability of 
employees, thus decreasing quantity and quality of the performed job, and could 
aggravate already prevalent diseases. For example, draught can worsen the 
course of musculoskeletal disorders. An inappropriate microclimate is mostly 
found in offices with bad air exchange and insufficient ventilation, in outdoor 
sheltered and semi-sheltered workplaces, as well as in workshops having 
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draught. Another essential occupational risk according to the database is dust, 
especially abrasive dust caused by abrasive tools (e.g., polishing equipment) and 
welding fumes. 
     More than a third part of the analysis of physical factors – vibration (36%), 
noise (44%), and lightening (46%) do not conform to corresponding mandatory 
or recommended values, fig. 1. 
 

 

Figure 1: Compliance of occupational risk factors with norms or 
recommended standards (% of carried out measurements) in Latvia 
in the period 1995–2009. 

     The results of measurements on organic solvent groups showed that toluene, 
xylenes and benzene were the common pollutants (47% of measurements). 19% 
of measurements consist of determined aliphatic hydrocarbons as the sum 
calculated according to the amount of carbon mg/m3. Widespread alcohols from 
measurements were isopropanol, butanol and ethanol. In the 240 measurements 
of esters butyl acetate, ethyl acetate and methyl acrylate were predominating. 
The petroleum distillates were represented mostly by white spirit (lackbensin) or 
ligroin (a saturated hydrocarbon petroleum fraction) – 195 measurements. 75% 
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of measured halogenated hydrocarbons in the working environment were 
perchloroethylene in dry cleaning offices. The number of measurements of 
assessed workplaces for solvents according to the exposure indexes group (low, 
medium and high) is presented in table 1. The results show that 18% of measured 
solvents have high exposure levels (exposure index > 0.75). 
 

Table 1:  Number of measurements of assessed workplaces for solvents in 
definite (low, medium and high) exposure indexes group. 

Solvent group  Exposure index  
low medium high 

Aromatic hydrocarbons  435 132 76 
Celosolves 36 9 28 
Esters 89 37 14 
Halogen hydrocarbons  12 17 74 
Ketenes 77 11 4 
Petroleum distillate 58 62 20 
Alcohols 162 68 33 
Summary hydrocarbons  146 114 76 
Total  1015 450 325 

 
     The analysis of results of occupational exposure measurements of organic 
solvents carried out in different sectors according to NACE classification 
expressed by exposure indexes are presented in table 2. 
     The highest level of exposure indexes were revealed in these branches: leather 
processing and production of leather articles (74%), public, social and individual 
services (dry cleaning – 70%), manufacturing of equipment, mechanisms and 
machine tools (29%). 
     The traditional work risk factors (chemical, physical, biological) have been 
partly replaced by new risks (ergonomic – e.g. handling of heavy objects, 
awkward postures, work with computer, repetitive movements, psychosocial 
factors – e.g., shortage of time, overtime work, long working hours, conflicts).  
The analysis showed that improper indoor air quality also should be considered 
as a significant occupational problem. The results of the study indicated that the 
following enterprises form a risk group of non-compliance with legislation 
regarding occupational health and safety: small enterprises; enterprises of private 
and non-governmental sectors; enterprises of different industries (construction, 
metal processing and wood processing).   

3.2 Occupational morbidity 

Dynamics in morbidity with occupational diseases in Latvia during the period 
from 1996 till 2010 characterize the general situation in the occupational health 
and safety system in Latvia.  
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Table 2:  Occupational exposure measurements (%) of organic solvents 
carried out in sectors of national economy (company codes 
according to NACE classification) expressed by classes of exposure 
indexes (EI).  

NACE 
code 

Type of economic activity Number of measurements  
by classes of EI (%) 

low medium high 
A Forestry, timber preparation and 

related services  
60 40 0 

DA Foodstuff, beverage and tobacco 
production  

50 50 0 

DB Textiles production  100 0 0 
DC Leather processing and production 

of leather articles  
26 0 74 

DD Production of timber and wood 
articles   

61 35 4 

DE Publishing and printing industry  65 23 12 
DG Production of chemical substances 

and chemical fibres  
68 28 4 

DH Production of rubber and plastic 
material articles  

40 34 26 

DI Production of non-metallic mineral 
articles  

100 0 0 

DJ Production of metal and metal 
articles  

59 30 11 

DK Manufacturing of equipment, 
mechanisms and machine tools  

28 43 29 

DL Manufacturing of electric and 
optical equipment  

62 19 19 

DN Furniture production  71 22 7 
E Power, gas and water supply  56 25 19 
F Construction  50 27 23 
G Repair of motorcars, motorcycles, 

household equipment and devices  
57 22 21 

I Transport, rescue and 
communication 

48 29 
23 

J Financial mediation  0 100 0 
K Real estate transactions, lease, 

computer services, science and 
other  commercial services  

75 18 7 

L Public administration and defence; 
mandatory social insurance  

75 18 7 

N Health and social care  59 28 13 
O Public, social and individual 

services  
20 10 70 
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     The number of occupational diseases and patients revealed for the first time 
during a year has been gradually increasing since 1996 until 2009. In 2010 there 
was a slight decrease in occupational morbidity connected with organisational 
reasons and changes in the registration system. The total number of firstly 
diagnosed and registered occupational patients per 100,000 employees was 11.2 
in 1996 and 138.6 – in 2009, fig.2.  
     The number of first time patients in 2009 exceeded that of 1993 by 12 times, 
but the number of first time diagnoses – by 14.8 times.  
     In Latvia chronic forms of occupational diseases are most common. On very 
rare occasions acute or sub-acute cases of occupational diseases or chronic 
occupational diseases in the initial stages have been recorded.  
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Figure 2: Total number of first time registered occupational diseases patients 
and occupational diseases in Latvia during 1996–2010 per 100,000 
employees. 

     In Latvia quite often one occupational patient may have several occupational 
diseases caused by different occupational risks, fig. 3. For example, a carpenter 
may suffer from loss of hearing due to noise exposure and a respiratory disease 
due to dust exposure.  
     The structure of occupational diseases in 2009 shows musculoskeletal 
diseases (46.1%) as the leading group of diseases followed by diseases of the 
nervous system and organs of sense (29.3%) and traumatic disorders and 
intoxications (11.7%).  
     Similar to the situation worldwide, the structure of occupational diseases in 
Latvia has changed during 1993 and 2010. Since 1999 there was an increase in 
morbidity of diseases caused by physical overloads, such as musculoskeletal and 
connective tissue disorders, as well as carpal tunnel syndrome, but the 
occurrence of occupational diseases caused by chemical substances and dust has 
decreased. 
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Figure 3: Mean number of occupational diseases per person. 

     In Latvia musculoskeletal and connective tissue disorders (ICD-10 code M00-
M90) and carpal tunnel syndrome (ICD-10 code G560) are included in the list of 
occupational diseases caused by physical overloads (several types of so called 
ergonomic problems, including the lifting of heavy objects, awkward postures, 
repetitive movements etc.). The number of certified occupational physicians has 
increased in the last ten year period as well as the number of compulsory health 
examinations carried out has increased.  

4 Discussion 

The number of occupational diseases and patients revealed for the first time 
during a year has been gradually increasing since 1993 until 2010. This is only 
partly related to the current working environment. Many of the currently 
revealed health problems are still associated with exposure to occupational risk 
factors during the last 10–15 years. Supposedly, during the next 5 to 10 years the 
number of occupational diseases will still continue to grow reaching 250 cases 
per 100,000 employees. Then, stabilization and even a gradual, slight decrease 
are expected. Besides, the breakdown of occupational diseases by types has 
changed. At present musculoskeletal diseases are the most frequently diagnosed 
occupational diseases, building up to approximately one half of all registered 
diseases. This group of diseases requires special attention; therefore, it is 
necessary to build awareness of employers on ergonomic risks of the work 
environment. 
     There is a traditional opinion that in Latvian enterprises conventional 
occupational health problems, such as noise, vibration, dust, chemical substances 
etc., prevail while EU countries mostly deal with psychosocial, managerial and 
ergonomic risks. Information obtained during the study shows that at present 
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psychosocial factors and ergonomic factors are one of the most essential 
occupation risk factors in Latvia too. It means that conventional risk factors are 
substituted by modern ones. On the other hand, laboratory analysis shows that 
microclimate and dust (especially abrasive dust and welding fumes) should be 
considered as significant occupational problems. Taking into account that 
psychosocial and ergonomic risk factors, as well as microclimate, usually 
interfere with each other and even intensify the effects of one another, this group 
of factors should be treated with great care [1, 5, 6]. 
     Measurements of the work environment are not carried out frequently 
enough. As a result, in most cases occupational risk assessment cannot be 
considered as being objective. The results of the study show that work 
environment measurement values exceed mandatory or recommended limit 
values in one third of cases. It could be explained by the fact that measurements 
are not carried out in all workplaces, but only in those indicated by the Client  
(for example, employer, competent specialist or competent authority), and, thus, 
the most “dangerous” or “hazardous” workplaces are selected 
     The Latvian State Occupational Diseases Registry mainly contains chronic 
forms of occupational diseases, which have developed within many years and do 
not correlate with exposure duration. Therefore, it can be assumed that an 
increase of occupational morbidity in Latvia is related not only to working 
conditions but to other factors too. The following other factors could be 
mentioned: for many years occupational morbidity in Latvia was lower than that 
of other EU states; therefore, it is probable that due to improved diagnosis and 
registration of occupational diseases the number of cases registered for the first 
time will still grow. However, considering amendments in legislation, it is hard 
to forecast the onset and speed of such an increase in the future. Employees 
become more aware of occupational risks and signs of occupational diseases; 
more and more employees are informed on the possibilities of receiving financial 
support in the case of occupational diseases.  
     The number of certified occupational physicians has increased and most 
probably the knowledge of physicians has improved as well. The number of 
compulsory health examinations carried out has probably increased.  
     Musculoskeletal diseases are a particular issue, and, according to the data of 
the Centre of Occupational and Radiation Medicine of Pauls Stradins Clinical 
Hospital, they belong to the most frequently found occupational disorders in 
Latvia. One should remember that musculoskeletal diseases are the so called 
“painful diseases”, which often have only short-term effects on working ability. 
On the other hand, the study reveals that ergonomic risk factors, which cause 
musculoskeletal problems, prevail in the working environment.  
     Supposedly, during the next 5 to 10 years the number of occupational 
diseases will still continue to grow, reaching 250 cases per 100,000 employees. 
Then, stabilization and even a gradual, slight decrease are expected. 
Nevertheless, due to amendments in legislation regarding the procedure of 
occupational diseases diagnostics, the number of occupational diseases could 
decrease during the next two to three years and after that increase again. This 
prognosis considers the maximum number of registered occupational diseases in 
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European Union countries during the last 15 to 20 years and the situation in 
Latvia, where occupational risk is still rather high (thus, the development of new 
occupational diseases are expected), the awareness level of employees is rather 
low (information of employees would raise their awareness on occupational 
diseases diagnostics and financial compensations) and diagnostics of 
occupational diseases will continue to improve [6]. 
     Occupational morbidity in Latvia is considered coherent to occupational 
morbidity registered in other European countries. It should be noted that, during 
recent years, occupation morbidity tends to decrease in developed EU countries, 
while it is still increasing in Latvia. Working conditions in the European Union 
in general are improving and correspondingly lead to decreased occupational 
morbidity rates. However, in Latvia improved diagnosis of occupational diseases 
still outpace improvement of working conditions. The situation in Russia can be 
compared to that of Latvia in 1996 with no improvements in diagnostics. 

5 Conclusions 

1. Results of the study reveal that the following enterprises are in the at risk 
group of non-compliance with legislation regarding occupational health and 
safety, as well as legal labour relations: small enterprises; enterprises of 
private and non-governmental sectors; enterprises of different industries.  

2. Results of measurements showed that one third of measured risk factors 
values exceed mandatory or recommended limits but the situation has 
improved in recent years. The results of surveys reveal insufficient 
assessment of risk factors in workplaces and the selection of the most 
hazardous or common ones only. However, occupational risk assessment is 
frequently carried out formally and disregarding legal requirements. 

3. The traditional work risk factors (physical, chemical, biological) have been 
replaced with new ones risks (psychosocial – shortage of time, overtime 
work, long working hours; ergonomic – work with a computer, handling of 
heavy objects, awkward posture, and repetitive movements, microclimatic) in 
Latvia today.  

4. The number of occupational diseases and patients revealed annually for the 
first time has been gradually increasing. The increase of registered 
occupational diseases is also related to growing awareness of employees, an 
increasing number of occupational physicians, as well as the possibility to 
receive monetary compensation. 

5. Early diagnosis of occupational diseases during compulsory medical 
examinations is essential. This will reduce the necessity for compensations 
from the Special Budget for workplace accidents to be paid in the case of 
permanent loss of work ability. To facilitate returning of employees into the 
labour market after occupational illnesses, the focus should be switched to 
effective rehabilitation. 

6. The study indicates that there is a need to improve occupational health and 
safety legislation, as well as a system for explaining such legal requirements 
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and building public awareness; to elaborate several occupational health and 
safety papers.  
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Abstract 

In the printing industry, volatile organic compounds main sources are the uses of 
organic solvents, fountain solutions and cleaning agents.  
     Nowadays, one circumstance which might confuse the exposure reality is that 
the majority of solvents which are often used have a faint odour. Therefore, the 
conditions at offset printing in regard to solvent exposure may seem acceptable 
to workers. Fortunately, general ventilation and local exhaust systems have also 
become more common, and new printing machines, often with automatic 
cleaning, have entered the market.  
     The health effects of volatile organic solvents are dependent on the chemicals 
involved but, normally, are associated with affecting the nervous system, the 
liver and also the kidneys. 
     The purpose of this study was to document the conditions regarding exposure 
to volatile organic compounds in an offset printing unit and to permit identify 
task with higher exposure and with priority for preventive measures application.  
     Exposure assessment was done before and after installation of general 
ventilation and local exhaust equipments and during printing and cleaning 
procedure. It was use portable VOCs measurement equipment with real-time 
measurements (MultiRAE, RAE Systems model) that allowed identify task with 
higher exposure. 
     The need and appropriateness of ventilation introduction is measured by the 
significant statistically difference (p<.001) in the concentration results before 
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and after installation, in ppm (Before: Mdn 50.1; St. Deviation 16.9; Min. 8.4; 
Máx. 85.5 / After: Mdn 11.2; St. Deviation: 7.2; Min. 0.3; Máx. 31).  
     The results of this study indicate that, actually, the most important source of 
volatile organic compounds exposure in this printing industry is the cleaning 
product and, probably, the conditions how this activity is develop promote 
exposure. 
Keywords: volatile organic compounds, printing industry, occupational 
exposure, ventilation dispositive. 

1 Introduction 

Solvents are complex chemical mixtures containing many different hydrocarbon 
types, such as alkanes, alcohols, ketones, aldehydes, esters, ethers, and small 
aromatic molecules that evaporate and become incorporated into environmental 
air as volatile organic compounds (VOCs) [1].  
     In the printing industry, the main sources of VOCs are the use of organic 
solvents, inks, fountain solutions and, also, cleaning agents. Therefore, 
considerable amounts of vaporized toluene, xylenes, alcohols, and other airborne 
organic compounds are emitted to the indoor air [2]. 
     Besides printing others processes and operations may cause serious VOC 
emissions, namely proofing, ink mixing, cleaning, binding, laminating, and 
chemical storage. Previous studies have reported occupational exposure to 
various VOCs during all these operations [2– 6].   
     Since the late 1970s the use of organic solvents in the printing industry has 
been linked to acute intoxication and decreased performance in behavioural tests 
[3]. Evidence has also indicated a close relation between occupational VOCs 
exposure and consequential adverse health effects on workers in the printing 
industry in many countries [1–4, 7, 8]. Health effects include impairment of 
colour vision, liver dysfunction, hyperglycemia, some neurological symptoms, 
and cancers [2]. 
     Meanwhile, since the early 1980s the printing industry has made efforts to 
reduce the exposure to VOCs [5]. Toluene, xylene and chlorinated hydrocarbons 
have been replaced by paraffins and cycloparaffins with high boiling points, and 
to some extent with water-based solvents and terpenes. However, despite these 
improvements, exposure to VOCs is still present in the printing industry [3].  
     The main purpose of this study was to understand the exposure conditions 
regarding VOCs in one offset printing unit before and after ventilation 
equipment installation. Additionally, more than comparing with reference values, 
the intention was to identify the task with higher exposure and, consequently, 
with priority for preventive and protective measures application.  

2 Materials and methods 

A printing facility located in south of Portugal was studied during four years. In 
order to obtain the details of occupational VOCs exposure in the industrial unit, 
field VOCs measurements were conducted in 27 measurement points during 
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printing (near printing machines) and in 1 point during printing machine 
cleaning. During the four years, two assessments were performed; first 
assessment was done before ventilation equipment installation and, the second, 
after installation of general and located ventilation.  
     In this research, real-time measurements of VOCs concentrations were 
performed using portable equipment ((MultiRAE, RAE Systems model – 
calibrated by isobutylene). The detection technique used in this equipment is 
Photo Ionization Detection (PID) (with 10.6 eV lamp). The use of this equipment 
permitted to identify worst case scenario (peak concentrations) concerning to 
VOCs exposure. 
     The PID equipment was zeroed outside the industrial unit in fresh air prior to 
start measurements. All measurements were done in the breathing zone of 
workers while they were performing their tasks, during 5 to 15 minutes. It was 
consider the highest concentration obtained in each measurement point. Only 
two tasks were studied, namely printing (before and after ventilation installation) 
and cleaning operations (only after ventilation installation).  
     Concerning statistical analysis, non-parametric Mann-Whitney U-test was 
used to evaluate differences between the two conditions, namely before and after 
ventilation equipment installation. Previous to that, deviation of variables from 
normal distribution was evaluated by the Kolmogorov-Smirnov test. 
     Data statistical analysis was performed with SPSS for Windows statistical 
package, version 17.0 for Windows® of Microsoft International®. 

3 Results  

The ventilation device adopted was designed by several hoods placed over the 
area of cylinders of the three printing machines existed in the printing facility 
(local ventilation). In addition three exhausted ventilation equipment were 
installed near the roof of the unit (general ventilation). 
     The results obtained during the two environmental monitoring actions (before 
and after installation of ventilation) revealed, in all measurement points, lower 
values after installing ventilation devices (on average, 9 times less). Before 
installation, concentration results varied between 20 ppm and 85 ppm. After 
ventilation installation, results varied between 0.3 ppm and 28 ppm (Table 1).  
     Statistical tests demonstrated that results obtained before ventilation 
installation (Mdn = 50.1ppm) were significantly different from results after 
installation (Mdn = 11.2 ppm), W= 407, z = -5.81, p<.001. 
     Concerning the task with the higher peak concentration, cleaning operation 
obtain highest value (146.6 ppm) even after ventilation devices installation. This 
operation was studied in normal conditions, namely with disconnected 
ventilation and without protective masks and gloves, considering that chemical 
absorption can occur by inhalation but, also, by dermal exposure. We have also 
to consider that frequency of doing this task depends on production exigencies. 
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Table 1:  Results of VOCs concentration during printing. 

Measurement 
point 

Before ventilation installation  
(ppm) 

After ventilation installation 
(ppm) 

1 60 31.0 

2 85 16 

3 51.2 11.5 

4 51.2 12.3 

5 51.2 12.7 

6 55 12.8 

7 42.5 11.2 

8 39 10.8 

9 51.8 11.6 

10 51 10.1 

11 51.6 10.2 

12 50 11 

13 50.6 11.6 

14 50.6 12 

15 50.1 12 

16 48.8 10.3 

17 49.5 11.3 

18 49 4.2 

19 8.4 0.9 

20 20.1 0.3 

21 85 28 

22 51.6 11 

23 32 0.7 

24 24.9 5.2 

25 24.3 5.4 

26 24.1 5.4 

27 42 23.8 

Stand Deviation 16.5 7.1 
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4 Discussion 

Study developed not intent to obtain results to compare with reference value 
since there are no available specific exposure criteria for VOCs due to their 
different composition, depending basically of the emission source (paints or 
cleaning products for instance) and task performed. 
     Nevertheless, measurement of VOCs concentration in two different moments 
permitted, in this case, to assess protective measures efficacy (ventilation 
equipment). Obtained results demonstrate the ventilation importance in chemical 
exposures reduction, also confirmed in other similar studies, namely Ryan et al. 
[5] and Leung et al. [2]. 
     In addition, in this research, the cleaning process was identified as the task 
with higher peak concentration, contributing to the increase of short-term 
workers exposure. Studies developed in the same occupational setting obtained 
similar results, indicating higher exposures in the cleaning process [2–4, 6, 9]. 
Moreover, this task is performed without ventilation and, therefore, VOCs can 
also be present after the cleaning and result in an overall increased VOCs level 
that can possibly promote the exposure of workers that are not involve in this 
task [4].  
     This study illustrates that worker in this industry use aerosol cleaning 
products under uncontrolled conditions. As a consequence, they receive an 
inhalation dose of VOCs during each cleaning action. However, in the case of 
cleaning actions, some factors have to be consider because can influence 
exposure, namely the distance from breathing zone to the surface (generally the 
cartridges of the printing machines) that depends of the length of the workers 
arms and the way of task performing; the vapor pressure of solvents used, which 
are normally high; and the air change rate near the breathing zone, which is 
minimal in the absence of ventilation working.  
     Peak exposures, intense exposures of short duration, are a special concern 
because the high concentration produces a high dose rate into the body and target 
tissue, which may alter metabolism, overload protective or repair mechanisms, 
and amplify tissue responses. As a result, a peak can produce more and different 
effects than the same administered dose given with less intensity over a longer 
time period [10–12]. Therefore, knowing the task with higher peak concentration 
is extremely important to define priorities for the appliance of preventive and 
protective measures. 
     Furthermore, development of real-time measurements offers the possibility of 
defining exposure distributions on time scales relevant to directly relate 
performance with exposure. This kind of measurement resource is well describe 
in a study performed by Viegas et al. [13] that also permitted to identify the tasks 
that involve higher peak exposure to formaldehyde in ten pathology and anatomy 
laboratories and one formaldehyde-based resins production factory [13]. 
     VOCs characterization was not possible but, normally, one of the most 
present chemicals in this occupational setting is isopropanol [3]. Isopropanol has 
a known effect on the central nervous system and is irritating to mucous 
membrane. Moreover, when used in combination with chlorinated solvents, also 
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presented in the printing industry, isopropanol reinforces their effect on the liver 
[3]. Considering that recommend limit concentration for short-term exposures in 
Portuguese Norm 1796 (2007) is 400 ppm, none of the obtain results were above 
this reference value [14]. Meanwhile, and because we are dealing with exposure 
to a mixture of chemicals, risk assessment have to consider possible synergetic 
or additive effects in workers health.  

5 Conclusions 

Considering to preventive measures is important to use low-VOC paints in the 
printing industry but also, and take into account that cleaning operation obtains 
the highest peak concentration, low-VOC and low-toxicity cleanup products. 
     Also, in this study, was possible to demonstrate the importance of ventilation 
devices for reducing exposure to VOCs and, therefore, to protect workers health. 
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Abstract 

A survey was conducted on workers involved in the remediation of a large, 
chemically contaminated site in Sydney, Australia.  Workers were monitored for 
chlorinated dioxin and furan congeners in blood lipids over a two year period.  
Baseline levels of blood dioxins in workers starting at the site were similar to 
background dioxin levels in Australians (below 10 pg/g blood lipids).  An action 
level of double the background levels (20 pg/g blood lipids) was used as an 
occupational health limit.  As time progressed, blood lipid levels in workers 
increased, with the most likely source being exposure while working at the site.  
While levels of most congeners remain relatively even, most striking was the 
proportion of tetrachloro-congeners in exposed workers, which increased 
steadily.  Worker exposure was above the action level in a small number of 
workers; these workers were transferred to other projects where the potential for 
dioxin exposure was absent.  The role of congener profiling in occupational 
biological monitoring may provide additional information on workplace 
exposure to dioxins and related compounds.   
Keywords:  polychlorinated dioxins, worker exposure, environmental 
remediation, biological monitoring. 

1 Introduction 

The polychlorinated dioxins (CDDs) and furans (CDFs), are a group of materials 
that is often associated with wastes and waste disposal, and one particular 
member of this group, 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) is often 
incorrectly called “the most toxic chemical ever found” [1].  While 2,3,7,8-
tetrachlorodibenzo-p-dioxin is the most toxic of the CDDs, the other CDD/CDFs 
also have varying toxicities, and the range of toxicities can differ by a factor of 
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10,000.  Also, while there are a few CDDs and CDFs whose potency is well 
known, the toxicity of most are poorly characterised [2].  In addition, 
CDD/CDFs are most often found in mixtures of congeners rather than as single 
compounds in the environment.  A shorthand method of assessing the toxicity of 
different mixtures of CDD/CDF congeners has been developed by comparing the 
toxicity of different individual congeners and homologues of CDD/CDFs to the 
toxicity of the most toxic congener, 2,3,7,8-TCDD.  Using this system, a toxicity 
equivalence (TEQ) scale can be developed.  By setting the toxicity of 2,3,7,8-
tetrachlorodibenzo-p-dioxin arbitrarily at one, other CDDs and CDFs can be 
measured as the fraction of 2,3,7,8-tetrachlorodibenzo-p-dioxin's activity to the 
criteria [3].  The concentrations of CDDs and CDFs emitted from incinerator 
stacks can then be reported in terms of toxic equivalents (TEQ), or in terms of 
the known toxicity of 2,3,7,8-tetrachlorodibenzo-p-dioxin.   
     Most emission and environmental data post-1988 are generally reported 
solely as TEQs, as reporting total amounts of CDD/CDFs provides little data on 
toxicity.  Reviews of the use of toxicity equivalency factors were published by 
the WHO in 1998 [4], and US EPA in 2000 [5].  These reviews conclude that the 
TEQ approach remains the most appropriate approach for estimating the toxicity 
of dioxin and furan mixtures. 
     Exposure to dioxins is predominantly in diet with 90-95% from this source.  
Well established foods with increased dioxin levels include dairy products, fish 
and meat.  The risks to some groups of the population (for example breastfed 
babies) may be greater than can be predicted, because of increased relative levels 
of CDDs and CDFs in the diet of such individuals.  
     Dioxins have been reported to produce a number of health problems in 
humans.  Workers exposed to high levels of dioxins develop a skin condition 
called chloracne, and workers exposed to very high levels of dioxins have a 
higher risk of developing cancers later in life.  The available evidence suggests 
that 2,3,7,8-tetrachlorodibenzo-p-dioxin is a tumour promoter, not a tumour 
initiator [6–9].  Nevertheless, 2,3,7,8-tetrachlorodibenzo-p-dioxin is classified as 
a carcinogen [10–12].  
     Other studies at higher exposures show that dioxin exposure can lead to 
reproductive and developmental problems, increased heart disease and increased 
diabetes.  Dioxin’s ability to cause birth defects (teratogenicity) has not been 
established in humans but studies in mice have shown that dioxin and similar 
chemicals can produce congenital defects.  
     In 2002, the National Dioxins Program of the Australian National Medical 
Research Council (NHMRC) report that studies in dioxin dosed animals show 
effects on the immune system, nervous system, reproductive system, and during 
development.  Workers exposed to high levels of dioxins develop a skin 
condition called chloracne, and workers exposed to very high levels of dioxins 
have a higher risk of developing cancers later in life.  The NHMRC conclude: 
“However, the exact impact of dioxin on people’s health is not yet known, and 
there is currently no clear indication that dioxins are causing increased disease 
in the general population.”   
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     More critical is the dose response relationship for dioxins, and the possibility 
of establishing no effect levels and possibly recommendations for human 
exposure.  Based on work of the National Dioxins Program of the Australian 
National Medical Research Council (NHMRC), and review of international 
evaluations of the WHO, US EPA, European Community and the Joint 
FAO/WHO Expert Committee on Food Additives, a tolerable monthly input 
(TMI) of 70 pg/kg body weight a month was proposed for use in Australia.  This 
is equivalent to 4900 pg/person/month or 15 pg/person/day [13]. 
     Based on a breath volume of 0.5 L, a respiratory rate of twenty breathes a 
minute; a person inhales about 11 m3 of air a day.  Based on the NHMRC TMI of 
15 pg/person/day, and adopting extremely conservative assumptions that all of 
this 15 pg is present in the air that a person inhales in a day, and assuming that 
all of the inhaled dioxin is absorbed, and assuming that there is no dioxin from 
any other source, a concentration of 15 pg/11 m3 calculates to an constant daily 
air concentration of about 1.4 pg/m3. 
     With regard to a value of a “normal” dioxin level, the Australian Government 
National Dioxins Program analysed dioxin levels in the over 9000 blood samples 
taken from Australian Population in 2004 [14].  Overall the levels in the 
Australian population are very low by international standards.  The mean and 
median levels expressed as upper bound TEQ values for all pooled samples were 
10.9 and 8.3 pg/g TEQ lipid, respectively.  For males, and females the mean 
levels were 10.4 and 11.5 pg/g TEQ lipid, respectively.  A direct relationship 
was also found of increasing dioxins in blood with increasing age, from about 
age 25, increasing from 6.2 at age 25 to 27.9 at 80. 
     Because of these phenomena, especially the age related changes, it is difficult 
to establish a baseline dioxin in blood level for use in Australia.  However, from 
a practical perspective, the mean value reported in this study, of 10.9 pg/g blood 
lipids would seem suitable as a baseline level. 

2 The site 

The site was a former Chemical Manufacturing site in Sydney, first developed in 
the 1920’s on a river embayment.  A range of organic chemicals were 
manufactured for use in Australia, using local feedstocks (such as by-products 
from gas and coke processing at a nearby manufacturer to make wood 
preservatives such as creosote, and solvents, antiseptics, nitro-compounds and 
xanthates.  By the 1940s additional chemicals manufactured for a large and 
rapidly growing agricultural sector included herbicides such as 2,4-D and 2,4,5-T 
and insecticides such as DDT.  Further, factory and processing wastes from the 
manufacturing of these chemicals was used in land reclamation in nearby 
mangrove swamps along the embayment and produced substantial contamination 
of land.  The company was purchased by a multinational company in 1955, and 
continued producing chemicals (and reclaiming land with its waste products) 
until 1985.  The land reclamation activities were never fully documented and the 
scale of contamination is unknown but considered substantial.  One problem was  
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the remediation carried out by the multinational company as it exited Australia in 
1987 prior to vacating the site to an “industrial” (as opposed to a “residential”) 
standard.  By the 1990s, the site had been vacated and the land had been cleared 
of built structures.  However, the land was known to be contaminated and at the 
time, not suitable for residential development. 
     Migration of wastes off site had also occurred, with chlorinated wastes found 
in adjacent river embayment sediments and in marine organisms in the river.  
This resulted in a fishing ban being placed over the embayment in 1989 and 
downriver in 1990.  As a result of leaching, sediments are heavily contaminated 
to a depth of one metre and stretch well out into the embayment. 
     By the mid 2000s, a decision was made to remediate the land.  Part of this 
process was to process all the soil on the site through a thermal combustion 
facility.  An Environmental Impact Assessment was prepared for the project, and 
an OHS program was developed for workers at the site, including risk 
assessments, training, and OHS risk controls.  Baseline levels of dioxins in air, as 
stated in the 2002 Environmental Impact Statement for the project, was 0.1–2.5 
pg/m3 TEQ.  This is well within the suggested occupational exposure standard 
noted earlier, of 15 pg/m3 TEQ, although airborne levels of dioxins while 
remediation activities were being conducted are likely to be higher than this 
baseline.   
     Further, periodic blood dioxin monitoring was required of workers at the site.  
A benchmark blood dioxin level that was used as an action level for dioxin 
exposure was 20 pg/g TEQ blood lipids.  This is about double the background 
level found in a survey of dioxin levels in Australians (10.9 pg/g TEQ blood 
lipids) carried out by the Commonwealth Government in 2004, and is consistent 
with baseline data for blood supplied by most workers before working at the site.  
     Workers from two contracting organisations (A and B) were employed on the 
site.  Blood samples were collected at regular intervals, and shipped to a 
laboratory certified for dioxin congener analysis in Hamburg, Germany.  Dioxins 
were measured in blood samples using high resolution mass spectrometry and 
reported as pg/g blood lipids.  Some congeners/congener groups were reported as 
absolute values, others as estimates based on the detection limit (and expressed 
as “>value”.  In the analysis of dioxin values used in this report, where such 
estimates were provided, a fraction of the estimated value was used in total TEQ 
calculations, of 10%. 
     Blood dioxin data was expressed in terms of 25 individual dioxin/furan 
congeners and grouped congeners, including 19 congeners which have toxicity 
equivalence factors (TEF).  This provided individual values for all congeners, 
and multiplied by the relevant WHO TEF value, allowed calculation of a total 
TEQ value for each sample.  The TEQ of the WHO were used.   

3 Results 

3.1 Blood dioxin sampling 

Descriptive statistics for the monitoring data provided are shown in Table 1. 
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Table 1:  Descriptive statistics: monitoring data: samples. 

Parameter Company 
A Data 

Company 
B Data 

Number of Employees/Contractors 71 72 
Number of Employees/Contractors with No 

Samples 
2 7 

Number of Samples 153 135 
Number of First Samples 72 62 

Number of Second Samples 46 43 
Number of Third Samples 26 23 
Number of Fourth Samples 9 4 
Number of Fifth Samples 0 2 
Number of Sixth Samples 0 1 

 

3.2 Baseline blood dioxin levels 

Analysis of data from the first sample provided by all workers allows an 
examination of baseline dioxin levels in this group of workers.  This analysis is 
shown in Table 2. 

Table 2:  Baseline dioxin data. 

 Count Mean St Dev Highest Lowest 
Company A 

Data 72 6.82 4.58 23.37 0.64 

Company B 
Data 62 8.14 7.07 38.93 0.64 

 
     The “Highest” values in Table 2 are of interest, in that they indicate outlier 
baseline dioxin levels that may indicate an upper limit of normal vales in this 
group of workers.   
     Congener profile data in all samples is shown in Table 3 

Table 3:  Baseline dioxin data. 

Congener Company A Data Company B Data 
Group Mean % of Tot St Dev Mean % of Tot St Dev 

Tetra-Cl 0.9 13% ± 1.00 1.4 18% ± 1.7 
Penta-Cl 4.1 60% ± 2.9 4.3 54% ± 4.1 
Hexa-Cl 1.5 22% ± 1.2 1.8 23% ± 2.3 
Septa-Cl 0.3 4% ± 0.4 0.4 5% ± 0.7 
Octa-Cl 0.03 0.4% ± 0.01 0.02 0.5% ± 0.01 
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     There were six baseline values (two from Company A, four from Company 
B) that were above the action level of 20 pg/g, shown in Table 4.  

Table 4:  Baseline dioxin data: outliers above 20 pg/g. 

Dioxin TEF 
Total Tetra-Cl Penta-Cl Hexa-Cl Septa-Cl Octa-Cl 

 pg/g % pg/g % pg/g % pg/g % pg/g % 
20.3 0.2 1 14.1 69 4.5 22 0.6 3 0.05 0.2 
38.9 2.3 6 19.0 49 15.3 39 0.9 2 0.04 0.1 
26.2 2.3 9 15.6 60 6.6 25 0.6 2 0.04 0.2 
24.7 0.4 2 15.8 64 6.5 26 1.0 4 0.04 0.2 
23.4 4.0 17 12.5 53 6.0 26 0.8 3 0.06 0.3 
20.4 2.5 12 12.1 59 4.9 24 0.4 2 0.06 0.3 

3.3 Blood dioxin results (all samples) 

Data for all blood samples are shown in Figure 1 (Company A data) and Figure 2 
(Company B data).  For comparison purposes, these are drawn on the same axes. 

3.4 Blood dioxin levels as a function of sample sequence 

There was a steady increase in blood dioxin as the sample sequence increased (as 
shown chronologically in Figures 1 and 2).  The number of samples fell as  
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Figure 1: Total dioxin in blood (as TEF), company A data. 

246  Environmental Health and Biomedicine 

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



0

10

20

30

40

50

60

70

80

14-Dec-05 24-Mar-06 02-Jul-06 10-Oct-06 18-Jan-07 28-Apr-07 06-Aug-07 14-Nov-07

Date

D
io

xi
n

s 
Le

ve
l 

(T
EF

)
First Sample

Second Sample

Third Sample

Fourth Sample

Fifth Sample

Sixth Sample

 

Figure 2: Total dioxin in blood (as TEF), company B data. 
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Figure 3: Total dioxin in blood (as TEQ), as sample sequence, company A 
data. 

sampling continued (see Table 1), although these data vary considerably.  How 
blood dioxin levels changed over time through the sampling sequence is shown 
in Figures 3 and 4.   
     The congener profile of these values (by sample) is shown in Figures 5 and 6 
(again, drawn to the same scale for comparison purposes).  
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Figure 4: Total dioxin in blood (as TEQ), as sample sequence, company B 
data. 
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Figure 5: Total dioxin in blood (as TEF), as sample sequence, company A 
data, congener profile. 
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Figure 6: Total dioxin in blood (as TEF), as sample sequence, company B 
data, congener profile. 

3.5 Data on outliers 

On occasion, blood dioxins levels for a number of workers at the site exceeded 
20 pg/g TEQ in blood lipids.  Curves for individual workers are shown in 
Figures 7a and 7b.   

 

a: Company A Data b: Company B Data 

Figure 7: Total dioxin in blood (as TEF), outliers.  

4 Discussion 

Human biomonitoring of dose and biological effect nowadays has tremendous 
utility for providing an efficient and cost effective means of measuring human 
exposure to chemical substances [15].  While not preventive in approach, this 
method offers the means to identify and quantify human exposure and risk, to 
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gain information about toxicity and exposure, and to assess the adequacy of 
occupational health controls.  In this study, biomonitoring of workers was used 
to identify trends in exposure to dioxins on a major remediation project of 
established dioxin contamination in Sydney, Australia.  With an overall mean of 
7.43 pg/g in baseline levels (that is, before working on the project; see Table 2) 
of blood dioxins in workers engaged on this project, it is apparent that these 
blood dioxin levels, compare favourably with those of the 2004 survey of 
Dioxins in Australian published the Commonwealth Government (of 10.9 pg/g). 
     The congener profile of these baseline values (see Table 3), shows that the 
main congeners contributing to baseline values are from the penta- (60% and 
54% of total) and hexa- (22% and 23% of total) chlorinated dioxins and furans.  
The level of 20 pg/g TEF in blood lipids, being approximately double the 
baseline level for Australians, was suitable for use as an action level in the 
occupational environment.  
     Reviewing the congener profile data in six levels above 20 pg/g blood lipids, 
it is apparent even with the higher levels, the congener profile is proportionally 
similar to the other baseline values (see Table 4).  For trends in the levels of 
blood dioxin in all samples (Figures 1–4), the majority of values were below 20 
pg/g.  For Company A data this is 144/153 samples (94.1%) and for Company B 
data this is 126/135 samples (93.3%). 
     Generally, blood dioxin levels increased as time progressed, indicating that 
working conditions were such that exposure to dioxin contaminated soil was 
sufficient to increase blood dioxin levels.  Overall, blood dioxin levels to 
Company A workers were higher than Company B workers.  It was not possible 
to identify any specific trends in the activities carried out by workers, as there 
was considerable flexibility in working arrangements across the site.  These data 
indicate that a number of elevated values occurred during the period October 
2006 to April 2007, suggesting that worker or site activities were such that 
increased exposure to dioxins occurred.   
     The congener profile data shown in Figures 5 and 6 suggests that while the 
dioxin/furan concentration (as TEF) of worker blood samples remains largely the 
same for penta-, hexa-, septa- and octa- congeners, there is a substantial increase 
in tetra- congeners as the sample sequence progresses.  As the most obvious 
source of this increase is exposure to contaminated soil as part of working at the 
site, such an increase could be used to identify that component of body burden of 
dioxins in these samples arises out of industrial exposure.  Other studies have 
suggested that employment history is an important determinant of dioxin levels, 
and this was identified in the present study [16]. 
     Further, as this congener group contains the most toxic of the congeners 
(2,3,7,8-tetrachloro-para-dibenzodioxin) this raises issues that may need further 
attention, especially with regard to on site controls, control of occupational 
exposure and worker personal hygiene.  
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Abstract 

This paper explores environmental and behavioral interactions that facilitate 
human exposure to the highly pathogenic avian influenza (HPAI) H5N1/A virus 
(termed bird flu or H5N1 throughout this document) in Egypt. The approach 
used in this research integrates public health and anthropological methods to 
assess environmental and behavioral interactions that facilitate human exposure 
to bird flu. Four key elements of the H5N1 eco-biosociocultural model were 
identified: (1) the subsidized natural environment; (2) the built environment; (3) 
the socio-political and economic environment; and, (4) the cultural environment. 
Analysis of these elements resulted in development of an eco-biosociocultural 
disease model for H5N1 that addresses health disparities by incorporating the 
built and subsidized natural environments integrated with associated cultural 
beliefs, knowledge, and behaviors. Our results suggest that the disparate 
incidence and mortality pattern of H5N1 in Egypt is likely affected by increased 
exposure opportunities among women and children resulting from lack of 
knowledge, traditional daily activities, poultry practices, and child-rearing 
activities. Despite community based health education efforts, knowledge about 
poultry diseases and H5N1 transmission are not well understood among 
Egyptian women. In the absence of a perceived immediate bird flu threat, this 
research suggests that women tend to maintain traditional behaviors. The H5N1 
epidemiologic footprint in Egypt differs from other countries, but the lessons 
learned provide a basis for health education action that may be transferable to 
other venues. 
Keywords: ecology and health, social determinants of health, Bird Flu, Egypt, 
H5N1, ethnography, built environment, subsidized natural environment, health 
disparities, eco-biosociocultural, avian influenza. 
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1 Introduction and need 

This research explores environmental and behavioral interactions that facilitate 
human exposure to the highly pathogenic avian influenza (AI) or HPAI H5N1 
virus (termed bird flu or H5N1 throughout this document) in Egypt. Bird flu is 
considered a serious health threat worldwide and is a quarantinable 
communicable disease with a geographic range that includes Asia, Southeast 
Asia, Europe, the Indian subcontinent, and Africa [1]. Humans contract H5N1 by 
through primary or incidental (secondary) direct exposure, i.e., via inhalation of 
airborne effluents; ingestion of undercooked, infected meat; or by contact with 
excretions (e.g., saliva, feces, and contaminated feathers) [1]. Findings suggest 
that the virus has a much wider spectrum than originally thought; making it 
potentially more problematic than anticipated should it develop the capability to 
transfer easily from human-to-human [2]. As of March 2011, Egypt ranks second 
in the world in number of confirmed human H5N1 cases (behind Indonesia) and 
ranks third highest worldwide in total deaths (behind Indonesia and Viet Nam) 
[1].  
     Two main factors indicate the importance of addressing the human ecology of 
bird flu in Egypt from a holistic perspective: the epidemiologic footprint of bird 
flu in Egypt and a lack of behavioral data surrounding the disease. First, the 
epidemiological footprint of reported cases of human H5N1 in Egypt presents a 
distinct pattern disproportionately affecting young adult women and small 
children – a pattern different from that seen in other countries [1, 3–5]. No 
attempt was made to estimate the effects of underreporting. Of a total of 144 
cases of Egyptian bird flu between 2006 and 25 March 2011, 44 (30.6%) died 
[1]. Most deaths (N=36, 81.8%) occurred among females. Women aged 15-44 
years (N=33 deaths) were most likely to die from the disease, accounting for 
91.6% of female deaths [1]. Children of both sexes (ages birth to 14 years) 
contracted the disease slightly less often than adults (N=70 or 48.6% of all 
cases); however, children were more likely to recover than adults (N= 65, 92.8% 
recovery among children compared to N= 21, 35.0% recovery among adults) [1].  
     The second main factor is that, to date, no studies have addressed specific 
behaviors or traditional cultural practices that affect exposure, though several 
have identified human behavior as a factor in the disease [1, 5]. Demonstrated 
need suggests developing greater insight into environmental milieu affecting the 
presence of disease. Exposure to poultry or infected poultry account for almost 
all cases (a few case sources are unknown) and no cases were attributed to wild 
birds exposure [1]. Therefore, analysis of the Egyptian human bird flu pattern 
indicates a need to consider the local epidemiologic footprint when developing 
policy and public health actions.  

2 Methods  

The approach used in this research integrates public health and anthropological 
methods to assess environmental and behavioral interactions that facilitate 
human exposure to bird flu [6–11]. Our approach incorporated a holistic, 
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bio-sociocultural ecological approach using progressive contextualization among 
the abiotic, biotic, and cultural environmental components [6, 10]. Researchers 
worked under the auspices of National Council for Childhood and Motherhood 
(NCCM) while in Egypt. The Institutional Review Board (IRB) at New Mexico 
State University reviewed and approved the research protocol, and all interview 
study participants signed an informed consent.  
     General knowledge, photographic data, observations, and personal journals 
based on extended participant observation and long-term social relationships 
(between 1989 and 2008), provided basic ethnographic background data, which 
were analyzed using traditional ethnographic methods [12, 13]. A grounded 
theory analysis [14] identified potential ecological and social determinants of 
health associated with bird flu. General inductive analysis established links 
between objectives and findings to develop a model regarding underlying 
structure or experiences or processes evident from the text data [15]. Cross 
verification triangulated interview data with nonreactive data. 
     A purposive sample of eight households in a rural village north of Aswan was 
selected for in-depth interviews during June 2008. In-depth interviews lasted 30 
minutes to one hour each, followed by village and household tours. Each 
interviewee was female, maintained a small poultry flock, and had small children 
in and around the household. Researchers conducted each interview in the home 
of the interviewee in their native language (Arabic). A social worker from the 
Ministry of Health and Population (MOH-Aswan), served as an interview guide, 
suggested interviewees, and provided entrée to the local community. A second 
key informant from the Ministry of Agriculture assisted in interviews and Arabic 
translation. To ensure the validity of paraphrases, an independent translator 
assisted during household interviews. Interviews were recorded and transcribed. 
In addition to interviewee households, researchers visited numerous other 
households and villages to assess poultry practices and venues. 

3 Results  

3.1 Study community – the context 

The principal study community was a rural village just north of Aswan, Egypt, 
with no direct access to the River Nile. Community development resulted from 
chain migration to an unpopulated area, where people subsequently built 
extended family housing and shops. No demographic figures are available for the 
village. A two-lane, paved road runs north and south through the village and 
other paved roads connect with the main road as one approaches Aswan to the 
south. Unpaved, dirt roads lead to housing areas that have branched off the main 
artery. Although designated as rural, the village closely resembles a chain 
periurban type (CPU) community, i.e., it is “geographically on an urban fringe, 
appears to be derived primarily from chain migration, and represents a  
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reconstituted institutional context” [16, p.8]. Although specific demographic data 
are not available for the village, the following represents rural, Upper Egypt [17]. 

 Most women are illiterate (62.5%) with a median education level of 0.3 
years. 

 Most people are poor: 72.8% in the two lowest quintiles and 42.7% in 
the lowest quintile. 

 Most people have access to improved drinking water sources (93.5%). 
 A small number of households (8.4%) pipe sewerage to a canal, 

groundwater, or have no toilet facility. 
     The following description typifies a common daily street scene in the village. 
Two-storied, mud brick buildings with brightly painted doors line the street 
where most doors are closed and windows are tightly shuttered. A few old cars 
and trucks are parked, while workers go about their daily chores. Men sit on a 
doorstep in front of a house talking. Most women are inside their homes, though 
a few venture out to purchase milk or vegetables from vendors who frequent the 
street with their donkey driven carts. Dressed in a traditional long dress or 
galabea, a barefoot young woman sips tea in her doorway, watching activities on 
the road. A young boy carries a small goat over to the shade by his front door. 
Children, some with sandals, others barefoot, ride bicycles, talk with each other, 
or roll an old tire down the street while laughing and chasing one another. In the 
shade, a water buffalo lounges lazily, while a rooster struts across the street to 
search for food scraps, and goats pick at tin cans and paper litter strewn about the 
street. Brightly colored baby clothes hang to dry on lines strung across balconies. 
Behind tightly closed doors lie living rooms, kitchens, and sleeping quarters and 
often a shared courtyard. Over the hum of human voices, poultry cluck from 
cages in secluded enclosures or from rooftop cages.  

3.2 Ecological analysis 

The need to consider the synergistic interaction of the avian, virus, and human 
environments at various levels of geography complicates evaluation of the H5N1 
health and ecology system. Initially, Egypt appears largely unsuitable for H5N1 
sustainability; however, the densely populated green zone along the Nile River 
valley and delta identify likely areas for H5N1 survival [18]. The green zone 
provides ample year-round habitat for large flocks of wild aquatic birds, 
supplemented by hundreds of thousands during winter months, many of which 
may shed viruses that contaminate the natural environment.  
     Our research identified four main recurring and overlapping environmental 
contexts that contribute to the H5N1 eco-biosociocultural system: (1) the natural 
environment; (2) the built environment; (3) the socio-political /economic 
environment; and, (4) the cultural environment. Each interacts synergistically 
with the others in complex ways to facilitate virus econiches and, ultimately, 
disease exposure routes and occurrence. A microenvironment conducive to virus 
survival results, from which domestic birds (frequently) and humans 
(sporadically, but, so far with reasonable consistency) become infected in Egypt. 
Figure 1 represents main themes identified and interactions in an eco-
biosociocultural H5N1 model for Egypt. 
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Figure 1: Eco-biosociocultural model of H5N1. 

4 Discussion 

4.1.1 The subsidized natural environment 
The relationship between people and the H5N1 contaminated natural 
environment, especially the river and canals in rural areas, emerged as a 
recurring theme from analysis of field notes, literature, and interviews. As one 
person put it, “The canal has its own system. If you throw a dead donkey in the 
canal, it will be bones in a week.” Individuals encounter potentially 
contaminated soil and water daily because of occupation, traditional behavior, or 
leisure. The river and canals afford water for fishing, recreation, irrigation and 
household chores, such as dish or clothes washing. These same water sources 
may also serve as disposal sites for biotic and abiotic refuse and as impromptu, 
or in some areas, regular sewage collectors. Petrol/diesel driven pumps, as well 
as, traditional water wheels/buckets, lift water into tanks and smaller irrigation 
channels where barefooted or sandaled farmers and children work. Domestic 
animals and wild birds also contribute to water and soil pollution. Wherever 
Egyptians live, one frequently finds small household, rooftop, or backyard 
domestic flocks of chickens, ducks, pigeons, and occasionally turkeys. In 
summary, two processes make the transfer of the H5N1 to domestic poultry 
possible: (1) direct virus transfer from wild birds/ducks to domestic fowl, and (2) 
primary or incidental virus transfer to the household, principally through routine 
daily human activities in the endemically infected natural environment. 
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4.1.2 The built environment  
Another recurring theme that emerged from data analysis reveals that the built 
environment facilitates virus transfer in several ways. Used here, the term built 
environment refers to that which “… comprises urban design, land use, and the 
transportation system and that encompasses human activity within the physical 
environment” [19, p.65]. Most H5N1 dispersion (estimated 78%) appears to have 
been through human action rather than natural biotic action [20].  Egypt is a 
country of people on the move: by water, on foot, and by bicycle, car, train, 
donkey, donkey cart, motorbike, bus, or camel. Movement of poultry, poultry 
products, and infected materials contributes to the inadvertent spread of 
H5N1throughout the country [21, 22].  
     Egyptian policy makers initially focused on commercial producers, live 
markets, and macro-economic concerns following H5N1 identification in the 
country. In doing this, they failed to take into account customary practices and 
traditional exposure routes among small producers and average citizens. Both 
actions led to large-scale biosecurity lapses at the onset of the virus, which allowed 
the virus to go endemic. Subsequently, the free poultry vaccine program failed for 
two main reasons: (1) vaccine was ineffective [23] and (2) inadequate bio-security 
training of field technicians contributed to virus transference [24]. Securing 
perimeters, culling, and disinfecting major commercial farms proved easier than 
controlling the movement of traditional (backyard and household) producers’ 
poultry. Upon learning of the government’s culling initiatives, Egypt’s small 
producers sought to save their flocks and their wealth by hiding or moving birds 
away from the of government’s reach. When asked about children carrying 
roosters/chickens under their arms, one interviewee commented, “If it had feathers, 
the police killed it…..but when they came here people hid their chickens under the 
bed or took them to a relative’s house so they wouldn’t be killed”. These actions 
effectively thwarted government efforts to geographically isolate and eliminate the 
virus, which ultimately resulted in it becoming endemic in 2008 [25].  
     Rurality figures significantly in human exposure to H5N1. First, interviewees 
stated that they raise poultry mainly for personal consumption as eggs and meat, 
with some local marketing. This substantiates observations reported previously 
[26]. Second, women usually tend household flocks kept in yards, cages, on 
rooftops, or in secured areas around courtyards of their homes, though children 
frequently carry poultry from place to place. Third, household poultry flocks are 
more common among rural households than urban ones. Fourth, rural built 
environments tend to be less sophisticated than urban areas and have more 
undeveloped areas scattered with garbage and animal litter, including poultry 
litter. Finally, officials find it more difficult to enforce regulations in rural areas. 

4.1.3 Sociopolitical and economic environments 
Data identified three principal sociopolitical/economic themes associated with 
bird flu: relative status, lack of reciprocal social capital, and consumer protein 
consumption. Raising poultry provides a source of great pride among Egyptian 
women. It not only increases her relative social status among peers, but also, 
represents relative economic power for the owner and her household. 
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Intergenerational relationships, housing structure, and flock size contributed to 
deference behavior observed among households visited. Sale of excess poultry 
and eggs also increase a woman’s economic independence. One woman stated, 
“I don’t have to buy many eggs because I have my chickens.” Therefore, owning 
poultry also provides a method adding protein to the diet through eggs and 
occasionally meat while elevating a woman’s social status vis-à-vis her peers and 
relatives.  
     Reciprocal trust has been noted to be an important ingredient in development 
of rural social capital, [27, 28] and has been identified as a significant social 
determinant of health [29]. Rural Egyptian women distrust the government, 
government programs, and fear government will take actions against them and 
their poultry. Women do not trust the government to tell them the truth about the 
disease through the use of television, radio, or public service announcements 
(PSA’s) to educate them about the disease. However, our results substantiate 
previous reports that women are aware of the bird flu [30]. Translating 
governmental information into daily life poses difficulty because rural women 
are not sure H5N1 constitutes a serious health threat to them since their birds are 
healthy. In addition, the fact that less attention to the topic appears in the news 
leads them to believe it either never existed or no longer poses a threat. Women 
expressed doubts that government actions to eradicate the disease are in their 
best interests, and, they frequently stated that the government is trying to take 
away their income in favor of large commercial enterprises. Some interviewees 
thought outside sources were responsible for trying to ruin the poultry industry, 
e.g., “Bird flu came from chicks imported from Turkey”.  
     Bird flu has affected the diet and nutrition of average citizens as well as the 
macro-economy of Egypt. Before H5N1, the Egyptian poultry industry 
represented a LE (Egyptian pounds) 17 billion national investment, employed an 
estimated two-three million people either directly or indirectly, and accounted 
for 45 to 50 percent of animal protein consumed in Egypt, as compared to about 
20 percent  elsewhere in the world [31]. H5N1 resulted in the collapse of the 
Egyptian poultry industry [32, 33]. As a result, the price of available fresh and 
frozen chicken rose approximately 500% between 2006 and 2008.  
     Consumer preferences play a role in continuation of relatively invisible live 
markets. Egyptians strongly prefer live birds slaughtered at sale to consumers 
[26]. “The frozen chickens that we get now do not taste right,” one participant 
reflected. Although the government outlawed live bird markets, these markets 
continue to operate in spite of legal restrictions [34]. Live poultry continues to be 
available throughout Egypt, more so in rural areas, and can be purchased in live 
bird markets although these markets are rarely visible [35]. 

4.1.4 Cultural environment  
Various facets of the cultural environment affect human exposure to bird flu; 
however, this research will focus on two main themes: women’s awareness and 
knowledge of bird flu and behavioral risk factors. Everyone we encountered had 
heard of bird flu. Women acquire much of their knowledge about bird flu from 
their personal social network, which revolves around intergenerational, informal 
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communication among women in the village or household. They also cited 
physicians, medical centers, and family planning clinics as health information 
sources. Women demonstrated a low level of personal empowerment regarding 
bird flu knowledge, voicing concern over information gaps about causation, 
transmission, procedures, and extent of the disease threat. As one informant 
asked, “How will I know if my chickens are sick?” Another stated, “I don’t 
know who to call if my birds get sick”. Discussions revealed that women had 
little or no understanding of bird flu etiology. When asked, “How do you think 
people get bird flu?” Answers ranged from “I don’t know” to “handling sick 
chickens” to “handling wild or sick birds”.  
     Community social workers conducted health education interventions targeting 
avian influenza throughout much of the country, including the study village. 
Interviewees cited washing hands, surfaces, and butchered birds as important for 
hygiene, but this was not new behavior stimulated by health education training. 
Village women appear to have selectively implemented prevention strategies into 
behavior change. It is not clear if they would implement prevention strategies in 
the presence of an immediate perceived risk such as sick birds in the area. For 
example, when displaying poultry sites, women did not change clothes, don 
gloves, cover their faces, or wear shoes when entering poultry pens or picking up 
poultry, although each of these practices were recommended in community 
based training. In addition, a single enclosure frequently housed chickens and 
ducks (although some were separated by wired dividers). One interviewee stated 
she did not understand how her ducks could give chickens bird flu. This 
perception is particularly problematic since ducks are asymptomatic when 
infected; yet, ducks shed more H5N1 virus than chickens when infected. 
     Proximal distance between people and poultry constitutes an important 
behavioral risk factor. When examining this particular risk factor, it is important 
to distinguish between primary and incidental direct virus exposure routes. The 
most direct primary exposure routes include handling infected birds, 
slaughtering/butchering, or food preparation. However, it is important that the 
virus also transfers from feces, feathers, and saliva to such items as bedding 
straw or soil on vehicles, equipment, cages, shoes, and clothes, providing an 
incidental direct exposure route. With the exception of a few roosters walking on 
the village streets, women we interviewed separated their poultry in small rooms, 
pens, or roof enclosures. It is not clear if this is new behavior or their tradition; 
however, this practice does reduce primary exposure opportunities to those in 
closest contact with enclosed poultry. However, many women do not always 
practice poultry isolation in spite of government educational efforts. For 
example, some women keep poultry in the yard during the day, but pen them 
over night, and some women allow poultry into the house, whereas, other do not.  
     Proximal distance between humans and poultry varies by age and sex in 
patterns similar to the disease occurrence. All ages and both sexes encounter 
incidental virus contaminated features of the environment. In the household 
environment, men may have infrequent direct contact with poultry, but 
commonly have incidental exposure at other venues. Women, who care for, 
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slaughter/butcher poultry, dispose of remains, clean contaminated areas, and 
cook poultry experience primary exposure risks.  
     Slaughtering/butchering/food preparation practices provide the most obvious 
primary behavior risks when the virus is present. The level of risk varies 
depending on where and how birds are prepared, and, of course, if the birds are 
infected. For example, it is easiest to de-feather birds after dipping them into 
boiling water, but not all women have hot water where they slaughter/butcher 
birds. In fact, some women dry-pluck dead birds; however, the frequency and 
effect of virus dispersion of this practice is not known and should be assessed. 
Following slaughtering/butchering of the bird in a bucket, women typically clean 
the bucket and area with regular soap or detergent and wash/boil the poultry for 
cooking. After learning about bird flu, village women indicate they do not allow 
children with them when they slaughter poultry and that slaughtering occurs 
more often on the roof or outside the house rather than in the kitchen. This needs 
to be verified by extensive observation. 
     Other practices that accompany slaughtering/butchering/food preparation 
activities afford both primary and incidental exposure routes. Until H5N1, 
women could process and eat or freeze sick or dead poultry to avoid waste, 
prevent further loss of assets, and to prevent sickness in other birds. However, 
H5N1 infected poultry can contaminate freezers, other frozen products, and any 
surfaces with which it comes in contact. The extent of this practice needs further 
investigation. Next, the slaughter/butcher bucket is rarely a single purpose 
container, e.g., women use it for washing dishes and clothes or for cooking. 
Depending on where slaughter/butcher practices occurs, other uses for the space 
include cooking, sitting, visiting, children’s play, or sleeping. Also, disposal of 
bird remains into the trash, street, or canals represents other behavior risks for 
incidental virus transfer. Furthermore, tucking the end of a hijab or headscarf 
over the face, suggested by training materials, will not likely eliminate virus 
inhalation. However, the practice would potentially contaminate more cloth 
surfaces. To suggest that women maintain separate clothing for tending poultry 
is unrealistic considering the poverty level in rural communities. Furthermore, 
since they may have only one or two daily-wear galabeas, it is unlikely women 
change clothing, put on special shoes, or even wear gloves or plastic bags on 
their hands (which may be bulky and cumbersome) while going about their daily 
poultry duties. When the virus is present, women’s clothing, shoes, hair, 
preparation environment, and furniture provide incidental exposure routes or 
potential transfer mechanisms for the virus to other parts of the environment.  
     Children’s behavior presents a special case, because their behavior presents 
both primary and incidental virus transfer opportunities. Enclosing poultry away 
from living quarters may limit, but not eliminate, childhood exposure. 
Furthermore, children often assist in tending to poultry, especially chickens and 
ducks. Older children often develop an “owner-pet” affiliation with their poultry 
carrying them about with them from place to place in the village. Older children 
also participate in child-care activities for their younger siblings and relatives. 
Early childhood exposure risks are not limited to being in close proximity to 
persons who may have the virus on their clothing, hair, hands, or feet, but also 
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contaminated accessible household surfaces, both indoors and out, e.g., 
preparation tables, floors, furniture, and other surfaces that are not easily 
decontaminated. Small children and babies accompany their elders throughout 
the day. Like children everywhere, small children also crawl and walk about the 
home, often without shoes; climb on furniture; and, put hands and items in their 
mouths. Finally, older children or adults almost constantly hold babies and small 
children, a loving action that can be risky if the person holding the child has the 
H5N1 virus on their person.  

5 Conclusions 

Poultry flocks represent a source of income and nutrition for families living in rural 
Egypt. Importantly, poultry also represents a prestige value, i.e., a source of pride and 
status to families. H5N1 easily transfers through bio-security lapses across borders 
and even from house to house. Our results suggest that the disparate incidence and 
mortality pattern of H5N1 in Egypt is likely affected by increased exposure 
opportunities among women and children resulting from lack of knowledge, 
traditional daily activities, poultry practices, and child-rearing activities. 
     Despite community based health education efforts, Egyptian women do not 
know or understand enough about poultry diseases and H5N1 transmission. In 
the absence of a perceived immediate bird flu threat, this research suggests that 
women tend to maintain traditional behavioral patterns they learned from their 
mothers and grandmothers when they were children. Similarly, they pass this 
knowledge along to their children through their behavior. The majority of 
women at risk are in the preconception stage of change according to the 
Transtheoretical Model of Health Behavior [36] , and, thus, do not recognize a 
need to change their risky behaviors. Therefore, it is suggested that future health 
education interventions initially focus on consciousness-raising and self-
reevaluation associated with H5N1 among this population.   
     The observed value rural Egyptian women place on raising household, yard, 
and roof poultry may well be representative of the practice in communities and 
countries yet unaffected by the H5N1 virus. Therefore, the authors believe the 
model presented provides a starting point for assessing H5N1 in other 
geographical and cultural settings. Finally, the H5N1 epidemiologic footprint in 
Egypt may be different from other countries, but the lessons learned provide a 
basis for health education action and which may be transferable to other 
countries and diseases. 
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Abstract 

Medico-social aspects of the reproductive health of women are actual during the 
last decade in connection with the critical demographic tendency in Russia. 
Women of Ekaterinburg have disturbed reproductive functions and pregnancy 
complications (hestoses, danger of pregnancy break) Up to 80% of inspected 
women had somatic pathology. The leading among diseases are anemia, chronic 
infections inflammatory diseases, kidney and endocrine diseases and various 
forms of mastopathy. 
     Therefore, health protection, especially of women and newborn is of special 
importance in ecologically unfavourable regions, including the Urals. 
Сonsidering the fact that technogenic pollution consequences instantly 
dangerously affect the health of a mother and a child, we investigated the 
“mother-placenta-fetus” biological system. In the blood serum and placenta 
tissue of all inspected pregnant women in Ekaterinburg concentration of trace 
elements (Cu, Zn, Cd, Pb, Са, Cr, Ni (p<0,05) were higher compared with the 
data for other regions.  
     The deficiency of essential trace elements (Cu, Fe, Zn, Mg, Ca) and 
accumulation of toxic Cd and Pb in the umbilical cord blood were the reason for 
the intrauterine sufferings of a fetus responsible for the low body mass at birth, 
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retardation of growth and development. The disturbance of fetal and infant 
development frequently disturbed the early neonatal adaptation and underlied 
many subsequent diseases.  
Keywords: reproductive health, pregnant women, newborn, blood serum, 
placenta, trace elements. 

1 Introduction 

Ecologically dependent pathologies of the population, including pregnant women 
and the newborn have grown in industrially developed countries during last 
decades. Numerous publications, including annual reports of the World Health 
Organization expert committees, show that 20–25% of the population’s health 
depends on environmental conditions. It is known that in most industrial cities of 
the Russian Federation the environmental pollution with many harmful 
substances scores of times exceeds the maximum permissible concentration [1]. 
     Medico-social aspects of the reproductive health of women have become 
urgent at present in connection with the extremely negative demography trend in 
Russia. It makes us pay special attention to the reasons for the increased 
instances of perinatal morbidity and mortality [2, 3].  
     The most important factors causing the high obstetric risk during pregnancy 
and influencing the demography are the ecological situation and population 
health in large industrial cities. 
     The Ural region long ago became a zone of ecological risk concerning heavy 
metals and radiation pollution [4–8]. The medico-ecological situation in this 
region is unfavourable. In Severdlovsk region every second pregnancy; in 
Ekaterinburg, every third has burdened obstetric and gynecologic anamnesis [9]. 
A good state of the feto-placentary complex is responsible for the bearing and 
birth of a healthy child [10–12]. 
     As participation of essential (Fe, Mg, Mn, Сa, Cu, Zn, Ni, Cr,) and toxic (Cd, 
Pb) microelements in the course of pregnancy is doubtless, the problem of their 
toxicity for an embryo and fetus is very important. A growing number of women 
inhabiting megacities is affected by various combinations of these elements. 
Thus all districts of Ekaterinburg are polluted with heavy metals (HМ). 
     At present there are many problems of trace element metabolism, there are no 
exact data on adaptation to them [13–16]. Shortage of facts does not allow us to 
uniformly explain underlying mechanisms of trace elements participation in 
homeostasis; theoretic discoveries are not introduced in clinical practice.  
     In conditions of environmental pollution with hazardous compounds 
responsible for the embryo – and gonado – toxic effects the decrease and 
prevention of fetoplacental insufficiency cases is impossible without early 
diagnostics and preventive measures [12, 17–19].  

2 Cases and methods 

The research was made in the obstetric clinic on the basis of the maternity 
hospital of the central hospital of №1 in Ekaterinburg. We made a complex 
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clinico-laboratory inspection of 156 pregnant women at the age of 17 to 42 and 
of their newborn, and a retrospective analysis of pregnancies, deliveries and 
newborn development, 
     A complex ultrasonic inspection of pregnant women included fetometry, 
evaluation of the fetal biophysical profile, dopplerometric estimation of the 
blood-stream in the umbilical cord arteries. For the echography and 
dopplerometry we used the “Aloka-1400” device. According to the ultrasonic 
and dopplerometric results, groups of inspected cases were formed, 
     The levels of microelements: Fe, Ca, Mg, Mn, Ni, Cr, Zn, Cu, Cd, Pb in the 
placenta, tissues, blood serum of women, and in the umbilical blood of the 
newborn were analyzed in triplicate and estimated by atomic absorption 
spectrophotometry (Perkin Elmer Analyst 1000, USA) and by atomic absorption 
(“AAS” spectrophotometer, Germany). Separate and disposable sterilized plastic 
syringes were used for blood collection. A blood sample was left standing for 
one hour to coagulate; serum was separated at 2000 rpm centrifugation for 
10 minutes, transferred to a 5 ml polystyrene tube and stored at -18ºC–20ºC until 
the analysis.  
     A statistical analysis was carried out with the program “Statistica & Microsoft 
Excel”. Results were shown as a mean + standard error (SEM). Parameters 
showing Gaussian distribution were analyzed by Student’s t-test. The Mann-
Whitney U-test was used for parameters showing non-Gaussian distribution. The 
correlation between variables was evaluated by Pearson’s correlation coefficients 
or Sperman’s rank correlation coefficients were used to relate trace elements 
concentration, body mass and the fetal growth and medical data. The distinctions 
between the samples were considered to be statistically significant at p<0.05. 

3 Results and discussion 

The object of the research was the biological system – “mother-placenta-
newborn”. The basic group was 117 pregnant women constantly living in 
Ekaterinburg and their 117 newborn. The control group was 26 women constant 
residents of nonindustrial areas in Sverdlovsk region and their 26 newborn. The 
basic and the control groups were formed by the method of random sampling, 
with the account of ecological conditions of residence. The composition of 
groups was heterogenous; there were no professions with harmful working 
conditions. 
     The analysis of the obstetric anamnesis revealed the following data. In the 
basic group (Ekaterinburg residents) 81,25% had complicated obstetric and 
gynecologic anamnesis, somatic pathology and pregnancy complications. 65% 
had various extragenital diseases of an infectious-inflammatory character. 
Anemia (50,4%), threats of pregnancy interruption (13,7%) and hypertension 
unconnected with pregnancy were noted in 16%. 18,8% of women had chronic 
pyelonephritis, 29,9% had hestosis. 
     In the control group (ecologically “safe” territories) physiologically 
proceeding pregnancy and delivery were observed in 69% of women. 
Complicated obstetric anamnesis and various complications of pregnancy were 

Environmental Health and Biomedicine  269

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



 

marked in 30,8%. 100,0% of women from the control group had extragenital 
infections and noninfectious diseases. Complications of pregnancy were the 
following: Fe-deficit anemia – 50,0%; chronic pyelonephritis – 25,0%; hestosis – 
25,0%; hypertension unconnected with pregnancy – 12,5%. 
     In the basic group the number of complicated pregnancies and deliveries 
exceeded the frequency of complications among the newborn, the last in its turn 
was above that in the control group: immaturity, a syndrome of respiratory 
disturbance predominated in the newborn. In the basic group 18,7% of children 
were born healthy, chronic hypoxia of various degrees was observed in 81,2%. 
Light hypoxia cases exceeded those in the control group 4,1 times; average 
degree cases – 2,0 times; every fifth child had heavy hypoxia. In the basic group 
75,0% of children had proportional physical development; 25,0% – had intra-
uterine growth restriction and 36,1% of them were born premature. 
     In the control group 92,3% of children had proportional physical development 
and 7,7% with intra-uterine growth restriction. Chronic hypoxia was observed in 
30,8% of the newborn from the control group. In the control group there were no 
premature births. 
     Thus, considerably worse obstetric indices were observed in women living in 
ecologically unfavorable conditions in comparison with the women whose 
organisms were not affected by hazardous anthropogenous factors. Especially 
worse was the state of fetus and newborn – they exhibited the highest degree of 
hypoxia and intra-uterine growth restriction. 
     All sampled women, irrespective of the place of their residence, were subject 
to dopplerometry of placentary blood circulation during physiological and 
complicated pregnancy. 
     In somatically healthy women without complicated pregnancy no 
pathological curves of the blood-current in the umbilical cord artery were 
registered (Fig. 1а). Pregnant women with prenatal fetal pathology exhibited a 
lower diastolic component of the blood flow in the umbilical cord artery, and 
apparition dicrotics dimple in the phase of early diastole (Fig. 1б.).  
     In cases of heavy prenatal fetal pathology – zero and reverse diastolic 
component of the blood flow in the umbilical cord artery were registered – a 
characteristic sign of heavy disturbances of fetoplacental blood circulation 
(Fig. 1в, Fig.1г.).  
     The analysis of haemodynamics in the umbilical cord artery revealed an 
increased sistolo-diastolic correlation in the group of pregnant city residents 
compared with the control group (4,0+0,07 and 2,4+0,03 accordingly, p <0.05). 
Resistance indices also revealed worse fetal blood circulation in the city 
residents: 0,75+0,08 in the basic group and 0,58 +0,07 in the control group  
(p <0.05). The research revealed considerably worse obstetric indices in the city 
residents: development of anaemia and the highest level of hypoxia and intra-
uterine growth restriction of fetus. 
Thus, in comparison with the data from other regions, all pregnant of 
Ekaterinburg residents had higher levels of trace elements: Cu, Zn, Cd, Pb, Sa, 
Cr, Ni in the blood serum and placenta tissue (p <0,05). This corresponded to the 
results of other authors [20, 21]. The levels of the essential microelements Mn,  
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Figure 1: Dopplerometric indices of pregnant Ekaterinburg residents: 

a – healthy fetus; б – initial stage of placentary insufficiency;  
в – absence of diastolic component in all heart cycles; г – reverse 
diastolic component of the blood flow in all heart cycles. 

Mg and Fe were significantly lower (p <0,01). Somatically healthy women of 
Ekaterinburg had significantly higher concentrations of heavy metals in placenta 
tissues, than somatically healthy women from the control group (Cu – 1,8 times, 
Zn – 2,4 times, Cd – 14,0 times, Pb – 12,4 times) (Table 1.).  
     A direct correlation was revealed between the levels of Cd in the city 
environment and in placentas of its pregnant residents (r = 0.86 p <0.05). For Pb 
the relationship had average values (r = 0.34; p <0.05). Concentrations of 
ecotoxic cadmium and lead in the blood (Cd=0.03 + 0.006; Pb=0.31+0.07) and 
placentas (Cd=0.084+0.014; Pb=0.62 + 0.8) of somatically healthy pregnant city 
residents exceeded those in other technogenic territories and the European 
standard [22-24]. Permeability of placentary barrier to toxic lead was noted. At 
the same time placenta was a barrier for the penetration of raised concentrations 
of cadmium into the fetal organism, Cd a content in the umbilical blood of the 
newborn was lower compared to the mother’s blood. 
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Table 1:  Trace elements in placentary tissues of megapolis (basic group) and 
unindustrial area (control) residents. 

Trace element, 
mkg/g 

Group M m P 

Cu basic 
control 

0.74 
0.42 

0.036 
0.012 

T1-2=7.9> T099=2.58 

Ca, 
Mmol/l 

basic 
control 

8,82 
1,42. 

1,05 
0,20 

T1-2 =6.9> T0.99=2.58 

Zn basic 
control 

14.62 
6.10 

1.90 
0.28 

T1-2 =4.3> T099 = 2.58 
 

Fe basic 
Control 

1.01 
3.54 

0.28 
0.12 

T1-2 =8.4> T 099=2.58 

Mn basic 
control 

0.37 
1.18 

0.02 
0.21 

T1-2=4.05> T099=2.58 

Ni basic 
control 

0.62 
0.45 

0.16 
0.09 

T1-2=0.9 <T099 =2.58 

Cr basic 
control 

0.98 
0.27 

0.11 
0.03 

T1-2=6.3> T099 = 2.58 

Cd basic 
control 

0.084 
0.006 

0.01 
0.001 

T1-2=6.5> T099 = 2.58 

Pb basic 
control 

0.62 
0.05 

0.08 
0.014 

T1-2=7.1> T099=2.58 

Mg, 
Mmol/l 

basic 
control 

0.61 
1.22 

0.14 
0.20 

T1-2=2.5> T099=1.96 

 
     The distribution of H.M. in biosubstrata “mother-placenta-newborn” has the 
character of correlations of concentrations of industrial metals (Table 2.). Thus, 
concentrations of Cu, Pb, Zn ions quantitavely correlate; there is a direct 
relationship (r = 0,613; r = 0,501; r = 0,609 accordingly at p<0,05) in their level 
between the mother’s and newborn’s blood (Kovalcuk et al. [8]. Correlation 
analysis shows that the distribution and accumulation of H.M. in the fetal and 
newborn organism is significantly dependent on the concentration of metals in 
the mother’s blood. Thus, for Cd levels there is a significant relationship 
between the blood serum and placenta tissue of pregnant women (r = 0,567 at 
p<0,05) but no correlation in the system “mother’s placenta – newborn’s blood” 
(r = 0,098 at p<0,05) and mother’s blood – newborn’s blood (r = 0,140 at 
p<0,05). 
     The high extragenital morbidity among city residents, frequent complications 
during pregnancy and delivery, the observed imbalance of trace elements in  
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Table 2:  Correlation of trace element concentrations in the biological system 
“mother-placenta-newborn”. 

Trace 
element 

Factor Correlation 
coefficient, r

P 

Cu mother’s blood –placenta 
placenta – newborn’s blood 
mother’s blood – newborn’s 

blood 
 

0.117 
0.173 
0.613 

0.05 
0.05 
0.05 

Zn mother’s blood –placenta 
placenta – newborn’s blood 
mother’s blood – newborn’s 

blood 

0.157 
- 0.190 
0.609 

0.01 
0.05 
0.05 

 
Pb mother’s blood –placenta 

placenta – newborn’s blood 
mother’s blood – newborn’s 

blood 

0.136 
0.160 
0.501 

 

0.01 
0.01 
0.05 

Cd mother’s blood –placenta 
placenta – newborn’s blood 
mother’s blood – newborn’s 

blood 

0.567 
0.098 
0.140 

0.01 
0.05 
0.05 

 
homeostasis showed that the system “mother-placenta-newborn” was a single 
functional structure depending on ecological environmental conditions and was 
responsible for the health of progeny.  
     We marked a spatial correlation between children’s pathology and centres of 
environmental pollution with heavy metals (r =0.63; p <0.05). In the basic group 
placentary insufficiency was accompanied by the deficiency of essential 
elements: Fe, Cu, Ca, Zn, Mg in blood of the newborn during the first hours after 
birth. In the blood of these children levels of Cd increased 5 times (0,02 + 0,001 
mkg/ml) concentrations of lead –1.9 times (0,29 + 0,07 mkg/ml) against the 
background of lower levels of the essential microelements: Cu (0,68 + 0,085 
mkg/ml), Zn (1,4 + 0,95 mkg/ml), Fe (0,81 + 0,05 mkg/ml), and Мg (14,5 + 0,06 
mkg/ml) compared to children born by somatically healthy mothers.  
     The development of pathological processes causing embryo and fetus 
suffering significantly depended on the state of microelement metabolism which 
frequently affected other metabolic processes in an organism. Thus in the 
umbilical cord blood of children with prenatal hypoxia (81,2%), we observed 
increased levels of copper against the background of lower levels of the essential 
zinc, iron, calcium, magnesium (p <0.05). Fe levels were up to 0.65 mkg/ml in 
the newborn suffering chronic hypoxia of a heavy degree (р <0.05). The 
imbalance of trace elements in the blood of the newborn also resulted from the 
entry of toxic heavy metals cadmium and lead, concentrations of which 
correlated with the degree of hypoxia (p <0.05).  

Environmental Health and Biomedicine  273

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



 

     Zn, Fe and Mg are known to induce the synthesis of metal tioneines which 
bond the excessive lead and detoxicating it. As the levels of these metals were 
low in the blood of the newborn this effect was absent. The deficiency of the 
essential elements (Cu, Fe, Zn, Mg, Ca) and the selective accumulation of toxic 
microelements (Сd, Pb) in the umbilical cord blood were the reason for prenatal 
fetus suffering, low body mass at birth, the child’s growth development 
retardation. This conclusion was supported by our research on the physical 
development and health of the newborn of the city. The established correlation 
between the levels of heavy metals and physical development indices evidenced 
by the injurious complex effect of high concentration of Cu, Zn, Pb on the body 
mass (r = –0.98; r = –0.98; r = –0.80 accordingly, p<0.05) and those of Cd on the 
fetal growth (r = –0.79; p<0.05). This effect caused the failure of early 
adaptation of the newborn and subsequent health deviations. The disturbance of 
growth and development of the fetus and newborn was often the reason for the 
prenatal death, difficult early neonatal adaptation of children and many diseases 
in the future. The analysis of the material showed that in the basic group of the 
newborn 72,2% had the risk of prenatal infection, in the control group – 100% 
and 8,5% – had prenatal intoxication. 

4 Conclusions 

The polluted environment of Ekaterinburg is a constant source of a complex 
entry of xenobiotics – lead and cadmium – into organisms against the 
background of the deficiency of the essential trace elements (copper, zinc and 
iron). The analysis of our data allows us to state that increased levels of heavy 
metals in the environment have a combined effect on organisms of pregnant 
residents and cause a high risk of prenatal fetal suffering.  
     The ecologically unfavourable urban environment promotes changes in 
physiological and biochemical processes underlying prepathology and 
pathology. Women of Ekaterinburg have indices of ecological valency, 
disturbance of reproductive functions and pregnancy complication (hestoses, 
anaemia, threaten pregnancy interruption). 80% of the inspected woman had 
somatic pathology. Among diseases the leading were anaemia, chronic 
infectious-inflammatory diseases, kidney and endocrine diseases, various forms 
of mastopathy. Fetoplacental insufficiency, complicated pregnancy and delivery, 
postnatal complications unfavourably affect the newborn’s state. Therefore, 
health protection, especially protection of health of women and the newborn in 
conditions of ecologically unfavourable regions including the Urals is priority. 
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Abstract 

This investigation reports the results of a study realized in an area related to the 
development of sand mining activities, which belongs to Sibelco Mineração Ltd. 
The site is located around Analândia municipality, nearly in the center of São 
Paulo State, Brazil. Hydrochemical analyses of groundwater were realized under 
different periods of time, with the aim of evaluating the possibility of release of 
several constituents to the liquid phase, which may be a source of pollution of 
the surface hydrological resources and of the deeper Guarani aquifer.  This is 
because the site is located at the recharge area of Guarani aquifer and some 
tributaries from Corumbataí river may also be suffering contamination, implying 
on the impoverishment of the water quality that are very important resources in 
the region, as they are extensively used for drinking purposes, among others.  
Keywords: sand mining activities, water quality, groundwater, elemental 
concentrations, trace and heavy metals, São Paulo State. 

1 Introduction 

The São Paulo State in Brazil, due to its advanced stage of agricultural and 
industrial growth, has a great diversity of problems related to the interaction 
between the society and the environment. The sand mining activities in 
Depressão Periférica geomorphological province are presently very important, 
because potentially they can be a source of anthropogenic impacts, since several 
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chemicals are used for the treatment of natural sand like HCl, H2SO4, NaOH and 
Na2SiO4, generating mine tailings that  can pollute the surface and underground 
hydrological resources. This study focuses one area belonging to Sibelco 
Mineração Ltd., located about 5-6 km from Analândia city, nearly in the center 
of São Paulo State (Fig. 1). The knowledge of the concentrations of dissolved 
elements and compounds is needed in order to establish their background values 
and to predict their potential increase in future years. Thus, the purpose of this 
paper is to compare the values obtained for various parameters in groundwater 
from the studied area with those defined by the national standards for drinking 
water. 
           

 

Figure 1: Location of the Analândia city at São Paulo State, Brazil, and 
simplified geological map of area studied. Modified from [1–3]. 
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2 General features of the area studied  

The area is situated within the Corumbataí river basin that occurs in an eroded 
belt in the cuestas zone of the Depressão Periférica geomorphological province 
[4]. The Corumbataí river basin extends over an area of about 1,581 km2. It is a 
sub-basin of the giant Paraná sedimentary basin, whose area is about 1,000,000 
km2 in Brazilian surface [5]. Several stratigraphic units of the Paraná basin 
(Paleozoic - Cenozoic) crop-out in it as described by [3], where the main 
lithologies include: the Lower and Upper units from Pirambóia Formation, the 
Botucatu Formation and the weathered cover developed over Pirambóia 
Formation (red-yellow latosols).  
     The Lower unit from Pirambóia Formation consists of a consolidated whitish 
sandstone (after washing) with well-preserved sedimentary structures, whose 
thickness is more than 80 m, the retention after grinding is greater on the 0.125 
mm-size sieve, and the Fe oxide mineral content is low. The occurrence of small 
clay lenses of variable lateral size is very common in this unit. The Upper unit 
from Pirambóia Formation is a light pink saprolite characterized by thin 
sedimentary structures and very brittle sandstone located above the water table, 
whose concentration of Fe oxide is also low and the dominant particle-size after 
milling is in the range 0.125-0.25 mm.  
     A 1-30 cm thick stone line profile [6] occurring as an irregular replica of the 
topography divides the Upper unit from Pirambóia Formation and the above 
located mantle of weathering, which is constituted by tabular blocks of 
sandstones cemented by black coloured limonite, dark red ferruginous 
concretions, small tablets of limonite cementing sandstone, SiO2 pebbles, 
weathered yellowish sandstone and major concentration of heavy minerals 
(hematite, magnetite and ilmenite).  
     The Botucatu Formation is represented in the area by weathered sandstones 
with high content of Fe oxide and particle-size predominantly in the range 0.5-1 
mm.  
     The weathered cover developed over Pirambóia Formation includes: peat soil, 
creep soil, and soil above the stone line. The peat soil is light grey-black colored, 
and occurs from the point of the discharge of the water table up to the contour 
level corresponding to that of the local streams. The creep soil is very clayey 
(12-20%), occurs on the steep ground, being characterized by a red-brownish 
color, values of Fe oxide content of about 5000 ppm, and presence of limonite 
concretions between 2 and 6 m depth. The soil above the stone line is yellow-
orangish colored, its thickness may attain 18 m, occurs where the ground slope is 
smooth, has a clay content varying between 7 and 18%, and a higher Fe oxide 
content near the surface due to the laterization, which diminishes with increasing 
depth, rising again at the stone line position. 
     The area investigated in this study is inserted within the Taipas stream sub-
basin of the Corumbataí river basin (Fig. 1). The Taipas stream is the main 
drainage in the area; its name changes to Ponte Funda current, about 1 km 
upstream from the sand mining area. Its general flow direction is NE-SW, 
flowing towards SW up to the confluence with the Corumbataí River. Its average 
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discharge is 337.49 L/s, decreasing approximately 10% during the drier months. 
It also controls the groundwater flow as demonstrates the piezometric lines 
direction characterized by a gradient increase at the channel position (Fig. 2). 
     The mean ground slope of Taipas stream is 2.0% and slightly lower (1.3%) in 
front of the sand mining area, where the groundwater flow lines exhibit the 
following characteristics (Fig. 2): a) hydraulic gradient ranging from 0.10 (10% 
or 6o) to 0.15 (15% or 8o); b) main direction of the flow vectors varying from N-
S to NW-SE. 
 

Figure 2: Piezometric map and location of decantation pools and tanks at the 
studied area. 

     However, some distortions occur in the groundwater flow lines, mainly 
between the monitoring wells 2 and 8, which are caused by two dominant 
factors: 
1. Existence of a fault line that created a more permeable zone in this region, 
responsible by the water table lowering in monitoring well 8. Actually, such 
deformation extends from the area between wells 2 and 8 up to the monitoring 
well 7, along the fault. This faulting fits the regional pattern despite being 
masked by the weathered cover developed over Pirambóia Formation. 
2. Sedimentary character of the flow net, i.e. it occurs in the Lower unit from 
Pirambóia Formation that controls its direction. Thus, there is no complete 
subordination to the hydraulic gradient, but also to the less permeable and more 

Monitoring Well

Decantation Tank and Pool

6

Scale

200 40 60m

3

C

A

62
5

Road

Stream

Buildings

Mining Front

626
637

65
0

64
0

630 6

AN
AL

ÂN
DI

A 
4 

KM

66
0

5 4

B1

B2

1

66
5

Piezometric Curve

Flow Line

630

TAIPAS

628

629

7

754.000 - N

63
0

2

5

66
0

8 65
0

632

228.500 - E
6

64
0

63
5

7

Stream

282  Environmental Health and Biomedicine 

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



compact characters of this unit. This aspect is reinforced by the lower inflexion 
of the flow lines towards Taipas stream, where occurs the groundwater 
discharge. The flow lines in Fig. 2 also indicate that the zones of lower altitude 
(630-650 m) exhibit higher permeability and lower hydraulic gradient than the 
areas situated at the more elevated altitudes (650-665 m).  

3 Material and methods  

The groundwater sampling was held in 8 monitoring wells drilled for 
characterizing the subsurface flow (Fig. 2 and Table 1). The first station was 
located up-flow of the waste disposal/treatment area, whereas all others were 
situated down-flow (Fig. 2). Three water sampling campaigns were realized 
(September 1993, March 1994 and October 1994) in which the samples were 
stored in polyethylene bottles, and depending on the requirements of the 
analysis, they were a) unfiltered and unpreserved, b) filtered through 0.45 m 
membrane and unpreserved and c) filtered and preserved with different acids. 

Table 1:  Characteristics of the monitoring wells drilled at the studied area. 

Parameter Unit 1 2 3 4 5 6 7 8 

Diameter mm 100 100 100 100 100 100 100 100 

Length m 31.0 25.9 26.2 25.2 26.3 15.7 6.7 - 

WTD1a m 13.99 10.38 6.17 9.62 10.01 5.41 1.25 - 

WTD2a m 16.90 10.40 7.32 10.80 11.45 5.00 0.50 - 

WTD3a m 18.90 11.70 8.80 12.70 13.70 5.80 1.15 18.30 

WLT1b m 14.10 14.35 18.93 14.30 14.75 10.70 5.60 - 

WLT2b m 12.10 14.20 17.45 12.50 12.60 9.90 5.55 - 

Water Volumec L 442.7 450.6 594.4 449.0 463.2 336.0 175.8 - 
       aWTD = Water Table Depth (1-September 1993; 2-March 1994; 3-October 1994);  
       bWLT = Water Layer Thickness (1-March 1994; 2-October 1994); cMarch 1994. 
 
     Portable meters were used for in situ measurements of temperature, pH, and 
dissolved oxygen (DO), with the equipment calibration being performed 
immediately before the analyses. The pH measurement was performed by a 
digital portable meter coupled to a combination glass electrode; buffer solutions 
equilibrated with the sample temperature were utilized to calibrate the equipment 
before the analyses. The DO was determined in a pointer meter recording the 
potential values generated by an O2 sensible electrode consisting on a metallic 
wire covered by a thin layer of gold. A bench digital meter provided electrical 
conductivity readings obtained though a 1 cm2 area platinum electrode calibrated 
with KCl standards. 
     The settleable solids in each sample were evaluated by a clear borosilicate 
glass Imhoff cone 0-1000 mL calibrated. The dry residue (DR) content was 
evaluated on evaporating the filtrate to dryness in a weighed flask that was dried 
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to constant weight at 180C, with the increase in flask weight representing DR 
[7]. The BOD (Biochemical Oxygen Demand) was measured by the dilution 
method, employing high purity distilled water provided by Barnstead Mega-Pure 
One Liter Water Still. For this purpose, the dissolved oxygen (DO) content 
remaining in six portions of each well-mixed sample transferred to different 300-
mL glass-stopped bottles was evaluated after a 5-day incubation period. The DO 
values measured potentiometrically by using a DO probe were plotted against the 
sample volume taken, yielding a straight line that allowed obtain the BOD data. 
The chemical oxygen demand (COD) was evaluated by the dichromate reflux 
method [7], using aliquots acidified to pH=2 with concentrated H2SO4. 
     Standard analytical techniques consisting on colorimetry and inductively-
coupled plasma spectrometry were used for determining the following metals in 
the water samples: Fe, Al, Ca, Pb, Mg, Ni and Ag. The amount of Pb, Al and Fe 
in the samples collected in September 1993 and March 1994 was estimated 
colorimetrically by Hach DR/2000 spectrophotometer [8]. Lead ions in basic 
solution reacted with dithizone to form a pink to red lead-dithizonate complex, 
extracted with chloroform and read at 515 nm. The aluminon method that utilizes 
ascorbic acid provided the measurements for aluminum, read at 522 nm. The 
1,10 phenanthroline indicator formed an orange color in proportion to the iron 
concentration, which was read at 510 nm. All other analyses were realized by 
inductively-coupled plasma spectrometry [9] that exhibits a lower detection limit 
than colorimetry. Tables 2-4 report the results of the measurements. 

Table 2:  Analytical data of the groundwater samples collected in 
09/06/1993. 

Parameter Unit 1 2 3 4 5 6 7 

Temperature oC 30 27 29 29 30 30 26 

DO mg/L 2.6 7.6 8.9 6.5 4.0 7.7 4.1 

pH - 6.85 5.95 6.30 6.07 6.17 6.13 6.42 

Conductivity S/cm 510.0 25.1 21.1 66.2 55.0 101.9 84.4 

Iron mg/L 3.00 0.02 0.06 <0.02 <0.02 <0.02 0.60 

Aluminum mg/L 3.30 0.10 0.10 0.10 0.10 0.10 2.20 

Calcium mg/L 3.50 0.50 0.90 0.80 1.70 8.20 3.20 

Lead mg/L 0.10 0.10 0.10 0.10 0.10 0.10 0.10 

Magnesium mg/L 1.50 0.20 0.30 0.20 0.70 2.30 0.60 

Nickel mg/L <0.02 0.02 0.09 0.02 0.02 <0.02 0.02 

Silver mg/L 0.10 0.10 0.10 0.10 0.10 0.10 0.10 

COD mg/L 36.80 18.40 9.20 9.20 9.20 27.60 9.20 

BOD mg/L 44.75 19.00 6.84 8.68 8.30 9.52 11.36 

Dry residue mg/L 364 46 28 568 44 62 118 

Settleable solids mg/L 47.72 0.01 1.04 0.01 1.20 0.03 382.93 
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Table 3:  Analytical data of the groundwater samples collected in 
03/31/1994. 

Parameter Unit 1 2 3 4 5 6 7 

DO mg/L 5.1 2.0 4.8 3.7 3.5 4.1 3.2 

pH - 6.51 5.65 5.97 6.30 6.37 5.86 6.31 

Conductivity S/cm 356.0 33.2 27.6 89.0 69.7 105.1 79.5 

Iron mg/L 0.05 0.10 <0.02 0.03 <0.02 <0.02 <0.02 

Aluminum mg/L 0.10 0.10 0.10 0.10 0.10 0.10 0.10 

Calcium mg/L 1.50 0.60 0.60 1.20 1.40 8.30 4.50 

Lead mg/L 0.10 0.10 0.10 0.10 0.10 0.10 0.10 

Magnesium mg/L 0.70 0.30 0.30 0.30 0.70 2.50 0.80 

Nickel mg/L <0.02 0.02 0.02 0.02 0.02 <0.02 0.02 

Silver mg/L 0.10 0.10 0.10 0.10 0.10 0.10 0.10 

COD mg/L 6.48 4.33 4.32 17.44 16.28 2.32 19.76 

BOD mg/L 6.11 0.94 3.29 5.64 4.23 1.87 3.29 

Dry residue mg/L 200 60 16 16 80 100 112 

Settleable solids mg/L 0.70 49.95 0.75 3.10 1.55 0.30 0.60 

Table 4:  Analytical data of the groundwater samples collected in 
10/14/1994. 

Parameter Unit 1 2 3 4 5 6 7 8 

Temperature oC 27 26 25 25 25 25 24 25 

DO mg/L 3.2 5.8 7.3 7.3 6.4 7.4 7.0 7.0 

pH - 6.29 5.20 5.87 5.60 5.71 5.50 6.42 5.80 

Conductivity S/cm 312.0 50.0 18.7 107.0 101.0 103.0 82.0 49.2 

Iron mg/L 0.80 0.01 <0.01 <0.01 <0.01 0.04 0.08 0.01 

Aluminum mg/L 1.07 0.02 0.01 0.03 0.02 0.05 0.37 0.06 

Calcium mg/L 1.77 0.92 0.66 0.90 1.74 8.05 5.12 1.66 

Lead mg/L 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 

Magnesium mg/L 0.74 0.48 0.27 0.29 0.82 2.57 0.91 0.82 

Nickel mg/L <0.02 0.02 0.02 0.02 0.02 <0.02 0.02 0.02 

Silver mg/L 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 

COD mg/L 6.24 <1.00 <1.00 6.24 12.49 <1.00 6.24 <1.00 

BOD mg/L <5.0 <5.0 <5.0 <5.0 12.5 <5.0 <5.0 <5.0 

Dry residue mg/L 216 40 26 102 67 90 48 32 

Settleable solids mg/L 0.10 0.01 0.01 0.01 0.10 0.01 0.10 0.01 
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4 Discussion  

The permissible concentration limits in Class 2 Brazilian fresh waters as 
established by National Register CONAMA 20 (published on 18 June 1986) is 
given in Table 5 and will be used as reference values to compare all data 
reported here.  

Table 5:  Permissible concentration limits in Class 2 Brazilian fresh waters 
established by national register CONAMA 20 published on 18 June 
1986. 

PARAMETER UNIT VALUE 
pH - between 6 and 9  

Settleable solids mL/L  1a

Total Dissolved Solids (~DR) mg/L < 500 
DO mg/L > 5 

BOD mg/L  5 
Lead mg/L  0.03 

Soluble Iron  mg/L  0.3 
Nickel mg/L  0.025 
Silver mg/L  0.01 

Aluminum mg/L  0.1 
aFor the release of effluents. 
 
     The highest value found for the settleable solids corresponded to 383 mg/L 
(Table 2). Under the most pessimistic assumption, if they would have the water 
density (1 g/mL), then, it would be possible estimate 0.38 mL/L for the settleable 
solids that is below the guidance value of 1 mL/L for this parameter (Table 5). 
     The total dissolved solids exceeded the CONAMA guideline values in one 
sampling campaign (September 1993) of monitoring well 4, however, it is within 
the analytical uncertainty of the technique (10-15%).  The conductivity was 
always higher at bore 1 in all sampling campaigns. In general, higher total 
dissolved solids content also imply on more elevated conductivity values in 
water bodies and such trend was verified at bore 1 in the last two monitoring 
programs. 
     The National Register CONAMA 20 did not establish guidance levels for 
calcium and magnesium. The highest Ca and Mg contents were found at 
monitoring well 6, respectively, 8.0-8.3 mg/L and 2.3-2.6 mg/L. No health-based 
guideline value is proposed for hardness due to Ca and Mg in drinking-water by 
WHO [10]. Depending on the interaction of other factors, such as pH and 
alkalinity, water with hardness above approximately 200 mg/L may cause scale 
deposition in the treatment works, distribution system and pipework and tanks 
within buildings [10].  The data reported here are well below this value. 
     Some pH values are lower than the minimum of 6, as given in Table 5, and 
could be attributed to occasional anthropogenic inputs. The lowest value was 5.2 
at monitoring well 2, whose sampling occurred in October 1994. However, the 
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low values of conductivity (50 S/cm) and dry residue (40 mg/L) in this bore do 
not favor the enhanced presence of the cation Na+ and anions SO4

2- and Cl-, 
which are potentially important to affect the area. On the other hand, this 
groundwater facies reflects the composition of rainwater with small amounts of 
silica added from contact with the aquifer. Such pattern of chemical data is not 
much amenable to plot on a standard Piper diagram [11], because there is a lack 
of the preponderance of typical anions and cations, and the mixed character is 
commonly identified. The rainwater interaction with the weathered mantle 
developed over Pirambóia Formation when it enters the aquifer by percolating 
through the unsaturated zone until it meets the water table constitutes a 
reasonable explanation for the low pH values, because the pH of several soil 
suspensions representative of horizons from three pedological profiles was 
determined both in water and in KCl solution and the most of the obtained values 
are strongly acid (pH4.5) or moderately acid (pH between 4.5 and 5.5) [12]. 
     The CONAMA guideline level for dissolved oxygen was based on a criterion 
for the maintenance of the aquatic life in surface water bodies (Table 5). Several 
DO values are lower than the minimum of 5 mg/L, as given in Tables 2-4, 
demonstrating no pronounced aeration during sampling that is a typical situation 
expected in groundwater resources. 
     The BOD exceeded the CONAMA guideline value in the following 
circumstances: all bores (September 1993), monitoring wells 1 and 4 (March 
1994) and bore 5 (October 1994). CONAMA did not establish guidance level for 
COD. Both the BOD and COD tests have been widely adopted as a measure of 
pollution effect based on the relative oxygen-depletion due to a waste 
contaminant. The BOD test measures the oxygen demand of biodegradable 
pollutants whereas the COD test measures the oxygen demand of biodegradable 
pollutants plus the oxygen demand of non-biodegradable oxidizable pollutants 
[13]. Despite there is no generalized correlation between BOD and COD, it is 
possible to develop it in some cases like verified for the groundwater samples 
collected in September 1993 (Fig. 3). Such relationship suggests that aerobic 
biological organisms are breaking down organic material present in the aquifer 
system following a proportion related to its abundance.  
 

 

Figure 3: The relationship between BOD and COD in groundwater samples 
collected in September 1993. 
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     The Ag detection limit (0.10 mg/L) in all sampling campaigns was above the 
CONAMA guidance level (0.01 mg/L). Ni exceeded the reference value in one 
sampling campaign (September 1993) of monitoring well 3, without a reasonable 
explanation. The Pb detection limit (0.10 mg/L) in the sampling campaigns held 
in September 1993 and March 1994 was above the CONAMA guideline value 
(0.03 mg/L). However, Pb was always below this reference value in the sampling 
campaign held in October 1994.  
     Fe always exceeded the CONAMA guidance level in monitoring well 1, the 
same occurring with Al in the sampling campaigns held in the wettest seasons 
(September 1993 and October 1994). Groundwater providing from this borehole 
often exhibited high turbidity possibly caused by some pre-filter leakage. Such 
assumption is reinforced by the enhanced Fe and Al contents in bore 1 relatively 
to others, as well by its location up-flow of the waste disposal/treatment area 
(Fig. 2). However, some anthropogenic inputs of these constituents are 
evidenced at monitoring well 7 during the sampling campaigns held in the 
wettest seasons, when the water table raised. This is supported by the fact that 
bore 7 was situated down-flow of the waste disposal/treatment area in a zone 
dominated by higher permeability and lower hydraulic gradient.  

5 Conclusion  

Hydrogeochemical monitoring held in eight bores drilled for characterizing the 
subsurface flow in a waste disposal/treatment area coupled to the development of 
Sand mining activities in São Paulo State, Brazil, allowed identify some 
anthropogenic inputs. BOD, Fe and Al contents in several groundwater samples 
have exceeded the permissible concentration limits in Class 2 Brazilian fresh 
waters as established by National Register CONAMA 20 published on 18 June 
1986). The enhanced levels of these parameters is possibly related to the use of 
several organic and inorganic chemicals for the treatment of natural sand, which 
have generated mine tailings able to pollute the aquifer system occurring in the 
area. The BOD, Fe and Al levels decreased from September 1993 to October 
1994 at a monitoring well situated in a zone dominated by higher permeability 
and lower hydraulic gradient. However, further monitoring programs would be 
needed for clarifying if the concentration decrease has been caused by natural 
attenuation processes, different rainfall regime, human action or others factors. 
This is because the site is located at the recharge area of Guarani aquifer and can 
also contaminate some tributaries from Corumbataí River, which are very 
important hydrological resources in the region. 
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detonators in Lake Ormtjärn, Sweden: 
the impact from lead 
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Abstract 

After the Second World War, dumping in lakes was a rational way to solve the 
security problem with the extensive amount of unused, aging ammunition. Most 
commonly the ammunition was dumped in sealed boxes or as pieces. In some 
cases the ammunition was deliberately detonated when dumped. In Ormtjärn, a 
small lake in central Sweden, very high levels of lead (1900 mg/kg dry weight 
Pb) were detected in the sediments indicating a possible need for remediation. 
The lead was expected to originate from years of underwater destruction of about 
1.5 million detonators containing lead azide. The lake is unique in the sense that 
the lead levels are among the highest in Sweden, the boundary is well defined 
and that no other source of pollutant is present in the lake. It is also the only 
known major site for underwater destruction of detonators in freshwaters in 
Sweden. The aim of this study was to evaluate the environmental impact from 
underwater destruction of detonators containing lead azide in this natural forest 
lake. 
     Samples were taken of sediment, bottom water, surface water, bottom fauna 
and littoral and was analysed for Pb and physical parameters in order to 
investigate if a possible effect on biota could be demonstrated from the heavily 
polluted sediment. Acute toxicity of sediment was determined with a mouse cell 
assay. 
     Results showed high to very high lead content (1500-2000 mg/kg dry weight) 
in sediment down to 25 cm depth evenly distributed over the whole lake.  Water 
showed low levels (surface water) to high levels (bottom water) of Pb. 
Disturbance on bottom fauna was observed for BQI-index but none for O/C-
index. No effect on littoral fauna was found.  Acute toxicity was low for bottom 
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water (Daphnia magna), and cytotoxicity (neutral red incorporation assay, L-929 
mouse cell line) was low in the sediment. 
Keyword: bottom fauna, detonators, ecological impact, lead (Pb), littoral fauna, 
sediment, underwater destruction. 

1 Introduction 

After the Second World War several amounts of ammunition were dumped in 
about 100 lakes in Sweden (Sjöström et al. [1]). The reason was to make a safe 
disposal of aging and malfunction ammunition which, if left in store, might self-
explode. Dumping of ammunition was a legal disposal method until 1970s for 
the ammunition industry, resulting in that several lakes in Sweden today host 
large amount of ammunition. Some of the lakes were also used for underwater 
destruction of detonators. The possible needs for remediation of lakes with such 
ammunition deposits have been intensively discussed in Sweden i.e. as to safety 
issues and costs if all dumped ammunition should be removed in relation to the 
ecological impact if left in place. This set focus on the issue of possible long 
term leaching from dumped ammunition to sediment, water and biota. Lead 
impact on lake sediment and biota (Förstner and Kresten [2], Davis and 
Galloway [3], Riba et al. [4], Bäckström [5]) as well as the environmental impact 
from dumped ammunition (Sjöström et al. [6], Voie [7], U.S Geological Survey 
[8]) and underwater detonations (Karlsson et al. [9]) has been discussed in 
different studies. However, none of these studies could be used to predict the 
future effects of leaching of lead from underwater destruction of detonators. One 
problem is the well-known concern that an ecological impact studied in the field, 
often might origin from different pollutants and that it is difficult to define a 
strict pollutant – effect connection to the source of interest (Covello and 
Merkhofer [10], Tuvikene et al. [11]) in this case, the underwater destruction of 
detonators. Another concern is the internationally addressed need for increased 
ecological perspective in risk assessments (den Besten et al. [12]). In order to 
increase the knowledge regarding possible future ecological impact from 
destructed detonators, it has been of interest to find a lake with well-defined 
natural boundaries, where the sediments are polluted from lead azide or lead 
oxide, and where no other source of pollution can be expected. A study of such a 
well-defined lake might contribute with information on its present ecological 
status as well as with information on possible expected long term ecological 
effects from underwater detonation during which lead azide will form the 
product lead oxide in the explosion. 
     The objective of the study was to evaluate the environmental impact from 
underwater destruction of detonators containing lead azide, with special focus on 
lead and some ecological effects shown by bottom fauna in a natural forest lake. 
An attempt was also made to study the effects on the fish in the lake. Gillnetting 
resulted however only in four fishes. Analysis showed lead content in (muscle) 
up to 0,148 mg/kg for perches. Because of the limited number of fishes will the 
results not been included in the study but a follow-up study is however planned. 
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2 Experimental, material and methods 

2.1 Lake Ormtjärn characterisation 

Lake Ormtjärn is a small, natural forest lake located at a shooting field in the 
central part of Sweden. The shooting field is situated on a water dividing zone 
(200 m above sea level) with discharge in three directions. The lake area is 
0.0085 km2, average depth is 4 meter and the catchment area approx. 0.5 km2. 
The water retention time of the lake is estimated to be 5 months. Oxygen level 
decreases from 6ppm in surface water to 2 ppm in the bottom water. The pH is 
close to 6 (6.1in surface water and 5.9 close to the bottom), and the concentration 
of sulphate range from 4 ppm (surface) to 3.2 ppm (bottom). Alkalinity range 
from 0.7 mekv/L (surface) and to 0.3 mekvk/L (bottom) and total organic carbon 
(TOC) from 7ppm (surface) to 11ppm (bottom). Upper sediment (0-5 cm) has an 
organic content of 48% (dry weight of 70%). Underlying sediment (20-25 cm) 
has an organic content of 43% (dry weight 58%) (Sjöström et al. [13]).  
     Lake Ormtjärn has no well-defined outlet or inlet. Water arrives from a small 
pine vegetated hill and from a well vegetated wetland. The lake is drained by 
percolation through a wetland. The geological conditions represent a typical 
Swedish forest area.  
     No nearby located lake were suitable as Reference Lake i.e. with regard to 
geochemical and ecological status, since all surface waters in the area had been 
more or less affected by dumping and/or shooting activities.  For this reason, 
natural background reference levels and conditions have been compared with 
studies of lakes in middle Sweden (Sjöström et al. [13]). For specific 
geochemical background of pollution impact from day-to day activities at the 
shooting fields, comparison has been made with nine nearby lakes within the 
shooting field (Sjöström et al. [13]). 

2.2 Pollution profile 

About 1.5 million detonators containing 0.5 – 1.5 g lead per detonator (lead 
azide (Pb (N3)2) were dumped and destroyed in the lake between 1950s and 
1990s.  This corresponds to approximately 1500 kg pure lead. The detonators 
was dumped as pieces or packed in bags, sunk in the lake and destructed by 
underwater detonation. No other pollution source is known for the lake. A minor 
background impact might be expected from the day-today shooting at the field 
Waleij et al. [14]. The geological geochemistry in the area does not imply 
naturally increased levels of lead in sediment Swedish Geological Survey [15]. 

2.3 Impact scheme, lead conditions and some ecological effects 

There are several methods for risk assessment within the framework of 
remediation, where consideration is given to the balance between type of 
pollutant, risk of leaching, sensitivity of surrounding environment and amount of 
pollution Swedish Environmental Protection Agency [16] (Covello and 
Merkhofer [10]).  To facilitate the comparison of chemical impact (lead content) 
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and ecological impact, a simple scheme moderated from different Swedish EPA 
regulations has been developed within the study. 

2.4 Sampling 

A total of nine sediment samples were taken during three occasions in May1999 
(S23; 0-5 cm and 20-25cm) Sjöström et al. [13] (O1-O7; 0-5 cm and 10-15 cm 
respectively) (Qvarfort et al. [17]) and May 2000 (O8; 0-5 cm). Sediment cores 
from the water-sediment interface down to mineralised layers were sampled. The 
sediment cores were split into 5 cm layers onsite, and the samples were stored in 
plastic boxes at +4oC and dark until analysed.  
     Water samples were taken on three occasions; March 2000 (W1 at 0.5 m 
depth) (Qvarfort et al. [17]), May 2001 (W2 at 4m depth) and September 2001 
(W3 at 0.5 m depth). Samples of surface and bottom water were taken by 
Rüthner sampler. Water samples were stored in 0.5 L acid rinsed plastic bottles 
(for metals) and in glass bottles (for analysis of explosives), and stored in 
darkness at +4oC until analysed. PH was measured on site.  
     Bottom fauna were collected at two sites with Ekman Bottom Grab Sampler 
by i.e. 10 samples respectively. Samples were sieved from coarse material and 
placed in plastic boxes filled with 98% ethanol, and stored dark at +4oC until 
analysed. Littoral fauna were collected along a spatial 20 m profile on the “long 
side” and “short end” of the Lake Ormtjärn by kick sampling according to 
method M42 Swedish Environmental Protection Agency [16]. Samples of 
emerging insects were collected on 3x5 occasions by butterfly net in surface 
water, air above surface water, and along the lake shore. Samples were collected 
in plastic boxes filled with 98% ethanol, turned over and stored dark at +4oC 
until analysed, figure 1.  
 

 
Figure 1: Sampling of Lake Ormtjärn. 
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2.5 Analysis 

Sediment were analysed for metals according to EPA-method 200.7 and 200.8 
(modified). Metals in water were analysed by ICP-SFMS. W represent water 
analysis and S sediment analysis. 

Table 1:  Sampling and analysis. 

Sample Date Level Total 
number 

Analysis 

W1 00-03 0.5 m 1 pH, conductivity, alkalinity 
W2 00-05 4.0 m 1 As, Cd, Co, Cr, Cu, Hg, Mn, 

Ni, Pb, Zn, TNT and its 
degradation products, RDX, 
HMX, picric acid. Toxicity 

Daphnia magna 
 

W3 00-09 0.5 m 1 NO3/NO2, Ntot, NH4, Ptot, 
PO4, pH and conductivity 

(mS/m), ToC, alkalinity, color 
S 23 99-03 0-5/20-25 cm 1x2 As, Cd, Co, Cr, Cu, Hg, Mn, 

Ni, Pb and Zn, dry weight, 
Organic content 

 
S1-S7 00-03 0-5/10-15 cm 7x2  

S8 00-05 0-5 cm 1 only TNT and its degradation 
products, RDX, HMX, picric 
acid. Toxicity Daphnia magna 

and Cytotoxicity 
 
     Water geochemistry data of Lake Ormtjärn has been provided by Bäckström 
[5]. Additional water analysis in this study was limited to three complementing 
analysis regarding explosives and water characterisation of relevance for the 
interpretation of fauna results. Explosives in sediment and water were analysed 
by HPLC and GC/MS according to Sjöström et al. [13]. 
     Bottom fauna was analysed by abundance, and taxa. Additional analyses were 
made for BQI-index indicating nutrient and / or organic content in bottom water 
and for O/C index indicating oxygen saturation in bottom of the lake. Littoral 
fauna was analysed for Taxa, ASPT-index, Danish fauna index and Acidity 
index Swedish Environmental Protection Agency [18]. 
     Acute water toxicity was assessed using Daphnia magna. The experiment 
was performed as a static acute toxicity test, following the procedure described 
in SS028180 (ISO 6341-1982: Water quality - Determination of the inhibition of 
the mobility of Daphnia magna Straus (Cladocera, Crustacea)). Five to ten 
animals, neonates < 24 h old, were added to 30 ml test solution in a 50 ml glass 
beaker. The exposure time was maximised to 48 h. Water temperature, pH, 
conductivity and dissolved oxygen were measured at the start and at the end of 
the test in controls and in the highest and lowest test concentrations. The number 
of immobilised animals was checked 24 and 48 h after test start. The water fleas 
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were considered as immobilised when their appendages or the body failed to 
move upon prodding. 
     The water fleas were cultured in 500 ml beakers filled with 300 ml 
reconstituted hard water prepared in untreated tap water according to Klüttgen et 
al. [19]. The animals were fed daily with algae, Selenastrum capricornutum 
(approx. 106 cells/ ml). The water hardness was about 275 mg CaCO3/l and the 
pH was between 7.9 and 8.2. The temperature was kept at 22±1Co and the 
photoperiod was 16 h light and 8 h dark. 
     The test solution was prepared by diluting the water sample with the daphnia 
culture water. The test concentrations were prepared by serial consecutive 
diluting of the water sample giving a series with a diluting factor of study 1.5. 
Values for EC50 (probit analysis, SPSS soft ware) was calculated for the 24 and 
48 hours of exposure. 
     Acute sediment toxicity, from sediment water extracts, was assessed by a 
growth inhibition assay using L-929 cells (mouse fibrocytes). Inhibition of cell 
growth were detected in a neutral red incorporation assay (NRI), initially 
described by Borenfreund and Puerner [20] and adapted to L-929 fibroblasts by 
Sauvant et al. [21]. Cells were grown in a cultivation medium containing EMEM 
(Eagles Minimum Essential Medium, Gibco), complemented with 10% FCS 
(Fetal Calf Serum, Gibco), 1% L-Glutamine (Gibco), 1% NEAA (Non Essential 
Amino Acids, Gibco) and 50 mg/ml Gentamycine (antibiotics, MERCK), and 
incubated in humidified atmosphere at 37°C and 5% carbon dioxide thus 
adjusting pH to 7.2. Toxicity measurements were performed as cell culture 
growth inhibition tests in 96 well microtiter plates (Becton Dickinson Labware, 
NJ, and USA). Cells were exposed for 72 h to a mixture of growth media and 
sediment extracts, produced by the extraction procedure (L/S ratio 2,5:1, shaking 
in 50°C for 14h),  proposed by Wahle and Kördel [22] in proportions of 50, 25, 
10 and 1 vol% respectively. Prior to exposure all extracts were filtered through 0, 
22µm Millipor© as sterility is required. 

2.6 Impact scheme, geochemical conditions and ecological effects 

A coarse scheme has been developed summarizing the impact from underwater 
destruction of detonators. The impact level has been moderated from and related 
to Swedish regulations and recommendations approved by Swedish 
environmental protection agency [23], sediment, bottom fauna and littoral fauna 
Swedish Environmental Protection Agency [24],  and toxicity (Daphnids and L-
929, see 2.4) also linking to normally occurring follow up activity (“trigger for 
remediation / monitoring or other”). Five levels of impact were chosen for 
summarizing the observed effects; 
1. Very low level little or none impact or background level – no action 
2. Low level slight impact or near background level – no action 
3. Medium level significant impact - normally not causing action 
4. High level large impact - might cause action if supported by 
 other risk factors 
5. Very High level very large impact - normally causing action 
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3 Results 

3.1 Sediment and water  

Sediment samples showed high content of lead in all parts of Lake Ormtjärn. 
Lead content were highest at level 0-5 cm (2090-1570 mg/kg dry weight) with a 
slight decrease at level 10-15 cm (1970-1290 mg/kg dry weight). The sample at 
25 cm depth had a lead content of 1940 mg/kg dry weight. Bottom water samples 
contained up to 3.4 µg/L for Pb.  Other analysed metals showed low to moderate 
levels. No explosives or degradation products were detected in sediment or 
bottom water. Physical and nutrient conditions of the lake were good with pH at 
6.1 and alkalinity of 17.8 mg/L CaCO3, representing the natural conditions of 
one common type of Swedish soft water forest lakes. Results of geochemical 
analysis of water and sediment are shown in, tables 2a-c. 

Table 2a: Geochemistry sediment Lake Ormtjärn. The metal contents in 
µg/L. 

Sample 
Level 

cm 

Dry 
weight 

% 

Organic 
content 

% As Cd Cu Hg Pb Zn 

S23 0-5 0-5 70,1 48,7 0,588 0,349 14,9 0,263 2090 235 

S24 20-25 20-25 57,9 43,3 0,812 0,281 13 0,252 1940 204 

O1 0-5 0-5 4.6 48.3 1.05 0.366 13.4 0.49 1570 196 

O1 10-15 10-15 10.5 33.1 0.611 0.232 9.55 0.212 1290 164 

O2 0-5 0-5 7.8 39 0.458 0.168 9.82 0.109 1780 182 

O2 10-15 10-15 10.9 35.3 0.412 0.178 10.4 0.0805 1500 185 

O3 0-5 0-5 4.1 50.9 0.959 0.37 15.3 0.431 1910 238 

O3 10-15 10-15 7.7 44.4 0.682 0.266 13.8 0.324 1890 201 

O4 0-5 0-5 4 49.9 0.81 0.395 14 0.162 1820 246 

O4 10-15 10-15 7.8 40.4 0.52 0.183 10.5 0.0963 1760 182 

O5 0-5 0-5 5.5 48.9 0.753 0.332 15.7 0.162 1950 270 

O5 10-15 10-15 7.2 46.8 0.447 0.245 12.2 0.114 1970 225 

O6 10-15 10-15 10.5 34.4 0.333 0.186 9.14 0.0942 1310 157 

O7 0-5 0-5 27.2 50.3 0.828 0.365 16 0.164 1750 239 

O7 10-15 10-15 38.7 44.3 0.565 0.248 13.2 0.299 1670 190 

O8 0-5 0-5 6  0.74 0.28 14.7 0.28 1810 213 

Table 2b: Water chemistry Lake Ormtjärn. 

Sample 
Depth 
(m) As Cd Cu Hg Pb Zn 

W2 
bottom 
water 4 0.174 0.082 3.49 0.0026 3.43 22.9 
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Table 2c: Physical conditions Lake Ormtjärn. 
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  ToC   mg/L mg/L mg/L ug/L 
W1 

bottom 
water 4 6 6.1 42.0  17.8     
W3 

surface 
water 0.5 10 6.19 3.3 53.4  0.4 <0.02 10 2 

Analysed concentrations of the explosives (TNT) were all below the detection limit < 1ng/L. 
 
 

3.2 Bottom fauna and littoral fauna 

Bottom fauna showed a significant higher abundance and number of taxa along 
the shore of the lake (B1) compared to the centre of the lake (B2). Abundance/m2 
was average 1700 for (B1) and 200 for (B2). Total number of taxa at (B1) was 8 
(Potamothrix/Tubifex sp., Chaoborus flavicans, Arctopelopia, Procladius sp., 
Tanypus sp., Chironomus sp., Chironomus sp plumosus, Chironomus sp thummi, 
Polypedilum sp.) compared to 2 taxa for (B2) (Leuctra sp. and Chaoborus 
flavicans). BQI –index and O/C index was low for both sites (0-1) respectively 
(0-0.3) indicating high content of nutrients and/or organic content and good 
oxygen saturation in bottom water and sediment. Both numbers of taxa as well as 
abundance was to be considered low for station (B2) and slightly less effected 
for (B1) Swedish Environmental Protection Agency [23] indicating a disturbed 
ecological status in the midst of the lake but less disturbed conditions along the 
shore, table 3. 
     Lithoral fauna showed a total of 33 taxa from 9 families (Bivalvia, 
Oligochaeta, Crustacea, Ephemeroptera, Odonata, Heteroptera, Coleoptera, 
Trichoptera and Diptera). Number of taxa as well as abundance was indicating 
undisturbed ecological conditions at the shore of the lake. ASPT-index was 5.9; 
Danish fauna index 5 and Acidity index 4, table 4. 

3.3 Toxicity 

The bottom water of Lake Ormtjärn was not toxic to newborn Daphnia magna. 
The number of immobilised or mortal / total animals was zero after both 24 h 
and 48 h in undiluted samples of bottom water. 
     The toxicity of the sediment from Lake Ormtjärn was compared to toxicity of 
sediment taken from the nearby lake Svarta Sjön, which is of approximately the 
same size as Lake Ormtjärn. Results showed no significant toxic effect of 
extracts from Lake Svarta Sjön or Lake Ormtjärn in the cytotoxicity test, 
figure 2. 
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Table 3: Bottom Fauna Lake Ormtjärn (depth of sampling 4 meters). 

Lake Ormtjärn Sample no. B1 Statistics - Sample no. B1 

Local 1 1 2 3 4 5 6 7 8 9 10 
Mean 
value % S.D. 

Taxa              

Oligochaeta              

Potamothrix/Tubifex sp. 0 0 0 0 1 0 1 0 1 0 0,3 0,8 0,5 

Chaoboridae              

Chaoborus flavicans 13 8 5 3 1 14 4 11 13 24 9,6 25,0 6,9 

Chironomidae              

Arctopelopia-typ 0 1 0 0 0 0 0 0 0 0 0,1 0,3 0,3 

Procladius sp. 0 0 1 0 1 1 3 2 0 1 0,9 2,3 1,0 

Tanypus sp. 0 0 0 0 0 0 1 0 0 0 0,1 0,3 0,3 

Chironomus sp. 1 5 1 0 5 4 3 2 9 3 3,3 8,6 2,6 
Chironomus sp. plumosus-

ytp 10 6 35 0 7 37 43 23 33 41 23,5 61,2 16,3 

Chironomus sp. thummi-typ 0 0 0 0 0 0 0 0 4 1 0,5 1,3 1,3 

Polypedilum sp. 0 1 0 0 0 0 0 0 0 0 0,1 0,3 0,3 

Organisms/sample 24 21 42 3 15 56 55 38 60 70 38,4  22,0 

Organisms/m2 1066,6 933 1866,5 133 667 2488,64 2444,2 1688,72 2666,4 3110,8 1706,5  979,7 

Taxa/sample 3 5 4 1 5 4 6 4 4 4 4,0  1,3 

Taxa total 8             
BQI-index 1             

O/C-index              
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Table 3: Continued. 

Ormtjärn Sample no. B2 Statistics - Sample no. B2 

Local 2 1 2 3 4 5 6 7 8 9 10 Mean value % Stdav 

Taxa              

Plecoptera              

Leuctra sp. 0 0 0 0 0 0 1 0 0 0 0,1 2,2 0,3 

Chaoboridae              
Chaoborus 
flavicans 1 0 1 0 27 7 2 4 1 1 4,4 97,8 8,2 

Individuals/ 
sample 1 0 1 0 27 7 3 4 1 1 4,5 

 
8,2 

Individuals/m2 44,44 0 44,44 0 1199,9 311,08 133,32 177,76 44,44 44,44 200,0  364,2 

Taxa/sample 1 0 1 0 1 1 2 1 1 1 0,9  0,6 

Taxa/ total 2             

BQI-index 0             

O/C-index              
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Table 4: Littoral fauna; identified taxa, ASPT-index, Danish fauna index and 
Acidity index. 

Litoral fauna Lake Ormtjärn 

Bivalvia Odonata Heteroptera Trichoptera Diptera/tvåvingar 

Sphaeridae 
Coenagrionidae 

sp. Notonecta glauca
Holocentropus 

dubius Dixidae 

Oligochaeta 
Coenagrion 
hastulatum 

Hesperocorixa 
linnaei Oxyethira sp. Ceratopogonidae 

Tubifex/ 
Potamothrix sp. Aeshna juncea Sigara sp. Limnephilidae sp. Chironomidae 

Crustacea Aeshna grandis Coleoptera 
Limnephilus sp.  
(L. rhombicus?)  

Asellus 
aquaticus Corduliidae sp. Gyrinus minutes 

Limnephilus sp.  
(L. griseus?)  

Ephemeroptera 
Leucorrhinia 

dubia 
Haliplidae sp. 

(larv) 
Nemotaulius 

punctatolineatus  
Cloeon 

inscriptum 
Leucorrhinia 

rubicunda Haliplus fulvus Agrypnia sp. 
 

Leptophlebia 
vespertina 
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(a) Lake Svarta Sjön    (b) Lake Ormtjärn 

Figure 2: (a) Lake Svarta Sjön – dose-response for L-929 cell culture exposed 
to sediment water extract and (b) Lake Ormtjärn – dose-response 
for L-929 cell culture exposed to sediment water extracts. Data are 
presented with linear regression and 95% confidence interval. 
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4 Discussion 

Very high levels of lead (2090-1240 mg/kg dry weight) were found in the 
sediment of the Lake Ormtjärn caused by underwater destruction of detonators. 
No other source of concern for heavy metal contamination was present. The  
background value for lead as well as possible impact from shooting field were 
within local background levels (30-197 mg/kg dry weight) and it could be 
concluded that the underwater destruction of detonators was the source of the 
high lead levels. The impact from the underwater destruction of detonations was 
summarized in a coarse impact scheme to facilitate the discussion of the lead 
conditions and ecological status in the environmental risk assessment of Lake 
Ormtjärn, table 5. 

Table 5: Chemical impact of lead and ecological status. 

Lake Ormtjärn  
level of impact 

Very low 
level 

Low level Medium 
level 

High level Very High 
level 

Chemical impact of lead 
Sediment 

Lead (Pb) content 
(0-25 cm) 

   X 
(all levels) 

X 
(surface) 

 
Water 

Lead (Pb) content 
  

 
 

X 
(surface 
water) 

X* 
(bottom water) 

 

Ecological status 
Water acute 

toxicity 
(Daphnia magna) 

 
X 

    

Sediment acute 
toxicity 

(Cytotoxicity) 

 
X 

    

Bottom fauna    X 
(detonators 

found in 
sediment core) 

 

Littoral fauna 
 

 X 
 

   

 
1. Very low level Background level – very low risk for biological effect  
2. Low level Small impact or near background level – low risk for 

biological effect – no action 
3. Medium level Noticeable impact – biological effect might occur – 

normally not causing action 
4. High level High impact – increasing risk for biological effect - might 

cause action if supported by other risk factors 
5. Very High level Very high impact – increased risk for biological effect even 

for short time exposure – normally causing action 
     The concentration of lead in sediment was high in all parts of the lake down 
to 25 cm level depth. The even distribution was explained by the effects of 
numerous detonations during the underwater destruction. The total content of 
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lead in the upper 25 cm of the sediment was calculated to be approximately 
2000 kg. This is more than the expected 1500 kg from detonators known to be 
destructed in the lake. The difference may be caused by the fact that in practice 
more than 1.5 million detonators were destructed. The concentration of heavy 
metals including lead in the surface water samples was low. However but in the 
bottom water high lead concentration were found (3,4 µg/L). No explosives or 
other chemical anomalies were detected in water or sediment. 
     The results are consistent with an earlier investigation by Bäckström [5], who 
studied the chemical status as well as the mobility of lead and other trace 
elements in Lake Ormtjärn  through analysis of surface water, pore water and the 
solid phases of the sediment (the later by use of sequential extraction). The 
sequential extraction by Bäckström [5] showed that that 2% (30 ppm) of total 
lead was ion exchangeable, between 43% and 32% of the total lead was extracted 
in the acid soluble and reducible fraction, respectively, 23% was ox disable and 
1% residual. By using the PHEREQC-2 model it was also shown that the 
limiting phase for lead in the pore water was expected to be cerussite (PbCO3). 
The calculated mobility of lead from the sediment was partly confirmed by pore 
water analysis and the content in the bottom water, (8µg/L) compared to lead in 
surface water (2µg/L). In surficial water, the concentration of lead was supposed 
to be mainly controlled by an internal iron-lead cycle. 
     The concentration of lead in the water (< 8µg/l) was not high enough to 
induce acute effects in Daphnia magna. The lead concentration was about 7500 
times below measured 48 h acute EC50 for lead in D. magna (Milan et al. [24]). 
However, the total concentration of lead in the water was at the level which 
would have induced toxic effects as inhibition of growth or reproduction in the 
water flea (Berglind [26]).  
     No acute toxicity (L-929 cytotoxicity) was found in the upper part of the 
polluted sediment of Lake Ormtjärn despite high levels of lead. It is suggested 
that only a small fraction bio available lead exists in the top sediment phase due 
to strong interaction with the matrix. High organic carbon content (48%) leads to 
the conclusion that lead is strongly bound to functional groups within the organic 
material. Cat-ion exchange between protons and divalent lead is also expected to 
be low at neutral pH.  Furthermore, soluble lead in the water phase may have 
reduced bioavailability due to interaction with dissolved organic matter (Kördel 
[27]), but also with inorganic ligands e.g. carbonate, phosphate and mineral 
particles. According to Sauvant et al. [21], IC50 for lead (Lead nitrate) in L-929 
cells (24 h of exposure) is 580 mg/L. Hence, the extraction yield from 14 h 
shaking in 50°C did not exceed those levels of lead required for an acute 
response in L-929, even though the test is expected to be more sensitive with an 
exposure time of 72 h used in the present study. 
     The study showed that the bottom fauna in the centre of Lake Ormtjärn were 
disturbed with low abundance and number of taxa. In the centre of the lake, the 
most disturbed area, several detonators were found in the sediment samples. 
Closer to shore, bottom fauna showed a more normal abundance and taxa. The 
concentration of lead in the sediment was very high at both sites, so no obvious 
explanation for the significant difference in bottom fauna related to lead (Pb) 
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levels could be made. Oxygen saturation as well as nutrient conditions and depth 
(4 m) were normal and comparable at both sites. The littoral fauna in the lake 
was rich in abundance and taxa showing no obvious sign of impact. The fauna 
conditions were expected to be worse if not improved by the relatively high pH 
and high nutrient status of the Lake Ormtjärn. 
     It is concluded that underwater destruction of detonators containing lead azide 
can cause very high levels of lead at more than 25 cm depth in the sediment of a 
lake. Leaching of lead to the water phase and further exposure for e.g. bottom 
fauna can be expected over long time. If pH is high and if oxygen saturation and 
nutrient conditions are favourable the expected ecological effect by the lead 
contamination may be high in near vicinity of the sediment (bottom fauna, 
bottom water) but low in the remaining part of the lake. This is in accordance 
with international studies where lead has been identified to bio diminish through 
the food chain (Southward et al. [28]).  

5 Recommendations and outlook 

No remediation of Lake Ormtjärn is recommended at present.  For the long-term 
assessment of impact in Lake Ormtjärn and from underwater destruction of 
detonators containing lead azide in similar typical Swedish forest lakes; pH, 
nutrient conditions and oxygen saturation has been identified as possible key 
“triggers” in an ecological chain of impact. Considering the high potential of 
pollution from the sediment and the regional natural acid conditions, monitoring 
of the conditions and pH, will be of key importance for a regularly update 
regarding any future need for remediation of the lake. Also, if remediation is 
considered, the hazard of unexploded ordnance and possible effect on human 
health and safety as well lake ecology must be addressed. 
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intracranial aneurysms 

K. Shimano1 & Y. Nakagawa2 
1Department of Mechanical Systems Engineering, 
Tokyo City University, Japan 
2Graduate School, Tokyo City University, Japan 

Abstract 

Accurate rupture prediction of intracranial aneurysms is crucial because not all 
aneurysms rupture. With past reports that aspect ratio (AR) and size ratio (SR) 
have significant correlations with rupture probability, these two morphological 
parameters are regarded as promising for rupture prediction: an aneurysm with a 
higher AR or SR is more likely to rupture than one with a lower AR or SR. 
However, 100% reliability of prediction is not guaranteed even with these 
parameters. It is necessary to clarify reasons for the high correlations of AR and 
SR with rupture status and what is responsible for unsuccessful predictions. In 
this paper, the authors discuss haemodynamic significance of the two parameters 
with a special focus on stagnant flow and resulting thrombus formation, which 
are considered to play important roles in the process of aneurysmal rupture. 
Results with computational fluid dynamics and a platelet aggregation model are 
also shown in order to demonstrate that stagnant flow and thrombus formation 
can be observed even in an aneurysm with low AR and SR. 
Keywords: intracranial aneurysm, rupture prediction, thrombus formation, 
platelet aggregation, computational fluid dynamics. 

1 Introduction 

Intracranial aneurysms can cause fatal subarachnoid haemorrhages when they 
rupture. Unruptured aneurysms can be found by means of magnetic resonance 
imaging (MRI) or computed tomography (CT) before the patients have any 
symptoms, and there are neurosurgical treatments to prevent future rupture of 
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detected aneurysms, e.g. clipping and coiling. However, such a treatment is not 
applied to every aneurysm because it is known that not all aneurysms rupture and 
because the treatments are so invasive that the patients’ lives could be 
jeopardised. It is, therefore, necessary to make a critical decision about whether 
to apply any treatment whenever an unruptured aneurysm is found. Although it 
seems reasonable to treat only aneurysms with high probabilities of future 
rupture, it is difficult with the present understanding to predict precisely which 
aneurysms are likely to rupture. 
     Aspect ratio (AR) [1–3] and size ratio (SR) [4–6] were reported to have 
significant correlations with probability of aneurysmal rupture, being recognised 
as promising reference parameters for rupture prediction. AR is a ratio of 
aneurysmal dome depth to neck width while SR is defined as a ratio of dome 
length to parent artery diameter. It is considered that an aneurysm with a higher 
AR or SR is more likely to rupture than one with a lower AR or SR. 
Nonetheless, there is still considerable uncertainty about rupture prediction based 
on these two morphological parameters. For development of a more reliable 
rupture prediction method, it is important to elucidate what causes aneurysms to 
rupture. 
     The authors have worked on modelling of blood flow and thrombus formation 
in cerebrovascular bifurcation aneurysms because it is considered that slow intra-
aneurysmal flow and resultant thrombus formation play important roles in the 
process of rupture [7]. In this paper, a reason for probable mis-prediction with 
AR/SR is discussed by means of theoretical and numerical analyses. Firstly, 
significance of the two parameters is explained with a dynamic energy balance 
theory. Secondly, the platelet aggregation model by Shimano et al. [8, 9] is 
applied to three model aneurysms, one of which was constituted from multi-slice 
CT images. 

2 Significance of AR and SR 

Ujiie et al. [1] showed a significant correlation of AR with probability of 
rupture: almost 80% of ruptured aneurysms had ARs larger than 1.6. Other 
researchers such as Weir et al. [2] and Nader-Sepahi et al. [3] concurred with the 
correlation between AR and rupture probability. On the other hand, Dhar et al. 
[4], Tremmel et al. [5] and Rahman et al. [6] reported a high correlation of SR 
with rupture status. Tremmel et al. suggested aneurysms with SRs larger than 2.0 
could have a potential risk of rupture. 
     Significance of AR and SR is intra-aneurysmal flow speed: the larger AR and 
SR become, the more slowly internal blood flows. According to the theory of 
Ujiie et al. [7], thrombi are considered to play an important role in degeneration 
of the aneurysmal wall and subsequent rupture because extremely slow blood 
flow and resultant thrombus formation are likely in aneurysms with high ARs. 
Fibrinolysis, in which thrombi are resolved, presumably causes damage to 
endothelia. Also Shojima et al. [10] pointed out that an extremely low level of 
wall shear stress (WSS) might contribute to degeneration of the artery wall. This 
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Figure 1: Hypothetical bifurcation aneurysm. 

is true for aneurysms with high ARs because low WSS results from slow internal 
flow. 
     In this section, a haemodynamic reason for the high correlations of AR and 
SR with rupture probability is discussed. It is theoretically explained how AR 
and SR are associated with the intra-aneurysmal flow speed. It is also discussed 
why rupture prediction based on AR/SR is sometimes unsuccessful. 

2.1 Energy balance theory 

Energy conservation of blood in the hypothetical bifurcation aneurysm 
schematically shown in fig. 1 is considered so that magnitude of intra-
aneurysmal flow velocity can be approximately estimated. L, D and W 
respectively represent lateral length, depth and neck width of the aneurysm. AR= 
D/W and SR=D/d where d is parent vessel diameter. Deformation of the artery 
wall is neglected because results of past numerical studies (e.g. Torii et al. [11]) 
imply the rigid wall assumption does not cause dramatic change in the velocity 
magnitude. Effects of unsteadiness are also negligible because velocity averaged 
over the pulse period is considered here. 
     There are three fluid-dynamical mechanisms which affect the amount of 
energy kept in the dome: (a) convective energy transport by incoming flow 
velocity uin which brings energy into the dome, (b) convective energy transport 
by outgoing flow velocity uout which takes energy out of the dome and (c) energy 
loss caused by wall shear stress. All the three contributions should balance out: 
energy in the aneurysmal dome is increased by (a) and decreased by (b) and (c).  
     As shown in Fig. 1, the cross section at the neck is divided into the in-flow 
and out-flow regions, and uin and uout stand for averaged velocity components 
perpendicular to the cross sectional plain in the respective regions. On the 
assumption that inflation of the aneurysmal dome is negligible, the two velocity 
components satisfy the mass conservation law expressed by  
 

 outoutinin uAuA   (1) 
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where Ain and Aout represent in-flow and out-flow areas, respectively. Here, ratio 
 is defined so that Ain and Aout can be calculated from the total cross sectional 
area A: 

 AAAA outin )1(,   . (2) 
 

     The amount of energy brought into the dome through Ain per unit time is 
evaluated by 
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where Vin and pin are flow speed and pressure averaged over the in-flow area. 
The amount of energy taken out of the dome through Aout per unit time can be 
calculated in the same manner: 
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     Angles formed by flow directions and the cross-sectional plain at the 
bottleneck, where the flow accelerates, are unlikely to deviate greatly from 90 
degrees. Thus, we assume that inin uV   and outout uV  . It is also assumed that 

outin pp  . These approximations and eqns. (1)-(4) lead to the following 
expression for energy change due to convection: 
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     On the other hand, energy loss caused by WSS should agree with frictional 
work per unit-time Wwall, which can be approximated by 
 

 USW wallwall   (6) 
 

where S, wall  and U stand for area of the arterial wall surface within the dome, 
wall shear stress averaged over S and representative velocity within the 
aneurysmal dome. Equation (6) is rewritten into 
 

 
2DUWwall  . (7) 

 

using the following approximations to S and wall 
 

 LDS   (8) 

 L
U

wall
   (9) 

 

where  is blood viscosity. As Ein, Eout and Wwall are in equilibrium, eqns. (5) and 
(7) result in the following expression of energy balance: 
 

 
23 UDKuA in   . (10) 
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     Lines over quantities in eqn. (10) mean that the quantities are averaged over 
the pulse period. Although baab   does not hold strictly true, the 
approximation baab    is still reasonable when only the scale of each quantity 
is concerned. It is also assumed that the magnitude of the incoming flow velocity 
uin is comparable to the mean velocity of the main flow u. In addition, 2WA   is 
obvious. Application of these approximations to eqn. (10) results in 
 

 D
uKW

u
U


 


2

. (11) 

 

     The left hand side of eqn. (11) represents ratio of the intra-aneurysmal flow 
speed U to the main flow speed u. The degree of flow stagnancy in the dome can 
be evaluated by this ratio. After some arrangements, the flow speed ratio can be 
associated with AR and SR: 
 

 ARu
U Re

             
SR

W
u
U mv

  (12) 

 

where Re is the Reynolds number based on the neck width and mv is wall shear 
stress of the mother vessel approximated by mv du / . Note that mv does not 
change dramatically in normal cerebral arteries.  
     The relations in (12) clearly show that both AR and SR correlate with the 
degree of flow stagnancy. Although there are still other influential factors such 
as Re and W, it can be concluded that the intra-aneurysmal flow tends to be 
slower when AR or SR is larger. This is considered to be one of the primary 
reasons for high correlations of these parameters with rupture probability. 

2.2 Limit to energy balance theory 

In the energy balance theory, each basic physical quantity in the dome is 
represented by a single scale. For example, only U is used to represent the intra-
aneurysmal velocity scale. This implies that fairly simple internal flow is 
assumed. However, in some conditions, internal flow is so complicated that the 
relations in eqn. (12) are not valid any more. A typical example of such 
complicated flow can be found in the case where flow separation occurs. In the 
presence of flow separation, flow speed in the separation bubble is much lower 
than in other regions and, consequently, WSS exerted on the separation bubble 
area is much lower than the estimation with eqn. (9). Another example of 
complicated intra-aneurysmal flow can be observed in a bulky aneurysm where 
kinetic energy brought by the incoming flow cannot spread fully within the 
aneurysmal dome. A lack of uniformity can cause slowdown in flow speed in a 
limited part of the dome. It should be emphasised that even “local” stagnancy of 
the intra-aneurysmal flow could induce thrombus formation and might lead to 
rupture. Rupture prediction based on AR/SR could be unsuccessful because AR 
and SR cannot represent any reduction in “local” flow speed caused by flow 
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separation or large aneurysmal volume: they are “global” parameters only 
accounting for overall morphological features.  
     Computational fluid dynamics (CFD) allows us to detect any “local” flow 
separation and slowdown in flow speed if spatial resolution of the computational 
grid is fine enough. This is one of the reasons why numerical simulation is 
regarded as a promising tool in this field. 

3 Modelling of intra-aneurysmal flow and platelet 
aggregation 

CFD and the platelet aggregation model by Shimano et al. [9] were applied to 
three model aneurysms so as to demonstrate that the “local” stagnancy discussed 
in Section 2.2 makes it impossible to estimate the internal velocity scale or the 
degree of thrombus formation from AR/SR. 
     The three model aneurysms shown in figs. 2–4 are named Bulky, Slim and 
Real Models, respectively. The maximum Reynolds number, Womersley 
parameter, AR and SR of each model are listed in Table 1. 
 

Table 1:  Haemodynamic and morphological parameters of the three model 
aneurysms. 

Model Max.Reynolds 
number 

Womersley 
parameter Aspect Ratio Size Ratio 

Bulky 485 2.39 2.3 3.2 
Slim 728 2.25 2.0 1.6 
Real 797 3.36 0.9 1.1 

 
     Bulky Model shown in fig. 2 is identical to the glass aneurysm experimentally 
tested by Takahashi et al [12]. They reported that thrombus formation was 
clearly observed in the glass aneurysm when it was embedded into a canine 
artery. Bulky Model has a larger SR than the other models because the mother 
vessel diameter d, which was presumably determined according to the canine 
artery, is smaller. Slim Model shown in fig. 3 is smaller in lateral length of the 
dome than Bulky Model, although ARs of the two models are comparable. More 
details of Bulky and Slim Models are available in Reference [13]. 
     The aneurysm in Real Model shown in fig. 4 is located across the whole 
anterior communicating artery and regarded as an aneurysm with a low risk of 
rupture because it has an AR of 0.9 and SR of 1.1, each of which is much smaller 
than the corresponding criterion. 
     Real Model was constituted from multi-slice CT images of a real aneurysm. 
Constitution procedures of the 3-D computational model are depicted in fig. 5. In 
the beginning, a 3-D polygon model was made up by layering 184 CT images. 
At this point, two separate arteries were erroneously recognised as adhering to 
each other. The operator needed to do time-consuming manual work to correct 
this error using Rhinoceros and other software. More sophisticated software 
should be developed for reduction in the workload. 
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Figure 2: Bulky model. Figure 3: Slim model. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Real model. 
 

 
Figure 5: Procedures to constitute a computational model from CT images. 
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     The unsteady incompressible Navier-Stokes equations and continuity 
equation were numerically solved. Blood was assumed to be a Newtonian fluid 
and flow was treated as laminar. It has been shown that the non-Newtonian effect 
of blood does not change significantly the intra-aneurysmal velocity distribution 
[13].The cell-centred finite volume approach was used for spatial discretisation 
of the governing equations. Unstructured grid systems were employed so that the 
complicated geometry of each model could be properly expressed. The SIMPLE 
algorithm was used for coupling of pressure and velocity. It was confirmed that 
the authors’ CFD code could produce flow patterns in Bulky model similar to 
those observed in the experiment of Takahashi et al. [12]. 
     When the platelet aggregation model [9] was applied, flow velocity 
components calculated by CFD were used to evaluate transport by convection. In 
the aggregation model, transport equations were solved for three parameters:  
density of primarily aggregated platelets N1, that of secondly aggregated platelets 
N2 and concentration of adenosine diphosphate (ADP) nA. No effect of adhesion 
of platelets to artery walls or coagulation was taken into consideration. 
     ADP released from haemolysed red blood cells (RBCs) is considered to 
activate platelets and induce aggregation [13]. It was assumed in the present 
simulation that 20% of ADP contained in RBCs impinging against the wall was 
released into plasma in the region within a 1mm radius of the stagnation point. 
The impingement of the main flow is explained in Section 4.1. 

4 Computational results 

4.1 Flow patterns 

Velocity vectors on the central plains of Bulky and Slim Models are compared in 
figs. 6 and 7 at the temporal point of the systole. The view direction of fig. 7 is 
shown in fig. 3 with a dark arrow. A reference arrow in each figure represents 
50% of the maximum mean velocity of the main flow at the inlet. 
     It is observed in each model that the incoming main flow hits the protruding 
wall of the neck at the entrance to the dome and that some blood moves into the 
dome after the impingement against the neck. However, in Bulky Model, 
stagnant blood occupies a large part of the dome while low speed flow is only 
observed near the apex of the aneurysmal dome in Slim Model. This sharp 
contrast between flow patterns in the two models might be partly attributable to 
the larger SR of Bulky Model. It is, however, apparent from fig. 6 that a lack of 
flow uniformity caused by the too large volume of the dome is responsible: 
kinetic energy brought into the dome cannot spread fully within the dome. In 
such flow conditions, the estimation based on eqn. (12) is no longer valid. For 
this reason, flow patterns in the two models with comparable ARs are 
significantly different. 
     Velocity vectors in Real Model are depicted in fig. 8 at the systole and 
diastole. Incoming flow hits the wall near the entrance to the dome and some 
blood circulates inside before going out of the dome. This flow pattern in Real 
Model seems similar to that in Slim Model but the magnitude of flow speed in 
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Real Model is larger even near the deep end of the aneurysmal dome. The higher 
flow speed in the circulating flow in Real Model obviously results from smaller 
AR and SR. 
     The most important observation in fig. 8 is a small separation bubble at the 
apex of the dome. This separation bubble, in which flow speed is much lower 
than in the circulating flow, exists throughout the pulse cycle and is likely to give 
a good chance of thrombus formation. This stagnant flow in the small region 
cannot be detected by AR or SR as these two parameters are much smaller than 
respective criteria: AR=0.9 (<1.6) and SR=1.1 (< 2.0). 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: Velocity vectors on the 
central plain in bulky 
model at the systole. 

Figure 7: Velocity vectors on the 
central plain in slim 
model at the systole. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Velocity vectors in real model at the systole and diastole. 

4.2 Platelet aggregation 

This section refers to density of primarily aggregated platelets N1, which was 
calculated by the platelet aggregation model. Here, density means the number of 
platelets per volume. For simplicity, N1 is expressed as a percentage to the total 

 0.5

0.5 0.5
(a) Systole. (b) Diastole. 
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density of platelets contained in normal blood. Time t is also represented in a 
dimensionless being divided by the pulse period T. 
     Figure 9 shows instantaneous distribution of N1 along the aneurysmal wall in 
Real Model at t/T =11.8. The location of the highest N1 is near the apex of the 
aneurysmal dome where the flow separation discussed in the previous section 
occurs. The low-speed flow in the separation bubble seems responsible for the 
highest N1 because slow flow enables a long residence time of ADP which is 
necessary for active platelet aggregation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Instantaneous distributions of N1 (density of primarily aggregated 
platelets) in the vicinity of the wall surface in real model at 
t/T=11.8. 

     Figure 10 shows temporal changes in N1 at the points where the maximum 
values of N1 in the respective models are found at t/T=11.8. At the observation 
point in Bulky Model, aggregation starts after t/T=2.0 because it takes ADP two 
times the pulse period to move from the location of haemolysis to the 
observation point. A monotone increase in N1 observed after the start of 
aggregation is fairly quick due to the extremely slow internal flow shown in 
fig. 6. On the other hand, cyclic changes in N1 are found at the observation points 
in Slim and Real Models. Reduction in N1 occurs at the systole because some 
aggregated platelets are flushed out by high speed flow at the systole. Despite the 
drop in N1, aggregated platelets stay near the observation points throughout the 
pulse cycle, keeping N1 higher than 0.5% in Slim Model and approximately 0.1% 
in Real Model. 
     No effect of adhesion is included in the present aggregation model. However, 
adhesion of activated platelets to aneurysmal walls actually occurs because 
Tanahashi et al. [14] confirmed that activated platelets adhere to endothelia. The 

0 0.2 0.4
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Figure 10: Temporal changes in N1 (density of primary-aggregated platelets) at 
the points where the maximum values of N1 in respective models 
are observed at t/T=11.8. 

number of platelets adhering to the wall is, therefore, considered to keep 
increasing near the observation points in Slim and Real models. As platelets 
adhering to endothelia contribute to acceleration of the following coagulation, it 
seems a natural conclusion that probability of thrombus formation is comparably 
high in both models. 

5 Conclusions 

It is theoretically shown that AR and SR are linked with flow speed in 
aneurysms. This is presumably a reason for high correlations of the two 
parameters with rupture probability. However, the present numerical results 
demonstrate that AR and SR do not always reflect intra-aneurysmal flow status 
and, presumably, likelihood of thrombus formation. Although Bulky and Slim 
Models have comparable ARs, stagnant flow occupies a larger region of the 
dome in Bulky Model and platelet aggregation in the dome is more active. Real 
Model with much smaller AR and SR seems to have a good chance of thrombus 
formation due to flow separation. These findings might account for uncertainty 
about rupture prediction based on AR and SR. As the degree of thrombus 
formation is determined by not only stagnant flow or platelet aggregation, further 
studies are necessary for more detailed insights into intra-aneurysmal thrombus 
formation with adhesion and coagulation taken into account. 
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Abstract 

There has been considerable research and speculation that if the brain is under 
stress then it could affect the heart and lead to heart disease. The purpose of the 
present research was to examine the inverse problem of whether the heart could 
potentially cause undesirable reactions in the brain. One method to evaluate for 
underlying coronary artery disease is to perform stress testing.  Often, 
myocardial stress is achieved by the patient walking on a treadmill while being 
monitored.  In patients who are unable to exercise, pharmacologic stress testing 
is performed, either with vasodilatory agents (e.g. adenosine) or dobutamine, 
which is a pro-inotropic and chronotropic drug.  During dobutamine infusion, the 
heart rate increases, but there is a negligible increase in blood pressure. Five  
patients who were undergoing dobutamine stress testing were instrumented  with 
the standard 19 electrode EEG sensors to record brain activity. It was found that 
all patients  showed  resonance in the brain activity at frequencies around 10Hz. 
The signal strengths and  the electrode locations where a resonance varied 
between patients. The one location where all of the patients showed resonance 
was at T5-O1; towards the back of the head and for this location, all patients 
showed an EEG resonance frequency at approximately 10Hz.  Further analysis 
of the EEG data is needed to appreciate the consequences of this 
neurocardilogical phenomenon. 
Keywords: heart, brain, echocardiograms, neurocardiology, electro-
encephalographs. 

Environmental Health and Biomedicine  323

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press

doi:10.2495/EHR110281



1 Introduction 

A review of how the brain regulates the cardiovascular system in given in [1]. A 
study [2] involved a patient on a bicycle undergoing a stress test that was 
instrumented with EEG electrodes on the patient’s head. The object of the 
research was to construct a model for determining the effect of stress on patients 
in an industrial environment. Although only the output of the electrode on the 
top of the head is reported it is clear that more electrodes were used. The result 
was a clear indication of a relation between the heart activity and the 
electroencephalograph (EEG) reading. The regions of the brain which could 
clearly be identified as independent of blood pressure were the left temporal and 
the lateral frontal region. The brain activity correlated with the stress induced 
cardiac activity. The present work is in many ways an extension of that study. 
There were several aims in the present study. One was to eliminate the 
possibility that the increase in blood pressure may be the prime cause of any 
effect observed. A second aim was to use a standard 12 electrode EEG to locate 
where the signals arose on the brain surface. Finally the longer term objective 
was to seek relationships between the EEG output and the electrocardiograph 
(EKG) results. 

2 Method of experimentation and calculation 

In patients that are unable to exercise, pharmacologic stress testing is performed 
with the vasodilatoryagent dobutamine, which is a pro-inotropic and 
chronotropic drug. During dobutamine infusion, the heart rate increases, but 
there is a negligible increase in blood pressure. The result is that the heart rate 
increases as a function of the dosage. The use of Dobutamine removes the 
possibility of blood pressure being the cause of the brain activity observed. There 
were 5 patients involved in the experiments and due to their health state there 
was a variation in the rate of Dobutamine injected. The highest dosage for a 
given patient varied dependent on the patient’s tolerance and were in the 
20 mics/kg/sec and 40 mics/kg/sec range. Some patients had a maximum of 
35 mics. The general aim was to achieve a heart rate of 120 beats per minute. 
     While the dobutamine was being injected readings from the standard 19 
electrodes were recorded. The location of the electrodes is shown in figure 1. 
A typical EEG output is shown in figure 2. 
     A significant difference between the present work and that reported in [4] is 
that in [4] analogue output was used to undertake the calculations whereas in the 
present work EEG digital data output has been used. This has had an impact on 
the reliability of the results. Fourier transforms were taken of each of the EEG 
signals. A very simplified explanation of a Fourier transform [3] which will 
serve to clarify the concept is as follows.  The number the keys on a piano from 
1 to 88 and play some music. There is a different frequency and hence different 
energy of the original overall sound associated with each key. The energy 
associated with each key is summed over the number of times it is struck during 
the playing of the music and plotted against the frequency. This is essentially a 
Fourier transform. 
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Figure 1: Electrode positions on skull. From web site by Eric Chudler, 
University of Washington. 

 

 

Figure 2: Sample EEG output for a patient. 

     At the same time as the EEGs were being taken, ECG (EKG) results were 
also obtained while the dobutamine was administered. The ECG was analyzed 
using a system known as wavelet analysis. Wavelet analysis shows the variation 
of various frequency bands with time. The piano analogy may be extended to 
wavelets. If the piano keys were divided into 5 energy groups for example, 1-20, 
21-41, etc., then the wavelet analysis would at any given time account for the 
total energy for each group and plot it against time. Thus Fourier analysis 
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considers for a period of time how much energy is associated for a given 
frequency whereas wavelet analysis considers the time variation of frequencies. 
     The results were generated using the MATLAB code. 

3 Results 

Some preliminary results were published in [4] indicating that, using dobutamine 
to increase heart rate , Fourier transform resonances  could be detected in the 
brain at approximately 10Hz. The locations where these resonances were found 
were at the CZ-PZ, C4-P4, T5-O1, T4-T6 and C3-P3 regions. In the present 
study it was found that resonance was found for EEG data obtained at CZ-PZ, 
F8-T4, C4-P4, T5-O1, T4-T6, F3-C3, F7-T3, P3-O1, P4-O2, T5-O1, T3-T5, 
T6O2 and C3-P3 as designated in Figure 1.  
     The present study extended earlier work [4] and involved 5 patients. All of 
the five patients showed varying responses of brain activity. The quality of the 
transforms varied between different patients as shown in figure 3. 
 

 
(a) 

 

 
(b) 

Figure 3: Variation of Fourier transforms between patients. 
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     There is a significant variation in the magnitude of the response between 
patients. The detail shown is due to use of the digital signals from the EEG 
output. For example heart beats using (EKG) digital data are shown in figure 4. 
     As it is impossible to discuss all the results here, only the results are shown 
for patient 3 as representative of the patients who did show resonance at 
approximately 10 Hz. This patient was chosen as the clinical report on the results 
of the tests indicated there was no evidence of ischemia and systolic function 
was normal. 
 

 

Figure 4: Heart beat from digital signal. 

 
     A typical Fourier transform from the EEG results for patient 3 is shown in 
figure 5.It shows a strong signal at 10 Hz.  This persists over the entire time that 
the heart rate is elevated. When comparing with the rest EEG it is difficult to 
find extended periods where the patient is calm when undergoing the dobutamine 
testing.  
     The results are often similar to figure 3(b) without such a pronounced peak at 
10 Hz. There are short periods where there is little brain activity at 10 Hz but the 
smallest disturbance will generate signals. For example if the doctor enters the 
room. This not the case in the elevated heart rate. In addition the heart rate is not 
constant even at a rest condition. The rest rate of patient 3 was 80bpm. 
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Figure 5: FFT at CZ-PZ. 

 
     An investigation was then undertaken to try and determine the cause of these 
resonances by the heart. Wavelet analysis was undertaken of the heart signals. 
The results are displayed in bands of different frequencies. The code to generate 
the wavelets was taken from [5]. A typical result is shown in figure 6. 
     The upper 4 bands on magnification are similar to figure 4 both at elevated 
and resting heart rates. The difference occurs in band 5 above. The magnified 
images of the resting waves is shown in figure 7 and the waves at a heart rate of 
120 BPM is shown in figure 8. 
     It can be seen that there is an increase in frequency at the higher heart rate 
going from 4Hz to 5Hz. However a significant feature is that at the higher heart 
rate the signal is better organised. Further research is required to determine if this 
is the driving mechanism for the resonance in the brain.  

4 Conclusions and future work 

It has been shown that generally resonant frequencies in the brain EEG output 
appear as the heart rate is increased as part of a dobutamine stress test. The 
frequency of these resonances is around 10Hz for most patients. These 
resonances could be caused by low frequency waves and harmonics of these 
waves in the heart beat.  
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Figure 6: Six frequency bands generated using code from [5]. 
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Figure 7: Low frequency wavelet at resting heart rate. 

 

Figure 8: Low frequency wavelet at heart rate 120bpm. 
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     There may be long term health issues involved with these repeated assaults on 
the brain due to low frequencies. Besides the possibilities involving disease there 
is a documented effect (trauma) due to low frequency waves known as wind 
turbine syndrome. Such trauma including headaches is experienced by people 
living close to wind turbine farms. Some reports have put that critical frequency 
at 8Hz and the 10 Hz resonances from the EEG signals reported above are not far 
from those. Further analyses might bring out the relationship between these two 
phenomena. 
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Abstract 

Numerical evaluation of two methods to calculate slope and intercept of end-
systolic pressure-volume relation (ESPVR) in the left ventricle is presented. The 
mathematical formalism is based on results previously published in which the 
active force of the myocardium (also called isovolumic pressure Piso) is 
introduced in the formalism describing the pressure-volume relation (PVR) in 
the left ventricle. The numerical calculation is simple and can be easily 
implemented in routine clinical work, only the ventricular pressure Pm near end-
systole needs to be estimated. A thick-walled cylindrical model contracting 
symmetrically is assumed for the left ventricle.      
Keywords: ventricular elastance, end-systolic pressure-volume relation, 
pressure-volume relation in the ventricles, peak isovolumic pressure, active force 
of the myocardium. 

1 Introduction 

In previous studies the author has stressed the importance of introducing the 
active force of the myocardium (also called isovolumic pressure Piso by 
physiologists) in the formalism describing the pressure-volume relation (PVR) in 
the ventricles [1–5]. The mathematical formalism developed was used to 
calculate the stress in the myocardium by using linear elasticity [5] and large 
elastic deformation [1–4], in this formalism the active force of the myocardium 
is modelled as force/unit volume of the myocardium generated by the cardiac 
muscle (see fig. 1).  In this study a relation derived in [2] is used to calculate the 
non-linear end-systolic pressure-volume relation (ESPVR). It is shown that this 
mathematical relation can be used to calculate in a non-invasive way the 
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intercept Vom of the ESPVR with the volume axis (see fig. 2), only knowledge of 
the volume of the myocardium Vω, the end-systolic volume Ved and the 
ventricular cavity volume Vm near end-systole are required in order to calculate 
Vom. If the ventricular cavity pressure Pm near end-systole can be estimated in a 
non-invasive way, then the different slopes of the non-linear ESPVR (see fig. 2) 
and the peak isovolumic pressure Pisom can also be calculated in a non-invasive 
way. This study focuses on a comparison between a numerical approximation 
obtained by assuming that for small z, log(1 + z)  z, with the exact expression 
using the logarithmic function. The interest of this approximation is that the 
calculations are much simpler.  
 

 

Figure 1: The left ventricle is represented as a thick-walled cylinder 
contracting symmetrically. P = ventricular pressure, Po = outer 
pressure (neglected in the calculation), a = inner radius, b = outer 
radius, h = b – a = thickness of the myocardium. A helical fibre is 
projected on the cross-section as a dotted circle. Because of the 
assumed symmetry of the contraction, a radial active force Dr(r) 
(force/unit volume of the myocardium) is generated by the 
muscular fibre. 

     Although the cardiac pressure-volume loops at different loadings appear to 
define an almost linear relationship of end systolic values, the ESPVR is 
essentially a non-linear relation (see references [6–8]).  Several approaches have 
been proposed to estimate the parameters of the ESPVR from single beat 
measurement [9, 10] (for a critical review see [10]), but none has the simplicity 
of the method presented in this study.  
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2 Mathematical model 

As in previous studies a quasi-static approximation of the ventricular contraction 
is considered (inertia forces and viscous forces neglected). Figure 1 shows a 
cross-section of the left ventricle that is modelled a thick-walled cylinder 
contracting symmetrically, a helical myocardial fibre is projected on the cross-
section as a dotted circle. It will generate a radial active fore/unit volume of the 
myocardium Dr(r), this force will develop an active pressure on the inner surface 
of the myocardium (endocardium)  given by  
 

  ݎ݀ ሻݎሺܦ ൌ   ഥ݄ܦ 

  (1) 

 

     The thickness of the myocardium is given by h = b – a, a = inner radius of the 
myocardium, b = outer radius of the myocardium.D is an average radial 
force/unit volume of the myocardium calculated by applying the mean value 
theorem. We shall follow the practice of physiologists and by writing Dh = Piso, 
where Piso is the isovolumic pressure developed in a non-ejecting contraction. 
Near end-systole when the myocardium reaches its maximum state of activation, 
the equilibrium of forces on the inner surface of the myocardium in a quasi-static 
approximation can be written as follows 
 

 ܲ௦ െ  ܲ ൌ ଶ௫ ሺܧ  ܸௗ െ  ܸሻ                 (2) 
 
 
 

     The left hand side is the resultant pressure applied on the inner force of the 
myocardium. The right hand side is the pressure resulting from the change of 
volume from Ved (end-diastole when dV/dt = 0) to Vm when the cardiac muscle 
reaches its maximum state of activation (Vm  Ves the end-systolic volume when 
dV/dt = 0), the corresponding ventricular pressure is Pm. From fig. 2, one can 
deduce that the elasticity coefficient E2mx = tan2. The outer pressure Po in fig. 1 
is neglected.  
     If Pisom is kept constant and (Pm, Vm) is varied in eqn (2), then the point (Pm, 
Vm) will describe the ESPVR represented by the curve BDC in fig. 2, as if a 
balloon is inflated against a constant Pisom.  
    Equation (2) can be split into two equations as follows 
 
 

 ܲ ൌ ଵ௫ ሺܧ  ܸ െ  ܸሻ    (3) 
 
 

 ܲ௦ ൌ ௫ ሺܧ  ܸௗ െ  ܸሻ   (4) 
 
 

     The intercept Vom of the non-linear ESPVR with the volume axis is shown in 
fig. 2. From fig. 2, one can deduce that the coefficients E1mx = tan1 and Emx = 
tan. An interesting feature of the preceding equations is the introduction of the 
peak isovolumic pressure Pisom in the formalism describing the ESPVR.  
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Figure 2: Non-linear ESPVR represented by the curve BDC, D has 
coordinates (Pm, Vm). Pm is the left ventricular pressure 
(corresponding to the maximum state of activation of the muscle), 
Pisom is the peak isovolumic pressure. Emx = tan slope of BC, E1mx 
= tan1 slope of BD, E2mx = tan2 slope of DC. The slope of the 
tangent to the ESPVR at D is tan. 

3 Slopes of the ESPVR 

Unlike the linear ESPVR that is characterized by one slope, we have in fig. 2 
several slopes that characterize the non-linear ESPVR. These slopes are 
 

ଶߚ݊ܽݐ  ൌ  ଶ௫ = slope of the line CD (5a)ܧ 
 

ߙ݊ܽݐ   ൌ  ௫ = slope of the line CB (5b)ܧ 
 

ଵߚ݊ܽݐ  ൌ  ଵ௫ = slope of the line DB (5c)ܧ 
 

 tanγ ൌ  ୢPౣ
ୢVౣ

 = tangent to the ESPVR BDC at point D (Pm, Vm) (5d) 
 

ଵߛ݊ܽݐ  ൌ  tangent to the ESPVR BDC at point B (0, Vom) (5e) 
 

 ଷ  = tangent to the ESPVR BDC at point C (Pisom, Ved) (5f)ߛ݊ܽݐ 
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     We give in this section an exact expression of slopes based on the cylindrical 
model of the ventricular cavity as derived in [2], we then discuss in the next 
section the numerical calculation procedures. 
 
a) From reference [2] we can write 
 

ଶߚ݊ܽݐ   ൌ  ݇௪ ሺ
ଵ


െ 

ଵ

ାഘ
 


ೇశೇഘ
ೇశೇഘ

  ି  
ೇ
ೇ

 

ି 
)  (6a) 

 

     We use log to represent the natural logarithm, kw is a constant coefficient 
calculated by applying the mean value theorem in [2]. For small z we can apply 
the relation log (1 + z)  z, we get the following approximate expression tan2a 
 

ଶ   ݇௪ ሺߚ݊ܽݐ 
ଵ


െ 

ଵ

ାഘ
 

ଵ


െ 

ଵ

ାഘ
ሻ    (6b) 

 

     The coefficient kwa corresponds to the calculation carried out when the 
approximation log (1 + z)  z is used.   
 
b) When point D moves to point B, Vm  Vom and tan2  tan. We get 
 

ߙ݊ܽݐ   ൌ  ݇௪ ሺ
ଵ


െ 

ଵ

ାഘ
 

ೇశೇഘ
ೇశೇഘ

 ି  ೇ
ೇ

 

ି 
ሻ (7a) 

 

     By applying the approximation log (1 + z)  z we get the following 
approximate expression tana  
 

  ݇௪ ሺߙ݊ܽݐ  
ଵ


െ 

ଵ

ାഘ
 

ଵ


െ 

ଵ

ାഘ
) (7b) 

 

c) From eqns (4) and (7a) one can derive the following expression for Pisom  
 

 ܲ௦ ൌ ݇௪ ሾቀ
ଵ


െ 

ଵ

ାഘ
ቁ ሺ ܸௗ െ  ܸሻ  ݈݃ 

ାഘ
ାഘ

 െ ݈݃ 



ሿ (8a) 
and the approximate expression Pisoma 
 

    ܲ௦  ݇௪ ሺ
ଵ


െ 

ଵ

ାഘ
 

ଵ


െ 

ଵ

ାഘ
ሻሺ ܸௗ െ  ܸሻ  (8b)  

 

 d) We note that Pm = Pisom – (Pisom – Pm), which can be written as  
 

  ܲ ൌ ሺ ߙ݊ܽݐ ܸௗ െ  ܸሻ െ ଶ ሺߚ݊ܽݐ  ܸௗ െ  ܸሻ  (9a) 
 

     By using eqns (6a) and (7a) we get 
 

  ܲ ൌ ݇௪ ሾቀ
ଵ


െ 

ଵ

ାഘ
ቁ ሺ ܸௗ െ  ܸሻ െ ቀ

ଵ


െ 

ଵ

ାഘ
ቁ ሺ ܸௗ െ  ܸሻ 

݈݃                                    
ାഘ
ାഘ

 െ ݈݃ 



െ ቀ݈݃
ାഘ
ାഘ

 െ ݈݃ 



 ቁሿ  (9b) 
 

     By combining the logarithmic terms, we get: 
 

  ܲ ൌ ݇௪ ሾቀ
ଵ


െ  ଵ

ାഘ
ቁ ሺ ܸௗ െ  ܸሻ െ ቀ ଵ


െ  ଵ

ାഘ
ቁ ሺ ܸௗ െ  ܸሻ 

݈݃                                            ାഘ
ାഘ

 െ ݈݃ 


 ሿ  (9c) 
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     We notice that by using the approximation log (1 + z)  z when z is small, 
eqns (9b) and (9c) give different results. We use eqn (9c) to obtain the 
approximation 
 

  ܲ  ݇௪ ሾቀ
ଵ


െ 

ଵ

ାഘ
ቁ ሺ ܸௗ െ ܸሻ െ ቀ

ଵ


െ

ଵ

ାഘ
ቁ ሺ ܸௗ െ ܸሻ 

                                         ቀ
ଵ


െ 

ଵ

ାഘ
ቁ ሺ ܸ െ  ܸሻሿ  (9d) 

 

e) The slope tan1 = E1mx is calculated from eqn (3) and eqn (9a), we get  
 

ଵߚ݊ܽݐ    ൌ  


ି
  (10a) 

 

ଵߚ݊ܽݐ   ൌ  
௧ఈ ሺି ሻି ௧ఉమ ሺି ሻ 

ି 
  (10b) 

 

     By using eqn (9c) we get 
 

ଵߚ݊ܽݐ   ൌ  ݇௪ ሾቀ
ଵ


െ 

ଵ

ାഘ
ቁ
ି 
ି 

െ ቀ
ଵ


െ 

ଵ

ାഘ
ቁ
ି 
ି  



                                              
 ೇశೇഘ

ೇశೇഘ
 ି ೇ

ೇ

ି 
ሿ                                                 (10c) 

 

     By using the approximation log (1 + z)  z for small z, we obtain the 
approximation  
  

ଵߚ݊ܽݐ  ൎ
1

ܸ
െ 

1

ܸ  ఠܸ
  

1

ܸ
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1

ܸ  ఠܸ
 

                                   ݇௪ ሾ
ଵ


െ 

ଵ

ାഘ
െ ቀ

ଵ


െ 

ଵ

ାഘ
ቁሿ

ି 
ି 

  (10d) 
 

f) In order to calculate the tangent to the ESPVR (see eqn (5d)), we calculate the 
derivative dPm/dVm from eqn (9c) to obtain 
 

ߛ݊ܽݐ  ൌ ݇௪ ሾ2 ቀ
ଵ


െ ଵ

ାഘ
ቁ  ቀ ଵ


െ ଵ

ାഘ
ቁ ቀ ଵ


 ଵ

ାഘ
ቁ ሺ ܸௗ െ ܸሻሿ (11)   

 

g) We obtain tan1 (see eqn (5e)) by letting Vm  Vom in eqn (11), we get    
 

ଵߛ݊ܽݐ ൌ ݇௪ ሾ2 ൬
1

ܸ
െ

1

ܸ  ఠܸ
൰  

                                                      ቀ ଵ


െ ଵ

 ାഘ
ቁ ቀ ଵ


 ଵ

ାഘ
ቁ ሺ ܸௗ െ ܸሻሿ  (12) 

 

     We obtain tan3 (see eqn. (5f)) by letting Vm  Ved in eqn. (11), we get 
 

ଷߛ݊ܽݐ   ൌ ݇௪ ሾ2 ቀ
ଵ


െ

ଵ

ାഘ
ቁሿ (13) 

4 Numerical application 
The numerical application is based on the experimental data published by Burns 
et al. [11] for experiments on dogs. The values of Ved, Ves  Vm, Vω are given in 
[11] as well as the maximum left ventricular pressure Pmax. We have assumed 
that the pressure Pm near end-systole, corresponding to the maximum state of 
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activation of the muscle, can be estimated from Pm  Pmax/1.2 approximately. 
These values are shown in Table 1. 

Table 1:  Result of the calculation of Vom and Pisom by two different methods. 

      Exact Approximate 
 Pmax mass Ved Vm Pisom Vom Pisom Vom 
 mmHg gr. ml ml mmHg ml mmHg ml 
1 113 73 17.7 5.6 191.92 3.18 180.78 3.34  
2 144  30.3 4.7 241.84 2.44 231.09 2.57 
3 144  49.2 8.0 239.30 4.21 227.81 4.43 
4 109 136.4 23.8 9.7 186.04 5.86 175.30 6.11 
5 139  41.0 19.7 233.76 12.61 219.47 13.05 
6 155  56.5 27.2 258.56 17.51 241.94 18.11 
7 103 91.4 34.3 27.0 171.36 22.16 165.04 22.34 
8 142  49.9 38.1 234.85  30.72 224.72 31.01 
9 155  63.3 50.4 255.80  41.84 245.53 42.15 
10 115 123       24.5 11.4 195.41  7.19 184.09 7.45  
11 133  49.5 40.6 221.07  34.31 213.89 34.51 
12 135 138.8 38.5 23.8 226.67  16.93 214.68 17.31 
13 149  52.3 29.6 248.74  20.28 233.93 20.82 
14 153  70.0 29.7 254.08  18.42 237.03 19.14 
15 101 155.9 56.2 34.0 168.68 24.00 159.17 24.55 
16 150.4  87.0 55.9 248.39 40.88 234.06 41.66 
         

end-systolic pressure Pm = max. pressure Pmax/1.2; myocardial volume in ml 
Vω = mass/density, density = 1.055 g/cm3; data for Pmax, mass, Ved and Vm taken 
from Burns et al. [11]. 

4.1 Calculation of Vom 
 

     The intercept Vom with the volume axis of the nonlinear ESPVR can be 
calculated from the three following approximate relations. At point B 
(coordinates (0, Vom)) on the ESPVR (see fig. 2) we have 
 

ଵߚ݊ܽݐ   ൎ ሺߛ݊ܽݐଵ   ሻ/2  (14)ߙ݊ܽݐ 
 

 At point D (coordinates (Pm,Vm)) (see Fig. 2) we have 
 

 ߛ݊ܽݐ   ൎ ሺߚ݊ܽݐଵ   ଶሻ/2 (15)ߚ݊ܽݐ 
 

At point C (coordinates (Ved, Pisom)) (see Fig. 2) we have 
 

ଶߚ݊ܽݐ    ൎ ሺߛ݊ܽݐଷ   ሻ/2  (16)ߙ݊ܽݐ 
 

     It should be noticed that kw simplifies on both sides of eqns. (14) to (16), so 
that only Ved, Vm  Ves, and Vω are needed to calculate Vom. The calculation is 
done by using Newton-Raphson method (see Appendix). It has been verified that 
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the three equations give the same result for Vom. Figure 3 shows the result of 
calculating Vom by using eqn (16) with the exact expressions (eqns (6a), (7a) and 
(13)), and the approximate expressions (eqns (6b), (7b) and (13)), the maximum 
error between the two approaches is of the order of 5.5%.   

 

Figure 3: Vom (ml) is the intercept of the ESPVR with the volume axis, 
calculation of Vom is done by using the approximate relation  
log (1 + z)  z (horizontal axis), and without using this 
approximation (vertical axis). The percentage relative error is 
shown on the right side (vertical axis).   

4.2 Calculation of the coefficient kw 

The values of Ved, Vm   Ves, Vω,Vom and Pm are needed to calculate the 
coefficient kw from eqns (9c) and (9d), the results are shown in fig. 4. The 
maximum relative error, due to the approximation log(1 + z)  z, for the 
calculation of kw is of the order of 17% (see fig. 4).  

4.3 Calculation of the tangents  

Because of space consideration only the results of the calculation of the tangents 
tan1 and tan are shown in figs. 5 and 6. On the horizontal axis we have the 
results obtained by using the approximation log(1 + z)  z, on the vertical axis 
we have the results obtained without using this approximation. The right hand 
side shows that the maximum error in all these cases is of the order of 10%.    
     The results for tan and tan2 are similar.    
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Figure 4: The coefficient kw (mmHg) is calculated by using eqn (9d) 
(horizontal axis), and by using eqn (9c) (vertical axis); % error = 
100*(kw – kwa)/kw is shown on the right side (vertical axis).     

 

Figure 5: The tangent tan  is calculated by using eqn (6b) (horizontal axis), 
and by using eqn (6a) (vertical axis); % error = 100*(tan - 
tana)/tan is shown on the right side (vertical axis).  
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Figure 6: The slope tan1 is calculated by using the approximate eqn (10d)  
(horizontal axis), and by using eqn (10c)  (vertical axis); % error = 
100*(tan1 - tan1a)/tan1 is shown on the right side (vertical axis).     

 

Figure 7: The peak isovolumic pressure Pisom (mmHg) is calculated by using 
the approximate eqn (8b) (horizontal axis), and by using eqn (8a) 
(vertical axis); % error = 100*(Pisom – Pisoma)/Pisom is shown on the 
right side (vertical axis).     
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Figure 8: Variation of (Pm, Vm) along ESPVR using exact formula x (eqn. 9c) 
and approximate formula * (eqn. 9d) for three experiments taken 
from Table 1. 

4.4 Calculation of Pisom 

The calculation of the peak isovolumic pressure Pisom by using eqns (8a) and (8b) 
is shown in fig. 7. The maximum relative error in using the approximation log(1 
+ z)  z for the calculation of Pisom is of the order of 7%.      
 

4.5 ESPVR 

The calculation of the ESPVR was done by using eqns. (9), eqn. (2) can be used 
to verify the results. In the calculation of Fig. 8, Vm is varied from Vom to Ved and 
Pm is calculated by using eqn (9c) for the exact value (x) and eqn (9d) for the 
approximate value (*) corresponding to the approximation log(1 + z)  z. From 
Table 1 we see that we have  

Vm varies from Vom = 3.34 ml to Ved = 17.7 ml for experiment 1. 
Vm varies from Vom = 22.34 ml to Ved = 34.3 ml for experiment 7. 
Vm varies from Vom = 17.31 ml to Ved = 38.5 ml for experiment 12. 

 
     Only the results for three experiments are shown in a way not to overload the 
figure. The results of Fig. 8 show that the volume intercept Vom is not very much 
affected by the approximation log(1+z)  z , and similarly for the peak 
isovolumic pressure Pisom.   
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5 Conclusion 

We have investigated the possibility to use the approximation log(1 + z)  z for 
small z in the calculation of different parameters used to describe the non-linear 
ESPVR. The result of this study indicates that this approximation seems to have 
small effect on the calculation of Vom or Pisom, but the error in the calculation of 
the slope to the ESPVR is relatively larger.   

Appendix 

The Newton-Raphson Method is used to solve  Equation (16). By using the 
approximation log(1 + z)  z we get 
 

 1 െ
ሺାഘሻ

ሺାഘሻ
ൌ

ሺାഘሻ

ሺାഘሻ
െ 1 (A1) 

 

     By writing  
 

ݔ  ൌ 

ݕ             ൌ   ାഘ

ାഘ
  (A2) 

 

then eqn. (A1) can be written in the form 
 

 ݂ሺݔ, ሻݕ ൌ   ቂ2 െ
ሺାഘሻ

ሺାഘሻ
ቃ ݕ ݔ  െ 1 (A3) 

 

The two eqns (A2) combine to give 
  

 ݃ሺݔ, ሻݕ ൌ ݕ ାഘ
ഘ

െ  ݔ  
ഘ
െ  1 (A4) 

 

     We start with an approximation xo and yo to the solution of Eqs A3 & A4. A 
new approximation xn, yn is calculated from the relation 
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డ

డ௫

డ

డ௬

            (A5) 

 

     J-1 is the inverse of J. The MATLAB code is shown below, one can verify that 
the calculated values vom1 and vom2 representing Vom are equal. 
 
function [vom1,vom2] = Calcul3Vo(ved,vm,vw)    
%  ved = end-diastolic volume;  vm = end-systolic ventricular  volume  
%  vw = volume of the myocardium;  xo, yo initial approximations 
xo = 2/vm;   yo = (xo*vm  + vw)/(vm  +  vw);    
epsx = 1.0;   epsy = 1.0;   count = 0; 
while ((epsx >0.001) || (epsy >0.001)) 
Ko = 2 - (vm/ved)*(vm + vw)/(ved + vw); 
fxy = Ko*xo*yo - 1;  
gxy = yo*((vm + vw)/vw) - (vm/vw)*xo -1; 
dfx = Ko*yo;    dfy = Ko*xo; 
dgx = - vm/vw;    dgy = (vm + vw)/vw; 
dlt = dfx*dgy - dfy*dgx; 
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xn = xo - (dgy*fxy - dfy*gxy)/dlt; 
yn = yo - (-dgx*fxy + dfx*gxy)/dlt; 
epsx = abs(xn - xo);  epsy = abs(yn - yo); 
xo = xn;  yo = yn; 
count = count + 1; 
if (count > 15) 
epsx = 0; epsy = 0; 
end 
end 
vom1 = xo*vm;  vom2 = yo*(vm + vw) - vw; 
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Abstract 

Cerebral microembolism may lead to the restriction of blood supply due to 
damaged blood vessel tissue (focal ischemia) which is increasingly seen as the 
cause of cognitive deterioration including Alzheimer’s disease and vascular 
dementia. The flow through fractal models of the peripheral vasculature of the 
Anterior Cerebral Arteries (ACA) and Middle Cerebral Arteries (MCA) was 
modelled. The multi-scale model of the cerebral vasculature was coupled with 
blood flow and embolus transport models. The model incorporated asymmetric 
bifurcation trees, embolus-vascular interactions and autoregulation. Simulations 
were carried out where the embolus deposition rate, embolus diameter and 
embolus introduction rate were varied. Increasing the embolus diameter and 
embolus introduction rate increased the number of blocked terminal arteries to a 
quasi steady-state. For a low embolus deposition rate the MCA and ACA 
territory had the same embolization dynamics, even though, the MCA was larger 
than the ACA. It was also found for a higher embolus deposition rate the MCA, 
due to its more expansive structure, was less prone to occlusion than the ACA. 
The results also showed the effect of a single blockage is expected to be less 
severe in asymmetric flow than symmetric flow. This model will assist in 
developing a better understanding into embolic stroke and effect of 
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microembolism and on the alteration of blood flow distribution in the circle of 
Willis. 
Keywords: embolic stroke, microembolism, cerebral arteries, cerebral 
hemodynamics, ischemia, numerical models. 

1 Introduction 

Cerebral microembolism and microinfarction may be the reason for gradual 
degradation of brain functionality and cognitive impairment [1], including 
Alzheimer's disease (AD) and vascular dementia [2]. Microembolism has been 
investigated clinically [3], in animals [4, 5] and analytically [6, 7]. Chung et al. 
[7] established the mechanisms of embolic stroke and studied the relationship 
between embolic stroke and cerebral blood flow. The effects of embolus 
dissolution and interaction with a vascular bifurcating network were incorporated 
in a probabilistic Monte Carlo framework for embolic stroke prediction. 
However, they employed simplified fluid dynamics and cerebral vasculature 
models without taking into consideration the effect of autoregulation. Hague and 
Chung [8] subsequently carried out a basic fluid dynamics analysis of the 
vascular tree to justify their flow weighting scheme. They used symmetric 
bifurcations whereas they are usually asymmetric [7, 8]. 
     Niimi et al. [6] modelled a small portion of a realistic cerebral 
microcirculation network and included an autoregulation mechanism based on 
wall shear variation. Variation of blood flow in the circle of Willis (CoW) during 
focal ischemia caused by occlusion of the MCA was examined in the numerical 
simulation by Hudetz et al. [9]. However, details of the flow in the arterial 
networks beyond the CoW were not considered. More advanced three-
dimensional (3D) modelling studies have modelled flow and deformation of red 
blood cells in microvessels [10, 11].  
     The present study simulates flow and embolus transport through fractal 
models of the peripheral vasculature of the ACA and MCA to investigate the 
effect of embolus deposition rate, diameter and introduction rate on the 
percentage of blocked terminal arteries. This model is novel in that it combines 
models of cerebral vascular networks and the flows inside [12], with a statistical 
model of microembolic occlusion which includes embolus transport by blood 
flow and embolus-vasculature interactions, asymmetric bifurcation trees and 
autoregulation. 

1.1 Fluid dynamics of embolus transport and cerebral microembolism 

The transport of emboli in the cerebral microcirculatory system is mainly 
governed by the cerebral vasculature geometry, the blood flow characteristics, 
and the interactions of the emboli with the vascular system. These factors are 
interrelated and influenced by physiological and pathological variations and 
mechanisms including cerebral blood flow, autoregulation, metabolism, and 
ageing. Experimental observations have identified that the dominant geometry of 
the cerebral blood vessels with diameters larger than that of the capillaries 
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(approximately 10 μm) is the fractal tree-like structure with bifurcations 
dominating [13, 14]. The embolus-bifurcation interaction is a very important 
factor in the embolus transport in the cerebral vasculature. 
     The cerebral blood flow transporting the emboli is governed by the systemic 
pressure, vascular geometry, blood rheology and autoregulation. The Reynolds 
number in the cerebral microcirculation network is 10-1-10-3 [15] so the blood 
flow rate, Q, can be defined by Poiseuille's law: 

l
PDQ vessel








128

4
 (1) 

     The transport of emboli in the cerebral vasculature is a dynamic process with 
the emboli changing and sustaining various interactions while moving along the 
branching vascular network. The emboli can dissolve [16], interact with the 
blood vessel wall [17] or vascular network bifurcations [18]. These interactions 
are the most important factor which may lead to the narrowing of vascular lumen 
and possible blood vessel occlusion and brain infarction. Alzheimer’s patients 
have deposits of Amyloid Beta (Aβ) which is a vasoconstrictor. The clinical 
study by Bateman et al. [19] found significant reduction of blood flow (as much 
as 18%) in AD patients and increase of flow resistance (up to 23%), which can 
be explained by both the effects of Aβ vasoconstriction [20] and partial blockage 
of large number of arterioles by microemboli. 

2 Methods 

2.1 Cerebral vasculature and flow models 

Using the fractal scaling concept, a branching tree model, which possesses 
physiologically meaningful morphology, can be created for the treelike part of 
the cerebral vasculature. In this work, a three-dimensional (3D) branching-tree 
model of cerebral vasculature has been constructed using the Constrained 
Constructive Optimization method (CCO) [21]. 
     A model of pulsatile flow and pressure distribution in a vascular branching 
network which takes into consideration the effect of variable blood rheology and 
blood vessel compliance has been developed by Bui et al. [12]. They showed the 
flow and pressure distributions in a complex vascular branching network can be 
described by a system of differential algebraic equations (DAEs) representing the 
mass conservation at the branching points. For human cerebral blood vessel 
characteristics, this system of DAEs is generally stiff and can be solved by using 
the MATLAB or other stiff differential equation solvers. Following the work by 
Pries et al. [22], the blood viscosity is made a function of the vessel diameter and 
hematocrit level. The effect of Aβ vasoconstriction on certain sections of the 
cerebral circulatory system is simulated by varying the diameter of the branches 
in the affected area, which leads to the localized increase of flow resistance 
defined as: 
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2.2 Blood flow autoregulation 

Autoregulation plays a very important role in maintaining constant supply of 
oxygen and other metabolic ingredients to the brain and maintaining constant 
blood flow in the capillary networks [23]. Consequently, the deterioration of 
neurovascular autoregulation can have a disruptive effect on cerebral blood flow, 
leading to brain dysfunction and potentially AD [24]. A few recent studies have 
coupled autoregulation and hemodynamic models at microcirculation level [22]. 
In the present work, the cerebral blood flow autoregulation was modelled 
through a vasodilation/vasoconstriction feedback in response to the change of 
wall shear stress, and was correlated to the relative blood vessel diameter [6]. 

2.3 Embolus transport and interaction models 

The model of material transport developed in this work has been based on the 
detailed solution of pressure and flow distributions obtained for all components 
of the vascular branching tree. Inside a segment of a vascular branching tree 
model without diffusion, the mass transport of material is described by the 
Reynolds Transport Theorem: 
 
 

 
coutoutinin mcQcQ

d
Vcd 
t  
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where c  is the average concentration of material, Q the volume flow rate, V  the 
segment volume, c the concentration and cm  is the generation/loss rate of 
material. 
     Generally, the material concentration varies along the segment length and a 
species transport model should take this into consideration [25, 26]. As a first 
approximation, the average concentration in the segment was assumed to be an 
average of material concentrations at the inlet and outlet of the segment, i.e. 
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     Since the change of the segment volume can be described as: 

outin QQ
d
dV


t  

 (5) 

a mass conservation of the material can be derived from eqn. (3) as follows: 
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     Eqn (6) has a form similar to the oxygen transport formulation given by Boas 
et al. [27]. Red blood cells with microvascular bifurcations can lead to a phase 
separation with subsequent variation of hematocrit level in the branches of 
different sizes. This phenomenon was termed as Fahraeus-Lindqvist (or plasma 
skimming) effect [28]. This effect can also explain the selective propagation of 
microemboli in the cerebral vascular network which may have a big implication 
for cerebral embolism [18].  
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     At a bifurcation point shown in Fig. 1, the conservations of overall flow and 
embolus concentration dictate: 

21 QQQo   (7) 

2211 cQcQcQ oo   (8) 
     The variations of c1 and c2 relative to c0 are caused by phase separation at the 
bifurcation point as described above. The relationship between ratios c1/c0 and 
c2/c0 and flow rates are derived from eqns. (7) and (8) as: 
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Figure 1: Flow and embolus concentration at a bifurcation point. 

     Experiments [18] conducted on microemboli with size ranging from 7 to 
210 μm in an in-vitro flow system mimicking the human MCA, indicate that 
interactions of emboli of various sizes with microvascular bifurcations would 
lead to the preferential transport of the largest emboli along the main arterial 
trunks. Using these experimental data an empirical relationship between the 
relative concentration c1/c2 and branch size ratio D1/D2 can be correlated:  
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with D1D2 and the inclination coefficient a is defined by 
 0 05 0 1823 7. .a d    where d  is the embolus diameter in μm. 

     Eqns. (9) and (10) define the effect of embolus separation at the vascular 
branching points. The interaction of emboli and the blood vessel wall, while 
potentially being a factor leading to gradual reduction of the arterial lumen and 
subsequent blockage and ischemia, may also be a major mechanism of removing 
the emboli from the blood flow [17]. This interaction is dependent on the 
distribution of the embolic particles across the flow. Alevriadou and McIntire 
[17] showed the steady-state flux of embolus deposition has the form: 
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where c denotes the bulk embolus concentration, k the adhesion rate constant,   
the embolus diffusivity, and U the flow velocity in the axial direction x. The 
embolic deposition is therefore driven by two mechanisms, namely adhesion 
reaction and cross-flow diffusion, which are defined by adhesion rate constant 
and embolic diffusivity, respectively. The diffusion coefficient can also be 
determined in terms of the local shear rate as: n  , with n being a constant 
[17]. In this work, only the effect of adhesion was considered and the adhesion 
rate coefficient was assumed to be equal to that of either activated platelets  
(k = 3.5x10-3 m/s) or unactivated platelets (k = 2.5x10-6 m/s) [29]. 
     Based on the flow and embolus distribution in the vascular network, an 
occlusion probability map is computed and used to initiate blockages in the 
network at a specified rate. Occlusion probability is assumed to depend not only 
on the relation between embolus size and the local blood vessel size, but also on 
the embolus distribution, which, in turn, is determined by the flow and embolus-
vasculature interactions as described above. In addition, the occlusion probability 
is reduced with the increase of embolus residence time, i.e. occlusion should 
happen to the branches close to the root first. The presence of blockages in the 
vascular network will alter the flow and embolus distribution and affect further 
creation of blockages in the network. Therefore, the flow and embolus 
distributions are recalculated each time when a new blockage appears or an old 
one clears. In each simulation case, the computation has been conducted until a 
statistical balance of blockage creation and clearance is established in the system. 

2.4 Cerebral vascular geometry 

Fractal models of the peripheral vasculature of the ACA and MCA were 
constructed [12] and have approximately 1400 and 2800 terminal points, 
respectively, with the total number of segments equal to 2800 and 5600, 
respectively. A constant cerebral perfusion pressure of 62.8 mmHg (8367 Pa) 
was used. Only spherical solid emboli were considered with a constant 
dissolution rate of 0.1 mm per hour [7]. The rate of embolus introduction into the 
ACA and MCA peripheral vascular was a function of total flow rate under 
normal conditions (i.e., without occlusion), so that the embolus concentration 
was assumed to be similar at the inlets to the cerebral vascular territories. 

3 Results and discussion 

3.1 Factors affecting blood flow and embolus transport 

Simulations were conducted on branching fractal models of the peripheral 
vasculature of the ACA and MCA. Among the factors affecting the blood flow 
and embolus transport it was predicted that embolus separation at branching 
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points and flow autoregulation have small effects on embolic occlusion and 
embolization dynamics. For the ACA peripheral vasculature the activation of 
autoregulation was seen to marginally reduce the vascular blockage (Fig. 2(a)) 
from emboli of similar sizes entering the system at a similar rate. The effect of 
embolus deposition rate, embolus diameter and embolus introduction rate were 
also investigated. 

3.2 Effect of embolus deposition rate 

Embolus deposition in arteries larger than the embolus size was predicted to 
have much larger influence on embolization. The increase of embolus deposition 
rate from 2.5x10-6 m/s to 3.5x10-3 m/s for ACA peripheral vasculature 
significantly decrease the number of emboli available to block smaller arterioles 
(Fig. 2(b)) and resulted in an approximately 36% reduction in vascular blockage. 
 

 

Figure 2: Effects of autoregulation and deposition rate on embolization on 
the ACA vasculature, 1 embolus per second. 

 

Figure 3: Percentage of blocked terminals and vascular tree resistance on the 
ACA vasculature, 1 embolus per second, deposition rate  
3.5x10-3 m/s. 
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3.3 Effect of embolus diameter 

Figure 3 shows the variations in time of the blocked terminal percentage and 
total vascular tree resistance. Similar to the investigation by Chung et al. [7], the 
portion of the blocked terminal arteries increases and reaches a quasi equilibrium 
state after a certain embolization time. Both this saturated blockage percentage 
and transition time were also found to be dependent on the embolus diameter 
(Fig. 3). Increase in embolus diameter from 0.2 to 0.3 mm increased the 
percentage of blocked terminals, so that embolus of 0.3 mm diameter had 
approximately three times higher percentage of blocked terminals compared to 
embolus of 0.2 mm. Chung et al. [7] also found that the percentage of blocked 
arteries increased with embolus diameter, especially for > 0.2 mm. The increase 
in embolus diameter also increased the vascular resistance which restricts blood 
flow and may lead to focal ischemia. 

3.4 Effect of embolus introduction rate 

Increase in embolus introduction rate from 0.5 to 3 embolus per second increased 
the number of blocked terminals fourfold (as shown in Fig. 4), to 40% at a 
embolus introduction rate of 3 embolus per second. Chung et al. [7] also found 
that increased embolus rate also increased the danger of blockage. 
 

 
Figure 4: Effect of embolus introduction rate on embolization of the ACA 

vasculature, de  = 0.2 mm, deposition rate 3.5x10-3 m/s. 

3.5 MCA versus ACA cerebral vascular territory 

Although the MCA territory is significantly larger than the ACA territory and the 
blood flow rates in them are different, they were predicted to have identical 
embolization dynamics, when emboli of similar size and concentration were 
introduced into the circulatory systems and a low embolus deposition rate of 
2.5x10-6 m/s was assumed (Fig. 5). However, with a higher embolus deposition 
rate of 3.5x10-3 m/s, the MCA, due to its more expansive structure, had lower 
percentage of blocked terminals for a given embolus diameter. Hence, the MCA 
seemed to be less prone to occlusion and focal ischemia than the ACA (compare 
Fig. 3 and Fig. 6). 
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Figure 5: Embolization in ACA and MCA vasculature at low embolus 
deposition rate - de  = 0.2 mm, deposition rate = 2.5x10-6 m/s. 

 

Figure 6: Percentage of blocked terminals and vascular tree resistance on the 
MCA vasculature, embolus introduction rate equivalent to 
1 embolus per second in ACA, deposition rate 0.0035 m/s. 

3.6 Effect of asymmetric versus symmetric bifurcations 

Our model is different from the models by Chung et al. [7] and Hague and 
Chung [8] in that asymmetric bifurcation trees are considered rather than just 
symmetric. For a similar number of terminals, an asymmetric vascular branching 
tree will have more bifurcation levels compared to a symmetric one. The effect 
of a single blockage is therefore expected to be less severe in asymmetric flow 
system. Due to the effect of preferential transport of large emboli in the large 
vascular branch they have more opportunity to absorb before blocking terminals. 

3.7 Current model and future model improvements 

The current numerical model, which incorporates human cerebral vascular 
morphology, hemodynamics, blood flow autoregulation, physics of embolus 
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transport and interactions. It can assist in developing a better understanding into 
embolic stroke and effect of microembolism and associated focal ischemia on the 
alteration of blood flow distribution and increased resistance in the CoW. The 
model can also be used make comparisons with in-silico experiments. 
     Wijman et al. [30] showed that cerebral infarcts occurred more frequently in 
the MCA than the ACA main arteries. In future, the inlet embolus concentration 
at the inlet of the peripheral vasculature can be varied when comparing the ACA 
and MCA territory blockage.  
     Previously, Šutalo et al. [31] modelled the blood flow in a coupled 
computational fluid dynamics (CFD) model of the 3D patient-specific CoW and 
branching tree fractal model of the cerebral vascular networks [32]. In future, it 
is possible to couple this model of the embolus transport in peripheral cerebral 
vascular networks with embolus transport in the CoW. Such a coupled model of 
the embolus transport in the CoW and cerebral vasculature could be used to 
compare with experimental results by Chung et al. [33] from a patient-specific 
silicone model of the CoW showed the embolus trajectory through the cerebral 
arteries is dependent on embolus size and favours the MCA for large emboli 
( 0.5 mm). 

4 Conclusion 

The blood flow and embolus transport through fractal models of the peripheral 
vasculature of the ACA and MCA were modelled to investigate the effect of 
embolus variables on the embolization of the terminals. 
     The model showed increased terminal embolization occurred with decrease in 
embolus deposition rate, increase in embolus diameter and increase in embolus 
introduction rate. Interestingly, due to the MCA’s more expansive structure it 
was found, for a higher embolus deposition rate, the MCA was less prone to 
occlusion and focal ischemia than the ACA. However, for a lower embolus 
deposition rate they both had identical embolization dynamics. 
     The results can help us in our understanding of the dynamics of embolus 
transport including that the embolus diameter was important when comparing 
blockages in different vascular territories, and that asymmetric vasculature is 
expected to have less blockages compared to simplified symmetric vasculature. 
The activation of autoregulation in the model was only seen to marginally reduce 
the vascular blockage from emboli.  
     In future, we can couple this branching tree fractal model with 3D patient-
specific CFD model of the CoW to see the trajectory and distribution of emboli 
through this system.  
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Abstract 

The growing popularity of adaptive snowboarding has motivated the designs of 
new prostheses for lower limb amputees. In the paper the biomechanics of an 
amputee subject wearing an energy-storing trans-femoral prosthesis for 
snowboarding is investigated. Experimental motion analysis lab tests were 
conducted by two expert surfers, an amputee and an able body subject, in order 
to compare the different behaviours. 
     Results for the two subjects and for different working conditions are reported 
and analysed. A strong dependence of the prosthesis behaviour on working 
conditions, especially on working frequency, can be pointed out. 
Keywords: adaptive snowboard, movement analysis, lower limb prosthesis. 

1 Introduction 

It is well known that sport activity is an excellent functional and psychological 
rehabilitation for subject with limb capacity compromised due to traumatic 
events, such as amputees or spinal cord injured. Besides sport can also be a mean 
to overcome their present physical limitations and more in general physical 
activity presents many benefits, including a decrease in pain, depression and an 
increase in the quality of life. 
     Still a redefinition of the sports is necessary to make them adaptive, defining 
rules and athletes’ classification, and finally re-designing equipments. While 
rules and classification are under the jurisdiction of international organisation 
and they must be as general as possible to consider all the disabilities, equipment 
matter is a more delicate aspect, as it has to respect general rules and at the same 
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time it has to be personalised in order to fulfil functional and physical gaps that 
exist between athletes.  
     For amputees entry equipment encompasses also dedicated prostheses, as 
sport activity is more demanding, from a mechanical aspect, than every day 
activities. As a matter of facts even if we consider very sophisticated solutions, 
both from material or functions point of view, the prosthesis will never 
accomplish all the physiological tasks, such as providing shock absorption, knee 
stabilisation, limb length change in order to minimise the displacement of the 
centre of gravity, etc. Consequently, the necessity to understand the specific 
biomechanics of the sport and the physical characteristic of the remnant limb in 
order to design a specific solution and to enhance injured subjects to pursue 
athletic performances. The prosthesis is a tool that plays an important role in 
maximising performances, especially speaking of elite athletes.  
     Actually in the winter paralympic sports scenario adaptive snowboard is 
spreading more and more. National and International Federations are arising and 
the goal is the snowboard discipline debut in the next Winter Paralympic Games 
in 2014 and many snowboarders are dreaming about it. The introduction of this 
new sport discipline will also help to involve young people, which is a main task 
of all the disable committees. 
     Few studies can be found about biomechanics of the lower extremities in 
snowboarding, although no one is addressed to lower limb prostheses. 
Corresponding to the determination of kinematical parameters of the ankle joint 
complex, Delorme et al. [1] analysed this complex while on slope snowboarding.  
To improve safety aspects in skiing and snowboarding, Klous et al. [2] compared 
the loading at the knee and ankle joint in skiing and snowboarding. Interesting 
results about kinematics and kinetics are presented in [3], where ground reaction 
forces of jump landings in freestyle snowboarding are measured by means of a 
snowboard-mounted force platform. However, the mechanical characteristics 
(weight, standing height) of such a system can affect a snowboarder adversely. 
Finally, Krüger et al. in [4] present a pilot study to determine relevant 
kinematical and kinetic parameters using an inertial measurement suit in 
combination with a bilateral insole measurement system. 
     In skiing, several biomechanical studies roughly estimated joint loading in 
turning [5, 6] and on landing manoeuvres after a jump [7, 8], but none with 
sufficient accuracy.  
     Generally results show that loading is more evenly distributed between the 
legs in snowboarding than in skiing and that the highest moments were found in 
the rear leg in snowboarding. 
     As stated above the immense popularity of snowboarding has suggested the 
developmental designs of prostheses for trans-femoral amputees. The present 
study investigates performances of a trans-femoral prosthesis for snowboarding 
and in the paper biomechanical results from an indoor movement analysis are 
acquired and commented. These results are necessary for the further step that 
consists in an inverse dynamic study of the trans-femoral prosthesis and in 
evaluating forces in the joints and on the stump. 

362  Environmental Health and Biomedicine 

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



2 Adaptive snowboard 

Adaptive snowboard events include male and female athletes with a physical 
disability such as spinal injury, cerebral palsy, amputation, and visual 
impairments. Athletes compete based on their functional ability, allowing 
participants with different disabilities to race against each other. 
     Adaptive snowboarding athletes compete and use the same venue as able-
body snowboardcross events. The event format is also conducive to a 
classification process, which will be finalized by the adaptive snowboarding 
International Federation which is in working progress. Classification is a very 
delicate point, and it is undertaken to ensure that an athlete’s impairment is 
relevant to sport performance and to ensure that the athlete competes equitably 
with all the other athletes. The process will held to define, for each category, a 
time factor that multiplies the real time achieved by the athletes. For non sever 
impairments the multiplier factor is equal to 1 and it decreases for severer 
impairments. The three macro-classes are: blind, standing and sitting, among 
which sub-categories are detected according to the disability level. 
     In general, snowboards are chosen on the basis of the rider’s height, weight, 
and ability level. Some adaptive riders use outriggers to help balance themselves 
while they board, but many don't use any special equipment. Also bindings on 
the board can be moved to help with balance. 
 

 

Figure 1: Adaptive snowboarding. 

     For the standing class, athlete must be able to keep her/his balance; this is 
possible moving conveniently the body center of mass and controlling the lower 
limb flexo-extension angles. The slow down phase is obtained by impressing a 
pressure with the front or rear part of the feet and concentrating the weight in the 
rear part of the snowboard. The breaking action is more effective as the 
snowboard axis and the course direction become more perpendicular. Pressure 
control is also used to control downhill velocity, while change of direction is 
managed rotating the upper part of the body. 
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     The rider, as the able body one, can assume two different positions, called 
Regular and Goofy. This refers to the dominant way surfer points the board 
down the hill. Regular means left foot forward, while goofy means right foot 
forward.  
     Rotation movements are basic and they can be distinct in backside or 
frontside. When in the first part of the spin the front part of the body faces the 
mountain, then this is a frontside or toe-side turn, the opposite is a back or heel-
side turn. 
     To surf it is necessary a prosthesis allowing a loaded, flexed knee and ankle 
position, as snowboarders are in bilateral dynamic hip, knee, and ankle flexion as 
they negotiate the hill.  

3 Experimental tests 

Due to the intrinsic difficulties in performing effective tests on the ski runs 
without influencing the natural surfing gesture, authors opted for a preliminary 
activity consisting in lab tests motion analysis. The indoor conditions do not 
allow us to reproduce exactly the surfing movement, thus a significant gesture 
has been taken into account to evaluate the biomechanics of the amputee athlete 
wearing the lower limb prosthesis with respect to an able-body subject. 
Tests were carried out in a gait analysis lab in which kinematic and dynamic 
clinical analyses are usually performed. 

3.1 Prosthetic device 

The prosthesis used during tests is a commercial one specifically designed for 
snow sports. Knee and ankle joints are replaced by two planar cylindrical hinges 
that allow flexo-extension in the sagittal plane. To mimic the quadriceps and 
hamstring muscles a passive energy-storing system is present: a pneumatic 
spring and a hydraulic shock absorber are integrated into the prosthesis both at 
the knee and ankle level. The spring system stores energy when loaded during 
flexion and it returns it during extension to help the athlete to promptly regain an 
upright standing position. The damper provides an impact absorption capacity 
and it delivers less dangerous impact to the musculoskeletal system. The system 
stiffness is user-adaptable by changing spring air pressure and three damping sets 
are available. 
     To allow the user to wear a standard snowboard-boot and to use standard 
bindings, a customized foot is fixed to the prosthesis. During tests this had been 
replaced by a rigid insole as they were conducted by barefoot users. 

3.2 Experimental protocol 

Two subjects were selected, a left trans-femoral amputee and a healthy subject, 
in order to compare the different behaviours. 
     Subjects were request to repeat movements similar to the one performed on 
the ski slope; both are expert surfers and normally the amputee uses the 
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prosthesis to ride. Tests consist of squat exercises executed with three one-by-
one changeable tests conditions:  

- feet position. In figure 2 the reciprocal positions between feet axes and 
frontal plane are depicted. “Central position” corresponds to the 
physiological standing position in which feet are slightly externally 
rotated (about 7°) and they are symmetric respect to the sagittal plane. 
In “left position” subjects were requested to keep shoulders still, while 
feet were rotated about the vertical axis by 30° anticlockwise. Similarly 
for the “right position”, where rotation was 30° clockwise. 

- load. Subjects hold a barrel on the shoulders and performed tests without 
loads on the barrel itself or with an additional load equal to 20% of the 
subject’s weight. 

- squat frequency. Amputee subject was requested to squat at two self-
chosen frequencies, a high (approx 140 beats/min) and a low (approx. 
35 beats/min) one. The able-body subject fits his frequencies to the 
amputee’s ones. No restriction was imposed on the pelvis vertical 
displacements.  

 
f.p. 

left position 

f.p.

central position 

f.p. 

right position  
Figure 2: Feet position with respect to the frontal plane (f.p.) during 

experimental tests. 

 
a     b   

Figure 3: Experimental tests with the prosthesis. 
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3.3 Motion analysis system 

Movements were acquired using a stereo-photogrammetric system (VICON 6 
infrared cameras with a 100 frames/second) and ground reaction forces were 
recorded using two six components force plates. 
     Markers were placed according the Plug-in-Gait protocol [9] for the healthy 
subject and according to a modified Plug-in-Gait protocol for the markers placed 
on the prosthesis, as it is pointed out in Figure 3a. 
Markers were added also on the barrel and on the upper body in order to check 
the correctness of the squat movements (Figure 3b). Totally 51 markers were 
acquired and processed. After movements tests, from a full 3-D movement 
reconstruction kinematics of body and prosthesis is obtained. 

4 Results 

All the subjects’ kinematics and ground reactions were analysed; however in the 
paper only main results are reported. For both limbs in the next figures following 
data trends are depicted: 

- knee flexo-extension angles, ankle plantar and dorsi-flexion angles, which 
correspond to the degrees of freedom of the prosthesis; 

- the vertical components of the ground reaction forces measured by the 
force platforms; 

- the spatial position of the feet centre of pressure (COP) on the force 
plates; the diagonal line represents the subject frontal plane projection; 

- picture of the subject during respective tests. 
 

 

Figure 4: Convention to measure ankle (A) and knee (K) angles. 

K 

A 
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     The ankle plantar and dorsi-flexion is measured between the line 
perpendicular to the foot axis and the shank long axis; while the knee flexo-
extension angle is measured between the thigh and shank long axes. A 0° of 
plantar flexion corresponds to shank and foot right angled, while a 0° of knee 
flexion is measured when thigh and shank are aligned. In figure 4 the 
conventions adopted to measure knee (K) and ankle (A) angles are reported. 
     At first a comparison is made between the able-body and the amputee subject; 
then the prosthesis performances in different test conditions are analysed. 
In Figures 5 and 6 results of the test performed at high frequency, with no load 
and with the feet in central position respectively for the able-body and the 
amputee subject are reported. These test configurations will be taken as standard, 
and these conditions will be changed one at a time in order to evaluate the 
influence of the single parameters on the complete movement performances. 
     In the case of Figure 5a good symmetry both for the kinematics and for the 
Ground Reaction Forces (GRFs) can be pointed out. Knees and ankles angles 
ranges are respectively about 25° and 12°, while forces change between 280 and 
700 N. The Centre of Pressure (COP) location is concentrated in the central part 
of the feet. 
     Considering figure 6, from the first graph it can be seen that the sound limb 
knee flexes for a greater angle (15°), the prosthesis knee angle has a more 
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Figure 5: Able body subject. Test conditions: high frequency, no applied load 
and central feet position.  
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Figure 6: Amputee subject. Test conditions: high frequency, no applied load 
and central feet position.  

limited range (approx. 10°), while the ankle flexion range is about 5°. For both 
joints it can be observed that the mean values of the flexion angles are higher for 
the prosthetic limb. This can be explained observing the GRFs, where the force 
exchanged with the ground is higher at the prosthesis side. In fact to obtain knee 
angles of 50° subject needs to overload the prosthesis and hence to unload the 
sound limb.  
     Moreover, considering the displacement of the COP, there is a distribution of 
the point in which reaction forces are applied on all the contact area for the 
sound limb, while for the prosthetic one a concentration on the tip can be 
noticed.  
     For the able body subject the COP is concentrated in the middle of the foot, in 
correspondence of the frontal plane projection line. The area swept from the 
COP is in any case smaller for the able body subject than the amputee. 
     Trends reported in figure 7 were recorded during a test with the same 
conditions of the previous one, except for the frequency that this time was the 
low one. 
     In this case there is a major mobility of the prosthetic limb respect to the 
sound one, but these data need to be correlated with the ground reaction forces 
trends. Firstly it can be observed that the total ground reaction force (given by 
the sum of the two reactions) is diminished. In fact the slower movement 
involves minimal inertia actions; practically the instantaneous total force 
corresponds to the subject’s weight.  
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     This requires a major translation of the body centre of mass on the prosthesis 
side. This is done by the subject and it can be seen from trends in Figure 6 where 
the two GRFs are in opposite phase. The effect is that the subject has his centre 
of mass totally unbalanced on the prosthesis and for these reasons the sound leg 
is in a more extended stance. 
     The COP is still concentrated on the tip of the sole and the area is more 
restricted than the previous case both for the sound and non sound limb. 
    The effect of foot position can be gather observing results reported in Figure 
8. In this case foot are placed in a “left position” (Figure 2), corresponding to a 
regular rider, as the user effectively is. 
     In this case the body weight is naturally shifted on the front limb, which turns 
out also to be the more flexed one. This working configuration is particularly 
favourable for the prosthesis.  
     The knee joints excursion is almost the same for both legs, only the flexion 
angle is greater for the prosthetic limb. The minor flexion of the sound limb knee 
is compensated by the corresponding ankle that in this case is greater compared 
to the opposite one. For the GRFs it can be observed that a slight phase shift is 
present.  
     Interesting is the area swept by the COP. For the sound limb the area is 
reduced respect to the full footmark and the COP moves in the internal part of 
the foot, while concerning the prosthesis only the front part is loaded and the 
COP zone is smaller.  
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Figure 7: Amputee subject. Test conditions: low frequency, no applied load 
and central feet position.  
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Figure 8: Amputee subject. Test conditions: high frequency, no applied load 
and feet in left position. 
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Figure 9: Amputee subject. Test conditions: high frequency, applied load and 
central feet position. 
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     Test were performed also with the opposite feet position (Figure 2 “right 
position”); for sake of brevity results are omitted. However this position 
corresponds to a goofy one and is not favourable for the prosthesis as to load it is 
necessary to shift back the body weight. This force the subject to an unnatural 
posture, the rear limb rests only on the tip of the plate and balance is seriously 
jeopardised. 
     Last trends (Figure 9) are relative to an increased load of 180 N. Compatibly 
with the fact that in this case the subject squatted with a little lower frequency 
than in the standard test, no meaningful differences can be pointed out. 

5 Conclusions 

Test motion analysis results showed for the able body subject, both for the 
kinematic and force data, a good symmetry between the legs substantially in all 
the tests conditions. On the contrary trends obtained with the amputee wearing 
the trans-femoral prosthesis are affected by the working conditions.  
     Stating beforehand that the amputee normally uses this prosthesis to 
snowboard and hence he already had it tuned and aligned to fulfil his 
requirements; from test results a good kinematic symmetry can observed for high 
frequency movements. Although the user had to maintain the load not equally 
distributed on the two limbs by throwing off centre the body centre of mass.  
      This behaviour is due to the fact that the user cannot control separately the 
knee and the ankle flexo-extension angles and hence the only way he has to flex 
them is to unbalance his body to load the prosthesis. The presence of the 
pneumatic system in the prosthesis has the task of helping the joint extension by 
returning the elastic energy stored during flexion. This explains the necessity of 
the user to load and unload the prosthetic limb; only for high frequency inertia 
actions help this process, while when moving at low frequency it is necessary to 
alternatively shift the centre of mass from one leg to the other. This behaviour is 
highlighted by the ground reaction forces trends, in which for low frequency they 
are in opposite phase while for high frequencies the ground reaction force on the 
sound limb is lower than the one measured on the controlateral. 
     Considering the centre of pressure graphs, generally the application point of 
the vertical forces on the prosthetic limb is concentrated in the anterior part of 
the sole. This is due to the design of the prosthesis, in fact loading it on the more 
tip allows to augmenting the force arm and hence the flexion moments. 
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Do lateral dominance, body mass, body height 
and direction of perturbation influence the 
Lehr’s damping ratio, which characterizes the 
balancing ability on an unstable oscillatory 
platform? 

R. M. Kiss 
Dept. of Structures,  
Budapest University of Technology and Economics, Hungary 

Abstract 

An unstable oscillatory platform can be used as a simple measuring instrument 
for modelling balancing capacity. We sought to determine the effects of 
(1) lateral dominance, (2) body mass, (3) body height and (4) the direction of 
perturbation on the Lehr’s damping ratio for characterizing the balancing ability 
of 80 healthy young participants on an unstable oscillatory platform. Tests were 
performed while standing on both limbs and on one limb (dominant or non-
dominant), and the direction of oscillation was anterior-posterior and medial-
lateral. The healthy patients were divided into four groups based on body height 
and into five groups based on body mass. The average value of the Lehr’s 
damping ratio was significantly smaller for participants standing on their non-
dominant limb compared to their standing on both limbs or on the dominant 
limb. The largest difference of the Lehr’s damping ratio was 0.014 (2.5%) 
comparing the groups with different body mass, and it was 0.012 (2.1%) 
comparing the groups with different body height. A weak correlation was found 
between the Lehr’s damping ratio and body mass (r=0.14) and between the 
Lehr’s damping ratio and body height (r=0.19). There was a significant 
difference when comparing the Lehr’s damping ratio determined from oscillation 
in the anterior-posterior direction to the Lehr’s damping ratio determined from 
oscillation in the medial-lateral direction (p<0.008). Based in our results the 
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Lehr’s damping ratio depends on lateral dominance and the direction of 
perturbation; however, it is independent of body mass and body height. 
Keywords: ultrasound-based measuring, sudden perturbation, balance.  

1 Introduction 

The measurement of balancing capacity is an important question; most studies 
concerning balance control have focused mainly on measuring postural balance 
during quiet standing to be represented by COP (centre of pressure), or COM 
(centre of mass) position [1, 3–6]. A moving platform is a common method for 
studying perturbation in balance, and a few previous studies have examined the 
effect of sinusoidal moving platform translation on postural movement and 
stability [7–11]. These studies principally examined the linear motion of body 
segments and the movement of COP and COM relative to the perturbation and 
involved a wide range of experimental perturbations [12]. 
     Falls regularly occur during gait or following a specific perturbation such as a 
jump or sudden stop. A high level of complex coordination is required to regain 
equilibrium after a sudden impulse or a change in direction, either with a static 
posture (standing, sitting) or during motion (walking, running) [13]. In everyday 
life, this phenomenon occurs when one is bumped while walking or standing. 
This effect can be modelled using the PosturoMed© (Haider-Bioswing, Weiden, 
Germany) device, with its moveable and adjustable unstable therapy plates, 
which is a widely used training and therapy device for neuro-orthopaedic 
rehabilitation and sports rehabilitation in Europe. The therapy platform can be 
locked outside of the resting position using the fastening/provocation units. By 
releasing the fastening/provocation units, the stance equilibrium will be suddenly 
perturbed [14]. The horizontal movements of the suspended oscillating platform 
are recorded in two orthogonal directions using a mechanical deflection device 
(Digimax, Mechatronic, Hamm, Germany) [15–17]. The length of the moving 
path characterizes balancing capacity, and the shorter moving path represents a 
better balancing capacity [15–17]. The oscillating platform with an individual on 
it is a damped system [15]. The motion of the damping system can be 
represented dynamically by the Lehr’s damping ratio D [14]. The Lehr’s 
damping ratio (damping factor) relates the actual damping to the critical damping 
value at which the system does not oscillate [18]. The Lehr’s damping ratio D 
can be calculated from the movement of the plate recorded as a function of time. 
The individual balancing ability influences the Lehr’s damping ratio. Our earlier 
research determined the good reliability of the measuring method and of the 
Lehr’s damping ratio for both young and elderly volunteers, and a significant 
influence of age on the Lehr’s damping ratio [14, 19]. The goal of this research 
was to determine the effects of lateral dominance, body mass, body height and 
direction of perturbation on the Lehr’s damping ratio. 
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2 Materials and methods 

2.1 Subjects 

Inclusion criteria were age over 18 years and under 40 years for the healthy 
young group, and the ability to perform independent motion without aids. Each 
participant’s motion range, joint stability, axial position, muscular strength, and 
muscular tension in the lower limbs were physiologically adequate. Exclusion 
criteria included any lesion or surgery affecting a lower limb or the lumbar spine 
in the clinical history; osteoarthritis affecting any joint of a lower limb; 
neurological alterations (Parkinson, dementia, vertigo, cerebral apoplexy); 
uncontrolled hypertonia, unstable angina or involvement of the peripheral 
vestibular system. 
     The investigation included healthy young men (n = 45; average age: 24.8  
3.5 y; average height: 179.9  14.8 cm; average body mass: 89.4  9.2 kg, body 
mass index (BMI): 27.9  3.4 kg/m2) and women (n = 35; average age: 27.9  
6.9 y; average height: 169.4  10.1 cm; average body mass: 70.8  13.5 kg; BMI: 
24.8  5.7 kg/m2) According to a physical examination performed before motion 
analysis, the healthy young people were not limited in their everyday motion and 
sports activities.  
     Before the test, the dominant side of each participant was determined by a 
balance recovery test. The subject was nudged off balance from behind by the 
tester. The perturbation was a nudge applied to the midpoint between the 
scapulae from directly behind the subject and sufficient to require the subject to 
respond by taking a step. The leg that the subject used to recover balance was 
considered the dominant leg for each of the 3 trials. This 3-test sequence was the 
same for all subjects [20]. In this research the dominant side was the left side for 
12 young healthy subjects and it was the right side for 68 young healthy subjects. 
     To analyse the effect of body mass, the participants were divided into five 
groups: under 50 kg (n=3), between 50-65 kg (n=22), between 66-75 kg (n=35), 
between 76-100 kg (n=16) and over 100 kg (n=4). To analyse the effect of body 
height, the participants were divided into five groups: under 150 cm (n=2), 
between 150-170 cm (n=43), between 170-190 cm (n=28), over 190 cm (n=7). 
To analyse the effect of the body mass index, the participants were divided into 
four groups: normal group BMI between 20 and 25 kg/m2 (n=25), overweight 
BMI between 25 and 30 kg/m2 (n=33), obese I and II BMI between 30 and 40 
kg/m2 (n=13), obese II BMI over 40 kg/m2 (n=9). 
     The tests were authorized by the Science and Research Ethics Committee of 
Semmelweis University (174/2005). Each volunteer provided informed written 
consent to participation in the tests.  

2.2 Methods 

Sudden changes in direction can be modelled using a commercially available 
PosturoMed© device, which has a rigid plate that is connected to a rigid frame 
by eight springs of identical strength (Fig. 1). In this research the easiest setting 
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is used for the provocation test, where four springs work and four springs are 
fixed (the spring constant of fixed springs is infinite) [14, 15, 17].  
     In this study, the motions of the rigid plate were recorded by single individual 
markers attached on the side of the rigid plate. The spatial coordinates of markers 
were measured using a ZEBRIS CMS10 (ZEBRIS, Medizintechnik GmbH, 
Germany) computer-controlled, ultrasound-based motion analysis system 
(Fig. 1). The measuring methods are detailed in Kiss [14].  
 

 

Figure 1: Measurement arrangement a) medial-lateral perturbation (ML) b) 
anterior-posterior perturbation. 

     The standardized double-limb stance position for the measurements involved 
arms hanging freely at the side, with the participant standing barefoot with feet 
slightly apart at the centre of the platform (position marked by tape). The 
standardized single-limb stance position for the measurement involved arms 
hanging freely at the side, the supporting leg barefoot in the centre of the 
platform (position marked by tape), and the non-supporting leg bent without 
contacting the supporting leg. Participants were instructed not to watch their 
motion but instead to look straight ahead. In addition, they were instructed not to 
hold on to anything but rather to balance with arm motion. They received no 
warning that the plate would shift. Each participant wore a safety harness, part of 
the PosturoMed device, that allowed natural arm motion. If a participant touched 
either a hand or the non-supporting leg to the guardrail or the platform or if the 
supporting leg was moved from the starting position, the trial was rejected. 
     The first measurement was carried out on the double-leg stance, followed by 
measurement on the dominant leg and then the non-dominant leg stance using 
medial-lateral perturbation. The platform was moved 20 mm in a medial-lateral 
direction towards the dominant side and locked by a fastening unit. All trials 
were then repeated under the anterior-posterior perturbation, where the platform 
was moved 20 mm in an anterior-posterior direction towards anterior side and 
locked by a fastening unit. The participants took up the standardized measuring 
position and stood for 2s, after which the fastening unit was released to perturb 
the stance equilibrium. Three 3s measurements were carried out for each 
measuring position. There were 60s rest intervals between measurements. The 
average value of successfully completed trials was taken as the value for each 

fastening unit

ML 
AP 
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measuring position, and a minimum of two successfully completed trials was 
required for each measuring position. 
     The oscillated PosturoMed© device with a participant on it is a damped 
system [14, 19]. The damped system can be characterized by the Lehr’s damping 
ratio (damping ratio, ratio D, damping factor), which can be calculated from the 
measured damped curve (Fig. 2) [14, 19].  
 

 

Figure 2: Measured damping curve. 

 
242 


D , (1) 

where π = is 3.14;  

 is the logarithmic decrement, 
i

i K
K

i
0ln1
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where K0  is the amplitude at time t = t0, and Ki  is the amplitude at time t = ti.0 as 
measured by the ultrasound-based system. 
     The Lehr’s damping ratios for individuals within a given group were 
statistically analysed using the MS Excel Analysis Tool Pak software. The 
average and standard deviation were calculated, and the homogeneity of variance 
was checked by an F-test. To analyse the influence of dominance and direction 
of perturbation on balancing ability, the one-sample t-test applying a 
symmetrical critical range was used. To analyse the effect of body mass, body 
height, and BMI on balancing ability, the two-sample t-test was used and the 
ratio - the two-tailed Pearson product-moment correlation coefficient (r) - was 
calculated between the Lehr’s damping ratio and the body mass or body height. 
The significance level was p ≤ 0.05. 
 

K0 
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3 Results 

Each volunteer managed to complete all three parts of the tests; thus, no 
exclusions occurred for incomplete results. The F-test demonstrated the 
uniformity of standard deviations. The Lehr’s damping ratio was between 0 and 
1 in all cases where the motion of the rigid plate was a damping movement. 
Table 1 provides a summary of the results. There were no significant differences 
between the average values of the Lehr’s damping ratio of male subjects and of 
female subjects (p>0.14); of the subjects with different body mass (p>0.11), and 
subjects with different body height (p>0.19) (Table 1). 
     No significant difference was found comparing the average values of the 
Lehr’s damping ratio of subjects with different BMI (p>0.09), except for the 
values of subjects with normal BMI (20-25 kg/m2) compared to the values of 
subjects with obese III BMI (>40 kg/m2) (p<0.03) (Table 1). The Pearson 
correlation was very weak between the Lehr’s damping ratio and body mass 
(r=0.19) and between the Lehr’s damping ratio and body height (r=0.14).  
     The average value of the Lehr’s damping ratio determined while the 
participants stood on their non-dominant limb was significantly smaller than it 
was while they stood on both of their limbs (p = 0.006) or standing on their 
dominant limb (p = 0.001) (Table 1). There was no significant difference 
between the average values of the Lehr’s damping ratio determined while 
participants were standing on the dominant limb compared to those determined 
while participants were standing on both limbs (p= 0.139 for the young group) 
(Table 1). 
     The direction of perturbation significantly influenced the values of the Lehr’s 
damping ratio; the value of the Lehr’s damping ratio was significantly higher if 
the direction of perturbation was anterior-posterior (p<0.008) (Table 1). 

4 Discussion 

On the basis of the results above, it can be established that the effect of body 
mass, body height, BMI and sex was very low (Table 1). The Lehr’s damping 
ratio increased with the increasing of body mass; however, the difference is not 
significant. This was confirmed by the weak correlation between the Lehr’s 
damping ratio and body mass (r=0.19). The tendency is not linear between the 
Lehr’s damping ratio and body height, which is confirmed by a very weak 
correlation (r=0.14). Maki and McIlroy [1] established that balancing capacity is 
a result of a complex control mechanism in which the effect of body mass and 
body height is negligible compared to neurological, proprioceptive parameters 
and to age. Blaszczyk et al. [22] established that postural control was 
significantly decreased only at female subjects with BMI over 40 kg/m2. Our 
results agree with this trend, because a significant difference was found at male 
and female subjects with BMI over 40 kg/m2 (Table 1). 
     Lateral dominance influenced balancing capacity on an unstable oscillatory 
platform after sudden perturbation. For both groups in the current work, the 
Lehr’s damping ratio calculated during standing on both limbs did not differ 
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Table 1:  Average ± standard deviation of Lehr’s damping ratio (D).  

 

 
† Significant difference between the average values of parameters compared to parameters measured 
during standing on both limbs. 
‡ Significant difference between the average values of parameters compared to parameters measured 
during standing on the dominant limb. 
* Significant difference between the average values of parameters measured with medial-lateral 
perturbation compared to the parameters measured anterior-posterior perturbation. 
# Significant difference between the average values of parameters of subjects with normal BMI  
(20-25 kg/m2) compared to the parameters of subjects with obese III BMI (>40 kg/m2). 
 
 
 

significantly from the value calculated during standing on the dominant limb. 
However, the results obtained during standing on the non-dominant limb did 
differ significantly from those of the other two tests. Boeer et al. [16] and Müller 
et al. [15] showed that the total path of the moving plate representing balancing 
capacity on an unstable oscillatory platform depends on lateral dominance. Our 
measurement results provide further confirmation because the Lehr’s damping 
ratio indicated a dependence on lateral dominance. 

 

 

Medial-lateral provocation Anterior-posterior provocation 
standing on standing on 

both 
limbs 

dominant 
limb 

non-
dominant 

limb 

both 
limbs 

dominant 
limb 

non-
dominant 

limb 

Se
x 

male 
n=45 

0.543± 
0.031 

0.530± 
0.027 

0.418± 
0.015†,‡ 

0.597± 
0.025* 

0.590± 
0.020* 

0.502± 
0.011†,‡,* 

female 
n=35 

0.539± 
0.029 

0.525± 
0.023 

0.417± 
0.017†,‡ 

0.594± 
0.027* 

0.588± 
0.019* 

0.499± 
0.013†,‡,* 

Bo
dy

 m
as

s 

<50 kg 
n=3 

0.535± 
0.030 

0.523± 
0.026 

0.415± 
0.014†,‡ 

0.589± 
0.026* 

0.584± 
0.021* 

0.491± 
0.013†,‡,* 

50-65 kg 
n=22 

0.537± 
0.029 

0.526± 
0.025 

0.416± 
0.016†,‡ 

0.593± 
0.024* 

0.585± 
0.019* 

0.494± 
0.011†,‡,* 

66-75 kg 
n=35 

0.541± 
0.027 

0.527± 
0.023 

0.417± 
0.019†,‡ 

0.595± 
0.020* 

0.587± 
0.017* 

0.497± 
0.012†,‡,* 

76-100 kg 
n=16 

0.545± 
0.027 

0.533± 
0.021 

0.420± 
0.015†,‡ 

0.598± 
0.027* 

0.590± 
0.018* 

0.500± 
0.013†,‡,* 

>100 kg 
n=4 

0.549± 
0.026 

0.537± 
0.030 

0.419± 
0.017†,‡ 

0.599± 
0.028* 

0.597± 
0.019* 

0.502± 
0.015†,‡,* 

Bo
dy

 h
ei

gh
t 

<150 cm 
n=2 0.541 0.528 0.420 0.596 0.592 0.497 

150-170 cm 
n=43 

0.539± 
0.033 

0.527± 
0.029 

0.416± 
0.019†,‡ 

0.593± 
0.024* 

0.589± 
0.021* 

0.501± 
0.012 

171-190 cm 
n=28 

0.545± 
0.021 

0.533± 
0.023 

0.419± 
0.016†,‡ 

0.601± 
0.022* 

0.596± 
0.018* 

0.503± 
0.011†,‡,* 

>190 cm 
n=7 

0.533± 
0.020 

0.524± 
0.018 

0.420± 
0.012†,‡ 

0.588± 
0.023* 

0.582± 
0.014* 

0.506± 
0.011†,‡,* 

BM
I 

20-25 kg/m2 
n=25 

0.537± 
0.028 

0.525± 
0.025 

0.408± 
0.015†,‡ 

0.587± 
0.020* 

0.582± 
0.019* 

0.492± 
0.012†,‡,* 

25-30 kg/m2 
n=33 

0.540± 
0.033 

0.530± 
0.030 

0.416± 
0.017 

0.595± 
0.023* 

0.588± 
0.020* 

0.497± 
0.014†,‡,* 

30-40 kg/m2 
n=13 

0.549± 
0.031 

0.538± 
0.028 

0.420± 
0.019†,‡ 

0.599± 
0.027* 

0.592± 
0.021* 

0.504± 
0.013†,‡,* 

>40 kg/m2 
n=9 

0.564± 
0.037# 

0.540± 
0.036# 

0.424± 
0.020†,‡,# 

0.604± 
0.029*,# 

0.599± 
0.024* 

0.507± 
0.016†,‡,*,# 
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     Another new finding from the current research is that the direction of 
perturbation significantly affects balancing capacity on an unstable oscillatory 
platform after sudden perturbation, as characterized by the Lehr’s damping ratio. 
Boeer et al. [16] demonstrated that the path length of an oscillatory platform after 
sudden disturbance standing on single limb was significantly decreased if the 
direction of perturbation was anterior-posterior. Our results confirmed these 
findings for standing on single and double limbs, because the values of the 
Lehr’s damping ratio during standing on both limbs or on a single limb 
significantly increased if the direction of perturbation was anterior-posterior 
(Table 1). The difference can be traced back to a difference in neuromuscular 
control mechanisms of motion in the anterior-posterior and medial-lateral 
directions, which are discussed partly differently [15, 16]. Our results confirmed 
that the neuromuscular control mechanism is better in anterior-posterior motion.  
     The provocation test can model complex balancing capacity because after 
dislocation, the fastening unit locks the platform, and after release, the platform 
starts to return suddenly to its original position, representing a sudden 
perturbation [14]. The results in the current work show that lateral dominance 
and the direction of perturbation significantly affect balancing capacity on an 
unstable oscillatory platform after sudden perturbation; however, the effect of 
body mass and body height is negligible. On the basis of our results it can be 
established that the stabilization of the oscillated platform, characterized by the 
Lehr’s damping ratio, is the result of the control mechanism of the 
neuromuscular system. Finally, this study extends knowledge because of its 
expanded study populations: different effects on the Lehr’s damping ratio were 
determined by analysing data for 80 healthy young volunteers. Indeed, this 
method is used on a day-to-day basis at the Biomechanical Laboratory of MÁV 
Hospital at Szolnok and at the Department of Orthopaedics of Semmelweis 
University. 
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Abstract 

In order to achieve Process Intensification through monolithic micro-reactors in 
bio- and chemical technology we examined the processing strategy in the human 
body, taking the liver as a typical organ.  The macro- and micro-architectural  
structure can be mimicked by using nano-structured micro-porous polymers 
which were used as support in tissue engineering and bioprocess intensification.  
It was shown that these materials could be used as bone transplant and they are 
integrated into the body. Their integration could be predicted through in vitro 
experiments.  Metallic versions of these structures with a hierarchy of pore size 
were produced in order to obtain catalytic bio- or chemical reactors operating at 
high temperature and/or pressure. 
Keywords:  bio-mimic materials, BioProcess Intensification, ChemicalProcess 
Intensification, nano-structured micro-porous materials.  

nano-structured micro-porous materials 
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1 Introduction 

1.1 Process intensification 

Process Intensification (PI) emerged as a novel process design philosophy in 
which the processing volume is deliberately reduced while the processing 
vectors (conditions) were enhanced in order to achieve the same levels of 
production rate.  This resulted in the reduction of chemical plant/unit operation 
capital and processing costs [1]. Process Intensification is achieved via two 
routes [1]. Firstly, PI is a direct result of the imposition of enhanced and uniform 
processing fields (such as deformation rates, pressure, temperature, extended 
surface area)  which are best realized through miniaturization with controlled 
micro-architecture of the intensified reactor providing accessibility for heat/mass 
transfer facilities.  Secondly, (known as phenomenon based PI) PI results from 
an underlying inherent phenomenon which is only observed in the presence of 
enhanced processing field and/or miniaturization which in fact constitute the two 
prerequisite process conditions for PI.  

 

Figure 1: Variation of specific capital cost with plant capacity as a function 
of TAD:  A: Current technology; TAD = 1k m2/m3;  B: Micro-
capillary reactor technology (Intensified Process) with TAD = 10k 
m2/m3;  C: Micro-reactors using nano-structured micro-porous 
materials with applied intensification field (Intensified Hybrid 
Reactors) with TAD = 100k – 1000k m2/m3. 
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1.2 Importance of PI in sustainable chemical and energy production  

Phenomenon based PI, coupled with high throughput microreactor technology 
(Process Intensification and Miniaturization, PIM) is more powerful in 
delivering intensification above 10 fold or more; in some cases reaching 1000 
fold compared with the existing technology.  One of the effects of PIM is that, 
the specific capital cost of intensified processes has weak dependency on 
capacity.  This technology does not have the burden of ‘economies of scale’, a 
defining characteristics commonly associated with large scale centralised 
production facilities such as refineries, chemical and power plants.  It is possible 
to relate the specific capital cost of the centralised production plant with TAD 
(transfer area density which is area per unit volume for heat and/or mass 
transfer), of the reactors as shown in Figure 1 [2]. 
     Figure 1 indicates why the current production plants must have  large capacity 
in order to circumvent the burden of economies of scale.  Intensified distributed 
production plants which consist of intensified unit operations do in fact deliver 
low specific capital and operating costs with short start up and shut down times.  
The distributed chemical and power generation through intensified integrated 
bio-refineries is essential for sustainability and in combating global warming 
using biomass and biomass waste as renewable feedstock instead of fossil fuels.  

1.3 Nano-structured micro-porous materials for PI 

Figure 1 also illustrates the importance of materials science, including the 
catalysis and reactor design to achieve PI in distributed production. By 
increasing the transfer area density for heat and mass transfer in reactors, capital 
cost is substantially reduced in distributed-intensified plants. Transfer area 
density can be enhanced by using monolithic high throughput micro-reactors in 
which the reaction media is made of nano-structured micro-porous materials. 
Nano-structure provides catalytic surface area while micro-porosity providing 
accessibility of the catalytic sites.   
     These materials can be made of polymeric, metallic or ceramic or in 
composite form fabricated into monolithic agro- bio- or chemical-reactors.  It is 
also possible to add other process intensification fields to such reactors in order 
to achieve ‘Phenomenon based process intensification’. Current examples of PI 
cover agro-processes, biotechnology, chemical and energy conversion 
processes [1, 3]. 

1.4 Processing strategy in the human body 

The objective of this work is to utilize nature’s (the human body) processing 
strategy in the design of micro-reactors for AgroProcess, BioProcess and 
Chemical Process Intensifications while designing micro-bioreactors for organ 
replacement in the form of transplants.   
     Due to its long evolution, we can assume that the human body is an 
intensified biochemical plant formed by the integration of unit operations in the 
form of organs and monitored and controlled by neural and hormonal systems. 
The macroscopic architecture of the plant is provided by the skeletal structure 
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which itself interact with the organs and connective tissue. The important 
elements of the body’s processing strategy can be summarised as: 

 1) High surface area-to-volume ratio for heat–mass transfer. For example, 
for human adult lungs TAD is ca. 104 m2/m3.  

 2) Hierarchical length scale in organs involving flow such as lungs, liver 
and (millimeter; micro; nano connectivity) for simultaneous accessibility, 
continuous process and maintenance.  

 3) Mass transfer and communication (also quorum signalling by cells) 
across nano-size barriers (bilayers). 

 4) Monolithic unit operations with continuous product removal. 
 5) Physiological stress dependent response in 3-Dimensional cell culture 

with its own cell-support system. 
     The hierarchic length scale in the liver can be seen in Figure 2 [4]. 
 

 

 
Figure 2: Macro- and micro-level structure of the liver showing the 

architecture of the unit operation. 
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     The liver receives a dual blood supply from the portal vein and hepatic artery 
which join in the capillary bed of the liver and exit via central veins, coalescing 
into hepatic veins, then leave the liver. Anatomically, based on the blood supply, 
the liver is divided into two ‘hemilivers’ which further divide into eight 
segments which focus upon subdivisions of the hepatic and portal veins. Each of 
these segments is in turn divided into lobules which centre on central portal 
veins. The liver is divided microscopically into functional units called ‘acini’. 
These centre around a vascular stalk (terminal branches of the portal veins and 
hepatic arteries) and bile ducts and are comprised of the functioning cells of the 
liver (hepatocytes). These highly organised functional units allow optimal 
productivity of the liver whilst forming a compact structure, reflecting the 
processing strategy cited above. 

1.5 Significance of 3D culture and quorum signalling in BioProcess 
Intensification 

During bioprocessing, micro-organisms undergo physiological stress which 
alters their metabolism and physiology.  It is therefore not surprising that a 
number of scale-up responses are observed when the performance of bacteria in 
small and large bioreactors is compared. These differences include, biomass 
yield, recombinant protein accumulation and cell viability [5].  Strong 
production of recombinant proteins interferes with cellular processes and the 
cells readjust metabolic fluxes and enzyme composition which may result in 
inhibition of growth or low level of product accumulation [6].  It is then possible 
to adopt production schemes that enhance volumetric productivity and 
sustainability of the process. 
     Recently, we have shown that bioprocesses could be intensified (Bioprocess 
Intensification) through the immobilization of bacteria within the micro-pores 
(within certain size range) of nano-structured micro-porous polymers which alter 
the metabolic activity of the bacteria [7]. This phenomenon is similar to that we 
observed for mammalian cells whereby the cell proliferation, protein production 
rate and differentiation are dependent on the size of the micro-environment that 
they grow [8–11].  The observed bioprocess intensification is over 30 fold 
compared with the best of the existing technology.  As a result, for a given 
bacteria or animal cell, an optimum pore size is present in order to maximise 
productivity and proliferation.  We have also observed that bacterial growth 
under maximum productivity is in monolayer form without the formation of 
biofilm which occurs when the pore size of the support was large. 
     Another factor for enhanced in vitro protein production during 3D cell culture 
(in bone or cartilage cells) using micro-bioreactors in the form of cell support, is 
the chemical environment of the cell growth media.  Both bone cells and 
cartilage cell growth rates and marker protein productions are enhanced by 
several hundred percent when bio-responsive coatings (such as hydroxyapatite) 
are used.  These results indicate that the chemical and physical structure of the 
micro-environment affect cell viability, productivity and differentiation as 
observed for bacteria.  
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     It is now well understood that the 3D in vitro culture of cells is essential in 
order to provide the necessary micro-architecture for the cell growth similar to 
that observed in nature. This micro-architecture provides cell-cell 
communication for collective function as cell complete autonomy will not result 
in tissue specificity.  Isolated cells lose most functional differentiation when 
separated and placed in traditional cell cultures.  There is now a growing opinion 
that cell function is regulated by microenvironment and tissue architecture [12]. 
The effect of micro-environment in bacteria is evaluated in terms of 
environmental stress as well as in terms of alteration of the metabolic pathway 
and it is suggested that the physiological stress should be controlled in order to 
control the metabolic activity, viability, differentiation and productivity, gene 
expression pattern including mRNA levels of molecular chaperons, proteases, 
lysis genes.  However, in large scale fermentation reactors, or in supported 
bioreactors without a uniform or suitable pore micro-architecture and stressor 
field, the physiological response of the bacteria to the micro-environment is not 
collective due to the transient and variable nature of the stressor.. Therefore the 
phenomenon of micro-environment induced physiological response will be 
absent in the absence of quorum signalling.   

2 Experimental 

Experiments were conducted in 4 levels. Here, experimental details are not 
provided but we refer to our previous publications.  They include: 1) Preperation 
of nano-structured micro-porous (NSMP) polymers [11, 13]; 2) NSMP-catalysts 
/catalyst support / monolithic reactors [14];  3) in vitro bone growth [8–11].  
 

3 Results 

3.1 Nano-structured micro-porous polymers for tissue engineering and 
monolithic bioreactors with 3D-culture 

As shown previously [1, 7–11] the pore  and interconnecting  hole sized as well 
as the pore volume  are important in the growth, viability and differentiation of 
cells in vitro.  While the architecture of the support provides a 3D-culture and 
cell-cell communication, biochemical compatibility or even biochemical 
activation of the cells can be achieved  by the chemical composition of the nano-
structured micro-porous support material.  The in-situ coating of the NSMP-
polymers has shown to enhance bone and cartilage growth similar to those 
observed for naturally occurring peptide coatings [10]. In tissue engineering or 
bioprocess intensification when the pore structure is important, the pore and 
interconnect size distributions should be narrow.  Figure 3 illustrates the pore 
structure of a typical NSMP-polymer. Fig 3(a) illustrates the pore and 
interconnect structures while Fig 3(b) shows the wall structure.  Figs 3(c), (d) 
illustrate the nano-porosity of the pore surface and wall.   
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        (a) Pore structure, Bar 10 m                         (b) Wall cross-section. Bar: 2 m 

 
 
                                                                                                                     
 
 
 
 
 
 
 
 
         (c) Pore surface. Bar: 100 nm                      (d) Wall cross-section. Bar: 200 nm 

Figure 3: Typical NSMP-polymer structure suitable for monolithic 
bioreactors. 

3.2 Nano-structured micro-porous metals for intensified reactors 

Nano-structured micro-porous metals with structures very similar to those 
NSMP-polymers have been developed as catalyst, catalyst support for use as 
monolithic microreactors.  Chemical processes have the advantage of being 
carried out at high or very low temperatures, pressures, concentrations, 
deformation rates and hence are more suitable for intensification.  Further 
intensification can be achieved through the superimposition of a process 
intensification field (such as electric field) in hybrid reactors which often need to 
be  monolithic.  It is once again necessary to have a hierarchic pore structure so 
that the catalytic surfaces are accessible to the reactants.  Figure 4 illustrate the 
hierarchy of the pores in a typical metallic monolith where the pore range can be 
over 4–5 decades.  In these materials, pores are made from grains (size range 
10 m – 0.1 m) as seen in Figures 4(a,b).  The grain surface have nano-porosity 
(Fig 4 (c)) which can be controlled (typically 100–10 nm).  Inside the grains, 
pore volume and pore size can be variable as shown in Fig 4(d) where the pore 
size is illustrated in Fig. 4(e).   The structure of the NSMP-metals can be varied 
depending on the method of manufacture and its composition [13, 14].  A variant 
structure is illustrated in Fig. 4(f). 
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(a) General appearance (Bar: 100 m)                    b)  Wall structure (grains) (Bar: 20 m) 

              
      c)  Grain surface (Bar: 500 nm)                  d) Inner structure of the grains (Bar: 2 m) 

                  
e) Detail of the inner grains (Bar: 200 nm)        f) A variant of pore structure (Bar: 50 m)  

Figure 4: Nano-structured micro-porous metal alloys with a hierarchy of 
pores. 

3.3 Bone tissue engineering 

The purpose of tissue engineering is to create artificial organs for in vitro testing 
or for transplant after growing of the tissue in vitro.  It is also possible to graft 
the  well characterised and optimised in vitro support.  Here we optimise the 
chemical and physical structure of the support material for grafting.  We used 
NSMP-polymers which were coated with hydroxyapatite. Figure 5 clearly shows 
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Figure 5: The effect of NSMP-polymer support pore size (D = 100, 60, 40 

μm) on mineralized nodule formation of rat osteoblast cells 
cultured in vitro after 28 or 35 days using hydroxyapatite coated 
(modified) or uncoated (unmodified) styrene NSMP-polymer 
(PolyHIPE Polymer) cell supports. 

that the coating of the polymer increases mineralized nodule formation of rat 
osteoblast cells cultured in vitro and that 100 μm pore support is more effective.   

3.4 Bone graft 

Repair of bone defects created by surgery, tumours, trauma, infections, and 
implant revisions may be enhanced by bone graft substitutes. Here we use 
NSMP-polymers also known as PolyHIPE Polymer (PHP) with pore size of 100 
or 40 μm. In our previous studies PHP has been found to be biocompatible with 
at several different cell types such as fibroblasts, osteoblasts, macrophages and 
chondrocytes. Biocompatibility studies demonstrated that there was no cytotoxic 
effect observed when cells were cultured within PHP in in vitro. The purpose of 
this investigation was to determine whether PHP is biocompatible  and if the 
incorporation of HA in PHP scaffold would enhance the biological properties of 
living body response as compared to different pore sized PHP scaffolds.  
Extracellular matrix (ECM) production was examined by histological analysis 
and indicated new bone had been formed in PHP. Graft area morphology was 
also examined using environmental scanning electron microscopy (ESEM). The 
inflammatory response to PHP was negligible at both short (4 weeks) and long 
(12 weeks) time points. These results indicate that the addition of hydroxyapatite 
in PHP improves osteoblast response as compared PHP without hydroxyapatite.  
All PHP implants were tolerated; no necrosis or abscess formation was observed 
around either type of implants.  Figure 6 shows the implant after 12 weeks within 
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the frontal section of rabbit iliac bone showing good integration between the 
implant (PHP) and bone (B).  In this scanning electron micrograph, the implant 
is 100 μm pore size PHP coated with hydroxyapatite.  In Figure 6(a) the 
connectivity of the bone and PHP implant is illustrated while Fig 6(b) shows 
osteoblast cell process (arrow) is present in the form of fibrillar collagen 
synthesized and organized by osteoblast. Heamatoxylin and Eosin (H&E) stained  
 
 

 
 

 
Figure 6: Scanning electron micrographs of bone implant showing: (a) their 

connectivity; (b) presence of osteoblast cell process (arrow) in the 
implant.  
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histological section of 40 μm hydroxyapatite coated PHP implant show the 
presence of vascularisation indicating that the implant was fully integrated into 
the body. 

3.5  Model in vitro organ and intensified monolithic reactors 

Figure 7 is a diagrammatic illustration of an intensified monolictic micro-reactor 
which can be used for biological or chemical conversion processes.   It is made 
from nano-structured micro-porous materials, either polymeric (structure 
described in Figure 4) or metallic (structure described in Figure 5). The bulk of 
the monolith provides the surface area for bio- or chemical catalysis while the 
array of large (millimeter size) channels provide heat and mass transfer facility 
close the catalytic reaction sites.  This reactor is very similar to the liver structure 
described in Figure 2 and hence can be used as a model for the liver.  The 
porosity of the interface between the large channels and the micro-porous bulk 
can be controlled.  When the interface is non-porous, pressures in the channels 
and the bulk can be controlled independently. 
 

 

Figure 7: A model for an in-vitro organ or intensified micro-bioreactor. 
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Abstract 

A mathematical model of the pregnant myometrial fasciculus is proposed. It is 
based on real anatomical and physiological data of its structure and function. The 
model reproduces electromechanical wave phenomena in the myometrium under 
normal physiological conditions and after application of different classes of 
pharmacologically active compounds.  
Keywords: human myometrium, fasciculus, electromechanical waves. 

1 Introduction 

In recent years the biomedical research on reproduction has been focused mainly 
on molecular, neuroendocrine and pharmacological aspects of uterine activity. A 
relatively small amount of work has been dedicated to modeling of the uterus per 
se. Various approaches have been developed for uterine mechanics modeling 
during parturition. The majority of them rely on assumptions of geometrical and 
physical linearity [1, 2]. Results of numerical simulations obtained for different 
values of parameters and constants resembled patterns of spontaneous 
contractility observed during normal labor and reproduced voltageclamp traces 
recorded experimentally on pregnant rats and human non-pregnant myometrial 
cells. Although the existing models of the myometrium and the gravid human 
uterus are based on the accurate application of general principles of solid 
mechanics and incorporate some morphological data on the structure and 
function of the organ, these models remain of limited biomedical value. New 
integrative, biologically plausible models are needed to answer urgent questions 
related to clinical problems of labor and delivery. 
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     The aims of this study were twofold: i) to formulate a biomechanical model 
of the pregnant human myometrial fasciculus, and ii) to study numerically the 
biological phenomena that underlie processes of electromechanical activity in it. 

2 Model formulation 

Consider a one-dimensional model of the dynamics of fasciculus (myofiber) - the 
functional unit of the human uterus. Let a fasciculus be embedded in the 
extracellular matrix of connective tissue. Our developments of a biomechanical 
model will be based on the following assumptions which are consistent with 
several lines of experimental evidence [3, 4]. 

i) Smooth muscle cells in the fasciculus are connected by tight 
junctions to form a homogenous electromechanical continuum. 

ii) The myofiber possesses nonlinear viscoelastic properties; the 
mechanics of inactive smooth muscle cells, collagen, elastin fibers 
and the extracellular matrix define the “passive”, ( , )p

iT c , and 
intracellular contractile proteins describe the “active” component,  

(*) 2( , ,[Ca ], )a

mn i iT Z c  , of the total force, tT  

 (*) 2( , ) ( , ,[Ca ], )t p a

i mn i iT T c T Z c    ,  (1) 

where is the stretch ratio, ic are empirical material constants, (*)

mnZ  is the 

“biofactor”, and 2[Ca ]i

  is the concentration of free cytosolic calcium. 
iii) Contractions of the fiber are isometric; deformations are finite. 
iv) Myogenic electrical events are a result of activity of an intrinsic 

autonomous oscillator; its function is defined by the fast (Ttype) 
and slow (Ltype) inward Ca2+, BKCa, voltage dependent Kv1

+ and 
leak Cl– currents. 

v) Each oscillator is in the silent state; the transformation to a firing 
state is a result of depolarization and/or stretch deformation of the 
cell that alters the conductance for L- and T-type Ca2+ channels, 
while the stretch affects permeability of L-type channels. 

vi) The myofiber possesses cable electrical properties; propagation of 
the wave of depolarization is a result of combined activity of the 
Na+, Kv2

+, and leak Cl– ion currents. 
vii) A smooth muscle cell or a group of cells within the fasciculus 

have intrinsic pacemaker properties; the transformation from a 
silent to a bursting state can occur spontaneously and is a result of 
“alterations” in electrical properties; additionally, an a priori 
defined “pacemaker” provides an excitation to the fiber. 
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     Let the fasciculus of a length L be referred to a local Lagrange coordinate 
system Its equation of motion is given by  
 

  ,             0tT L
t


 



 
  

 
 (2) 

 
where is density, υis the velocity, and the meaning of other parameters are as 
described above. Following the working assumption ii), the total force T can be 
decomposed as 

 
  (*) 21

( , ,[Ca ], ) ( , )t a p

v mn i i iT k T Z c T c
t


  

  


, (3) 

where the viscoelastic term has been added to Eq. (1). Here vk is viscosity.  
Substituting the above into Eq. (3) we obtain 
 

 
  (*) 21

( , ,[Ca ], ) ( , )a p

v mn i i ik T Z c T c
t t


  


  

  
  

 
 
 

, (4) 

 
where the force-stretch ratio relationship yields 
 

 
 1 2exp ( 1) 1 ,  1.0,

0, otherwise.

p
c c

T
   






 (5) 

 
and the active-force – intracellular 2Ca i

 relationship for the myometrium is 
given by  
 

  

2

2 4 2 3 2 2 2
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2

0,                                        [Ca ]  0.1 M

[Ca ] [Ca ] [Ca ] [Ca ],

                            0.1 [Ca ]  1 M

max ,                                     [Ca ]

i

i i i ia

i

a

i

c c c c c
T

T







   







   


 

 1 M.









 (6) 

 
     The system of equations for the oscillatory activity of the membrane potential 
V  is  

 

 m j
j

dV
C I

dt
     (7) 
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where,  is the numerical parameter, Cm is the uterine smooth muscle cell 
membrane capacitance, and jI is the sum of the respective ion currents  
 

 3
I

f f

Ca Ca CaI g m h V V   ,  s s

Ca Ca Ca CaI g x V V   , 

 4

1 1 1K K KI g n V V   , 
 2

2

Ca

0.5 Ca

f

Ca K i Ca

Ca K

i

g V V
I





 






  
  

 , 

  Cl Cl ClI g V V  .  (8) 
     

     Here 1, ,Ca K ClV V V are the reversal potentials, and ,f

Cag ,s

Cag 1 ,Kg ,Ca Kg
 Clg are 

the maximal conductances for the ion currents, , ,m h n   and Cax are dynamic 
variables given by  
 

 m

I
m m

m


 





  ,    1h h

dh
h h

dt
   


  , 

 1n n

dn
n n

dt
   

    ,  

1

exp( 0.15( 50))
Ca

xCa Ca

dx
x

dt V
  

 


 , 

 
2

2
d Ca

Ca
d

i

Ca Ca Ca ix V V
t



  
      . (9) 

 
     Here the activation y and deactivation y (y = m , h , n ) parameters of ion 
channels satisfy the empirical relations 
 

0.1(50 )

exp(5 0.1 ) 1m

V

V





 




 , 
(25 )

4 exp
18m

V






 , 

(25 0.1 )
0.07 exp

20h

V






 ,     

1

1 exp(5.5 0.1 )h V
 

 


 , (10) 

0.01(55 )

exp(5.5 0.1 ) 1n

V

V





 




 , 
(45 )

0.125 exp
80n

V






 , 

 
where (127 8265) /105V V  , Cax is thetime constant, Ca  is theparameter 
referring to the dynamics of Ca2+ channels,  is a numerical constant. 

400  Environmental Health and Biomedicine 

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



     The evolution of Land Ttype Ca2+ channels depends on the wave of 
depolarization, sV , and is defined by 

 
  ( 1) (max )s s

Ca Cag t V t g          ,  (11) 

( ) ( 1)f f

Ca Cag t t g    , 
 
where 

( ) 1.0t  ,         
1, for 

0, otherwise

s

pV V
V


  





. 

 

     Here s

pV is the threshold value for sV .  

     The propagation of the wave of excitation sV is described by  
 

  2

d
( )

d

s s

m
m Na K Cl

s

dV V
C I I I

t R
 

 

 
   

 

 
 
 

, (12) 

 

where md is the diameter, sR is thespecific resistance of the fasciculus, and 
 

3 ˆˆ ( )s

Na Na NaI g m h V V   
4

2 2 2
ˆ ( )s

K K KI g n V V   

 ( ).s

Cl Cl ClI g V V   (13) 
 
     Here 2, ,Na K Clg g g are themaximal conductances, and 2, ,Na K ClV V V are the 
reversal potentials of Na+,Kv2

+, and Cl- membrane currents, respectively. The 
dynamics of the variables m̂ , ĥ , n̂ are described by 

 
ˆd ˆˆ ˆ ˆ(1 )

d m m

m
m m

t
    ,

ˆ ˆd dˆ ˆˆ ˆˆ ˆ ˆ ˆ(1 ) ,   (1 )
d dh h n n

h n
h h n n

t t
          (14) 

 
with the activation ˆ y  and deactivation ˆ

y (y = m̂ , ĥ , n̂ ) parameters given by 
 

0.005( )
ˆ
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, (15) 
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0.006( )
ˆ

exp 0.1( ) 1

s

n
n s

n

V V

V V





 
,  ˆ 0.75 exp( )s

n nV V   . 

 
     Here , ,m h nV V V are the reversal potentials for activation and inactivation of 
Na+ and Kv2

+ ion currents of the myometrium. 
     In the following numerical experiments we assume that at the initial moment 
of time the functional unit is in unexcitable state 

 ( , 0) 0,sV    υ ( , 0) 0, 
0

2 2Ca Cai i

        , (16) 

ˆ ˆm m


 , ˆ ˆh h


 , ˆ ˆn n


 , h h


  , , n n


  , Ca Cax x  . 
     It is activated by a series of discharges of action potentials by an intrinsic 
pace-maker cell 

 

0

, 0 <  < (0, ) ,     (0, ) ( )
0,

s d
s s

d

V t tV t V t V t
t t

 






, (17) 

     The ends of the myofiber are clamped and remain unexcitable throughout 

 (0, ) ( , ) 0, (0, ) ( , ) 0s sV t V L t t L t     . (18) 
     Eqs. (4)(15), initial and boundary conditions (16) (18) constitute the 
mathematical formulation of the model of the electromechanical activity of the 
myometrial fasciculus. It describes:  

i) self oscillatory behavior and/or myoelectrical activity induced by 
discharges of a “pacemaker” cell;  

ii) generation and propagation of the wave of depolarization along 
the myofiber;  

iii) coupling of spatially distributed oscillators; 
iv) generation of action potentials;  
v) dynamics of the cytosolic Ca2+ transients;  
vi) active and passive force generation; 
vii) deformation of the fasciculus and the following excitation of the 

cell membrane with contractions. 
     The governing system of equations was solved numerically using ABS 
Technologies© software. 

3 Results of numerical simulations 

3.1 Physiological condition 

The resting membrane potential of the fasciculus is rV = –59 mV. Continuous 
fluctuations at low rate and amplitudes of the Ltype  0.08 nA, Ttype Ca2+  
0.48 nA, respectively, an outward K+  0.03 nA, the BKCa 0.62 nA, and the 
small chloride  0.04 nA currents result in oscillations of the membrane potential 
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V known as slow waves. Their frequency, 0.02 Hz, and the amplitude, V= 27 
mV, remain constant. The maximum rate of depolarization is calculated 9 mV/s 
and of repolarization – 7.5 mV/s. 
     The slow wave induces the flux of 2+Ca ions inside the cell at a rate of 0.057 
M/s. There is a 20 sec time delay in the intracellular calcium transients as 
compared to the wave of depolarization. Free cytosolic calcium at max [ 2+Ca ] = 
0.44 M activates the contractile protein system with the production of 
spontaneous contractions, aT  13.6 mN/cm (Fig. 1). They follow in phase and 
time the dynamics of calcium oscillations and are normally preceded by slow 
waves. 
     High frequency discharges of an intrinsic pacemaker initiate high magnitude 
ion currents: s

CaI  0.4, f

CaI  0.51, 1KI  0.2, Ca KI


 1.0, and ClI  0.5 (nA), and 
the generation of action potentials of amplitudes 38 ÷ 45 mV at a frequency of 
 Hz. A concomitant rise in intracellular calcium to 0.51 M causes the 
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Figure 1: Dynamics of changes of the ion currents, membrane potential, 
cytosolic calcium and total force in the pregnant fasciculus at rest 
and during excitation. 
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Figure 1: (Continued). 

development of active force, 16.6 mN/cm. Upon the termination of electrical 
discharges the myofiber returns to its unexcited state.  
 

3.2 Changes in 2

0Ca   

A gradual increase in the extracellular calcium leads to depolarization of the 
membrane. Concentrations of 2

0Ca  3-5 times normal causes the up-shift of the 

resting potential to rV = – 34 mV and – 31 mV, respectively. This is associated 
with the exponential rise in free cytosolic calcium to 0.72 M. The myometrium 
undergoes tonic contraction, aT  23.75 mN/cm. 
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     A concurrent electrical stimulation of the myofiber evokes ion currents, 
s

CaI  1.3; f

CaI  0.61; 1KI  0.62, Ca KI


 1.63, ClI  1.89 (nA), and a transient 
production of a burst of high frequency,  = 6 Hz, action potentials of amplitude 
53 mV. The TCa2+ current provides the main influx of intracellular calcium 
during which a maximum of 0.62 M is recorded. The fasciculus generates the 
active force, aT   20.7 mN/cm. The reversal of 2

0Ca   to its physiological level 
brings the myofiber to its original electromechanical activity. 
     Slow wave oscillations cease in a calcium free environment. The fasciculus 
becomes hyperpolarized at the constant level, V =  50 mV. The concentration of 
intracellular calcium decreases to 0.1M and is insufficient to sustain mechanical 
contractions. The myofiber remains relaxed. 

3.3 Changes in K+
0  

A two-fold increase in the concentration of extracellular potassium depolarizes 
the membrane, rV =  30 mV, and abolishes slow waves. The ion currents 

display a constant dynamics: s

CaI  0.04; f

CaI  0.48; 1KI  0.42; Ca KI   0.51 

(nA). L and TCa2+ currents contribute equally to the rise in [ 2+Ca ] to 0.5 M 
and the contraction of the myometrium, aT  15 mN/cm. 
     The following four-fold increase in 0K  further depolarizes the membrane, 

rV =  20 mV. The intensity of the K  current increases to 0.52 nA with a 

concomitant attenuation of the respective currents: s

CaI  = 0.032; f

CaI = 0.39 and 

Ca KI 
 = 0.14 (nA). There is an exponential decline in [ 2+Ca ] to 0.44 M and in 

the intensity of force, aT  13.6 mN/cm. 
     A superimposed electrical excitation leads to a burst of high amplitude, V = 
30 mV, and frequency,  = 7.3 Hz, action potentials. The intracellular calcium 
content rises to 0.52 M, and the fasciculus produces the active force of 16.8 
mN/cm. 
     A simultaneous elevation in 0K and 2

0Ca  stabilizes the membrane potential at 

18 mV. The intracellular [ 2+Ca ] = 0.65 M triggers a strong contraction of the 
myofiber, max aT  21.8 mN/cm.  
     A gradual reduction of [ 0K ] hyperpolarizes the fasciculus, rV =  70 and – 
88 (mV). The slow wave amplitude and frequency increase to 40 mV, = 0.032 
Hz and 58 mV, = 0.037 Hz. Concurrent multiple discharges of a pacemaker 
evoke the production of spikes of an average amplitude of 60 mV at a frequency 
of ~ 6 Hz. There is a weakening of the calcium influx, max [ 2+Ca ] = 0.25 and 
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0.18 (M), and tension, aT  4.5 and 2.2 (mN/cm). Interestingly, the electrical 
stimulation further reduces the strength of contraction, aT   1.1 (mN/cm). The 
duration of contractions also decreases. 

4 Conclusion 

The knowledge of electromechanical behaviour of the myometrium is crucial for 
the integration of motor functions into a biologically plausible biomechanical 
model of the pregnant uterus. However, because of the paucity of experimental 
data it is impossible to provide a comprehensive quantitative analysis of the 
validity, accuracy and applicability of the above results. Qualitative comparison 
to in vivo and in vitro recordings of electromechanical activity of the pregnant 
human myometrial tissue demonstrates a satisfactory correlation with the 
numerical results.    
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Inverse dynamic model of the pupil muscle 
plant in the simulation of response to sound, 
stimuli and hippus 

E. Suaste Gómez & H. Reyes Cruz 
Centro de Investigación y de Estudios Avanzados del Instituto Politécnico 
Nacional/Depto. Ingeniería eléctrica Sección Bioelectrónica, México 

Abstract 

The model developed by Usui and Hirata was used to simulate the pupil response 
to a light stimulus based on autonomic nervous activity, such as sympathetic and 
parasympathetic activity. This model was recreated in SIMULINK finding that it 
did not consider the limitations of the pupil in frequency which Stark was 
reported. The pupil acts as a lowpass filter with a cut-off frequency of 1.5 Hz 
approximately. These conditions are generated by the unidirectional rate 
sensitivities. Then, considering this fact, the original model by placing the output 
of the lowpass filter of -20 dB/decade was modified, which there certain changes 
are regarding the response of the model by filtering  high frequencies, and a 
delay by the filter. 
     To obtain the pupil dynamic response induced by sound stimulation, the 
hippus and flickering of practice mode was using conventional (NTSC) and high 
speed videoculography thus, to determine sympathetic and parasympathetic 
activity, in order to recreate such behaviour the Hirata-Usui model was used with 
a few modification. 
Keywords: pupil dynamic, Hirata-Usui’s model, autonomic nervous. 

1 Introduction 

For several years the eye has been an organ of great interest to study, given that 
it can communicate with the environment by getting information of all kinds, 
from the fact finding food, to travel without suffering from accidents, getting 
away from everything that may affect, to name a few. Hence the importance of 
this is to carry out our daily chores. 
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     The autonomic nervous system (ANS) controls some functions of the eye 
such as pupil diameter. The pupillary dynamics is used as a non-invasive tool in 
the study of the ANS [1, 2]. 
     Hence, the interest of using the Hirata-Usui’s model, where the first part 
recreates the model, then we make changes that we consider relevant to the 
model and finally observed the ability of the model to recreate the dynamic of 
the pupil to the sound stimulus, hippus and blinking. 
     In the present chapter uses the reflection of fight/flight [1, 2] or also known as 
fight/flight response as a means to activate the ANS and obtain the activity of it 
through the pupillary area. For that purpose, sound stimuli are sent to the person 
during the study, which would cause thereby activating startle fight/flight 
response by the ANS. 
     On the other hand, there is the phenomenon of hippus [3], where the pupil 
moves even if they receive a stimulus of light, a phenomenon that way 
considering the innervations by the ANS in the pupil, can be attributed to fact 
that there is an unbalance by the sympathetic and parasympathetic system. 
     A response was analyzed but was behaving as the pupil to a flicker, which are 
thrown over the controls and processes of the pupil to light, however can provide 
information on pupillary dynamics and activity of ANS. 
     Finally, seen such processes simulated by a Hirata-Usui model in which you 
can use the sympathetic and parasympathetic activity to obtain thereby the 
dynamics of the pupil to react when each of the stimuli described above. 

2 Hirata-Usui model 

The model was designed considering the innervations of ANS in muscles that 
governing the pupil diameter, the sphincter and dilator and based on the 
physiological experimental results describing the behaviour of these muscles in 
terms of its viscoelasticity and tension generated. Elasticity, viscosity and 
tension of muscle were described by the following equations: 
     Elasticity: 

 P୮ ൌ ൜
aሺx െ lሻ

ସ  bሺx െ lሻ
ଶ, x  l

0, x ൏ l
 (1) 

where a and b are constants, and l0 is the muscle length at the rest. 
     Viscosity: 

 P୴ ൌ ቐ
Dା

ୢ୶

ୢ୲
,

ୢ୶

ୢ୲
 0

Dି
ୢ୶

ୢ୲
,

ୢ୶

ୢ୲
൏ 0

 (2) 

where D+ and D- are viscous coefficients at the phase of stretch and release, 
respectively. 
     Tension: 
 Pୟ ൌ gሺtሻpୟሺxሻ (3) 

 pୟሺxሻ ൌ ൜
P െ cሺx െ Lሻ

ଶ, P  cሺx െ Lሻ
ଶ

0, P ൏ ܿሺx െ Lሻ
ଶ (4) 
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 gሺtሻ ൌ gୱ୲ୟ୲  gොሺtሻ (5) 

  gୱ୲ୟ୲ ൌ γEୱ୲ୟ୲ (6) 

 ୢమොሺ୲ሻ

ୢ୲మ
 ሺ2α  βሻ

ୢොሺ୲ሻ

ୢ୲
 αሺα  βሻgොሺtሻ ൌ βEሺt െ tୈሻ (7) 

where c and  are constants. L0 is the muscle length at which the maximum 
active tension P0 is produced α and β are the time constants of the off and on-
slope of the isometric twitch response, respectively g(t) and pa(x) are inputs 
dependent and muscle length dependent terms of active tension, respectively gstat 
is a DC part of g(t), while gොሺtሻ represents a AC part tD is the delay time of 
response [4, 5]. 
     To obtain the full model was necessary to combine the action of the dilator 
and sphincter according to the structure of the pupil. Hirata and Usui simplified 
the two dimensional plant structures into the one dimensional push-pull structure 
as it showed in Figure 1. 
 

 

Figure 1: Mechanical model used by Hirata and Usui. 

     Finally, the model is a differential equations system with 13 equations that 
simulate the behaviour of the pupil depending on the sympathetic and 
parasympathetic activity, which has been used to simulate the behaviour to a 
light stimulus, in our case was used to simulate the pupil response to sound 
stimulation, the hippus and flicker. 

3 Fight/flight response 

Anxiety is a response to danger or threat. Scientifically, the short-term anxiety 
response is called fight/flight. This is because, all effects are designed to fight, or 
avoid danger. Therefore, the first purpose of anxiety is to protect the human body 
[1, 6]. 
     The response of fight/flight generates immediate changes in the body that 
allow the man a better and quicker response to danger. These changes are 
mediated by activation of the sympathetic nervous system and these effects are 
[1, 6]: 
1. Pupils dilate, to increase the visual field. 
2. Heart rate and force of contraction is increased and blood pressure also 

increases their values to carry nutrients and energy to the muscles preparing 
them for flight. 
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3. Blood vessels in the skin and viscera constrict. 
4. The remainder of the blood vessels dilate. This causes a faster blood flow of 

blood to the dilated blood vessels in skeletal muscle, heart and lungs, organs 
involved in combating the danger. 

5. Rapid breathing and deeper and bronchioles dilate to allow more rapid 
movement of air into and out of the lungs. 

6. The contractions of blood sugar increases as the liver glycogen are converted 
to glucose for energy. 

7. The core of the adrenal glands is stimulated to produce adrenaline and 
noradrenaline, hormones that enhance and prolong sympathetic effects. 

8. The processes are not essential to meet stressful situations are inhibited. For 
example, the muscular movements of the digestive tract and secretions are 
slower or even come to a halt. 

4 Development  

For comprise the different pupil responses mentioned (flicker, hippus and sound 
stimuli), were performed an experimental tests on patients while on its right eye 
was recording by a high speed camera (DALSA) brand. Infrared and a super-
bright white LED were used to illuminate the eye-recorded. Infrared LEDs were 
employed to find a greater contrast between the pupil and the iris in the images 
taken from high speed camera to improve digital processing. The white LED 
current was controlled to supply a constant luminance of 1000 cd/m2 to prevent 
the pupil reach the maximum contraction or expansion. 
     To obtain hippus and sound stimuli pupil responses, the test staring after the 
patient had been looking the camera for 1 min, then during 10 seconds of capture 
in which patient was informed that he should not blink. In random manner, 
sound stimulus is sent to him. The stimulus was a mixture of two different types 
of music or pure tones. Sound stimulus triggers the fight/flight response and 
thereby activates the autonomic nervous system [1] which is observed as changes 
in the pupil diameter. After 10 s, the patient was informed that can do a flick if 
he wants, in that moment begin the part of the test to record flicker response. 
This process avoid the patient were forced to flick that could disturb results. 
Recorded images were processed in Vision Builder 3.5 to obtain corresponding 
pupilograms. Relationship adjusts between the pixels and distances were done 
before each test to ensure that images distances corresponded to real proportions. 
Afterwards, pupillary area was framing and filtering to smooth the pupil. 
Changes in brightness and contrast were also made to highlight the pupil. Finally 
a thresholding process to detect the pupil had been taken place to calculate 
pupillary area. This method is shown in Figure 2. 
     Experimental result from previous test lead up to the model developed in 
SIMULINK of Matlab as shown on Figure 3 [5]. 
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Figure 2: Steps for image processing. 

 
Figure 3: Development of Hirata’s model in SIMULINK. 

5 Results 

The pupillary response that was observed in sound stimuli test was a reduction 
followed by a dilation of the pupil area which can be seen in Figure 4. 
 

 
                        a)                                      b)                                     c) 
Figure 4: Images of the pupil response. a) Before of the sound stimuli 

b) when send the sound stimuli c) After of the sound stimuli. 
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     The complete response is shown in Figure 5. From Figure 5, high level pulse 
corresponds to the activation of the stimulus, low state corresponds to the stage 
where the person listens to quiet music, the edge where the pulse changes its 
state corresponds to the part in which person listening to loud music and filtered 
in this case 600 Hz, resonant frequency of the membrane charge to convert sound 
into electrical impulses for registration and processing in the nervous system, 
from that point as there is observed a decrease in area pupil, followed by a 
further increase in the same. 
 

 

Figure 5: Example of pupil dynamics for acoustic stimulation. 

     On the other side can also observe the presence of hippus by the absence of 
one steady pupillary area. Otherwise, we had not been excepted pupil response in 
the time period where the subject listen to classical music, but the pupil response 
in the subject to it were very similar when he listening to loud music. In the case 
of pure tones similar behaviour was observed where the stimulus before and after 
hippus note tone, a contraction followed by expansion.  
     In the case of hippus there is a particular behaviour cause for the same person 
there are different answers as shown in Figure 6 where being the same person 
without a change in the pupillary dynamics. 
     Referring to flicker was observed behaviour similar to that displayed in the 
sound stimuli, i.e. a contraction shortly before and after the blink here is a 
dilation of the pupil. 
     Once developed the model of Hirata-Usui, a filter was added to the exit of the 
purpose of simulating the frequency limitations of the eye, considering a cut-off 
frequency of 1.5 Hz [7, 8]. Since the filter implemented in the model simulation 
was continued to the previous answers which resulted in the graphs shown in 
Figure 7. 
     In Figure 7a) 
sound stimulation as can be seen in the first instance the contraction and dilation 
after her. 

noted as the model is able to recreate the pupillary response to 
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Figure 6: Hippus of the same person and under the same light illumination 

intensity. 

 
a)                                            b) 

Figure 7: Simulation of: a) the pupillary response to a sound stimulus and a 
flicker noise b) hippus. 

     In the case of hippus, to get a random process that results in a random 
response were used different input to determine the ability of the model. The 
input was a sine wave with amplitude of 1 V and frequency of 0.5 Hz which 
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obviously not contain the random part sought. Other entries were random 
numbers considering a mean 0 and variance 1 and the other entire was white 
noise, both generated by the software Matlab. These last two options will 
provide a better result to generate the random process. 

6 Conclusions 

There is a response from the pupil to sound stimuli which can see initially as a 
contraction. The first instance activates the parasympathetic system, however 
after this, there is a noticeable expansion of greater magnitude by activating the 
sympathetic system. In some cases the contraction is not noticeable, but in all 
cases the dilation is noted that for all sound stimuli will activate the 
parasympathetic system. The response observed during blinking is similar to the 
response of sound stimuli. 
     The hippus shows us all the time the pupil is moving because they never 
achieved complete stability by the sympathetic and parasympathetic system. 
     Hirata and Usui’s model is able to simulate the eye's response to stimuli 
above, the adjustment itself to keep the simulation within the frequency range of 
the human eye. 
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Identification of landmarks on lower limb joint 
from CT images for kinematics studies: 
a totally semi-automatic procedure 
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Abstract 

The identification of an accurate, reliable and patient specific coordinate system 
for a bone is fundamental to analyzing the kinematics of a human joint. The 
accuracy in the localization of anatomical landmarks of joint surfaces is 
extremely important because even a small variation in their positions could 
induce a high variation in the definition of anatomical axes and further on the 
kinematics output. The aim of this study was to develop and validate a semi-
automatic, accurate, and reproducible routine able to identify the position of 
anatomical landmarks on joint surfaces. This routine, starting from a CT of a 
femoral bone, used as input, is able to identify semi-automatically the femoral 
head and the medial and lateral distal femoral condyles. Moreover, it allows the 
identification of the following anatomical landmarks: the Femoral Hip Center 
(FHC), the Femoral Medial Epicondyle (FME) and the Femoral Lateral 
Epicondyle (FLE). From these points a standard coordinate system of the femur 
is univocally determined according to previous literature. Compared to other 
commercial processes, extensively used in this field, one peculiarity of this 
routine is that it is not necessary to generate a 3D model of the joint in order to 
define the anatomical landmarks. Usually, to generate a 3D lower limb model, 
with the commercial process, 4 to 5 hours are needed, with this approach we can 
significantly reduce this time. To validate the routine we analyzed ten different 
CTs of lower limbs. Two different tests were performed. The first test was 
performed to verify and check the output geometry of the model; the second test 
was aimed at estimating the repeatability and reproducibility of the procedure. 
For such a task five different operators identified for each model the three 
anatomical landmarks, three times each. The Intra-Class Correlation coefficient 
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(ICC) values (intra and inter) obtained for the landmarks were always higher 
than 0.996. Comparing the results obtained with this routine with the results 
obtained using largely used commercial software we found a significant 
reduction of the error as regards the evaluation of landmarks in terms of inter and 
intra-observer variability. For example, in the worst condition, on the 
identification of the femoral lateral condyle point (FLE), the same operator found 
an average and maximum distance between the real point and the landmark 
found of respectively 3.5 and 8.8 mm with the use of the commercial software 
and of respectively 0.8 and 0.9 mm with the use of our routine. 
Keywords: knee joint, landmarks, CT images. 

1 Introduction 

An anatomical landmark is a biologically-meaningful point in an organism. 
Usually experts define anatomical points to ensure their correspondences within 
the same species. They provide the link between the CT scan data and surgically 
relevant reference that can be found by visualization or palpation during the 
operation. Anatomical landmarks are also important to define anatomical axes. 
Advances in medical imaging technology have made it possible to routinely 
acquire high-resolution, 3D images of human anatomy and function using a 
variety of imaging modalities. The ability to inspect structural relationships in 
three dimensions and the ever-improving quality of the images have largely 
increased the number of clinical applications in various medical disciplines, such 
as neurology, cardiology, surgery, and radiotherapy, that benefit from 3D image 
information to support critical medical decisions [1]. The use of 3D image 
processing and visualization techniques allows direct inspection of the scene in 
three dimensions and facilitates extracting quantitative information. The 
identification of an accurate, reliable and patient specific coordinate system for a 
bone [2] and the realization of 3D femoral bone models are fundamental, 
together with the tibia and patella models, to perform kinematics studies 
necessary to understand the functioning of an arthroprosthesis. 
     According to a literature work [3], the aim of this study was to develop a 
semi-automatic, accurate, reliable and reproducible routine able to generate 3D 
models and to identify the position of anatomical landmarks on joint surfaces. 

2 Materials and methods 

Ten unpaired fresh frozen amputated lower limbs were analyzed using a helical 
CT scan. The specimens were obtained from Caucasian cadavers aged between 
78 and 87 years old when they deceased. The images were obtained at 120 kV 
and 450 mA, with a slice thickness of 1.25 mm and a pitch of 0.5 mm/rev. 
     Starting from the CT of femoral bones, used as input, a semi-automatic 
routine able to identify the position of anatomical landmarks on joint surfaces 
was developed. The routine was implemented using MATLAB (MathWorks – 
Natick, Massachusetts, USA) [4] and is divided into four main blocks: 
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1. Image enhancement through a semi-automatic procedure based on 
thresholding technique; 

2. generation of nodes, surfaces, volumes constituting the 3D model through 
a fully automated procedure; 

3. viewing and saving the model through a fully automated procedure; 
4. identification of anatomical landmarks. 

     The first block is based on the threshold technique [5, 6] and it allows us to 
prepare all the images for the next step. As is known, the threshold technique is 
useful to convert images in B/W because, given that the values of the pixels that 
make up the CT images in grayscale are all between 0 and 1 where 0 corresponds 
to white and 1 corresponds to black, with this technique we can choose a 
threshold value that establishes which pixels become white and which will 
become black. If we set a threshold value equal to 0.6 it means that all pixels 
with values above 0.6 will become 1 so black. In this block the inputs are the 
original-CT images and, using the threshold technique, we obtain as output the 
same images converted in B/W and cleaned of all the parts that we do not need 
for our aim, fig. 1. 
 

 
                    a)                                         b)                                          c) 

Figure 1: a) original CT, b) 0.72 threshold value, c) 0.76 threshold value. 

     The second block generates a volumetric mesh creating the nodes, surfaces 
and volumes constituting the 3D model of the bone section under consideration. 
This procedure is fully automated and is based on a tetrahedral method for the 
mesh generation [7]. This block takes as input the images prepared on the block 
before and provides as output all the nodes, elements, and faces constituting the 
model. 
     The third block has been implemented to view and save the 3D model; this 
routine gives the user, two different kinds of visualization; the Mesh Plot and the 
Point Cloud Plot, illustrated in figure 2. The Mesh Plot function is used to obtain 
a quick view of the model surface realized to check if there are some anomalies 
in the model’s geometry. The Point Cloud Plot function is used to visualize all 
the points that constitute the model and for that is a computationally heavy view. 
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a)                                                   b) 

Figure 2: a) Mesh plot, b) point cloud plot. 

     The anatomical landmarks of the femur identified by the semi-automatic 
routine are: 

 Femoral Hip Center (FHC), defined as the center of best-fit sphere to the 
head of the femur (fig. 3). 

 Femoral Medial Epicondyle (FME), defined as the most anterior and 
distal osseous prominence over the medial aspect of the medial femoral 
condyle (fig. 4) [8]. 

 Femoral Lateral Epicondyle (FLE), defined as the most anterior and distal 
osseous prominence over the lateral aspect of the lateral femoral condyle 
(fig. 5) [9]. 

 

 

Figure 3: Example of best-fit sphere to the head of the femur. 

     We chose these anatomical landmarks because, according to literature, from 
these points a standard coordinate system of the femur is univocally 
determinate [3]. 
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Figure 4: Example of FME found with our routine. 

 

Figure 5: Example of FLE found with our routine. 

     To validate the routine developed, we decided to perform two different types 
of tests. The first test was performed to verify if the shape of the 3D models 
obtained corresponds with those of reference obtained using a spread commercial 
software (Mimics 11.02 and its MedCAD module (Materialise, Haasrode, 
Belgium). For this test we generated with our routine 5 different 3D models, 2 
complete femur bones and 3 partial femurs. This test consisted exclusively of a 
visual comparison between the models, sufficient to check for any anomalies in 
the geometry of the models (fig. 6).  
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                           (1)                                                     (2) 

Figure 6: Comparison between the model obtained with our routine (1) and 
the one obtained with the spread commercial software of 
comparison (2). 

     The second test consisted of the generation of other 6 different 3D models of 
the femur on which 5 different users (only one expert in the localization of the 
anatomical landmarks) identified, for each model, the 3 anatomical landmarks 
3 times each. We have obtained by each operator a set of 9 coordinates for each 
lower limb. Analyzing 6 lower limbs, we got a set of 54 coordinates for operator, 
being 5 the number of operators we got in total a set of 270 coordinates. 
     All these sets of coordinates have been used to estimate the intra-class 
correlation coefficient (ICC) and the inter-observer variability as the distance 
between the reference position of a landmark, obtained from the commercial 
software, to the observer position of the landmark [10]. The ICC describes how 
strongly units in the same group resemble each other. One prominent application 
is the assessment of consistency or reproducibility of quantitative measurements 
made by different observers measuring the same quantity. By definition, the ICC 
is evaluated according to the following formulation: 

 

where the total variance of measurements by different observers is 2 on 
different subjects, and the variance between subjects is b

2. ICC values range 
from 0 to 1, indicating better agreement as the value approaches 1. An ICC value 
higher than 0.75 should indicate excellent agreement. 
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3 Results 

As shown in table 1, the ICC values for all defined landmarks fall in a range 
between 0.996 and 0.999, showing a good agreement between the observers and 
an excellent reliability for all the landmarks. 

Table 1:  ICC-Intra observer values and ICC-class values. 

Landmarks ICC-IntraObserverValues ICC-ClassValues 
Femoral Hip Center (FHC) 0.9964 0.9961 

Femoral Medial Epicondyle (FME) 0.9999 0.9996 
Femoral Lateral Epicondyle (FLE) 0.9999 0.9996 

 

     The inter observer variability for each landmark is shown in figures 7, 8, and 
9 and the results are compared with the other obtained using the commercial 
software. The observed mean values and maximum values are displayed 
separately. 
 

 
Figure 7: Comparison of the FHC inter-observer variability between the 

commercial software and our routine, shown as mean value and 
maximum value [mm]. 

 
Figure 8: Comparison of the FLE inter-observer variability between the 

commercial software and our routine, shown as mean value and 
maximum value [mm]. 
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Figure 9: Comparison of the FME inter-observer variability  between the 
commercial process and our routine, shown as mean value and 
maximum value [mm]. 

 
     The average of the inter-observer variability obtained using our routine is 
0.4 mm (range: 0.19 mm–0.6 mm) and we can see, comparing this result with the 
one obtained using the commercial software, where the average is 1.9 (range: 
0.3 mm–3.5 mm), that the mean value is greatly improved moving from 1.9 mm 
to 0.4 mm. 
     Maximum inter-observer variability is also improved moving from values 
between 0.8 mm to 8.6 mm for the commercial software to values between 
0.38 mm to 1.8 mm for our routine. 
     Tables 2, 3 and 4, show the average and the standard deviation of the distance 
from observed position to the reference position that each operator (Op) found 
for each landmark on all femur models. 

Table 2:  Average distance and standard deviation of the central femoral 
head. 

FEMORAL HIP CENTER – AVERAGE DISTANCE (mm) 
Average 
distance 

Femur1 Femur2 Femur3 Femur4 Femur5 Femur6 

Op.1 290.6 338.9 443.2 349.7 463 285.2 
Op.2 289,9 337,9 443,5 349,3 462,3 285 
Op.3 290 338 443,4 349,5 462,8 285,1 
Op.4 290,2 337,6 443,6 349,7 462,5 285,2 
Op.5 290, 337,6 443,5 349,3 462,8 285,2 

CENTRAL FEMORAL HEAD – STANDARD DEVIATION 
Standard 
deviation 

Femur1 Femur2 Femur3 Femur4 Femur5 Femur6 

Op.1 0 0 0 0 0 0 
Op.2 0 0,04 0 0,3 0,1 0,04 
Op.3 0,1 0,1 0,1 0,3 0,1 0,07 
Op.4 0,1 0 0 0 0 0,07 
Op.5 0 0 0 0 0 0 
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Table 3:  Average distance and standard deviation of the condylar lateral 
point. 

CONDYLAR LATERAL POINT – AVERAGE DISTANCE (mm) 
Average 
distance 

Femur1 Femur2 Femur3 Femur4 Femur5 Femur6 

Op.1 559,9 598,8 643,9 560,6 674 558,9 
Op.2 560,5 598,8 642,4 559,8 673,4 558,9 
Op.3 560,5 598,8 643,9 560,9 673 559,7 
Op.4 557,6 600,4 643,9 560,9 673 559,7 
Op.5 559,9 600,1 643,2 559,4 671,8 557 

CONDYLAR LATERAL POINT – STANDARD DEVIATION 
Standard 
deviation 

Femur1 Femur2 Femur3 Femur4 Femur5 Femur6 

Op.1 0,5 0,4 0 0,4 0,2 0,2 
Op.2 0 0,4 0 0 0,1 0,2 
Op.3 0 0,4 0 0,4 0,5 0,01 
Op.4 0,5 0,4 0 0,4 0,5 0,01 
Op.5 0 0,4 2,3 0,2 0 0 

Table 4:  Average distance and standard deviation of the condylar medial 
point. 

CONDYLAR MEDIAL POINT – AVERAGE DISTANCE (mm) 
Average 
distance 

Femur1 Femur2 Femur3 Femur4 Femur5 Femur6 

Op.1 520,9 604,9 688,8 595,5 631,9 523,8 
Op.2 521,7 604,9 687,8 594,2 632,3 523,8 
Op.3 519,6 604,9 688,8 594,5 631,5 523,6 
Op.4 522,8 603,7 688,4 595,3 631,5 525,1 
Op.5 523,4 604,2 688 594,3 632,1 529,6 

CONDYLAR MEDIAL POINT – STANDARD DEVIATION 
Standard 
deviation 

Femur1 Femur2 Femur3 Femur4 Femur5 Femur6 

Op.1 2,1 0 0 0 0,5 0,4 
Op.2 1,7 0 0,2 0,6 0,3 0,4 
Op.3 0 0 0 0,1 0,2 0 
Op.4 1 0,2 0,3 0,5 0,5 0,9 
Op.5 0 0,7 0,3 0,2 0,5 0 

4 Conclusions 

The aim of this study was to develop a semi-automatic, accurate, and 
reproducible routine able to generate 3D models and able to identify the position 
of anatomical landmarks on joint surfaces starting from a CT of a femoral bone. 
     From the results obtained, it is possible to see that there was a clear 
improvement in reproducibility and repeatability anatomical landmarks 
identification compared with the ones obtained with commercial software. The 
average of the inter-observer variability obtained using our routine is 0.4 mm 
(range: 0.19 mm–0.6 mm) and we can see, comparing this result with the one 
obtained using the commercial software, where the average is 1.9 (range: 
0.3 mm–3.5 mm),  that the mean value is greatly improved moving from 1.9 mm 
to 0.4 mm. 
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     We can say that, using this developed and validated routine we are able to 
improve the quality of this landmarks identification. 
     For the moment this routine is able to work only with CT images, that is why 
we are already thinking to improve it for the MRI images in order to make our 
routine more complete and useful. 
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Abstract 

With the ultrasound based motion analyzing system it is possible to measure the 
shape of the spine not only of adults but of children too. Ultrasound based spine 
measurements play an important role in diagnosing spine deformities in children 
(bad posture, flat back, scoliosis), as well as after diagnosis, during conservative 
follow-up. Previous research has already justified the accuracy and reliability of 
the ultrasound-based analysis method. However, the question of whether the 
short length of time between the two tests had an effect on the results was not 
examined and answered by previous research. The aim of our study was to 
clarify whether the shape of the spine changes significantly during the 
15 minute-long examination of healthy children and children with various spine 
deformities. We measured children aged 8 to 11, of whom 115 were healthy 
(52 boys, 63 girls, average age: 8.7±1,2 years, average weight: 35.8±9,7 kg, 
average height: 138.8±9,05 cm), 56 had bad posture (21 boys, 35 girls, average 
age: 8.4±1,26 years, average weight: 30.6±7,67 kg, average height: 137.0±9,18 
cm), 6 had flat backs (3 boys, 3 girls, average age: 8.3±1,21 years, average 
weight: 31.2±6,43 kg, average height: 138.2±7,88 cm) and 20 had scoliosis 
(10 boys, 10 girls, average age: 9.3±1,13 years, average weight: 32.9±4,95 kg, 
average height: 134.4±6,76 cm). At first we described the shape of the spine in a 
straight posture using the Zebris ultrasound motion analysis system, then we 
repeated the procedure after 15 minutes. When we compared the results it turned 
out that the differences were significantly smaller than the standard deviations 
(0.1-2.7 at kyphosis, 0.3-7.4 at lordosis, 0.1-1.1 at sagittal inclination, and finally 
0.1-1.0 at frontal inclination). The correlation was strong at kyphosis and 
lordosis (0.77-0.98), however, it was low at frontal and sagittal inclination (0.18-
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0.54). So the time lapse (15 minutes) between the measurements did not affect 
the results at lordosis and khyphosis. At inclination, however, it is essential to 
pay extra attention to the postures.  
Keywords: bad posture, spine, spine curvature, schoolchildren, ultrasound-
based system, Zebris, posture.  

1 Introduction 

Medical literature describes children’s low back pain and back pain as multi-
factorial problems and it is also states that further research is needed to reveal 
their medical background. The influencing factors are complex and in many 
cases their effects on each other are not clarified. Out of these effects we have to 
emphasize the body mass index, the mobility and flexibility of muscles and 
joints, muscular strength, low endurance and asymmetric development of trunk 
flexors and extensors and the effects of the disturbance of muscle balance [1]. 
Also sports, furniture in schools, heavy school backpacks, psychological factors 
and smoking – although in different ways – play an important role in children’s 
spine development [2, 3,]. In most cases, children’s back pain experiences are 
mild and do not affect their daily life [1, 4, 5]. Literary data prove that child and 
puberty back pain significantly increases the probability of puberty and 
adulthood back pain and other structural spine problems [1, 6, 7]. Besides 
prevention, it is necessary to lay emphasis on the screening test and follow-up of 
childhood spine deformities because many times they are symptomless. When 
they are discovered late the efficiency of the cure decreases and the probability 
of different spine problems during adulthood increases. The main cause of spine 
problems without structural deformities in adulthood is simple bad posture in 
childhood and puberty. One of the causes of simple bad posture is that in 
children between the ages of 6 to 10 the muscular development required often 
lags behind the quick height increase. Diagnosis at an early stage followed by 
appropriate correction is the first step towards prevention. It can be stated that 
the survey of children’s postures and conditions is essential for the prevention of 
structural and non-structural spine deformities. The application of screening tests 
makes it possible to establish an exact diagnosis and to start a conservative 
therapy at the earliest moment. Beside the well-known diagnostic methods, those 
measurements are also necessary to be used which can be used in short intervals 
and allow continuous control of the effects of treatment. In order to measure the 
state of the children it is necessary to use devices that do not burden their 
organism with X-ray radiation and produce reliable results [8, 9]. The 
examination method, just like the causes of the clinical picture, has to be 
complex. Traditional physical orthopaedic examination, definition of the spine’s 
shape in different postures and the measurement of muscle activity by skin-
surface EMG during motion are parts of the whole examination method [8, 10, 
11]. In our research we lay emphasis on the examination of the shape of the 
spine. The simplest way to define the shape of the spine is to make a full X-ray 
image in a standing and natural position. From the photographs, lumbar lordosis, 
thoracal kyphosis and the scoliosis of the spine curvature can be defined. On the 
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images the position of vertebrae can also be identified [12]. The major drawback 
of this test is that the X-ray load is high so it is proposed to be repeated only 
annually in spine deformities, while with posture abnormalities it is not 
suggested for follow-up. Ultrasound based systems are used in a wide range at 
adults, but we may find some examples in children’s tests too [1, 12, 13]. The 
accuracy and reliability of the examination method can be controlled by 
comparing it to the results of other measuring devices (e.g. X-ray images) by 
test-retest examination, but the effect of test time is also important [1, 13–15]. In 
children, the effect of time on measurement results is unambiguous, particularly 
in children with weak musculature (e.g. bad posture). In adults it can be 
neglected because adults’ musculature and ability to concentrate enable them to 
keep the required position (habitual straight position) for a longer time. When the 
test is performed by Zebris ultrasound-based measurement it is necessary to 
specify the reference points of comparison, and then to define the shape of the 
spine. These tests take 10–12 minutes. The aim of the study was to clarify 
whether the time of the examination influences the results of measurements in 
different childhood spine deformities. 8 to 11 year old healthy, bad postured, flat 
backed (dorsum planum) children and children with scoliosis participated in the 
study. We defined the shape of the spine in straight position by the Zebris 
ultrasound-based motion analysis system; then, 15 minutes later, we repeated the 
measurements. The tests were performed by the same examiners on both 
occasions. 

2 Material and method 

2.1 Subjects 

The subjects of our research were children from two primary schools in Szolnok. 
One class was chosen from each grade from the first to the fourth grade. The 
classes were music and art specific. We did not choose sports classes. Parents 
received the necessary information both orally and in a written form before they 
filled in their consent. At the end, 195 children were measured, including 84 
boys and 111 girls. Based on the results of the previous orthopaedic tests, the 
children were divided into four groups.  
     The first group contained 115 healthy children, including 52 boys and 
63 girls, with an average age of 8.7±1,2 years, an average weight of 35.8±9,7 kg 
and an average height of 138.8±9,05 cm. 56 children with bad posture were put 
into the second group (21 boys, 35 girls) where the average age was 8.4±1,26 
years, the average weight 30,6±7,67 kg and the average height 137,0±9,18 cm. 
6 children had flat back (3 boys, 3 girls, average age: 8.3±1,21 years, average 
weight: 31.2±6,43 kg, average height: 138.2±7,88 cm) while the last 20 had 
scoliosis (10 boys, 10 girls, average age: 9.3±1,13 years, average weight: 
32.9±4,95 kg, average height: 134.4±6,76 cm).  
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2.2 Measurement method 

The measurements took place at the Biomechanical Laboratory of MÁV 
Hospital in Szolnok using a Zebris CMS-HS ultrasound based motion analysing 
system (Zebris, Isny, Germany). The system and its software, WinSpine (version 
number: CMS-HS10 2.2, Zebris, Isny Germany) are capable of defining the 
shape of the spine in different postures. The head containing three ultrasound 
transmitters was placed behind the person examined and a triplet with three 
receivers was fixed on the properly palpable bone of the pelvis. Its role was to 
correct the motions of the pelvis during the measurement. The shape of the spine 
was determined by a pointer containing two microphones (Figure 1.). The system 
measured the propagation time of ultrasound, wherefrom the distance between 
the transmitter and the receiver was calculated. The positions in space (the space 
coordinates) of the three transmitters of the ultrasound head were known; from 
them, with the method of triangulation, the software calculated the space 
coordinates that determined the shape of the spine [8]. 
 

 

Figure 1: Measurement arrangement. Head (A) is placed behind the person 
examined. The triplet (B) is on the pelvis. With the pointer (C) the 
shape of the spine can be determined. 

     Measurement process (Figure 2.) 
1. Positioning the child with his/her back to the measuring head. 
2. The child is standing in a naturally straight position, then we call his/her 

attention to the correct posture, which is to let the shoulders down, press 
the shoulder blades back, and near to each other. The head, the pelvis, and 

B 

C 

A 
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the straight line which goes through the shoulders, the knees and the 
ankles are fitted onto an imaginary axis crossing the body centre line. 

3. Designation of the global coordinate system. 
4. Designation of the anatomical points necessary to define the shape of the 

spine: right and left shoulder, right and left angle of scapula, right and left 
spina iliaca posterior superior, point of Th.12-L1  

5. Determining the shape of the spine in straight position three times. 
6. The child stands in this position for 15 minutes. 
7. After 15 minutes we determine the shape of the spine again in straight 

position. 
 

 

Figure 2: Measurement process. 

     With both measurements the software (WinSpine) calculates from the 
measurement results the angle the vertebrae form with each other, the degree of 
thoracal kyphosis, lumbar lordosis, scoliosis, and frontal and sagittal inclination. 
For the brief test-retest examination we do not use the data on vertebrae; we only 

1-2

54

3
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define the degree of thoracal kyphosis, lumbar lordosis, scoliosis, and frontal and 
sagittal inclination.  

2.3 Statistical analysis 

We measured the effect of duration by comparing the results of the test to the 
results of the retest made shortly after the test. For the analysis we determined 
the means of the groups at both measurements, the real and the absolute scales of 
the differences between the two measurements, and we also made a one-sample 
t-test. The iteration reliability examination was supplemented by the 
determination of the steepness of the regression line of the two measurement 
results and by the determination of the Pearson correlation coefficient [16].  

Table 1:  Mean±standard deviation of spine curvatures (groups: healthy, bad 
postured, with scoliosis and with dorsum planum) at test and re-
test. For calculating differences we subtracted the retest values 
from the test values. 

 healthy bad posture 
 kyphosis lordosis sagittal 

inclination
frontal 

inclination
kyphosis lordosis sagittal 

inclination 
frontal 

inclination 
test 41.9±7.1 32.5± 

11.2 
2.5± 
1.8 

1.2± 
0.9 42.5±7.9 30.4±13.

2 
3.1± 
2.1 

1.5± 
1.2 

re-test 41.9±8.1 32.3± 
11.8 

2.6± 
2.0 

1.3± 
1.1 42.8±7.4 29.7±14.

2 
3.0± 
2.6 

1.7± 
1.3 

real 
difference 

0.1± 
5.3 

0.3± 
7.7 

-0.1± 
1.9 

0.0± 
1.1 

-0.4± 
4.8 

0.9± 
8.2 

0.1± 
2.3 

-0.2± 
0.9 

absolute 
difference 

3.7± 
3.7 

4.8± 
6.1 

1.4± 
1.4 

0.8± 
0.7 

3.8± 
2.9 

5.8± 
5.9 

1.6± 
1.7 

0.7± 
0.6 

         
 dorsum planum scoliosis 
 kyphosis lordosis sagittal 

inclination
frontal 

inclination
kyphosis lordosis sagittal 

inclination 
frontal 

inclination 
test 35.8±6.6 16.0± 

10.7 
3.4± 
2.6 

1.2± 
1.0 37.1±6.9 30.7± 

11.2 
3.4± 
2.0 

1.3± 
1.1 

re-test 38.5±7.2 
 

23.4± 
14.1 

2.3± 
2.3 

1.1± 
0.8 38.6±6.3 31.1± 

13.4 
2.5± 
1.9 

1.5± 
1.0 

real 
difference 

-2.7± 
1.5 

-7.4± 
5.6 

1.1± 
1.1 

0.1± 
1.1 

-1.5± 
4.4 

-0.4± 
6.5 

0.9± 
1.1 

-0.2± 
1.2 

absolute 
difference 

2.7± 
1.5 

7.4± 
5.6 

1.2± 
1.0 

0.8± 
0.7 

3.4± 
3.0 

5.1± 
3.9 

1.1± 
0.9 

1.0± 
0.6  

 

3 Results  

Table 1 shows the mean and standard deviation figures calculated from the 
measurement results of the test and the retest performed 15 minutes later. The 
real and absolute scale of the error can be seen. The results indicate that the mean 
values of the errors are smaller than the standard deviations of the measurement 
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results. The biggest real and absolute errors were yielded at the lordosis values of 
children with dorsum planum (7.4±5.6 degrees). 
     With each group we defined the significance of differences between 
measurement results (p) (Table 2.) and we can say that no significant differences 
were found. The next step of statistical analysis was to calculate the correlation 
coefficient (r) and the steepness of the straight line fitted on the data (m) 
(Table 2.). 

Table 2:  Correlation coefficient between the test and retest values (r), the 
regression line (m) and the significance values between the  
groups (p). 

 

 healthy bad posture 
 kyphosis lordosis sagittal 

inclination
frontal 

inclination
kyphosis lordosis sagittal 

inclination 
frontal 

inclination 
r 0.77 0.78 0.48 0.46 0.84 0.82 0.54 0.73 
m 0.88 0.82 0.51 0.54 0.76 0.88 0.69 0.80 
p  0.462865 0.450093 0.358221 0.373164 0.400377 0.361592 0.440134 0.260105 
 dorsum planum scoliosis 
 kyphosis lordosis sagittal 

inclination
frontal 

inclination
kyphosis lordosis sagittal 

inclination 
frontal 

inclination 
r 0.98 

 0.93 0.90 0.18 0.78 0.88 0.84 0.36 

m 1.07 1.23 0.80 0.14 0.71 1.05 0.80 0.33 
p  0.257076 0.16553 0.226076 0.437279 0.242599 0.456956 0.084477 0.280707  

 
     The results indicate that the lordosis and kyphosis values show a good accord 
among the groups, because the correlation coefficient is high (range: 0.98–0.77), 
which is also proved by the steepness of the regression line values close to one 
(range: 0.82–1.23).  
     The correlation between results at sagittal and frontal inclination is only 
average (healthy, bad postured) or weak at frontal inclination (flat back, 
scoliosis) (0.18–0.36). These data are also verified by the steepness because its 
values are far from one (0.14–0.33).  

4 Discussion 

Previous studies examined the reliability of the measurement method, which 
means that the tests were repeated after a longer interval (1–3 weeks) [13]. The 
novelty of our examination was that we examined the effect of the time span of 
the measurement. The question of the research was whether the results of the test 
correlate with the results of the measurement 15 minutes later. Results indicate 
that in terms of the degree of kyphosis and lordosis the correlation between the 
two results is good, which is confirmed by the steepness value of the regression 
line which is close to one. These results are similar to those derived from the 
examination of the reliability of the measurement repeated after a long time  
(1–3 weeks), when adults were examined, but contradict Geldhof’s statements, 
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who examined the children again one week later and got low correlation 
coefficients. The cause of the contradiction could be that Geldhof and his 
colleagues measured the natural posture and did not call the children’s attention 
to correct their posture. The reason for the medium or low correlation between 
the two values determining the position of the median can be that the position of 
the median and the centre of gravity changes continuously, which is proved by 
stability tests based on the examination of the position of the centre of gravity. It 
is known that in children the movement of the weight centre is much bigger than 
in adults and, on the other hand, the decline of attention is first shown by 
inclination. 

5 Conclusion 

The ultrasound-based motion analyzing system is commonly used for 
determining the shape of the spine in adults, but it is rarely mentioned in medical 
literature in connection with children’s spine examinations. The advantage of the 
system is that there is no X-ray radiation; it is quick and gives graphic and 
numerical information about the temporary status of the spine. For daily use it is 
very important that the positions examined must be standardized and the time of 
the examination must not influence the results. The statistical analysis of the 
measurement results of the test-retest indicates that at straight position, when the 
degree of kyphosis and lordosis is calculated, the time span of the measurement 
does not influence measurement results. As regards the measurement of 
inclination, the correct positioning of the posture examined must be checked 
before each and every measurement.  
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Association rule derivation for side effects of
medical supplies and its application
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Graduate School of Information Science, Nagoya University, Japan

Abstract

In drug discovery, it is very important to predict the side effect of the drug
accurately. The prediction algorithm of the drug side effect is presented in this
study. This algorithm is based on the concept of the structure-activity relationship.
Firstly, the drug side effects are gathered from the registration of medical products
by using text mining. Next, the chemical structure information of the drug is
obtained from the PubChem data base. Then, the association rules between the
chemical structure and the side effects are defined. The associate rules are applied
to the prediction of the side effect of 10 chemical products.
Keywords: drug, side effect, association rule, PubChem, text mining.

1 Introduction

Several drugs (medicines) have been developed every year. While new drugs are
very useful for improving illness and injuries, they sometimes have terrible side
effects. Therefore, it is very important for the prediction of the drug side effects in
the drug discovery.

A new drug discovery is a very time-consuming process. The drug discovery is
mainly composed of four steps; basic study, non-medical study, medical study and
approval and production. In the basic study, the potential chemical products are
developed. In non-medical study, the effect of the products is confirmed in animal
experiment and so on. In medical study, the effect of the products is provided for
patients and health persons. Since the side effects of the potential products are
confirmed in non-medical and medical studies, the drug discovery needs a long
time and enormous cost.

Therefore, some researchers have studied the prediction algorithm of the
drug side effect before non-medical and medical studies. Enslein et al. used
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multi-regression analysis and discriminant analysis for predicting the side effect
[1–3]. Moriguchi et al. have developed adaptive least square (ALS) method and
Fuzzy ALS method for huge toxicity data discovery [4–6]. Gilles Klopman has
developed the system named as“MULTICASE” which is based on the concept of
the quantitative structure activity relationship (QSAR) [7, 8].

In this study, the association rules are used for predicting the drug side effect.
This algorithm is based on the concept of structure-activity relationship (SAR).
Known drug side effects are gathered from the registration of medical products
by using the text mining. The chemical structures of drugs are obtained from the
PubChem data base. The association rules between the chemical structures and
the side effects are defined. The activity of the side effects is evaluated from the
association rules. In the numerical example, the present algorithm is applied for
predicting six side effects of 10 chemical products.

The remaining part of this paper is organized as follows. The association rule
algorithm is shown in section 2. The present algorithm is explained in section 3.
In section 4, the algorithm is applied for predicting side effects of 10 chemical
products. The conclusions are summarized again in section 5.

2 Association rule

2.1 Definition of association rule

Association rule learning is a popular and well researched method for discovering
interesting relations between variables in large databases. It is introduced for
discovering regularities between products in large scale transaction data recorded
by point-of-sale (POS) systems in supermarkets.

Let I = {i1, i2, . . . , in} be a set of n binary attributes called items. Let
D = {t1, t2, . . . , tm} be a set of transactions called the database. Each transaction
in D has a unique transaction ID and contains a subset of the items in I . A rule is
defined as an implication of the form X ⇒ Y where X, Y ⊆ I and X∩Y = ∅. The
itemsets X and Y are called as antecedent and consequent of the rule, respectively.

The support supp(X) of the association rule X → Y is defined as the
proportion of transactions in the data set which contain the itemsets X and Y .

Support =
σ(X ∪ Y )

M
(1)

where σ(X∪Y ) denotes the total number of transactions which contain the itemset
X and Y and M the total number of the transactions.

The confidence of the rule is defined as the portion of the transactions containing
the itemsets X and Y and the transactions containing the itemset X alone.

Confidence =
σ(X ∪ Y )

σ(X)
=

Support(X → Y )
Support(X)

(2)

The association rule is usually described as follows.
Antecedent → Consequent (Support = α,Confidence = β)
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2.2 A priori algorithm

Total number of the association rules increases exponentially according to the
increase of the transactions and itemsets. It is very time-consuming to calculate
the support and the confidence. For this purpose, A priori algorithm was used in
this study [9] since it can calculate the support and the confidence in the real-time.

3 Side effect evaluation

3.1 Structure-activity relationship

The present algorithm is based on the concept of Structure-Activity Relationship
(SAR).

Structure activity relationship (SAR) is the relationship between the chemical or
three-dimensional structure of a molecule and its biological activity. The analysis
of SAR enables the determination of the chemical groups responsible for evoking
a target biological effect in the organism. This allows modification of the effect or
the potency of a bioactive compound (typically a drug) by changing its chemical
structure.

This method was refined to build mathematical relationships between the
chemical structure and the biological activity, known as quantitative structure-
activity relationships (QSAR).

3.2 Side effect information

The drug side effect information is gathered from the registration of medical
products by using the text mining. In Japan, the drug effect information of 17,000
drugs is distributed as HTLM data by Japan Pharmaceutical Information Center
(JPIC). The use of the text mining technique extracts the drug side effect from the
HTML data of the registration of medical products.

In this study, we will focus on the side effect for liver, kidney and blood and
therefore, gather the information on Aspartate aminotransferase (AST) increase,
Alanine aminotransferase (ALT) increase, Blood Urea Nitrogen (BUN) increase,
Creatinine (CRE) increase, Red Blood Cell (RBC) decrease, and White Blood Cell
(WBC) decrease.

3.3 Chemical structure information

The drug chemical structures are obtained from PubChem database [10] as the
description of the simplified molecular input line entry specification (SMILES).

PubChem is a database of chemical molecules and their activities against
biological assays. The system is maintained by the National Center for
Biotechnology Information (NCBI).
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Figure 1: Information of chemical structural formula.

The original SMILES specification was developed in the late 1980s [11]. It has
since been modified and extended by others, most notably by Daylight Chemical
Information Systems Inc.

We focus on the hydrophobic property (ClogP) and the molar refraction (CMR)
of the drug chemical structure. Since the hydrophobic property (ClogP) is one of
important indexes for the bioactivity and the bioaccumulation of the drugs, it is the
essential factor for QSAR. The molar refraction (CMR) is strongly related to the
volume of the molecules and to London dispersive forces that has important effect
in drug-receptor interaction.

Once the SMILES information of the drug is obtained through PubChem
database, the hydrophobic property (ClogP) and the molar refraction (CMR) of
the drug is evaluated through the Bio-Loom [12].

3.4 Algorithm

The association rules are defined as follows.
1. The side effects of known drugs are gathered from the registration of medical

products by using the text mining.
2. The drug chemical structures are obtained from PubChem database.
3. The association rules are defined from the information of the side effect and

chemical structures.
4. The numbers of the antecedent and the consequent of the rules are counted.

The association rules are used for predicting the drug side effect as follows.
1. The itemset of the drug chemical structures is given.
2. The rules conforming the itemset are gathered.
3. The activity evaluation parameter P of the rule set is evaluated.

P =
∑N

i N2i
∑N

i N1i

(3)
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where N1i and N2i denote total number of items in the antecedent and
the consequent of the rules, respectively. N the total number of the rules
conforming the itemset.

4. It is shown that the side effect with the parameter P > Ps is active. The
threshold Ps is specified as Ps = 0.6 in the following numerical examples.

Table 1: Association rule.

ID rule Ant. Con.

1 Aromatic carbon = y 33 29

carbonyl group = y → AST=y

2 Aromatic carbon = y 33 29

carbonyl group = y

hydroxy group = y → AST=y

3 mole refraction index = c 38 31

carbonyl group = n

hydroxy group = y → AST=y

4 molecular weight = c 39 31

carbonyl group = y

hydroxy group = y → AST=y

5 Aromatic nitrogen = y 40 31

carbonyl group = n → AST=y

6 Aromatic carbon = y 40 31

Aromatic nitrogen = y

carbonyl group = y → AST=y

7 molecular weight = b 30 23

carboxyl group = y → AST=y

8 molecular weight = b 30 23

carbonyl group = n

hydroxy group = y → AST=y

9 logP=a 37 28

Aromatic carbon = y

carbonyl group = n → AST=y

10 mole refraction index = c 56 42

carbonyl group = y → AST=y
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A simple example is shown in Fig. 1 and Table 1. As shown in Fig. 1, the
chemical structures are obtained from the drug information through the PubChem.
The association rules conforming the itemset are listed (Table 1). The association
rules with ID = 1, 2, 4 and 6 conform the chemical structure of the unknown drug.

Table 2: Prediction result of drug ID = 1 to 5.

ID Side effect Confidence Prediction Actual

1 AST increase 0.654952803 active active

ALT increase 0.659446587 active active

BUN increase 0.549799017 inactive active

CRE increase 0.550037249 inactive active

RBC decrease 0.565320665 inactive inactive

WBC decrease 0.608465608 active active

2 AST increase 0.591299678 inactive active

ALT increase 0.589204945 inactive active

BUN increase 0.55704698 inactive inactive

CRE increase 0.522154648 inactive inactive

RBC decrease 0.583883752 inactive inactive

WBC decrease 0.569427527 inactive active

3 AST increase 0.648256421 active active

ALT increase 0.640763463 active active

BUN increase 0.55152027 inactive inactive

CRE increase 0.541868255 inactive inactive

RBC decrease 0.556363636 inactive inactive

WBC decrease 0.58747698 inactive active

4 AST increase 0.624987293 active active

ALT increase 0.619428779 active active

BUN increase 0.524590164 inactive active

CRE increase 0.527687296 inactive inactive

RBC decrease 0.566509115 inactive inactive

WBC decrease 0.588581024 inactive inactive

5 AST increase 0.649959724 active inactive

ALT increase 0.648337029 active inactive

BUN increase 0.55469217 inactive inactive

CRE increase 0.541937581 inactive inactive

RBC decrease 0.577151335 inactive inactive

WBC decrease 0.587978142 inactive inactive
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Therefore, the activity evaluation parameter P is calculated as follows.

P =
29 + 29 + 31 + 31
33 + 33 + 39 + 40

= 0.82 (4)

Table 3: Prediction result of drug ID = 6 to 10.

ID Side effect Confidence Prediction Actual

6 AST increase 0.624987293 active active

ALT increase 0.652334657 active active

BUN increase 0.547340425 inactive active

CRE increase 0.551418981 inactive active

RBC decrease 0.565320665 inactive active

WBC decrease 0.608465608 active active

7 AST increase 0.612885386 active inactive

ALT increase 0.619428779 active inactive

BUN increase 0.524590164 inactive active

CRE increase 0.527687296 inactive inactive

RBC decrease 0.566509115 inactive inactive

WBC decrease 0.588581024 inactive inactive

8 AST increase 0.630815473 active active

ALT increase 0.632175861 active active

BUN increase 0.607453416 active active

CRE increase 0.553736875 inactive inactive

RBC decrease 0.558091286 inactive inactive

WBC decrease 0.577898551 inactive active

9 AST increase 0.645465612 active active

ALT increase 0.646773705 active active

BUN increase 0.550055006 inactive active

CRE increase 0.547775947 inactive active

RBC decrease 0.564935065 inactive inactive

WBC decrease 0.613981763 active active

10 AST increase 0.605838524 active active

ALT increase 0.605319041 active active

BUN increase 0.519916143 inactive inactive

CRE increase 0.532163743 inactive inactive

RBC decrease 0.561151079 inactive inactive

WBC decrease 0.6 active active
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4 Numerical example

The side effects of ten chemical products are predicted by the present algorithm;
AST increase, ALT increase, BUN increase, CRE increase, RBC decrease, and
WBC decrease. The products are numbered as ID = 1, 2, . . . , and 10, respectively.

When the confidence of the side effect is greater than 0.6, it is concluded that
the side effect is active.

The results are shown in Tables 2 and 3. For example, the product ID = 1 is
Levofloxacin. In Levofloxacin, five side effects except for RBC decrease are active.
Table 2 shows that the present algorithm can predict four out of six side effects
accurately. Totally, the prediction accuracy is 66.7%.

5 Conclusion

In the drug discovery, it is very important to predict the side effect of the drug
accurately. The prediction algorithm of the drug side effect was described in this
paper. The use of text mining gathers the drug side effects from the registration of
medical products and then, the chemical structure information of drug is obtained
from the PubChem data base. Then, the association rules between the chemical
structure and the side effect of the drug are defined.

In numerical example, the present algorith was applied for predicting six
side effects of ten drugs. The results show that the prediction accuracy of the
algorithm is 66.7% totally. In this study, the side effects are gathered from the
registration of medical products. Since the activity of the side effects depends on
the gender, the age, and so on, the registration of medical products does not have
enough information. Therefore, we are planning to update the association rule for
improving the prediction accuracy.
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M. Huotari, K. Määttä & J. Kostamovaara 
Department of Electrical and Information Engineering, 
Electronics Laboratory, University of Oulu, Finland 

Abstract 

Arterial pulse wave analysis in time and frequency domain was carried out to 
find out biophysical and functional properties of artery walls measured with a 
photoplethysmographic (PPG) device. Because peripheral arterial disease (PAD) 
is a fatal problem all over the world, an easy diagnosis method would be needed. 
It could probably be diagnosed by PPG which is a non-invasive optical technique 
for detecting the arterial pulse waves. We present a study to characterize and 
quantify the arterial pulse wave components based on the use of logarithmic 
normal function (LNF). The measurements were carried out parallel from the 
index finger and toe tip with healthy subjects. In addition, a second derivative of 
the PPG signal (SNPPG) was also analyzed. The tests were applied to arterial 
pulse waves from 11 subjects between 5 and 69 years. The results show good 
correlation of pulse wave changes as a function of age. 
Keywords: arterial stiffness, photoplethysmography, pulse wave analysis, 
percussion, tidal, dicrotic, pre-ejection wave component. 

1 Introduction 

Arterial stiffness has been estimated with many different analysis and 
procedures. One of them is the contour analysis of pulse waves. It has been 
proposed as a non-invasive means in assessing arterial stiffness in 
atherosclerosis. Accurate determination of the conventional parameters is usually 
precluded by changed waveforms in the aged and atherosclerotic objects. In this 
paper we introduce a new photoplethysmographic (PPG) way to estimate arterial 
elasticity or stiffness value. It has good reproducibility and it can also correlate 
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with common atherosclerosis risk factors. According to our measurement 
subjects with higher age have very different values as PPG indexes. 
     Among the many methods used for pulse wave analysis, stiffness index (SI) 
and reflection index (RI) have been reported to be the two reliable indices for 
determining stiffness of large arteries. These indices do not take account of 
complete structure of the pulse wave [1]. They are based on the time interval 
between the blood pressure systolic and diastolic peaks and ratio of their heights. 
However, these parameters may be distorted by the other wave components 
which also belong to the complicated pulse wave structure. SI and RI can be 
difficult to determine in the ill-defined waveforms of elder people, for example. 
     The light energy absorption of blood within the visible and infrared regions is 
partly caused by the oxidized and reduced hemoglobin. The PPG measures the 
blood flux in human vessels with means of red and infrared light absorption. The 
absorption of light varies with the oxygen concentration and amount of blood in 
vessels but also with the vessel wall movement. Our PPG device is based on 
phase sensitive detection electronics which has proved to be a good solution for 
the measurement of small changes in the absorption and transmission of light 
signals simultaneously at two different wavelengths, 660 and 940 nm. The PPG 
waveforms or simply pulse waves can be rapidly acquired with a PIN photodiode 
which measures the transmission of red and infra-red LED light simultaneously 
through the forefinger and the second toe. The waveforms have different 
characteristics for the young and elderly persons. Our suggestion is to 
decompose the measured waveform into four or five primary components to 
improve the accuracy of the analysis, and then to use a parameter calculated from 
the mutual time. Positions of the individual components characterize the arterial 
stiffness. In the wave analysis, the first wave is called a percussion wave, the 
second is a tidal, the third is a dicrotic, and the fourth and fifth are pre-ejection 
waves.  
     The PPG measurements may provide a cheap, simple and accurate method of 
diagnosing arterial and vascular diseases. Moreover, further development of the 
theoretical model that correlates the waveform of the detected finger and toe tip 
waves caused by heartbeat oscillations and the hemodynamic parameters could 
improve the accuracy of the method and potentially lead to a better quantification 
of the measured parameters used for arterial stiffness. 

2 Materials and methodology 

When part of the forefinger’s and the second toe’s nail is illuminated, it is 
possible to obtain a PPG waveform. PPG technique has not been fully validated 
except that it measures many hemodynamic parameters, which are not yet 
exactly known. To obtain a minimum noise PPG, we chose the phase sensitive 
detection principle based on the transmission probe. In practice, all human 
subjects were recorded in the supine position with a total measurement time of 
300 s PPG probes placed on the left index finger and on the second toe. The 
infrared LED light has a peak wavelength of 940 nm. To eliminate motion 
artifact, the subjects were encouraged to keep their fingers and toes relaxed. The 
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data were collected over the bandwidth of 200 Hz and the integration, derivation, 
and spectrum calculation done with a digital signal analyzer. The raw data (ECG, 
phonocardiography (PCG), PPG1, PPG2) and calculated data files were 
transferred to a PC for later analysis. Baseline restoration was performed in 
sequential 10 to 12 pulse waves selected for decomposition analysis.  
     One potential technique for waveform decomposition is Levenberg-
Marquardt optimization algorithm (LMO) with non-linear fitting. Preliminary 
trial of the LMO technique was performed on a PPG data recorded from the 
elderly and young subjects. With the young subjects, e.g., radial wave is easy for 
analysis purposes, whereas with the elderly, it is very difficult to analyze 
completely. When studying wave reflections, it is possible to decompose the 
measured PPG waveform into the percussion wave and the four reflected 
components, e.g., the tidal, the dicrotic, and the peripheral reflection waves for 
necessary index calculation. For the accurate determination of the time of arrival 
of the reflected waves we realized a trial and error procedure. This analysis can 
be done in the time domain. This technique has its pros and cons, but the final 
fitting result based on the residual error and prediction band gave good results.  

3 Results and discussion 

Figure 1 presents the actual measurement results from a male subject with the 
age of 25 years. It should be noted that the PPGs are downward because of the 
absorption. Figure 2 shows the PPG1 waveform separately and Figure 3 its 
second derivative. 
 

 
Figure 1: Part of the actual measurement results (4 s): ECG (line), PCG 

(dash), PPG1 (finger, dots), and PPG2 (toe, dash dots) with a male 
subject, aged 25 years. 
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Figure 2: PPG1 during 10s (8 pulse waves of finger) after baseline correction 
in Figure 1 it is original PPG1 (finger, dots). 
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Figure 3: The second derivative of the measured PPG1 during 10s. 

     From the second derivative of the photoplethysmogram the amplitudes of the 
all five peaks (A, B, C, D, and E) are easily determined.  
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Figure 4: The decomposed PPG1 of Figure 3. It is seen that the tidal 

component peak time position divided by the percussion 
component peak time position is 2.1666. 
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Figure 5: The dependence of the suggested parameter as a function of the age 

of the subjects under study. It is shown the correlation coefficient is 
over 0.8 for this small group of healthy persons whose ages are 
between 7 and 68 years. 
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     Figure 4 depicts the decomposed photoplethysmogram pulse. In this specific 
pulse the time position of the tidal wave peak with respect to time zero is about 
two times as large than with the percussion peak time. We suggest that this 
parameter could probably be related to arterial elasticity and could correlate with 
the severity of atherosclerosis. Elastic characteristic becomes from the capability 
of arterial walls being distended or stretched under blood pressure pulse. This 
makes it an important biophysical property. The dependence of this parameter on 
age is depicted in Figure 5. 
     Figure 6 depicts the integrals of ECG, PPG1 and PPG2, respectively. They all 
have the similar trends, however the ECG integral contains higher frequencies 
than the PPG integrals.  
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Figure : The integrated ECG, PPG1, and PPG2 signals. 

     The integrals of PPGs are the true DC signal part in PPG measurements. They 
are generated by autonomic neural system [2]. Each pulse wave is the AC signal 
part of PPG responsible of e.g. arterial elasticity. An advantage of the PPG 
measurement and its pulse wave analysis is that the PPG pulse waves can be 
obtained easily without electrodes, thus making this device useful for 
epidemiological applications. In this study we are especially interested in the 
genesis of tidal pulse wave component which is generated after the opening of 
the aortic valve. The pulse propagates through the aorta storing elastic energy in 
the aortic wall which is causing the tidal wave phenomena. After the closing the 
aortic valve the elastic energy of the aorta is recoiled as the tidal component 
recorded clearly as a part of the PPG waveform in the finger tip. However, the 
toe tip PPG (=PPG2) contains only traces of the tidal wave component in the 
second derivative PPG.  

6
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4 Conclusion 

PPG is a noninvasive method to study peripheral arterial responses, such as pulse 
waveforms, autonomic fluctuations, and peristaltic of intestine. Simultaneous 
recording of the ECG and PCG (phonocardiogram) were done in this study for 
the better interpretation of the PPG pulse wave results. The application of a PPG 
device with five logarithmic normal functions for the finger PPG waveform 
analysis gave good accuracy in this small subjects group. In a selected diseased 
subject group, it could be possible to estimate arterial conditions, e.g. arterial 
stiffness compared with healthy cohorts. Because the pulse wave characteristics 
in peripheral pulse depend on the propagation conditions in the arteries, we 
applied pulse wave decomposition with the hope of a low-cost and noninvasive 
monitoring system to recognize hidden arterial diseases. PPG could have 
potential in the so called preventive monitoring of elderly people’s health and 
home care conditions. 
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Abstract 

Medical technology has seen impressive success in the past decades, generating 
novel clinical data at an unexpected rate. Even though numerous physiological 
models have been developed, their clinical application is limited. The major 
reason for this lies in the difficulty of finding and interpreting the model 
parameters, because most problems are ill-posed and do not have unique 
solutions. On the one hand the reason for this lies in the information deficit of 
the data, which is the result of finite measurement precision and contamination 
by artifacts and noise and on the other hand on data mining procedures that 
cannot sufficiently treat the statistical nature of the data. Within this work we 
introduce a population based parameter estimation method that is able to reveal 
structural parameters that can be used for patient-specific modeling. In contrast 
to traditional approaches this method produces a distribution of physiologically 
interpretable models defined by patient-specific parameters and model states. On 
the basis of these models we identify disease specific classes that correspond to 
clinical diagnoses, which enable a probabilistic assessment of human health 
condition on the basis of a broad patient population. In an ongoing work this 
technique is used to identify arterial stenosis and aneurisms from anomalous 
patterns in parameter space. We think that the information-based approach will 
provide a useful link between mathematical models and clinical diagnoses and 
that it will become a constituent in medicine in near future. 
Keywords: statistical cardiovascular system model, cardiovascular system 
identification, multi-channel measurement, state-space model, parameter 
estimation, Bayesian signal classification, patient-specific diagnosis. 
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1 Introduction 

Due to the high morbidity and mortality arising with cardiovascular disorders, an 
efficient and highly specific diagnosis is of paramount importance for the 
patient. There exist a variety of different diagnostic approaches that consider 
several factors and symptoms leading to a diagnosis by an exclusion principle. 
However, the symptoms are not always well-defined and differ from patient to 
patient, in other words - not every patient has distinct symptoms that allow a 
clear disease specific assignment. This demands for a high degree of expertise 
from the physician and sometimes makes the diagnosis tedious and even 
misleading diagnoses are the result. Therefore, the attempt of using physiological 
models combined with knowledge and experience of experts collected in 
databases to support the diagnosis process by computational methods seems a 
reasonable approach. The solution to a non-trivial classification task like this is 
valuable to improve diagnosis.  
     Typically traditional signal processing techniques are used to extract 
therapeutically relevant information like for e.g. the heart rate, oxygen saturation 
and the cardiac output from clinical data. Even though the information content 
within the data has grown continuously, the number of reliable procedures for 
feature extraction had not. 
     On the one hand the difficulty of information extraction of richer data sets 
into improved therapies lies in the deterministic view immanent in current 
mathematical models of physiological processes [1]. On the other hand there is a 
lack of sufficient therapeutic strategies that can handle improved diagnostic 
information. The former problem is a result of limited statistical data integration 
into the model, the latter problem is dependent on the time required to transfer 
the results into novel therapeutic strategies. 
     According to studies regarding the needs of clinical applications [2-4], we 
combine physical and physiological aspects of pathological conditions in the 
cardiovascular system with patient-specific simulations that are based on non-
invasively accessible data [1]. 
     Within this study we use two basic approaches to describe the cardiovascular 
system dynamics on a statistical basis: (i) measurement-based parameter 
estimation and (ii) model-based prediction and classification methods.  
     In the first approach, the desired parameters are estimated from physiological 
measurements using statistical inference techniques. In the current experimental 
setup the data is either obtained by a series of non-invasive multi-channel 
measurements from a specific sub-population of patients (e.g. healthy/diseased) 
or generated by invasive measurements from a fluid-dynamical cardiovascular 
simulator that models normal and pathological flow conditions. This is a very 
expensive approach, since it requires a distinct subset of specific patients or the 
construction of a fluid-dynamical system that can be used to simulate realistic 
conditions in the vasculature. Furthermore the measurements have to be acquired 
according to a standard operating procedure (SOP) and analyzed in a predefined 
statistically setting.  
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     In contrast to this, the second model-based approach is inexpensive and easier 
to perform, since the system dynamics is obtained by computational methods. 
However, the model-based approach has some limitations in representing the 
actual physical state of a real system, since the underlying processes are complex 
and the number of model parameters is large. Moreover, the choice of parameters 
in most physiological models is crucial for interpretation and prediction. Even 
though the sensitivity analysis approach allows to determine specific system 
features and to identify the critical parameters to which the system is most 
sensitive, parameter determination is difficult. Not to mention that the 
interpretation of estimated parameters can only occur on a statistical basis that is 
based on a broad patient population.  
     Within this work we combine two approaches, statistical inference methods 
that are suitable to determine model parameters and states observed in a broad 
patient population, and Bayesian classification to extract hidden information like 
for e.g. classes of diseased cardiovascular states that describe the health 
condition of specific subgroups. This combined approach leads to a novel 
statistical interpretation of cardiovascular system that optimally uses information 
of specific sub-populations for diagnostic purposes. The technique provides the 
potential to develop highly individualized therapeutic strategies – a benefit for 
the patient. 

2 Statistical model of the cardiovascular system 

In contrast to traditional cardiovascular system models we are interested in 
models that include an important feature: randomness. Randomness is 
characterized by a non-deterministic behavior that can be described by 
probability theory and the concept of random variables. Randomized processes 
are described by either time discrete or continuous functions (e.g. probability 
density functions and distribution functions). For most real world examples state 
space models are sufficient to describe the underlying dynamics. Having 
constructed such a model, the time discrete behavior of the system can be 
simulated and desired measures can be evaluated. 

2.1 Complexity reduction 

Within the model building process the complexity of the cardiovascular system 
is a critical problem that requires a tradeoff between accuracy of representing the 
true dynamic behavior and the ability to solve the model equations in reasonable 
amount of time.  
     There exist a variety of approaches to model and solve complex systems. 
Within this work we follow a very pragmatic decomposition/aggregation 
approach described in [1]. Here the complexity problem is treated by the 
construction of sub-models (channels) through the definition of specific interface 
conditions. The basic idea is to decompose the complex structure of the 
vasculature into a set of simpler sub-models being solved separately. The 
solutions are then combined to obtain an aggregate solution for the actual model. 

Environmental Health and Biomedicine  459

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



     Of particular interest are simple lumped-parameter models (also known as 
zero dimensional or Windkessel models) that describe the transport of blood 
distribution within the vasculature [5]. These models where developed to provide 
answers to important questions in cardiovascular physiology that have abscond 
intuitive understanding [1]. However until now only very basic parameters can 
be estimated for individual patients, not to mention that there is no reasonable 
chance for a population-based interpretation.   
     In the following example we build a sub-model for a structure of the carotis 
bifurcation given in [6] and derive the corresponding state-space model.  

2.2 Windkessel model for cardiovascular fluid flow 

Dynamical systems are generally described by ordinary differential equations 
(ODEs) in canonical form. It has been shown, that lumped parameter models are 
reasonable approximations to describe the fluid flow in most elements of the 
cardiovascular system. Following [5, 7, 8] each segment of the arterial system 
can be modeled by a 3-element Windkessel electrical circuit analogue (see 
Figure 1).  
  

 

Figure 1: Arterial vessel segment (left) and corresponding three-element 
Windkessel electric analogue (right). 

 

Figure 2: Human carotis bifurcation and the corresponding simplified 
network structure for Ns=6. 

     In the example model discussed here, every arterial segment ݅ ൌ 1,… , ௦ܰ is 
represented by a electrical circuit consisting of a resistance and inductance in 
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series and a capacitor in parallel. The analogy relates electric current and voltage 
to arterial blood flow q and pressure p, respectively. The electrical resistances ܴ 
correspond to the viscos flow resistance, the inductances ܮ account for the blood 
inertia forces and the arterial compliances, i.e. the elasticity of the vessel walls, 
are described by electrical capacitors ܥ. The peripheral resistances ܼ for the 
number of terminating ends ௧ܰ of the network account for the viscous flow 
resistance and compliance in the microcirculation. Within the example of the 
carotis bifurcation shown in fig. 2, the number of segments is chosen to be 
௦ܰ ൌ 6 and the number of terminals is ௧ܰ ൌ 2.  

     In this fundamental form the cardiovascular system dynamics can be 
represented by a set of ݊ ൌ 2 ௦ܰ coupled ordinary differential equations of first 
order that depend on the unknown dynamical parameters λ.  
 

ሶݔ ൌ ݂ሺt, ,ݔ ሻߣ ݔ א ܴ t א ሾ ܶ, ܶ  Tሿ (1)
ሺݔ ܶሻ ൌ ݔ    

 
     The solution can be given analytically in terms of exponential functions and 
sine waves, if the right-hand side function f is linear in x. Generally the initial 
values are also unknown parameters, so that the vector of unknown parameters θ 
is:  
 

θ  ൌ ሺߣ, ሻݔ א ܴఒା (2)
 
     In analogy to Kirchhoff’s current and voltage law we obtain a system of n 
coupled ordinary differential equations for the pressure and flow: 
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     According to [7], the parameters of the electric analogue circuit are 
determined from the structural and physiological parameters. Assuming Hagen-
Poiseuille flow the electrical parameters become: 
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 . (4) 
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     Here every vessel segment i is specified by its length ݈, its radius ݎ, the wall 
thickness ݄ and the Youngs modulus ܧ. The blood is characterized by the 
density and viscosity of ߩ ൌ 1050 ݇݃/݉ଷ and ߥ ൌ 4 כ 10ିସ ܲܽ ݏ, respectively.  
     Having defined the parameters ߣ ൌ ൫ܴ, ,ܥ ,ܮ ܼ൯, ,݅ ݆ and the pressure at the 
inlet ሺݐሻ and outlet ௨௧, the system can be numerically solved for the nodal 
pressures  and flows ݍ.  

2.3 State space model 

The state space representation is a useful notation to describe the dynamics in 
arterial networks. Besides the explicit description of the measurement process, 
statistical processes, like the measurement noise, can be described in a very 
simple and efficient way. In state space form the dynamical system is written in 
terms of input and observation vectors and the state space variables. It is 
expressed as a first order differential state equation and the observation equation: 
 

ሶ௧ݔ ൌ ݔۯ௧ିଵ  ۰u௧  w௧ (5 a)
௧ݕ ൌ ۱ݔ௧  ۲u௧  v௧ (5 b)

 
     Here ݔ௧ is the vector of state space variables, u௧ the input vector and ݕ௧ the 
observation vector. The dynamics of the system is described by the state 
dynamics matrix   א  ሺ݊ ࡹ  ൈ  ݊ሻ. The input matrix   א  ሺ݊ ࡹ  ൈ  ݅ሻ specifies 
the time dependency of the in- and outflow as boundary values, the observation 
matrix   א  ሺ݉ ࡹ  ൈ  ݊ሻ defines the observation locations, with the number of 
observations, m, and the input to observation matrix ࡰ  א  ሺ݉ ࡹ  ൈ  ݅ሻ quantifies 
the influence of the input vectors to the observation vectors (see fig. 3). In the 
current setting we use synthetic data as measurement data, so we neglect the 
noise matrix ݓ௧ and ݒ௧ in the state and observation equation respectively. The 
noise terms can be included with minimal effort if real data is available. 
 

 

Figure 3: Time discrete state space system with matrix relations between the 
state, input and observation vectors. 

     The state equation (5 a) relates the state vector x at a time t to the unknown 
parameters θ, while the observation equation (5 b) relates the state vector to the 
measured data y. The state vector ݔ௧ contains the flow and pressure functions at 
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all network locations, whereas the observation vector ݕ௧ contains the flow and 
pressure at selected nodes i, to which measurement time series are available.  
     We assume that the input pressure  is a given function of time and that the 
output pressure ௨௧ is known. In the hemodynamic system output pressure 
corresponds to the mean venous pressure, which is almost constant and has mean 
values of about 15 mmHg. For these two inputs ܽ ൌ 2, the input vector is: 
 

uሺtሻ: ൌ ൬
pሺtሻ
poutሺtሻ

൰ u א ܴ. (6)

 
     For m available observations like for e.g. pi and qi at nodes 3 and 5 in the 
network, the observation vector is 
 

:ሻݐሺݕ ൌ ൮

ሻݐଷሺݍ
ሻݐଷሺ
ሻݐହሺݍ
ሻݐହሺ

൲ ݕ א ܴ. (7)

 
     Defining the state vector ݔ:ൌ ሺq1, p1, q2, p2, q3, p3, q4, p4, q5, p5, q6, p6ሻ் leads 
to a states space system for the carotis bifurcation described in the previous 
section that is denoted by 
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     The time discrete state space equations, the parameters θ, and the input vector 
u୲ describe the time evolution of the system in form of the state space variables 
 ௧. In practical applications most of the system parameters are unknown. Furtherݔ
more the vector of state variables of the cardiovascular system cannot be 
measured directly. In the following we propose a parameter estimation method 
based on the measurements defined in the observation vector ݕ௧. Due to the fact 
that the measurements are incomplete ሺ݉ ് ௦ܰሻ the inverse problem is ill-posed.  

3 Parameter estimation in the cardiovascular system 

There are several methods to estimate unknown system parameters from time 
discrete measurements. We assume that we have measured the observation 
vector ݕሺݐሻ for discrete times, ݐ ൌ 0,… , ܶ, by a multi-channel measurement at 
locations i in the vascular network. The aim is to estimate the parameters and 
hidden signals from the measurements, in other words, we seek a solution to the 
hemodynamic inverse problem that was proposed to have infinite number of 
solutions [9]. 
     A well-established approach to determine the parameters is the maximum 
likelihood estimator. It is defined as the vector that minimizes the measurement 
likelihood L, given θ: 
 

ߠ ൌ ݃ݎܽ max
ఏ

ሻ. (8)ߠ|ݕሺܮ

 
     In other words, without assumptions about the parameter to estimate, one 
chooses the value that makes the output most likely. This maximization problem 
can be solved even if the data is high dimensional, incomplete and noisy [10]. 
Due to the fact that the ODE model is not based on a probability model we may 
assume that the data is normally distributed around the deterministic solution, so 
that the likelihood is defined in terms of a least square distance. Then the 
distance function of squared residuals between the measured data and the model 
trajectory is equivalent to the maximum-likelihood problem. In other words, 
minimizing the distance function 
 

Ξሺ݀, ሻݕ ൌሺ݀ሺݐሻ െ ,ݐሺݕ ሻሻଶߠ


ୀଵ

,



ୀଵ

 (9)

 
where ݀ are data points for the locations i, and ݕሺݐ,  ሻ is the solution of theߠ
dynamical system at times ݐଵ, … ,   is equivalent to maximizing the likelihoodݐ
function 
 

ሻߠ|ሺ݀ܮ ൌෑෑ
݁ିሺଵ ଶ⁄ ሻ൫ௗሺ௧ೖሻି௬ሺ௧ೖ,ఏሻ൯


ஊషభ൫ௗሺ௧ೖሻି௬ሺ௧ೖ,ఏሻ൯

ሺ2ߨሻ ଶ⁄ |Σ|ଵ ଶ⁄



ୀଵ



ୀଵ

, (10)
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where the scalar matrix Σ is a diagonal matrix with equal diagonal entries [11]. 
The maximization of the measurement likelihood may be obtained by two 
different approaches: application of (i) the expectation maximization (EM) 
algorithm or (ii) approximate Bayesian computation (ABC) techniques.  
     In (i) the likelihood function is maximized by the EM algorithm, which 
iteratively increases the likelihood function. This maximum typically is the 
global one, if some good initial estimate ߠሺ0ሻ is available. The initial estimate 
can gained from a classical parameter estimation procedure (see section 3.1). 
     In (ii) the likelihood function is maximized by finding a sufficient 
approximation Զሺכݕ|ߠሻ to the posterior probability distribution Զሺߠ|݀ሻ in 
Bayes’ formula  
 

Զሺߠ|݀ሻ ൌ
Զሾ݀|ߠሿԶሾߠሿ

∑ Զሾ݀|ߠሿԶሾߠሿௐ
. (11)

 
     The ABC algorithm is sample based, i.e. it generates simulation data כݕሺכߠሻ 
for parameter vectors כߠ drawn from the prior probability distribution Զሾߠሿ. The 
parameters כߠ are accepted if a distance measure ߜሺ݀, ሻכݕ   is sufficiently ߝ
small, then Զሺߠ|݀ሻ ؆ Զሺכݕ|ߠሻ and the measurement likelihood consequently is 
Զሾ݀|ߠሿ ؆ Զሾߠ|כݕሿ. 

3.1 Solution of the optimization problem 

To obtain realistic initial parameters we formulate an optimization problem that 
includes additional knowledge about the parameters as equality or inequality 
constraints. In the cardiovascular system all parameters are non-negative and 
smaller than a parameter specific upper bound, i.e. ߠ  ߠ   . Additionally weߠ
decompose the optimization problem into s optimization sub-problems for ߠ௦, 
and apply the transfer function relations between the interfaces of the sub-models 
as constraints.  
     Within this nonlinear optimization problem we seek the vector of parameters 
 :௦ for each sub-model such thatߠ
 

Minimize  Ξሺ݀௦, ௦ሻݕ (12)
subject to:    
ߠ    ௦ߠ  ߠ  

 
     Due to the nonlinearity iterative algorithms must be used to find a solution. 
For efficient optimization, at least first derivatives with respect to the parameters 
(sensitivities) should be provided. According to the large number of variables we 
decided to use two constraint optimization algorithms: (i) a weighted variant of 
Levenberg-Marquardt nonlinear least squares algorithm using parameter 
sensitivities to control the step size (SENSOP) [12] and (ii) a non-linear steepest-
descent algorithm (NLSD). The details of the optimization results are discussed 
in our previous work [1]. 
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4 Bayesian classification as concept in cardiovascular 
diagnosis 

Bayesian signal classification is concerned with two tasks: Firstly the 
identification of specific sub-populations on the basis of training data sets 
containing observations whose sub-population is known a priori and secondly 
the determination of the affiliations of observations where the identity of the sub-
population is unknown. The use of Bayesian classifiers in cardiovascular 
diagnoses is discussed in [1] in more detail. Basically the classifier learns the 
signal distribution of instances of specific diseases in a sub-population to 
determine the classification probability of unknown data sets.  
     In order to outline the classification problem, we start with the assumption 
that we have a sequence of measurements ݀ଵ, … , ݀ெ for M different patients that 
in some appropriate sense form a sampling of a specific patient population. 
Classification now means to find out which of the M patients belong to certain 
classes ࣝଵ,… , ࣝௐ. We further define the class of healthy patients by ࣝ, and the 
classes of patients that have specific diseases by ࣝ௪, in the following referred to 
as class w. The classification probability of a patient b in class w is thus the 
conditional probability of being in class w given the sequence of observed 
signals, Զሺܾ א ࣝ௪|݀ଵ:ெሻ. Using Bayes’ formula, this probability can be 
computed from 
 

Զሺܾ א ࣝ௪|݀ଵ:ெሻ ൌ
Զሾ݀ଵ:ெ|ܾ א ࣝ௪ሿԶሾܾ א ࣝ௪ሿ

∑ Զሾ݀ଵ:ெ|ܾ א ࣝ௪ሿԶሾܾ א ࣝ௪ሿௐ
. (13)

 
Here Զሺܾ א ࣝ௪ሻ denotes the prior probability of patients of class w and 
Զሾ݀ଵ:ெ|ܾ א ࣝ௪ሿ denotes the probability of measuring the signal from a patient of 
class w. While the former probability is a classical prior, the latter probability has 
to be estimated algorithmically from the sequence of observations ݀ଵ:ெ. Thus the 
classification algorithm must perform two different estimations simultaneously: 

1. Density estimation: Estimate the probability Զሾ݀ଵ:ெ|ܾ א ࣝ௪ሿ that a 
certain signal is observed from a patient of class w. 

2. Classification: Find the hidden information whether the signal of a 
patient, ݀, belongs to class w. 

     The combination of these two tasks in the sense of a joint likelihood 
optimization again leads to the EM algorithm. In other words, in every step of 
the EM iteration the density is estimated before the classification probabilities 
are evaluated. The iteration again converges if we choose appropriate initial 
values and results in the optimal densities and classifications based on the 
available observation. Consequently, the accuracy of the results increases when 
data is reintegrated. 
     The aim of the above classification algorithm is to classify measured data into 
classes with common properties – i.e. with a relation to specific diseases. These 
classes are then used to classify unknown data measured at patients with 
unknown diagnosis by means of fuzzy probabilities. As obvious from the above 
description the Bayesian classification method comprises two steps:  
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     Firstly, in the learning phase, the measurement data and known relationships 
to cardiovascular diseases (training data) are used to train the priors and densities 
needed in the EM algorithm. The probability distributions over these training 
datasets are learned from examples verified by the gold standard (valid 
diagnosis), thus allowing the generation of new relationships that describe 
disease specific classes. The gold standard relationships can include any 
properties of time series related or unrelated to a particular disease. In general, 
these gold standards are formed by data obtained for a sub-population of patients 
with known diagnosis. 
     Secondly, in the prediction phase, the classification probabilities are predicted 
by the classification algorithm based on newly acquired signals (testing data) 
without available diagnosis. The prediction is generally based on a network 
indicating how likely the observation of measurements fits to a specific class. If 
one considers this network as a connection matrix, it is just a collection of fuzzy 
like measures, each representing a probability of functional relationship between 
the measurement and the class. According to the classification probabilities the 
procedure provides a diagnostic hint about the existence of afore characterized 
diseases. In other words, the algorithm sets up a series of hypothesis, that are 
based on the prior information of a sub-population obtained in clinical 
observations, to classify the health condition of the patient. 
     The algorithmic classification procedure is as follows: 

1. Use training data ݀ଵ:ெ
ற  to determine optimal parameters ߠ, priors and 

density estimation via the EM or ABC algorithm. 
2. Classify testing data ݀ଵ:ெ

‡  via (fuzzy) classification probabilities 
Զெሺ݀ଵ:ெ

ற ሻ.  
3. Integrate testing data into training data set and re-optimize parameters. 

 
     In order to realize this approach for cardiovascular diseases we will have to 
train the algorithm on a significantly large population of patients, which is the 
next challenge we will have to face. Then the statistical classification becomes a 
method that allows us to identify cardiovascular diseases in an early state that are 
followed by therapeutic intervention convenient for individual patients. In 
contrast to other methods that determine a set of selected parameters with 
pretended relevance for diagnosis, the classification method automatically selects 
and quantifies all relevant parameters to prove a series of proposed diseases in 
the fashion of differential diagnosis. 

5 Conclusion and outlook 

Within this work we have outlined the solution of the constraint hemodynamic 
inverse problem. The proposed statistical inference approach provides various 
advantages including quantitative parameter estimates, determination of 
confidence intervals and error estimates given incomplete and noisy 
measurement data. Further more the classification algorithm quantifies all 
disease specific model parameters in terms of classes in the fashion of 
differential diagnosis. These techniques are proposed to be the basis in patient 
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specific diagnoses, because they provide a statistical framework for the 
description of the cardiovascular system allowing improved therapeutic 
interventions for individual patients. 
     Although the interdisciplinary challenges involved in the ongoing project are 
daunting, it is important to recognize the potential gains for cardiovascular 
diagnosis. However, up to now the progress has been inhibited by the lack of a 
broad data basis of non-invasive hemodynamic measurements, advanced inverse 
modeling tools and databases for large-scale data integration and classification. 
Nevertheless we are sure that the new modeling techniques will find several 
applications in cardiovascular medicine. The progress will depend on the level of 
support from funding and industry and the interest of clinicians. There are signs 
suggesting strong interest from all areas. 
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Abstract 

Understanding the fluid-structure interaction and fluid dynamics downstream of 
an obstruction is crucial in the design and fabrication of devices that find 
application in both medicine and industry. It is known that the fluid flow patterns 
downstream of an obstruction may be very complex and are three dimensional, 
including the formation of vortices, recirculating flow, flow separation and the 
onset of turbulence. The development of any such pattern of flow might be 
detrimental to the optimal performance of the flow system. In this work we have 
used the magnetic resonance imaging (MRI) technique to investigate flow 
dynamics downstream of an artificial heart valve. MRI is a naturally three-
dimensional, non-invasive technique that finds application in clinical, biomedical 
research and materials research. It has the capability to visualize the internal 
structure of materials and also to quantify mass transport properties. In this 
in vitro study, we have measured the turbulent diffusivity and velocity 
downstream of the valve in two configurations (fully opened and partially 
opened). Our particular implementation of the MRI measurement (known as 
SPRITE imaging) is unusually robust to fast turbulent flows and has been 
demonstrated effective at Reynolds numbers on the order 105, much higher than 
possible with most conventional, clinical MRI techniques. The results showed a 
low turbulent diffusivity downstream of the fully opened valve configuration, 
while the turbulent diffusivity is higher downstream of the partially opened valve 
coupled with a high-velocity fluid jet and recirculating flow. There are distinct 
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differences between the downstream velocity profiles of the two configurations, 
which have diagnostic implications.  
Keywords: mechanical heart valve, aorta, spiral-SPRITE, turbulent flow, 
turbulence, velocity, gradient, MRI. 

1 Introduction 

Magnetic Resonance imagining (MRI) was developed more than three decades 
ago. It is a well established method in medicine for the imaging of brain, spinal 
cord, bone and other organs in the body. MRI has several unique advantages. It 
is both non-invasive and non destructive, which makes it a preferred choice for 
the investigation of physiological problems and for clinical diagnosis. MRI has 
further been extended to study the flow dynamics of fluid that are of interest to 
clinicians and non-clinicians alike. Several studies have demonstrated the use of 
MRI for measuring fluid velocities and visualizing flow dynamic without 
disrupting the target [2]. Flow is a natural phenomenon, which can exist in 
different forms. It can be laminar in which case the flow is orderly and steady, or 
it can be turbulent, characterized by a complex flow pattern. Turbulent flow is 
described as irregular eddying motion in which velocity and pressure 
perturbations occur about their mean values. These perturbations can be 
irregular, random and even chaotic, in both time and space. This type of 
turbulent flow is advantageous in mixing. In cardiovascular system however, it 
may cause physiological complications. In engineering facilities, it is responsible 
for; among other things, erosion. This complex pattern of fluid flow is often 
related to the interaction of fluid with the structure through which it flows or 
interaction of the structure with the fluid in which it is immersed. Some other 
physical phenomena associated with such interaction are vortex formation, flow 
separation, flow recirculation, etc. 
     Understanding the dynamics of this flow and fluid structure interaction plays 
a crucial role in design and fabrication of devices that are prone to these physical 
phenomena. An example of such is the prosthetic heart valve. This valve is 
widely used to replace the diseased heart valves. The most popular and 
frequently implanted among this family of valves is the mechanical heart valve 
because of its durability. However, it suffers a major drawback due to its 
vulnerability to blood coagulation resulting in valve related complications such 
as haemolysis, platelet activation and thromboembolic events [3]. This 
shortcoming has been attributed to the complex flow pattern and turbulent flow 
that characterizes the flow downstream of this artificial heart valve [4]. The first 
prosthetic heart valve implant of this valve was preformed in 1960, and ever 
since, attention has been drawn to the study of flow dynamics past such valves 
and to the investigation of related physiological complications. Among the 
methods used to study are pulse Doppler ultrasound, laser Doppler anemometry, 
hot wire-film anemometry, and numerical methods such as computational fluid 
dynamics [CFD] [3, 5]. Recently, particle image velocimetry (PIV) [6] and 
particle tracking velocimetry [7] were used in in vitro studies of flow dynamics 
downstream of prosthetic valves. These optical techniques are known for their 
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high speed, measurement of instantaneous velocities. They have been used to 
provide information about the spatial and temporal dependence of fluid 
velocities under a wide range of conditions including laminar flow and 
turbulence.  However, optical techniques are generally ineffective with opaque 
materials, and are often invasive. Even with some of the ultrasound-based 
velocimetry techniques that overcome the problem of optical opacity, there 
remain technical difficulties in resolving fluid within structures, which prevent 
access to the volume of interest [8].  MRI circumvents these problems; since it is 
capable of probing internal structure in any radiofrequency (RF) transparent 
material.  
     Magnetic Resonance technique performed well in quantifying the properties 
of steady laminar flow or flow in which the motion of the individual fluid 
elements were well defined. However, characterization of turbulent flows is 
more complex.  One major problem associated with turbulent flow when using 
magnetic resonance is signal loss. This occurs because of the additional phase 
variation that is generated by the presence of turbulent fluctuation of the 
velocities resulting in a loss of coherence and subsequently signals attenuation. 
To address this challenge, methods have been developed [9, 10] which are 
capable of resolving the velocity of fast moving fluid with Reynolds number up 
to 10000. A Reynolds number is a dimensionless quantity which indicates 
whether the flow of fluid is steady (laminar) or steady on average but with small 
unsteady changes (turbulent). Single Point Ramped Imaging with T1 

Enhancement (SPRITE) [11] with motion encoding [1] is capable of resolving 
turbulent flow with Reynolds numbers of up to 105 without signal loss. SPRITE 
with motion encoding is particularly well suited to characterizing highly 
turbulent fluid flow (in a wind tunnel style experiment) and fluid with short lived 
MR signals.  
     The SPRITE imaging sequence is a pure phase encoding method with no 
signal loss over a wide range of fluid velocities. This is achieved by the 
acquisition of a single k-space point (see theory below) at a fixed time interval 
after radio frequency excitation, in the presence of a constant magnetic field 
gradient, which is then ramped to a new value before acquisition of the next k-
space point.  A bipolar gradient is superimposed on the ramped gradient, which 
introduces sensitivity to spin motion. This approach avoids problems arising 
from susceptibility variations and field inhomogeneities [11]. This technique is 
employed in this work to investigate the complex flow pattern downstream 
resulting from the interaction of the bi-leaflets of a mechanical heart valve with 
the flowing fluid, with the aim (i) of determining velocity distribution profile 
downstream, (ii) visualizing the turbulent flow and (iii) estimating eddy 
diffusivity without signal loss or cancellation. 

2 Theory 

Magnetic Resonance Imaging relies on the fundamental properties of molecular 
nuclei, which interact with an externally applied static magnetic field, to obtain 
spatially resolved information about the structure or dynamical properties of the 
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material of interest. The magnetic moment of the nucleus arises because it has 
spin and hence spin angular momentum. When hydrogen nuclei experience a 
static magnetic field, the spins re-orient nearly parallel and anti-parallel (lower 
and higher energies respectively) to the magnetic field and undergo a rotation 
about the magnetic field called precession with a frequency that depends on the 
static magnetic field strength. 
     In Magnetic Resonance, an oscillating radio-frequency (RF) pulse with a 
frequency equal to the precessing frequency is applied perpendicular to the static 
field. The absorbed energy induces transitions between the parallel and anti-
parallel states. The return to thermal equilibrium is referred to as relaxation. 
Immediately following the RF pulse, the MR signal known as the free-induction 
decay (FID), is acquired. The signals persist as long as the precessing nuclei 
remain coherent, or precess “in phase,” and induce an emf in the detector coil. 
Over time increasing incoherence results in the decay of the signal. In MRI, a 
magnetic field gradient is applied across the sample, leading to a spatially variant 
distribution of resonant frequencies. A two dimensional Fourier transform 
reconstructs the image in the spatial domain. The reconstructed image can be 
based on the magnitude of the signal (i.e. magnitude image) or the phase of the 
signal (i.e. phase image).   
     Most conventional MRI methods acquire many data points in the presence of 
a constant magnetic field gradient, an approach referred to as frequency 
encoding. In contrast, the SPRITE method, is a purely phase encode technique 
that acquires a single data point at a constant time interval, t = tp (encoding time) 
after the RF pulse, and at a specific gradient value G , which is incremented 
after each excitation.  The phase encoded signal arising from a single point 
acquired in the presence of a magnetic field gradient,   
say xGG x ˆ  is given by   

   dxxkixkS xx )2exp()()(   (1)  

where 
 

pxx tGk 
2
1

  (2) 

 is the gyromagnetic ratio for hydrogen nuclei, Gx is the phase encoding 
magnetic field gradient, tp is the encoding time and ρ is the nuclear spin density. 
If the spins are in motion along this direction, they will develop a phase offset 
 that is proportional to the magnitude and duration of the gradient field given 
by: 

  dttxG x )(  (3) 

     Expanding the equation with Taylor series expansion, we have 

 .........
2
1)( 2atvtxtx o   (4) 

     Substituting equation (4) into (3)  

   dtatvtxG ox .........)
2
1( 2  (5)  

474  Environmental Health and Biomedicine 

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



where ox is the initial position encoded by the zeroth gradient moment with 
respect to time. Velocity (v) is encoded by the first gradient moment and 
acceleration (a) by the second. The power of SPRITE lies in the short encoding 
times possible, much less than the signal lifetimes of most materials, permitting 
the acquisition of density weighted images. This characteristic of SPRITE also 
makes it possible to image fast and turbulent fluid flow.  In our implementation, 
the phase encode gradient is ramped through 2564 points, as shown in figure 
1(inset).  This phase encoding gradient is bipolar, switching from gGx   to 

gGx   during the time constant tp , allowing for controlled separation of the 
first and second gradient moments in equation (5) through the use of different 
values of the motion sensitising gradient g. 
     Typically, 8 values of g were used to acquire 8 images of a 64 x 64 x 8,  
3-dimensional array. Z is the flow direction. The set of images, when analysed 
(with a custom IDL program called jAIMS designed by the Centre for the 
analysis of flowing fluids) give maps of the mean velocity and turbulent 
diffusivity. 
 

  

Figure 1: Shows the first few values of the magnetic field gradient for the 
spiral trajectory acquisition (complete trajectory in inset). 

3 Experiment 

The experimental setup for this study consists of a 1.2m long glass tube with an 
internal diameter of 3.2cm. The glass tube is long enough to allow the flow to be 
fully developed before the fluid reaches the probe. Fitted in the middle [test 
section] of the glass tube in an upright position was the prosthetic aortic valve in 
a fully opened configuration.  The working fluid is water doped with gadolinium 
III chloride hexahydrate for fast relaxation and the longitudinal relaxation time 
(T1) is 30ms. 
     The encoding time (tp) is 1ms and a repetition time (TR = the time interval 
between RF pulses) is 3.2ms. This model was placed in a re-circulating loop that 
was driven by a pump with a variable voltage control (0–100V), placed 
approximately 3m away from the magnet. The water volumetric flow rate was 
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13.1L/min. Spiral SPRITE was implemented on a 2.4T 32-cm i.d horizontal bore 
superconducting magnet. [Nolarac Cryogenic Inc. Martinez, CA]. A water 
cooled 7.5cm i.d gradient set driven by Techron [Elkhart, IN]8710 amplifier that 
generates a maximum of 50 G/cm was used for all experiments. The probe was a 
homebuilt 32-rung birdcage coil driven by a 2kW AMT (Brea, CA) 3445 RF 
amplifier. A Tecmag (Houston, TX, USA), Apollo console was employed. Image 
acquisitions were performed with the motion encoding gradient along the z-
direction, i.e. parallel to the bore of the magnet and the principal direction of 
flow.  
     Two set of data images were acquired; one with flow and the other without. 
The set of images, were analysed by jAIMS program to give the maps of the 
mean velocity and turbulent diffusivities. 

4 Result and discussion 

All of the results presented were for flow of Reynolds number of approximately 

10000, which was calculated from 


VD
Re , for which ρ is density 

(1000kg/m3), V is fluid velocity (m/s), D = inside upstream glass tube diameter 
and μ = viscosity (0.001kg/m-s). The 3D velocity map acquired using SPRITE 
with motion encoding was of two configurations: (i) fully opened leaflets or (ii) 
one partially opened leaflet with the other fully opened. Figure 2 shows the three 
orifices of the prosthetic heart valve in the fully open position. Figure 3(a), is the 
velocity map showing the flow pattern upstream and downstream in the fully 
opened configuration. The blank region in-between upstream and downstream is 
the location of the artificial valve. The prosthetic valve appeared blank because 
the valve is not transparent to the RF pulse because it is made up of pyrolitic 
carbon. Hence, the valve cannot be “seen” through and the content inside it 
cannot be visualized. However, of interest to us the flow pattern downstream of  
 

 

Figure 2: Depicts the prosthetic heart valve in the laboratory in a fully 
opened position [12]. 

476  Environmental Health and Biomedicine 

 
 www.witpress.com, ISSN 1743-3525 (on-line) 
WIT Transactions on Biomedicine and Health, Vol 15, © 2011 WIT Press



this valve. The map showed a 2D ZX section through a 3D (12cmx5cmx4cm) 
map of the z-component velocity. The 12cm is from left to right but top to 
bottom is 5cm, so that the tube appears stretched in this direction. The nominal 
spatial resolution were δz=1.875mm, δx=0.781mm and δy= 5mm. The actual 
spatial resolution is usually less because of blurring. The edges of the map are 
the region outside the homogenous field of the magnet. The velocity map 
showed the three regions of jet velocity of value >0.35m/s through the three 
orifices. The flow through the central core region disappeared quickly as the 
distance extends farther away from the valve. The flow through the other two 
lateral orifices appears turbulent, which gradually reduced downstream as shown 
in figure 4(a). The unequal intensities of the velocities jet seen in figure 3(a) 
were due to the variation in the opening angle of the leaflet. The leaflets were 
opened at an angle of 10o relative to each other, which might be due to the hinge 
mechanism [13].  This angular variation introduced unequal resistance to the 
flow dynamics, which in turn results in the difference in turbulent intensities 
through the three orifices. Figure 3(b) shows the velocity map of the other 
configuration of the valve (one completely opened leaflet and half closed leaflet). 
To achieve this configuration, a strand of thread was tied vertically along the 
middle of this leaflet (restriction), which held it in position as the water flows 
past it; a situation that mimics stenosis (narrowing). The map revealed a high 
velocity jet immediately downstream, which is more turbulent at both lateral 
orifices, with complete disappearance of the flow through the central core region 
as shown in figure 3(b). The jet through the open orifice extends a distance 
greater than 2 Diameter downstream while the flow through other orifice was 
directed against the glass wall. In-between, was the region of some recirculation 
flow, which appeared behind the restricted section of the leaflet. This region is 
distinct as far as 2 diameters from the valve but shows a much smaller fluid 
speed than the principal flow. Some fluid speeds were zero velocities and some 
were of negative values as seen in figure [5]. 
 

 
                               (a)                                                              (b) 

Figure 3: (a) Velocity map for the fully opened configuration, and (b) is the 
map for the one leaflet fully and other half closed, the white pixels 
indicate that the signal level fell below the noise level outside the 
tube. 
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                               (a)                                                              (b) 

 

Figure 4: (a) and (b) show turbulent diffusivity maps of downstream of the 
heart valve when fully open (a), configuration I) and partially open  
(b), configuration II). 

 

 

Figure 5: Showing the velocity field vector for the configuration II. 

     The negative velocities oppose the flow direction, some of which appeared 
upstream of the valve. Fluid behaviours such as this recirculation have a direct 
effect on cardiac function and are clinically referred to as valvular regurgitation 
[14]. 
     Figure 6(a) and (b) show the velocity distribution profile for both 
configurations at 0.2 tube diameters downstream (notice the differing vertical 
scales). The jet velocities for configuration II climb up to more than 1m/s in the 
half closed leaflet and a little below 1m/s in the other fully opened leaflet. This is 
consistent with the conservation of mass principle that requires the fluid velocity 
to increase as it flows through the smaller cross-sectional area of the restriction. 
At the same time the pressure (since the fluid is incompressible) downstream is 
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reduced compared to the open configuration. Immediately downstream, the flow 
through the central orifice completely vanished and at the two lateral orifices. 
Fundamentally, the relationship between the flow through a stenosed valve and 
its pressure difference, pressure recovery downstream and energy loss in such a 
flow system has been estimated [15]. We conjecture that the pressure recovery 
region for this configuration extended beyond that of configuration I, in 
conjunction with the propagation further downstream of  the turbulence. In 
contrast, figure 4(a) showed the configuration wherein the bi-leaflets were fully 
opened and the jet velocities were through all the three orifices at 0.36m/s, 
though the velocity through the central orifice vanishes quickly. The velocity 
profile at the three orifices of the valve at 0.2D were consistent with the profile 
obtained in [4], and the diffusivities reduced at some distance >2D downstream.  
In contrast to ultrasound measurements of centreline velocity, the profiles 
showed the velocity distribution across the tube. Figure 4(a) and (b) above also 
showed the on-set and development of the turbulent diffusivities in both 
configurations. In configuration II, where the restriction existed, the regions of 
high velocities showed correspondingly higher turbulent diffusivities. The 
diffusivities at the half-opened bi-leaflet spread out to the wall of the tube. At the 
opened leaflet, the fluid jet carries turbulent velocity fluctuations further 
downstream than in configuration I. 
 

 
                               (a)                                                              (b) 

 

Figure 6: (a) showing the velocity distribution profile for configuration I and 
(b) for configuration II  

     The region of lower counter flow velocities which is in-between the high 
turbulent diffusivities that resulted from jet velocities is bounded by regions of 
high shear [5]. This recirculation phenomenon has been known to have a 
physiological impact. For instance, it has been shown to initiate red blood cells 
damage or platelet activation in blood flow due to blood cells residence time in 
this region [12], and also, a stethoscope placed on the chest of a subject that has 
this flow pattern results in an audible murmuring sound, which is due to the 
turbulent pressure fluctuation downstream of the stenosis, and consequently 
results in the vibration of the aortic wall that is transmitted through the chest. In 

.
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figure 4(a) the diffusivities of turbulent flow is very mild and disappear 
downstream.  

5 Conclusion 

In this study, the flow dynamics through a mechanical heart valve in two 
configurations of the bi-leaflets has been investigated using a specialised 
magnetic resonance imaging technique. The effect of the inclination of the leaflet 
is to create a significant velocity gradient across the flow field. The turbulent 
diffusivities are much higher in the second configuration, which appear to have 
great diagnostic implications. The MRI technique is rather naturally capable in 
three spatial and velocity dimensions and the efficient extension of these MRI 
techniques measurements with all three velocity components is underway.  
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