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PREFACE

  The writing of a preface on an old - yet - new subject, such as the one in 
this book, is always a diffi cult task. It is common knowledge that the 
discovery of penicillin, and subsequently the rest of the antibiotics, has 
probably been one of the most important scientifi c contributions to 
civilization. By saving millions of lives, antibiotics automatically 
increased the half - life of mankind, thus allowing scientists to give their 
best to society for 20 to 30 additional years. 

 It is also common knowledge that resistance to antibiotics is a con-
stant possibility and unfortunately something to be considered every 
time a new antibiotic goes on the market. Because of this, and because 
the discovery and design of new antibiotics becomes more and more 
diffi cult every year, society, through the work of several worldwide 
research groups, is looking into the use of what one of us (Dr. Vincent 
Fischetti) has termed  “ enzybiotics ”  (the result of blending the words 
 “ enzymes ”  and  “ antibiotics ” ), for treating bacterial and fungal dis-
eases, either alone or in combination with antibiotics. 

 The book starts with four chapters in which the potential, advan-
tages, and phylogeny of enzybiotics are reviewed. Then, the new ways 
of controlling infections by Gram - negative bacteria and an updated 
view of bacteriophage holins are presented. After a review of anti-
staphylococcal lytic enzymes, the book goes on to discuss membrane -
 targeted enzybiotics, as well as the design of phage cocktails for current 
therapy. Finally, the last two chapters deal respectively with the novel 
methods to identify new enzybiotics and the use of modifi ed phages to 
induce suicide in bacteria. 

 All in all, the contributors are all active researchers, involved in the 
topic of enzybiotics. It is hoped that the joining of different points 
of view, such as those refl ected in this book, will help to clarify the 

vii
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emerging fi eld of enzybiotics and to consolidate the idea that the thera-
pies mediated by these compounds may contribute to the relief of pain 
and to the control of contagious diseases. 

Santiago de Compostela, Spain  
  December 24, 2008  

 Tomas G. Villa
 Patricia Veiga - Crespo
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CHAPTER 1

Enzybiotics: Antibiotic Enzymes as Drugs and Therapeutics. Edited by Tomas G. Villa 
and Patricia Veiga-Crespo
Copyright © 2010 John Wiley & Sons, Inc.

ENZYBIOTICS AND THEIR POTENTIAL 
APPLICATIONS IN MEDICINE 
JAN BORYSOWSKI1 and  ANDRZEJ GÓRSKI1,2

1Department of Clinical Immunology, Transplantation Institute, Warsaw Medical 
University, Poland 
2Laboratory of Bacteriophages, L. Hirszfeld Institute of Immunology and 
Experimental Therapy, Wroc ław, Poland 

1. INTRODUCTION

 Over the last decade, a dramatic increase in the prevalence of antibiotic 
resistance has been noted in several medically signifi cant bacterial 
species, especially  Pseudomonas aeruginosa ,  Acinetobacter baumanii , 
Klebsiella pneumoniae , as well as  Staphylococcus aureus , coagulase -
 negative staphylococci, enterococci, and  Streptococcus pneumoniae
(Hawkey  2008 ). This unfavorable situation is further aggravated by a 
shortage of new classes of antibiotics with novel modes of action that 
are essential to contain the spread of antibiotic - resistant pathogens 
(Livermore  2004 ). In fact, some infectious disease experts have 
expressed concerns that we are returning to the pre - antibiotic era 
(Larson  2007 ). Therefore, there is an urgent need to develop novel 
antibacterial agents to eliminate multidrug - resistant bacteria (Breithaupt 
 1999 ). A very interesting class of novel (at least in terms of their formal 
clinical use) antibacterials are enzybiotics. 

 The term  “ enzybiotic ”  was used for the fi rst time in a paper by Nelson 
et al. ( 2001 ) to designate bacteriophage enzymes endowed with bacterial 
cell wall - degrading capacity that could be used as antibacterial agents. 
While some authors suggest that this name should refer to all enzymes 
exhibiting antibacterial and even antifungal activity (Veiga - Crespo et al. 
 2007 ), in this chapter we will discuss only bacterial cell wall - degrading 



2 ENZYBIOTICS AND THEIR POTENTIAL APPLICATIONS IN MEDICINE

enzymes (regardless of their source). Other names that are used with 
respect to enzybiotics are lytic enzymes and peptidoglycan hydrolases. 
The latter refers to the major mode of action of enzybiotics, that is, the 
enzymatic cleavage of peptidoglycan covalent bonds, which results in 
the hypotonic lysis of a bacterial cell. Peptidoglycan hydrolases consti-
tute an abundant class of enzymes and may be obtained from different 
sources, for instance, bacteriophages (lysins) and bacteria themselves 
(bacteriocins and autolysins). Yet another example of well - known enzy-
biotics are lysozymes, including hen egg white lysozyme and human 
lysozyme (a list of representative enzybiotics is shown in Table  1.1 ). 

 In view of the ever - increasing antibiotic resistance of bacteria, the 
most important characteristics of enzybiotics are a novel mode of anti-
bacterial action, different from those typical of antibiotics, and the 
capacity to kill antibiotic - resistant bacteria (Borysowski et al.  2006 ). 
Another signifi cant feature of some lytic enzymes is the low probability 
of developing bacterial resistance (in some cases, the development of 
enzybiotic resistance results in a reduction in bacterial fi tness and viru-
lence; Kusuma et al.  2007 ). 

 The goal of this chapter is to discuss the major groups of enzybiotics, 
including lysins, bacteriocins, autolysins, and lysozymes, in the context 
of their potential medical applications.  

2. LYSINS

2.1. General Features 

 Lysins or endolysins are double - stranded DNA bacteriophage - encoded 
enzymes that cleave covalent bonds in peptidoglycan (Borysowski 
et al.  2006 ; Fischetti  2008 ). They are naturally produced in phage -
 infected bacterial cells during the course of lytic cycle. At the last stage 
of the cycle, endolysin molecules degrade peptidoglycan, thereby 
causing lysis of the bacterial cell and ensuring the release of progeny 
virions (Young et al.  2000 ). The term  “ endolysin ”  was introduced to 
the scientifi c literature by F. Jacob and C. R. Fuerst   to stress that 
enzyme molecules act on peptidoglycan from within the bacterial cell 
in which they are synthesized (Jacob and Fuerst  1958 ). In view of this, 
it appears that recombinant enzymes acting on the cell wall from 
outside the cell (e.g., those used for therapeutic purposes) should be 
referred to as lysins rather than endolysins. Still another name pro-
posed to designate a lysin is  “ virolysin, ”  which is intended to point out 
the viral origin of these enzymes (Parisien et al.  2008 ). However, this 
name has not gained popularity and is used very rarely. 
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LYSINS  5

 The main mode of antibacterial action of lysins is the enzymatic cleav-
age of the covalent bonds in peptidoglycan. Depending on their enzy-
matic specifi cities, lysins fall into fi ve major classes:  N  - acetylmuramoyl - 
L - alanine amidases, endopeptidases,  N  - acetylmuramidases (lysozymes), 
endo -  β  -  N -  acetylglucosaminidases, and lytic transglycosylases (Fig.  1.1 ). 

MurNAc GlcNAc 

MurNAc GlcNAc 

L-Ala

D-Glu

L-Lys

D-Ala

1

2 

3 

D-Ala

L-Lys

4

D-Glu

L-Ala

5
     Figure 1.1.     Sites of peptidoglycan cleavage by main classes of enzybiotics. This variant 
of peptidoglycan is typical of  S. aureus . The backbone of peptidoglycan consists of 
alternating residues of  N  - acetylglucosamine   (GlcNAc) and  N  - acetylmuramic acid 
(MurNAc). The tetrapeptide side chains branching off from  N  - acetylmuramic acid are 
cross - linked by the pentaglycine bridges. The sites of cleavage by enzybiotics with dif-
ferent enzymatic specifi cities are indicated by the numbered arrows: (1) muramidases 
and transglycosylases; (2) amidases; (3 and 4) endopeptidases; (5) glucosaminidases.  
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The majority of lysins described to date exhibit only one kind of mura-
lytic activity, whereas relatively few possess two separate enzymatic 
domains (Borysowski et al.  2006 ). 

 While the main mode of antibacterial activity of lysins is based on 
enzymatic cleavage of peptidoglycan, it is noteworthy that some of 
them can also affect bacterial cells by a nonenzymatic mechanism. 
This mechanism relies on destabilization of the bacterial cytoplasmic 
membrane by amino acid sequences whose properties, especially their 
amphipathic secondary structure, positive charge, and hydrophobicity, 
are similar to those found in cationic antimicrobial peptides (CAPs). 
Such sequences were identifi ed in T4 phage lysozyme and lysins 
encoded by Pseudomonas aeruginosa  phages D3 and  Φ KZ (D ü ring 
et al.  1999 ; Rotem et al.  2006 ). In a series of elegant experiments, these 
sequences were shown to be more important for T4 ’ s antibacterial 
activity than the enzymatic cleavage of peptidoglycan (D ü ring et al. 
 1999 ). As mentioned above, sequences having physicochemical char-
acteristics typical of CAPs (X1 and Z1) are also contained within 
lysins encoded by two P. aeruginosa  phages (Rotem et al.  2006 ). It 
was shown that synthetic peptides with amino acid sequences corre-
sponding to X1 and Z1, as well as their shorter analogs, inhibited the 
growth of several Gram - positive bacterial species in a mechanism 
analogous to that of CAPs. The authors of the study suggested that 
endolysins of other phages could also be a source of novel antimicro-
bial peptides. Another unusual enzyme is the  Bacillus amyloliquefa-
ciens  bacteriophage auxiliary lysin lys1521, whose positively charged 
C - terminal sequences were shown to increase the permeability of the 
P. aeruginosa  outer membrane, thereby facilitating the access of the 
N - terminal enzymatic domain to peptidoglycan (Muyombwe et al. 
 1999 ; Orito et al.  2004 ). 

 A typical feature of lysins is their modular structure, which means 
that they are composed of at least two distinct domains: an N - terminal 
catalytic domain and a C - terminal bacterial cell wall - binding domain 
(Loessner et al.  2002 ; Loessner  2005 ). As mentioned above, some lysins 
possess two different catalytic domains. In some lysins both the cata-
lytic and the cell wall - binding domain are indispensable for their lytic 
activity, while others can lyse bacteria also in their C - truncated forms, 
although it is the C - terminal domain that is responsible for binding to 
the bacterial cell wall. Interestingly, lysins were also reported to exhibit 
higher antibacterial activity after removing their C - terminal domains. 
These fi ndings are very important because they indicate that the anti-
bacterial activity of some lysins could be increased by simply removing 
their cell wall - binding domains (Borysowski et al.  2006 ). 
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 Another typical feature of the vast majority of lysins described to 
date is a narrow antibacterial range when acting on the bacterial cell 
from outside. This range is usually limited to the host bacterial species 
of the bacteriophage encoding the given enzyme. However, it needs 
to be stressed that lysins are most often capable of killing the majority 
of strains within a given bacterial species (Fischetti  2008 ). For instance, 
Pal, an amidase encoded by  S. pneumoniae  phage Dp - 1, was shown 
to lyse 15 out of 15 pneumococcal strains tested (Loeffl er et al.  2001 ). 
Another lysin, Ply3626 of  Clostridium perfringens  bacteriophage 
 Ø 3626, could also kill all of the 48  C. perfringens  strains tested 
(Zimmer et al.  2002 ). This feature clearly sets lysins apart from lytic 
phages, which are usually capable of infecting and killing only a small 
subset of strains within a given bacterial species. Very few lysins were 
reported to possess a broader antibacterial spectrum (Yoong et al. 
 2004 ). 

 A unique medical application of lysins may be the specifi c elimina-
tion of pathogenic bacterial species (e.g.,  S. aureus ) colonizing mucous 
membranes without adversely affecting normal microfl ora. Such bac-
teria can, in some clinical settings, be a starting point for infections 
(Bogaert et al.  2004 ; Wertheim et al.  2005 ). Lysins could thus provide 
a basis for a novel strategy for preventing some bacterial infections. 
Furthermore, elimination of the mucosal reservoir of bacteria could 
contribute to containing the horizontal spread of bacterial pathogens 
in some communities (Fischetti  2003 ). Lysins appear to be better decol-
onizing agents than antibiotics owing to their species - specifi c and rapid 
antibacterial activity, capacity for killing antibiotic - resistant bacteria, 
and lower risk of developing resistance (Fischetti  2003 ; Cheng et al. 
 2005 ). Moreover, a considerable body of experimental data shows that 
lysins, in spite of their apparent immunogenicity, may also be success-
fully used in the treatment of systemic bacterial infections and are in 
this regard effective even after repeated administration (Loeffl er et al. 
 2003 ; Borysowski et al.  2006 ). 

 Discussed below are lysins specifi c to medically signifi cant bacterial 
species, including  Streptococcus pyogenes  (group A streptococci),  S.
pneumoniae ,  Streptococcus agalactiae  (group B streptococci),  S. aureus , 
and Bacillus anthracis . However, it needs to be stressed that specifi c 
lysins can be most likely obtained for any Gram - positive bacterial 
pathogen from dsDNA bacteriophage (Schuch et al.  2002 ). Gram -
 negative bacteria are essentially resistant to recombinant lytic enzymes 
due to the presence of the outer membrane (see subsection  6.2   ). Of 
particular importance is that lysins are also capable of killing antibiotic -
 resistant bacteria, as shown for penicillin - resistant  S. pneumoniae
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(Loeffl er et al.  2001 ), vancomycin - resistant  Enterococcus faecalis  and 
Enterococcus faecium  (Yoong et al.  2004 ), as well as methicillin - resis-
tant S. aureus  (MRSA; O ’ Flaherty et al.  2005 ) and  S. aureus  strains 
with reduced susceptibility to vancomycin (Rashel et al.  2007   ). It was 
also shown that lysins can act synergistically with other lytic enzymes 
and antibiotics (Loeffl er and Fischetti  2003 ; Djurkovic et al.  2005 ; 
Becker et al.  2008 ). 

2.1.1. Lysins Specifi c to   S .  pyogenes   The fi rst and hitherto only lysin 
specifi c to  S. pyogenes  that was evaluated as a potential antibacterial 
agent was PlyC amidase derived from group C streptococci C1 phage 
(Nelson et al.  2001 ; Nelson et al.  2006 ). This enzyme is very interesting 
in at least two respects. First, it is the most potent lysin reported so far, 
its activity being over two orders of magnitude higher than those of 
other bacteriophage lytic enzymes. Second, PlyC is the only known 
multimeric lysin, while all the others are synthesized as single polypep-
tides. Although PlyC was fi rst reported in 1957, it was not until 2001 
that its antibacterial activity was studied in more detail both in vitro
and in vivo . In fact, it is the fi rst lysin whose activity was studied with 
a view to potential prophylactic or therapeutic use.  In vitro  experiments 
revealed that, unlike C1 phage, the enzyme lyses  S. pyogenes  most 
effi ciently, while its activity against groups C and E is substantially 
lower. All 10  S. pyogenes  strains tested were effi ciently lysed by 
PlyC. On the other hand, the lysin practically did not act on strepto-
cocci groups B, D, F, G, L, and N or other bacterial species with the 
exception of Streptococcus gordonii , which was lysed very slowly. Such 
an antibacterial range appears to be very advantageous because it is 
essentially limited to pathogenic streptococci (groups A and C). In a 
murine model of oral colonization, a single dose of the lysin adminis-
tered to the oral cavity of mice prior to 10 7  colony forming units (cfu) 
of group A streptococci resulted in signifi cant protection from the 
mucosal colonization (only 28.5% of the mice that received PlyC were 
colonized compared with 70.5% of the animals in the control group). 
Importantly, in most mice that were colonized despite administration 
of enzyme, cfu counts remained low throughout the experiment or the 
bacteria were completely eliminated within 48   h, whereas those in the 
control group increased during the same period of time. In another 
experiment, no streptococci were detected in oral swabs of nine heavily 
colonized mice 2   h after administration of one lysin dose. However, in 
some animals recolonization was noted within 48   h, which was caused 
most likely by bacteria previously internalized in epithelial cells of the 
mucous membrane. Importantly, isolated bacteria were sensitive to 
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PlyC, which practically rules out resistance to the enzyme ’ s lytic activity 
as the reason for recolonization.  

2.1.2. Lysins Specifi c to   S .  pneumoniae   Two lysins are currently 
being developed as potential anti - pneumococcal agents. The fi rst is Pal 
amidase, encoded by the pneumococcal bacteriophage Dp - 1 (Loeffl er 
et al.  2001 ).  In vitro  experiments showed that Pal is capable of lysing 
all of the 15 clinical strains of S. pneumoniae  tested, each of which 
represented a distinct serotype. Penicillin - resistant strains were lysed 
as effi ciently as penicillin - sensitive ones. Moreover, it was found that 
the capsule could not block Pal ’ s access to peptidoglycan. Apart from 
S. pneumoniae , only  Streptococcus oralis  and  Streptococcus mitis  were 
slightly susceptible to the enzyme ’ s lytic activity, while six other strep-
tococcal species belonging to the oral microfl ora were resistant. In a 
murine model of nasopharyngeal colonization, one topical dose of lysin 
administered to mice 42   h after pneumococci was suffi cient to com-
pletely clear the bacteria from the surface of the mucous membrane. 
While the administration of a lower dose of Pal did not result in com-
plete elimination of bacteria in all mice, the titers of surviving pneu-
mococci were too low to successfully recolonize the mucous 
membrane. 

 The other anti - pneumococcal enzyme is Cpl - 1 muramidase of Cp - 1 
phage (Loeffl er et al.  2003 ). As was the case with Pal, the antibacterial 
activity of Cpl - 1 is essentially specifi c to  S. pneumoniae . In a murine 
model of nasopharyngeal colonization, a single topical dose of enzyme 
completely eliminated pneumococci from the mucous membrane. The 
high effectiveness of Cpl - 1 as a topical decolonizing agent was con-
fi rmed in very interesting experiments performed on a novel murine 
model mimicking the natural development of secondary acute otitis 
media (AOM) following viral infection in children (McCullers et al. 
 2007 ). In this unique model, a pneumococcal strain engineered to 
express luciferase was used, which allowed monitoring infection with 
the use of bioluminescent imaging, was used. To evaluate the effi cacy 
of Cpl - 1, mice were colonized intranasally with bacteria and subse-
quently infected with infl uenza virus to trigger a secondary pneumococ-
cal AOM. Administration of two topical doses of Cpl - 1 resulted in 
complete elimination of the bacteria in 90% of the mice, while enzyme 
buffer administered to the mice in the control group had no effect on 
intranasal pneumococci. Furthermore, no mouse treated with Cpl - 1 
developed a secondary AOM following viral inoculation, compared 
with 80% of mice from the control group. It was also shown that AOM 
can be prevented not only by a complete elimination of colonization, 
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but also by its partial reduction. The results of this study indicate that 
anti - pneumococcal lysins could provide a novel means of prophylaxis 
of secondary AOM in children. 

 The antibacterial effects of Pal and Cpl - 1 were also evaluated in 
experimental models of different pneumococcal infections, including 
bacteremia, endocarditis, and meningitidis. In a murine model of pneu-
mococcal bacteremia, a 200 -  μ g dose of either enzymes administered to 
mice 1   h after inoculation with a lethal dose of multiresistant  S. pneu-
moniae  rescued 100% of the mice. Cpl - 1 and Pal exerted a synergic 
effect in terms of improving survival rates of the infected mice and 
synergy was found with different doses and administration times of the 
enzymes. The antibacterial activity of the enzymes in blood was very 
rapid, as indicated by a sharp decrease in bacterial titers:  ∼ 4   log units 
2   h after administration of 200    μ g of enzyme. On the 4th and 5th day 
post - administration, bacteria were either undetectable or their titers in 
blood were very low, while the mean bacterial titer in the blood of 
control mice was ∼ 10 7  – 10 8    cfu/mL. It was also shown that only func-
tional lysin was capable of curing infection, while heat - inactivated 
enzyme did not have any positive effect. This indicates that the anti-
bacterial effects of the studied enzymes were based on direct killing of 
bacteria rather than an induction of antibacterial immune response 
(Jado et al.  2003 ). The high effi cacy of Cpl - 1 was confi rmed in another 
study performed on a murine model of bacteremia due to a penicillin -
 sensitive strain of  S. pneumoniae  (Loeffl er et al.  2003 ). 

 The antibacterial effects of Cpl - 1 were also evaluated in a rat model 
of endocarditis induced by penicillin - resistant  S. pneumoniae  (Entenza 
et al.  2005 ). In this study, two dosing regimens of Cpl - 1 were compared. 
In the fi rst, 16   h after pneumococcal challenge, rats received an intra-
venous (i.v.) bolus of 10   mg/kg of the enzyme followed by continuous 
infusion of 5   mg/kg/h for 6   h. This regimen resulted in only a temporary 
decrease in bacterial titers in blood and failed to reduce vegetation 
titers. In the other regimen, rats were administered an i.v. bolus of 
250   mg/kg followed by continuous infusion of 250   mg/kg/h for 6   h. In 
this case, the bacteria were cleared from the blood within 30   min and 
an almost complete eradication was maintained for 6   h. Moreover, a 
signifi cant decrease in vegetation bacterial titers was noted 30   min after 
administration of lysin. It was also found that the antibacterial effects 
of Cpl - 1 were much more rapid than those of vancomycin with respect 
to decreasing bacterial titers in both blood and vegetations (differences 
between groups that received Cpl - 1 and vancomycin were statistically 
signifi cant at 6   h after administration of either drug). On the other 
hand, the levels of different pro - infl ammatory cytokines in blood were 
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lower in the rats that received vancomycin than in those that were 
administered Cpl - 1. 

 Cpl - 1 was also used in a model of experimental pneumococcal men-
ingitis in infant rats (Grandgirard et al.  2008 ). Rats were inoculated 
with pneumococci intracisternally (i.c.) and the enzyme was adminis-
tered either i.c. or intraperitoneally (i.p.). Following administration of 
one i.c. dose of Cpl - 1 ( ∼ 20   mg/kg), bacterial titers in the cerebrospinal 
fl uid (CSF) dropped by three orders of magnitude within 30   min. 
Although pneumococci were essentially undetectable in the CSF for 
the next 2   h, their titers started to grow shortly thereafter. The half - life 
of Cpl - 1 in the CSF was about 16   min, and the enzyme was present in 
the CSF for 2   h after administration of the single dose. It is very likely 
that the effi cacy of Cpl - 1 could be higher if its bioavailability in the 
CSF were increased (e.g., by administering repetitive doses). However, 
the authors failed to verify this experimentally because repetitive injec-
tions were too harmful to the rats. In another experiment, infected rats 
were administered one i.p. dose of Cpl - 1 (200   mg/kg), which resulted 
in a reduction of pneumococcal titers in the CSF by 98% within 2   h. 
For 3   h after administration, the concentration of Cpl - 1 in the CSF was 
within the range of 7 – 12    μ g/mL.  

2.1.3. Lysins Specifi c to   S .  agalactiae   Thus far, four lysins derived 
from S. agalactiae  - specifi c phages have been reported. These are bac-
teriophage NCTC 11261 PlyGBS lysin, B30 phage lysin, and enzymes 
encoded by LambdaSa1 and LambdaSa2 prophages. While the enzy-
matic specifi city of PlyGBS was not shown directly, it contains two 
putative catalytic domains: endopeptidase and muramidase. An inter-
esting feature of this lysin is its relatively broad antibacterial range, 
encompassing, aside from  S. agalactiae , groups A, C, G, and L strepto-
cocci (Cheng et al.  2005 ). 

 The second enzyme, phage B30 lysin, was shown to possess two sepa-
rate enzymatic domains: an N - terminal cysteine, histidine-dependent 
aminohydrolases/peptidases (CHAP)   domain (endopeptidase) and an 
Acm domain (muramidase) situated in the central part of the protein. 
Like PlyGBS, bacteriophage B30 lysin can lyse, aside from  S. agalactiae , 
other bacteria, including groups A, B, C, E, and G streptococci, as well 
as E. faecalis  (Pritchard et al.  2004 ; Baker et al.  2006 ). 

 The last two lysins, that is, those encoded by LambdaSa1 and 
LambdaSa2 prophages, display  γ  -  d  - glutaminyl - l - lysine endopeptidase 
activity, and the latter also  β  -  d  -  N -  acetylglucosaminidase activity 
(Pritchard et al.  2007 ; Donovan and Foster - Frey  2008 ). LambdaSa2 pro-
phage lysin is unusual in that its two - tandem Cpl - 7 cell wall - binding 
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domains are situated not at the C - terminus of the polypeptide chain, but 
rather between the two enzymatic domains. In turbidity reduction assays, 
the enzyme was found to act potently on several streptococcal species, 
including S. pyogenes ,  Streptococcus dysgalactiae , group E streptococci, 
Streptococcus equi , and group G streptococci, while its lytic activity 
against S. agalactiae  was moderate, in spite of the fact that it is encoded 
by an S. agalactiae  prophage. Interestingly, a truncated form of the lysin 
containing the endopeptidase domain and two Cpl - 7 domains had higher 
lytic activity than the full - length enzyme, but only against some bacteria 
(S. agalactiae ,  S. dysgalactiae ,  Streptococcus uberis , and  S. aureus ). A 
truncated construct containing the endopeptidase domain and one Cpl - 7 
domain was less active, whereas the endopeptidase domain lacking any 
cell wall - binding domain was virtually inactive as were all constructs 
containing only the glucosaminidase domain regardless of the presence 
or absence of the Cpl - 7 domains. An interesting feature of this enzyme 
is that it maintains substantial lytic activity across a broad range of pH 
values (5.5 – 9.5) (Donovan and Foster - Frey  2008 ). 

 The major potential application proposed for these enzymes is intra-
partum prophylaxis of early onset neonatal infections caused by 
S. agalactiae  colonizing the genital tract (Pritchard et al.  2004 ; Cheng 
et al.  2005 ). It appears that lytic enzymes might be in several respects 
superior to penicillin, which is currently the fi rst - line agent employed 
in intrapartum antibiotic prophylaxis. Their fi rst advantage is a rela-
tively higher specifi city to  S. agalactiae , especially their lack of activity 
against species belonging to the vaginal microfl ora, such as  Lactobacillus
acidophilus  and  Lactobacillus crispatus . Other characteristics of lysins 
favoring them over antibiotics include their rapid antibacterial activity 
as well as low probability of developing resistance and causing side 
effects. Importantly, the optimal pH values for at least some of them 
fall within the range typical of the human vaginal tract. While the pH 
optimum of B30 phage lysin (5.5 – 6.0) is less than the value of the 
normal vaginal pH (4.5), it does fall within the pH range likely to occur 
in women heavily colonized with S. agalactiae  (Pritchard et al.  2004 ). 

 The only  S. agalactiae  - specifi c lysin whose effi cacy was evaluated  in
vivo  is PlyGBS (Cheng et al.  2005 ). In a murine model of vaginal colo-
nization, administration of one topical dose of lysin resulted in approxi-
mately 3 - log decrease in the bacterial level compared with mice in the 
control group. One topical dose of PlyGBS was also suffi cient to sig-
nifi cantly reduce bacterial colonization of the oropharynx mucosa. 
These results are very important in view of the fact that neonatal  S.
agalactiae  meningitidis is likely initiated through the oropharynx. Thus 
it appears that S. agalactiae  - specifi c lytic enzymes might be used not 



LYSINS 13

only to eliminate vaginal colonization in pregnant women before deliv-
ery, but also to decontaminate newborns, thereby decreasing the inci-
dence of neonatal infections. These enzymes could be administered 
topically in a recombinant form or secreted in the genital tract by engi-
neered bacteria.  

2.1.4. Lysins Specifi c to   S .  aureus   Thus far, several lysins encoded by 
S. aureus  phages have been described, including MV - L, LysK, PlyTW, 
Ply187, and  S. aureus   Ø 11 phage lysin (Loessner et al.  1998 ; Loessner 
et al.  1999 ; Navarre et al.  1999 ; O ’ Flaherty et al.  2005 ; Rashel et al.  2007 ). 
At least some of them can also lyse, aside from  S. aureus , coagulase -
 negative staphylococci (O ’ Flaherty et al.  2005 ). Of particular impor-
tance is that they are also capable of killing MRSA and S. aureus  strains 
with reduced susceptibility to vancomycin (Rashel et al.  2007 ). Some of 
them have been successfully used in experimental models of staphylo-
coccal infections. These are discussed in detail in Chapter  7 .  

2.1.5. Lysins Specifi c to   B .  anthracis   The fi rst  B. anthracis  - specifi c 
lysin tested as a potential antibacterial agent was PlyG (Schuch et al. 
 2002 ). This enzyme, a putative amidase, is encoded by  B. anthracis   γ
phage, which is used by the U.S. Centers for Disease Control and 
Prevention (CDC) in Atlanta for the identifi cation of  B. anthracis . It 
was found that the enzyme could lyse only B. anthracis  (of all the 14 
isolates tested, some were capsulated) and one  Bacillus cereus  strain 
(RSVF1) closely related to B. anthracis , while several other Gram -
 positive and Gram - negative bacterial species were resistant. Aside 
from vegetative bacterial cells, germinating  B. anthracis  spores were 
also susceptible to PlyG, whereas in the dormant state they were resis-
tant. In a murine model of  B. anthracis  infection, one i.p. injection of 
PlyG 15   min after inoculation with a lethal dose of RSVF1 cells rescued 
(depending on the dose of enzyme) 68.4% or 76.9% of mice. PlyG can 
also be used for the specifi c identifi cation of  B. anthracis  spores. In this 
assay, spores exposed to a germinant and lysin release adenosine tri-
phosphate (ATP)   that can be measured by means of a handheld lumi-
nometer as light emitted in the presence of luciferin/luciferase. This 
method was shown to be very rapid and allowed for the identifi cation of 
B. anthracis  spores within 10 – 60   min depending on the number of spores. 

 The second lysin, derived from a  B. anthracis   λ  Ba02 prophage, is 
PlyL amidase (Low et al.  2005 ). This enzyme is interesting in that it 
displays more potent activity against B. cereus  than  B. anthracis . 
Remarkably, the lytic activity of the full - length PlyL is lower than that 
of its C - truncated form, most likely due to some inhibitory effects of 
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the C - terminal domain on the N - terminal enzymatic domain, which 
could be relieved upon the enzyme ’ s binding to the bacterial cell wall. 
Interestingly, the removal of the C - terminal domain of another lysin, 
Ply21 from the B. cereus  phage TP21, had opposite effects on its capa-
bility to lyse different bacterial species. While the C - truncated enzy-
matic domain of Ply21 displayed higher lytic activity against Bacillus
subtilis , its ability to lyse  B. cereus  was lower than that of the full - length 
enzyme (Loessner et al.  1997 ). 

 The third lysin capable of lysing  B. anthracis  is PlyPH, an enzyme 
of putative bacteriophage origin (Yoong et al.  2006 ). The antibacterial 
range of this enzyme, like that of PlyG, is practically restricted to  B.
anthracis . The most interesting feature of PlyPH is that it retains lytic 
activity over a broad range of pH values. While its maximum activity 
was noted between pH values of 4.5 and 8.0, partial activity was main-
tained between pH 4.0 and 10.5. PlyPH was also shown to display 
substantial antibacterial activity in a murine model of peritonitis. 

 The last enzyme that was reported as a potential means of prevent-
ing or treating anthrax is PlyB, a putative muramidase encoded by the 
BcpI bacteriophage (Porter et al.  2007 ). The lytic activity of PlyP 
against a B. anthracis  - like strain was comparable with that of PlyG. 
Unlike PlyL, PlyP exhibits its maximum activity in its full - length form, 
while the C - truncated form is substantially less effi cient.  

2.1.6. Lysins Specifi c to Other Bacterial Species   Other lysins that 
might fi nd use as antibacterial agents are Ply118, Ply500, Ply3626, and 
PlyV12. Ply118 and Ply500 are L - alanyl -  d  - glutamate peptidases 
encoded by Listeria monocytogenes  phages A118 and A500, respec-
tively (Loessner et al.  2002 ). The antibacterial range of both enzymes 
is essentially restricted to the genus Listeria , and they are not capable 
of lysing other Gram - positive or Gram - negative bacteria with the 
exception of Bacillus megaterium . It was also shown that they can lyse 
bacteria only in their full - length forms, while the removal of either of 
the two major domains resulted in a loss of lytic capacity. 

 Ply3626 is a putative amidase encoded by  Clostridium perfringens
bacteriophage  Ø 3626 (Zimmer et al.  2002 ). It was shown that the anti-
bacterial range of this enzyme is restricted to the species C. perfringens . 
Interestingly, the lytic spectrum of the enzyme is much broader than 
that of  Ø 3626 phage. While the phage can infect and kill only 22% of 
C. perfringens  strains, the enzyme was capable of lysing all of the 48 
strains tested. 

 PlyV12 is a putative amidase encoded by  E. faecalis  bacteriophage 
Φ 1 (Yoong et al.  2004 ). This lysin is very interesting in that it is one of 
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the very few phage lytic enzymes possessing a broad antibacterial 
range.  In vitro , PlyV12 was capable of lysing  E. faecalis  and  E. faecium
(all 15 clinical and laboratory strains were tested, including 5 vancomy-
cin - resistant strains) as well as  S. pyogenes  and groups B, C, E, and G 
streptococci. Moreover, the enzyme displayed weak lytic activity against 
S. aureus  and some commensal bacteria.    

3. AUTOLYSINS

 Another class of lytic enzymes that could be used as enzybiotics are 
autolysins. These are enzymes encoded by bacteria that are involved in 
different essential processes of bacterial cells, including cell growth and 
division, cell wall turnover, bacterial protein secretion, and peptidogly-
can maturation (Vollmer et al.  2008 ). To the best of our knowledge, the 
fi rst (and hitherto only) autolysin tested as a potential antibacterial agent 
was LytA amidase, the main autolysin of  S. pneumoniae . In the fi rst study 
aimed at evaluating the therapeutic effi cacy of LytA, its antibacterial 
activity was compared with those of Cpl - 1 lysin and cefotaxime 
(Rodriguez - Cerrato et al.  2007 ). The minimum inhibitory concentration 
(MIC)   values of LytA, Cpl - 1, and cefotaxime for a  β  - lactam - resistant 
pneumococcal isolate were 16, 32, and 4    μ g/mL, respectively. In time - kill 
experiments, the activities of both enzymes were comparable, and much 
higher than that of cefotaxime. In a murine model of pneumococcal 
peritonitis - sepsis, LytA was essentially the most effective of the three 
studied agents with respect to decreasing bacterial titers in peritoneal 
fl uid and blood. 

4. BACTERIOCINS

 Bacteriocins are peptides or proteins produced by bacteria to inhibit 
the growth of other bacteria (Nes et al.  2007 ). This sets them apart from 
autolysins, which act on the same bacterial cells in which they were 
produced. The bacteriocin whose antibacterial activity has been studied 
most thoroughly both in vitro  and  in vivo  is lysostaphin. 

4.1. Lysostaphin

 Lysostaphin is discussed in more detail in Chapter  7 . In this section we 
will present only the most important data on this enzyme and sum up 
the results of its use as an antibacterial agent. 

 Lysostaphin is an endopeptidase encoded by  Staphylococcus simu-
lans  biovar  staphylolyticus  that specifi cally cleaves glycyl - glycyl bonds 
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in the interpeptide cross - bridges of the staphylococcal peptidoglycan 
(Thumm and G ö tz  1997 ). Lysostaphin is very effi cient in lysing  S.
aureus  and can kill practically all strains of this species, including 
MRSA (von Eiff et al.  2003 ) and strains with reduced susceptibility to 
vancomycin (Patron et al.  1999 ). However, its activity against coagu-
lase - negative staphylococci is essentially weaker due to a different 
amino acid composition of their cross - bridges (Kumar  2008 ). Aside 
from planktonic staphylococcal cells, lysostaphin can also specifi cally 
eliminate staphylococcal biofi lms (Wu et al.  2003 ). 

 The fi rst potential medical application of lysostaphin is the elimina-
tion of staphylococci colonizing nasal mucous membrane, which, in 
some clinical settings, may be a starting point for serious infections. In 
a cotton rat model of S. aureus  nasal colonization, lysostaphin was 
shown to be more effective than mupirocin, which is currently the main 
antibiotic used as a decolonizing agent (Kokai - Kun et al.  2003 ). 
Another prophylactic use of lysostaphin might be prevention of cath-
eter colonization by enzyme molecules coating their surface (Shah 
et al.  2004 ). 

 The second major application of lysostaphin can be the treatment of 
staphylococcal infections, both topical and systemic. So far, the thera-
peutic effectiveness of lysostaphin has been evaluated in experimental 
models of bacteremia, endocarditis, neonatal infections, and ocular 
infections, especially endophthalmitis and keratitis (Patron et al.  1999 ; 
Dajcs et al.  2000 ; Dajcs et al.  2001 ; Kokai - Kun et al.  2007 ; Oluola et al. 
 2007 ). Essentially, these studies revealed that lysostaphin can effi ciently 
kill bacteria in vivo  without causing any serious side effects. It is also 
noteworthy that in some experiments, lysostaphin was found to be 
more effective than antibiotics (Climo et al.  1998 ). Importantly, it was 
shown that specifi c antibodies do not completely neutralize, but rather 
moderately reduce, lysostaphin ’ s antibacterial activity  in vivo , which 
suggests that the enzyme could exert substantial antibacterial activity 
even after repeated injection (Climo et al.  1998 ; Dajcs et al.  2002 ). It 
was also found that lysostaphin can exert a synergistic antibacterial 
activity with other lytic enzymes, cationic antimicrobial peptides, and 
some antibiotics (Polak et al.  1993   ; Graham and Coote  2007 ; Becker 
et al.  2008 ). Development of resistance to lysostaphin, at least in some 
cases, can result in an increase in bacterial sensitivity to antibiotics and 
a reduction in their fi tness and virulence (Kusuma et al.  2007 ).  

4.2. Other Bacteriocins 

 Another bacteriocin whose antibacterial activity was studied in more 
detail and which could be used as an antibacterial agent is zoocin A, 
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produced by S. equi  ssp. zooepidemicus 4881 (Akesson et al.  2007 ). It 
is composed of an N - terminal catalytic domain of putative endopepti-
dase activity and a C - terminal cell wall - binding domain (Lai et al. 
 2002 ). It was shown that zoocin A - susceptible streptococcal species 
include, aside from  S. equi ,  S. pyogenes ,  Streptococcus mutans , and  S.
gordonii . It is worth noting that all fi ve  S. pyogenes  strains tested were 
extremely sensitive to zoocin A (MIC    ≤    31.5   ng/mL). Some other strep-
tococcal species, especially  S. oralis  and  S. rattus , are not susceptible to 
the enzyme ’ s lytic activity (Akesson et al.  2007 ). Interestingly, zoocin 
A was found to be a penicillin - binding protein (PBP). In this regard, 
the enzyme was shown to bind penicillin covalently, to possess a weak 
β  - lactamase activity, and to contain motifs typical of other PBPs. 
Furthermore, incubation of zoocin A with penicillin decreased its enzy-
matic activity (Heath et al.  2004 ). Zoocin A was shown to be capable 
of killing S. mutans  in a triple - species plaque model (this species is 
involved in the pathogenesis of dental caries; Simmonds et al.  1995 ).   

5. LYSOZYMES

 Lysozymes, or  N  - acetylmuramidases, are hydrolases that specifi cally 
cleave the β  - 1,4 glycosidic linkages between  N  - acetylmuramic acid and 
N  - acetylglucosamine in peptidoglycan (Jolles and Jolles  1984 ). 
Lysozymes are produced by cells of many different animal species, 
plants, insects, bacteria, and viruses. Based on their amino acid 
sequences and structural features, lysozymes are divided into several 
main subfamilies (Masschalck and Michiels  2003 ). In the human organ-
ism, lysozyme is produced by cells of the immune system (polymorpho-
nuclear granulocytes, monocytes, macrophages) and is found in 
different biological fl uids and tissues, including tears, urine, milk, saliva, 
liver, cartilage, and skin. However, the best known and most often used 
lysozyme is hen egg white lysozyme (Jolles and Jolles  1984 ; Masschalck 
and Michiels  2003 ). 

 Lysozymes are unique enzybiotics in that they exert not only anti-
bacterial activity, but also antiviral, anti - infl ammatory, anticancer, and 
immunomodulatory activities (Sava  1996 ). They are also the only pep-
tidoglycan hydrolases that have been used on a larger scale in humans 
for the past several decades. 

 Although the best known mode of antibacterial action of lysozyme 
is based on the enzymatic cleavage of peptidoglycan, in fact it can also 
kill bacteria by some nonenzymatic mechanisms. First, lysozyme, in 
view of its cationic nature, can activate bacterial autolytic enzymes 
(autolysins). The second nonenzymatic mechanism by which lysozyme 
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can kill bacteria is cytoplasmic membrane destabilization resulting 
from the removal of divalent ions from the membrane surface. In fact, 
some studies show that nonenzymatic mechanisms may be more impor-
tant for killing bacteria than the enzymatic cleavage of peptidoglycan 
(Masschalck and Michiels  2003 ). 

 Generally, lysozyme is capable of killing only Gram - positive bacte-
ria, while Gram - negative bacteria are resistant owing to the presence 
of the outer membrane. However, several exceptions to this rule have 
been reported, including both lysozyme - resistant Gram - positive bacte-
ria (e.g., some strains of  S. aureus  and  E. faecalis ) and lysozyme - sensi-
tive Gram - negative bacteria (e.g.,  Capnocytophaga gingivalis ). It is also 
worth mentioning that several modifi cations of the lysozyme molecule 
have been developed to enable the enzyme to kill Gram - negative bac-
teria. These are essentially based on coupling lysozyme to molecules 
facilitating the penetration of the outer membrane (e.g., fatty acids and 
hydrophobic peptides) (Ibrahim et al.  2002 ; Masschalck and Michiels 
 2003 ). 

 For the past several decades, lysozyme has been used, often com-
bined with antibiotics, in the prophylaxis and treatment of different 
bacterial infections, including pharyngitis, tonsillitis, dysentery, and 
wound infections (Sava  1996 ). More recently, patents for several lyso-
zyme applications have been applied for or issued (Donovan  2007 ). 
These include the use of lysozyme formulated as a gel for topical treat-
ment of wounds, the treatment of acne using different formulations of 
the enzyme, the prophylaxis of infections due to skin piercing, and the 
use of aerosolized lysozyme for the treatment of tracheitis, pneumonia, 
amyglalitis, and faucitis. Another interesting application of lysozyme is 
the use of its mutant to neutralize the activity of a lysozyme inhibitor 
produced by Treponema pallidum . Lysozyme has also been used as a 
component of oral health products (e.g., mouthwashes; Tenovuo  2002 ; 
Gil - Montoya et al.  2008 ), taking advantage of its capacity to kill differ-
ent oral bacteria. A recent study showed that lysozyme can be utilized 
as a carrier allowing specifi c delivery of antibiotic molecules to bacte-
rial cells (Hoq et al.  2008 ).  

6. IMPORTANT ASPECTS OF ENZYBIOTIC THERAPY 

6.1. Resistance

 An important feature of some lytic enzymes, especially lysins, is the 
low risk of developing resistance. This results likely from the fact that 
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lysins interact with those components of the cell wall that are necessary 
for bacterial viability (Borysowski et al.  2006 ; Fischetti  2008 ). For 
instance, the receptor for  S. pneumoniae  - specifi c lysins is choline, an 
essential component of the pneumococcal cell wall. In fact, in none of 
the hitherto conducted studies have any lysin - resistant bacteria been 
identifi ed (Loeffl er et al.  2001 ). In two separate studies, both  S. pneu-
moniae  and  B. cereus  failed to develop resistance to lysin even follow-
ing repeated exposure to low doses of enzyme (the same results were 
obtained in experiments carried out on solid media and in liquid cul-
tures; Loeffl er et al.  2001 ; Schuch et al.  2002 ). Furthermore,  B. cereus
remained sensitive to lysin even after exposure to mutagens that rapidly 
induced mutations resulting in resistance to novobiocin and streptomy-
cin (Schuch et al.  2002 ). On the other hand, it was found that bacteria 
can be less susceptible to lysins during the stationary phase, probably 
owing to some changes in the cell wall composition (Borysowski et al. 
 2006 ). 

 While no cases of bacterial resistance to lysins have been reported 
as yet, four mechanisms inducing resistance to lysostaphin have been 
identifi ed (Shaw et al.  2005 ; Gr ü ndling et al.  2006 ; Kusuma et al.  2007 ). 
These are described in more detail in Chapter  7 . Interestingly, in some 
cases the development of resistance to lysostaphin in MRSA results 
in an increase in susceptibility to methicillin and other antibiotics as 
well as a reduction in bacterial fi tness and virulence (Kusuma et al. 
 2007 ). 

 Moreover, two general mechanisms mediating bacterial resistance 
to lysozyme have been reported. The fi rst is based on the modifi ca-
tions of some peptidoglycan components (either O - acetylation of 
N  - acetylmuramic acid residues by O - acetyltransferase or deacety-
lation of N -  acetylglucosamine residues by  N  - acetylglucosamine 
deacetylase; Vollmer and Tomasz  2000 ; Bera et al.  2005 ). Such modi-
fi ed residues restrict the access of lysozyme to its substrate. The other 
mechanism involves the production of a lysozyme inhibitor (Binks 
et al.  2005 ).  

6.2. Gram-negative Bacteria 

 While in Gram - positive bacteria peptidoglycan is easily accessible to 
recombinant lytic enzymes from outside the cell, in Gram - negative bacte-
ria it is protected by the outer membrane that is impermeable to macro-
molecules (Vaara  1992 ). Therefore, Gram - negative bacteria are essentially 
resistant to lytic enzymes. However, the results of some studies indicate 
that these bacteria can also be killed by recombinant lytic enzymes 
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(Masschalck and Michiels  2003 ; Borysowski et al.  2006 ). For instance, 
two lysins were reported to be capable of killing Gram - negative bac-
teria (D ü ring et al.  1999 ; Orito et al.  2004 ). Moreover, different modi-
fi cations of enzyme molecules were developed to enable lytic enzymes 
to penetrate the outer membrane (Ibrahim et al.  2002 ).  

6.3. Immunogenicity

 One of the major factors that can decrease the effi cacy of protein 
therapeutics is the induction of a humoral immune response (De Groot 
and Scott  2007 ). However, a number of studies have consistently shown 
that specifi c antibodies do not completely block, but at most moder-
ately reduce, the antibacterial activity of lytic enzymes (Borysowski 
et al.  2006 ; Fischetti  2008 ). For instance, in a murine model of pneu-
mococcal bacteremia it was shown that a second dose of Cpl - 1 admin-
istered to mice i.p. 10 days after the fi rst dose can also cure mice from 
infection (Jado et al.  2003 ). Similar results were obtained by Loeffl er 
et al. ( 2003 ), who found that Cpl - 1 had comparable effi cacy in terms 
of decreasing bacterial titers in the blood in naive mice and mice that 
were administered three i.v. doses of the enzyme 4 weeks earlier. In 
the same study it was shown that preincubation of Cpl - 1 with hyperim-
mune rabbit serum for 10 or 60   min resulted in only a slight decrease 
in the enzyme ’ s lytic activity  in vitro  (Loeffl er et al.  2003 ). The most 
likely explanation for these unexpected fi ndings is the very high affi nity 
of lysins to their receptors on the bacterial cell wall (Fischetti  2008 ). 
These results are very important because they indicate that the appar-
ent immunogenicity of lysins may not considerably decrease their ther-
apeutic effi cacy following repeated systemic administration. There are 
also data showing that specifi c antibodies do not completely neutralize, 
but rather to some extent decrease, the therapeutic effi cacy of lyso-
staphin in vivo  (Climo et al.  1998 ; Dajcs et al.  2002 ). 

 It is also worth mentioning that the immunogenicity of lytic enzymes 
can be considerably reduced by coupling enzyme molecules to polyeth-
ylene glycol (PEG), as shown for lysostaphin. However, it has not yet 
been shown whether modifi ed lysostaphin with better pharmacokinetic 
features indeed has a higher therapeutic effi cacy  in vivo  (Walsh et al. 
 2003 ).  

6.4. Safety

 The major mode of the antibacterial action of lytic enzymes relies on 
the enzymatic cleavage of peptidoglycan, which is an exclusive com-
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ponent of bacterial cells. Therefore, lytic enzymes are not likely to 
adversely affect mammalian cells, at least not directly (Fischetti  2003 ; 
Borysowski et al.  2006   ). To the best of our knowledge, in no study 
involving the administration of a lytic enzyme to experimental animals 
have any serious side effects been found. For instance, no signs of 
toxicity were detected following repeated administration of lysins to 
mice regardless of the route of administration (Fischetti  2003 ; Loeffl er 
et al.  2003 ). However, it is noteworthy that some glycylglycine endo-
peptidases, especially lysostaphin, were shown to degrade elastin, 
which has a high content of glycine residues (Park et al.  1995 ). This 
suggests that lysostaphin (and perhaps also other peptidases) could 
cleave other proteins present in mammalian tissues. It remains to be 
verifi ed whether or not this activity may translate into any side effects 
of lytic enzymes. 

 Another important aspect of the safety of enzybiotic therapy is the 
possibility of the release of different pro - infl ammatory components 
from bacterial cells being lysed. These components include especially 
endotoxin, peptidoglycan, as well as teichoic and lipoteichoic acids. 
Theoretically, massive release of these components could lead to septic 
shock and multiple organ failure (Nau and Eiffert  2002 ). However, 
many experimental studies have consistently shown that even massive 
bacteriolysis during treatment of systemic bacterial infections, includ-
ing bacteremia, does not result in any serious side effects. For instance, 
practically no side effects were found following treatment of bactere-
mic animals with lysins and lysostaphin, which rapidly reduced bacte-
rial titers in blood (Jado et al.  2003 ; Loeffl er et al.  2003 ; Kokai - Kun 
et al.  2007 ). 

 Moreover, side effects associated with enzybiotic therapy might 
occur following the massive release of preformed bacterial toxins from 
the cytoplasm of bacteria during bacteriolysis. In fact, autolysins of 
some bacterial species may be involved in the pathogenesis of infec-
tions in the mechanism based on the release of different toxins. For 
instance, autolysins of  Clostridium diffi cile  may be involved in the 
release of toxin A and toxin B (Dhalluin et al.  2005 ). This potential 
effect should also be taken into account in the discussion about the 
safety of enzybiotic therapy.   

7. CONCLUDING REMARKS 

 Many experimental studies performed both  in vitro  and  in vivo  have 
shown that enzybiotics constitute highly effective antibacterial agents. 
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In view of the dramatic and continuing increase in the prevalence of 
multidrug- resistant bacteria, the most important features of enzybiotics 
are their novel mode of action and the capability to kill antibiotic -
 resistant bacteria. Moreover, at least for some lytic enzymes, the risk 
of developing resistance is relatively lower than for traditional antibiot-
ics. While unmodifi ed enzybiotics essentially lyse only Gram - positive 
bacteria, some modifi cations were developed that enable them to also 
kill Gram - negative bacteria. 

 The potential medical applications of enzybiotics include different 
forms of prophylaxis and treatment of bacterial infections. For instance, 
some lytic enzymes were shown (in animal models) to be very effective 
in killing bacteria colonizing mucous membranes upon topical admin-
istration. These enzymes could be employed as a unique means of 
prophylaxis based on clearing bacteria that present a potential starting 
point for infections. Many experimental studies have also shown that 
lytic enzymes are effi cacious in the treatment of systemic infections, 
including bacteremia, even in immunized animals. 

 In view of the unique therapeutic capabilities they provide, lytic 
enzymes defi nitely deserve a wider attention of the medical 
community.  
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1. INTRODUCTION

1.1. Antibiotic Resistance Phenomena 

 The discovery of penicillin by Sir Alexander Fleming   and its subse-
quent industrial exploitation marked the beginning of the antibiotic 
era, and the pharmaceutical industry immediately began to produce 
penicillin for clinical use (Sulakvelidze  2005 ). For years, the develop-
ment of new natural, synthetic, or semisynthetic antibiotics was con-
tinuous. The investigative methods for discovering new agents, such as 
cephalosporin C - producing organisms (Powers  2004 ), were based on 
observation. Antibiotics have traditionally been recovered from nature, 
and nearly all of today ’ s antibiotics are versions of natural ones. The 
developers continued to work on chemical modifi cations of previously 
existing antibiotics. Some of these new generations of antibiotics are 
more effective against some diseases than previous generations. In the 
last thirty years, the new agents approved by the Food and Drug 
Administration (FDA) belonged to existing classes, such as cephalo-
sporins, mainly  β  - lactams. These modifi ed antibiotics basically use the 
same mechanisms as the preceding ones, making it easy for bacteria to 
develop resistance to drugs. The chemical synthesis of entirely created 
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antibiotics is reduced to the fl uoroquinolones, a group of broad - spec-
trum antibiotics based on the chemistry of nalidixic acid (Table  2.1 ).   

 Over the past few decades, the number of antibiotics has risen in 
parallel to the emergence of resistant microorganisms. Lately, however, 
owing to the ever - increasing number of new resistant strains, the micro-
organisms are winning the race. As an example, between 2000 and 2003 
the number of antibiotics approved by the FDA was very low (Table 
 2.2 ). The need for antibiotics or antibacterials will increase in the future 
due to factors such as aging population, immunocompromised patients, 
bacterial resistance, and organ transplantation. However, research on 
the development of new antibiotics has been decreasing.   

 Changes within the pharmaceutical industry may be contributing to 
the decrease in new antimicrobials. The major pharmaceutical compa-
nies have stopped research in the development of new antibiotic drugs 
(Talbot et al.  2006 ). One of the reasons for this cessation is lower profi ts 
relative to other drugs such as those for heart disease, mental disorders, 
or hypertension. In 2000, amoxicillin - clavulanate was the only 
antibiotic in the list of the top 20 prescription drugs (Kreling et al. 
 2001 ). In the last few years, larger pharmaceutical fi rms have merged 
to form even larger entities, and these require larger profi ts to 
sustain themselves. The withdrawal of the larger entities opens the 

 TABLE 2.1.     Milestones in Antimicrobial Chemotherapy 

   Year       

  1929    Fleming discovered penicillin.  
  1935    Gerhard Domagk developed sulphonamides.  
  1939    Discovery and purifi cation of gramicidin by Ren é  Dubos  
  1941    The United States commenced commercial production of penicillin  
  1944    Amynoglycosides  
  1945    Golden age of antibiotics  
  1949    Chloramphenicol  
  1950    Tetracyclines  
  1952    Macrolides  
  1953    Multidrug - resistant dysentery bacilli in Japan. Drug - resistant 

tuberculosis (TB) 
  1956    Glycopeptides  
  1957    Rifamycins  
  1959    Nitromidiazoles  
  1960    Methicillin - resistant  S. aureus
  1962    Quinolones  
  1968    Trimethoprim  
  1980s    Major drug companies scaled down antibiotic discovery programs  
  2000    Linezolid launched — fi rst new class of agents in 30 years Oxazalidinones  
  2003    Lipopeptides  
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 TABLE 2.2.     New Antimicrobial Agents Approved by the  U . S . Food and Drug 
Administration in 2003 

   Generic Name     Manufacturer     Indications for Use  

  Moxifl oxacin 
hydrochloride

  Bayer 
Corporation

  Modifi cation of community - acquired 
pneumonia indication to include 
penicillin - resistant strains of 
Streptococcus pneumoniae

  Gatifl oxacin    Allegan    Treatment of bacterial conjunctivitis  
  Moxifl oxacin    Alcon    Treatment of bacterial conjunctivitis  
  Gemifl oxacin 

mesylate
  LG Life Sciences    Infections caused by susceptible strains of 

designated microorganisms in acute 
bacterial exacerbations in chronic 
bronchitis and community - acquired 
pneumonia

  Levofl oxacin    Ortho - McNeil    Treatment of chronic bacterial prostatitis 
due to Escherichia coli, Enterococcus 
faecalis  or  Staphylococcus epidermidis

  Ciprofl oxacin and 
dexamethasone

  Alcon    Treatment of acute otitis media in 
pedriatic patiens due to Staphylococcus
aures, S. pneumoniae, Haemophilus 
infl uenzae, Moraxella catarrhalis , or 
Pseudomona aeruginosa

  Linezolid    Pharmacia  &  
Upjohn

  Treatment of diabetic foot infections  

  Gemifl oxacin 
mesylate

  GeneSoft 
Pharmaceuticals

  Treatment of infections caused by 
susceptible strains of designated 
microorganisms in acute bacterial 
exacerbations of chronic bronchitis and 
community - acquired pneumonia, 
including those caused by multidrug -
 resistant strains of  S. pneumoniae

  Ciprofl oxacin    Bayer 
Corporation

  For complicated urinary tract infections 
and acute uncomplicated pyelonephritis 

  Daptomycin    Cubist 
Pharmaceuticals

  For treatment of complicated skin and 
skin structure infections caused by 
susceptible strains of S. aureus
(including methicillin resistant), 
Streptococcus pyogenes, Streptococcus 
agalactiae, Streptococcus dysgalactiae
spp.  eauisimilisor E. faecalis
(vancomycin susceptible only)  

   It can be observed that the major difference between the approved ones is the formulaton of the 
active principles.   
Source :   Adapted from the U.S. Food and Drug Administration Approvals  (2004) . 
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fi eld to smaller fi rms, which need comparatively smaller profi ts to 
survive. 

 Today, the strategy for obtaining new antibiotics is very laborious, 
although it can be carried out in different ways. The traditional method 
involves screening large libraries of compounds and huge numbers of 
producer organisms. The modifi cation of natural compounds can also 
be attempted, but the newest approach is to fi nd new targets in bacteria 
and fungal cells, followed by the design of new compounds that will act 
against them. To better understand resistance phenomena, experi-
ments of reverse engineering or genotyping the resistant strains are 
currently under way (Hiramatsu et al.  1997 ; Struble and Gill  2006 ). 

 Bacterial antibiotic resistance can be acquired mainly by two mecha-
nisms: a result of genetic events causing variations in the bacterial 
genome or by horizontal gene transfer between bacteria. This results 
in an accumulation of genetic elements that contribute to create clones 
with multiresistant properties (Livermore  2003, 2004 ). The acquire-
ment of resistance follows a sigmoid distribution, with a lag phase 
before resitance, a quick increase in the proportion of resistant bacte-
ria, and fi nally a third phase in which the proportion of resistant bac-
teria reaches an equilibrium (Austin and Anderson  1999 ). 

 Several major programs have been deployed to monitor antimicro-
bial resistance phenomena: the National Nosocomial Infection 
Surveillance System, Intensive Care Antimicrobial Resistance 
Epidemiology (ICARE), SENTRY Antimicrobial Surveillance 
Program, Community Network for Epidemiological Surveillance and 
Control of Communicable Diseases from the European Union, 
European Antimicrobial Reistance Surveillance System (EARSS), and 
so on (Diekema et al.  1999 ; Fridkin et al.  1999 ; Sahm et al.  1999 ; Gales 
et al.  2001 ). The aim of these programs is to provide a body of informa-
tion that will further highlight the global nature of the problem of 
resistance. In the last decades, an overuse of antibiotics has been carried 
out. Around half of the antibiotic use for humans is based on incorrect 
indications, mostly viral infections. The World Health Organization 
(WHO;  2001 ) defi nes the appropiate use of antibiotics as  “ the cost -
 effective use of antibiotics, which maximizes clinical therapeutic effect 
while minimizing both drug - related toxicity and the development of 
antibiotic resistance. ”  

 Resistance phenomena represent not only an important health - care 
issue but also a huge economic problem, with an estimated cost of 
about $4000 million per year (Workshop Summary  1998 ). To curb the 
problem, the European Union and the U.S. government, the Infectious 
Diseases Society of America (IDSA), and WHO have established 
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directives aimed at coordinating the fi ght against antibiotic resistance 
and the rational use of antibiotics (European Union Council  1999 ; U.S. 
Centers for Disease Control et al.  2000   ; Infecious Diseases Society of 
America 2004; Nordberg et al.  2005 ). However, these initiatives do not 
seem to be suffi cient. 

 Methicillin - resistant  Staphylococcus aureus  caused nearly 60% of 
nosocomial infections in 2001; 30% of  Streptococcus pneumoniae  strains 
are penicillin - resistant; and vancomycin - resistant  Enterococcus faecium
and Enterococcus faecalis  are increasingly seen. Other important 
groups of resistant strains are the opportunistic pathogens in immuno-
compromised patients such as multidrug - resistant  Stenotrophomonas
maltophilia  or  Acinetobacter  species (Gales et al.  2001 ). 

 Antibiotic resistance phenomena are also a problem in cattle care 
and veterinary medicine. Thus, mastitis — caused mainly by  Streptococcus
agalactiae ,  S. aureus ,  Streptococcus uberis , and  Streptococcus dysgalac-
tiae  — generates losses estimated at between $1700 million and $2000 
million per year (Donovan et al.  2006 ). Also, the use of subtherapeutic 
concentrations of antibiotics in animal feed has been extensive. This 
practice has promoted the development of resistant strains from farms 
to humans by food chain or direct contact (Endtz et al.  1991 ).  

1.2. Phages

 Phages are the most abundant and diverse biological agents. Phages 
have been detected in all environments; however, they are more abun-
dant in the water column of freshwater and marine habitats. 

 Phages are cassifi ed by the International Committee on Taxonomy 
of Viruses (ICTV) according to morphology and nucleic acid. 
Bacteriophage genomes consist of either single -  or double - stranded 
DNA or DNA with a high variable size and may be circular or lineal. 
Bacteriophages have been classifi ed into 12 families (Table  2.3 ). The 
tailed phages are comprised into Myoviridae, Siphoviridae, and 
Podoviridae, and they represent over 95% of the total number of iden-
tifi ed phages.   

 Phages may undergo two life cycles: the lysogenic cycle, in which the 
phage DNA is inserted into the bacterial chromosome, and the lytic 
type, in which the phages uses the cellular machinary to replicate their 
own DNA and assemble its components  . After assembly, the progeny 
lyse the membrane and the bacterial cell wall, thus killing the bacterial 
host. 

 The lytic cycle consists of fi ve main steps: attachment, injection of 
phage DNA into the host, halting of the host molecular processes, and 
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beginning of the replication of phage DNA as well as the components 
of the phage capsid, assembly of the phage - progen, and subsequent 
release. The lysogenic cycle is more complicated than the lytic one; 
however, the start of the cycle is similar. In this case, viral DNA is 
inserted into the bacterial chromosome and host cells can replicate 
normally for many generations. When lysogenic induction occurs, the 
phage DNA initiates replication of its components for release from 
host cell (Fig.  2.1 ).    

1.3. A Brief Background 

 More than a century ago, Hankin (1896) reported that the waters of the 
Ganges and Juma in India had a marked antibacterial against cholera 
infection by Vibrio cholerae . This antibacterial action could be destroyed 
by simply boiling. He suggested that an unidentifi ed substance was 
responsible for limiting the spread of cholera epidemics. He studied the 
effect of  “ this antibacterial action ”  on  V. cholerae , but he did not go too 
deep into resolving the problem. When Twort ( 1915   ) and D ’ H é relle 
   (1917)  fi nally discovered phages in 1915 and 1917, respectively, their appli-
cation in the treatment of bacterial infections was immediate. D ’ H é relle 
and his coworkers successfully applied bacteriophage therapy to treat 
dysentery in Paris as early as 1918 (Summers  1999   ). In 1921, Bruynoghe 
and Maisin ( 1921 ) reported for the fi rst time the use of bacteriophages

 TABLE 2.3.     Classifi cation of Bacteriophages 

   Family     Nucleic Acid     Main Characteristics and Members  

Myoviridae   dsDNA    Contractile tails. T4, T2, or Mu bacteriophage  
Siphoviridae   dsDNA    No - contractile tails.  λ  bacteriophge  
Podoviridae   dsDNA    Short tails. P22 or T7 phages  
Tectiviridae   dsDNA    Double capsid, one internal lipid. Bam35 or 

PRD1 phages, Thermus phage 37 – 61  
Plasmaviridae   dsDNA    Pleomorphic. Infect  Mycoplasma
Corticoviridae   dsDNA    Present of internal lipids. Infect  Pseudomona
Microviridae   ssDNA    Icosaedric capsid with spikes. G4 and  Φ X174 

bacteriophage
Inoviridae   ssDNA    Filamentous phages. M13 phage  
Cysaviridae   ssRNA    Infect  Pseudomona
Leviviridae   ssRNA    Icosaedric capsid; bind to F pilus. MS2 and Q β

coliphages
Lipothrixviridae   dsDNA    Also contain DNA binding protein. Infect 

members of Archea  
Fuselloviridae   dsDNA    Infect members of Archea  
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     Figure 2.1.     Life cycles of phages. (A) The lytic cycle can be summarized in the next 
steps: recognition of cell type (a); adsoption of the bacterial cell (b); injection of phage 
DNA (c  ); (d) arrest of the cell machinery and synthesis of phage components; assembly 
and maduration of phage particles (e); and, fi nally, liberation of mature phage particles. 
(B) The lysogenic cycle begins as the lytic one (1, 2, and 3 steps). However, the phage 
DNA is integrated in bacterial chromosome (4). This association is stable during cell 
generations until the phage DNA is induced (5). Then, the lytic cycle occurs (6).  
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to treat staphylococcal skin disease (Fig.  2.2 ). The potential applications 
for bacteriophages in medicine were quickly explored (Table  2.4 ). The 
reviews of early therapeutic applications of phages concluded that the 
results were variable, but in many cases were sucessful in controlling 
infections.     

(a) (b)

(c) (d)

     Figure 2.2.     Fathers of phage therapy. a: A young Frederick Twort; b: a young Felix 
D’H é relle; c: Joseph Maisin; and d: Richard Bruynoghe. Together with Ernest Hankin, 
the observations of these men and their ability to go further led to the development 
of phage therapy.  
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 The bacteriophages were applied not only in human and veterinary 
therapy. At the same time the fi rst investigations against human patho-
gens were carried out, the bacteriophages were being employed in 
plant pathogen control (Mallmann and Hermstreet  1924 ; Kotila and 
Coons  1925 ; Link  1928 ). 

 The success of the initial bacteriophage - based treatment led phar-
maceutical companies to start commercializing drugs known as Bact é  -
 coli - phage, Bact é  - rhino - phage, and so on. The preparations had been 
elaborated by D ’ H é relle and coworkers (Summers  1999 ). However, 
the controversial results, as well as the advances made in antibiotic 
therapies, condemned phage - based preparations to oblivion in Western 
countries. 

 When phage - based therapy against cholera was revised, it was 
observed that it was better than the absence of any treatment, although 
it was not proven to be more effi cient than vaccination and the obser-
vance of strict hygienic practices (Pollitzer  1959 ). 

 Over ensuing years, research into phages continued in different 
ways. Thus, while in Western countries the main topics of research 
focused on the new fi eld of molecular genetics, the study of phages as 
therapeutic agents continued in Eastern - bloc countries, the main 
centers of knowledge in this fi eld being the Hirszfeld Institute in Poland 
and the Eliava Institute in Georgia Republic (Sulakvelidze et al.  2001 ). 
The beginings of molecular biology and phages are intimately related 
(Table  2.5 ). The development of the investigation of phages led to the 
establishment of the actual molecular techniques such as gene cloning 
and DNA manipulation.   

 Studies concerning the use of bacteriophages for therapy were cen-
tered on the prophylaxis and treatment of bacterial infections in humans, 

 TABLE 2.4.     First Applications of Phage Therapy 

   Treatment of       

Vibrio cholorea   Hankin  1896   
Staphylococcus  and  Bacillus anthracis   Bruynoghe and Maisin  1921   
  Bacillary dysentery    Beckerich and Hauduroy  1922     
  Thypoid and parathyphoid fever    Beckerich and Hauduroy  1922   
  Bacillus dysenteriae  “ Shiga ”  and Bacillys 

dysenteriae  “ Flexner ”   
  Beckerich and Hauduroy  1922   

  Typhoid fever    Davison  1922   
  Pyelonephritis    Courcoux  1922   
  Purperal pyelocystitis caused by  Bacillus coli   Spence and McKinley  1924     
Staphylococcus aureus   Spence and McKinley  1924   
V. cholorea   Morrison  1932   
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 TABLE 2.5.     Studies of Genetic of Phages and Its Infl uence on Molecular Biology 
Development 

   Year            

  1928 – 1929    First observations of lysogeny    Wollman  1928 ; Burnett and 
Mckie  1929   

  1936    Chemical composition of phages 
(50% nucleic acids/50% proteins)  

  Schlesinger  1936   

  Early 1940s    Phage physiology and relationships 
with the host during lysis 

  Ellis and Delbruck  1939 ; 
Delbruck  1940a, b   

  1943    First images of tailed bacteriophages    Luria et al.  1943   
  1943    Mutual exclusion principle and 

fl uctuation test  
  Luria and Delbruck  1943   

  1949    First recombinational maps    Hershey and Rotman,  1949   
  1950 – 1952    Role of bacteriophage in genetic 

transfer
  Lederberg et al.  1951   ; Zinder 

and Lederberg  1952     
  1952    Only the nucleic acid entries in the 

bacteria during infection 
  Hershey and Chase,  1952     

  1952    Host - induced modifi cation of phage    Luria and Human,  1952 ;  
  1953    Final demonstration of lysogeny    Lwoff  1953     
  1955 – 1963    Discovery of lethal mutations in  λ

and T4 phages and its implication 
on phage replication cycles  

  Benzer  1955 ; Cambell  1961 ; 
Epstein et al.  1963   

  1966    Discovery of the methylation of 
DNA  

  Gefter et al.  1966   

and target pathogens and illnesses were indeed very diverse (Table  2.6 ). 
For example, Slopek et al. ( 1983, 1984, 1985a, b, c ) employed phages 
for the treatment of gastrointestinal tract, skin, head, and neck infec-
tions caused by Staphylococcus, Pseudomonas, Escherichia coli, 
Klebsiella , and  Salmonella . Other authors worked hard to treat other 
sicknesses such as intestinal dysbacteriosis (Litvinova et al.  1978 ), lung 
infections (Meladze et al.  1982 ), or infectious allergoses (Sakandelidze 
 1991 ). Unfortunately, these and other works were published in their 
respective languages, with no or little diffusion in Western countries. 
This, together with political isolation behind the  “ Iron Curtain, ”  meant 
that their results were unavailable to the rest of the world. 

 Meanwhile, in the West, the  λ  and T2/T4 phages were proposed and 
used as vehicles for displaying proteins in their coatings, because they 
exhibited proteins on their capsids (Smith  1985 ); they were employed 
to build gene libraries of proteins with practical applications (Clark and 
March  2006 ); used as potential delivery vectors in genetic therapy; and 
employed as vaccine delivery vehicles (Clark and March  2004 ). 

 While in the East the investigation about phage therapies went on, 
the main application of phages in the West was the phage typing of 
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 TABLE 2.6.     List of the Main Therapeutic Applications of Phages in Eastern Block 

   Clinical Diagnosis     Etiology     Full 
Recovery

   Marked 
Improvement

   No 
Effect

  Septicemia  Staphylococcus
aureus, Escherichia 
coli, Klebsiella, 
Proteus, 
Pseudomonas

  93 
 (87.7%)  

  8 
 (7.5%)  

  5 
 (4.7%)  

  Purulent otitis 
media

S. aureus, Klebsiella, 
Pseudomonas

  28 
 (88.4%)  

  3 
 (9.09%)  

  2 
 (6.06%)  

  Purulent meningitis  S. aureus, E. coli, 
Klebsiella, Proteus, 
Pseudomonas

  10 
 (100%)  

   —      —   

  Varicose ulcers of 
lower extremities 

S. aureus, E. coli, 
Klebsiella, Proteus, 
Pseudomonas

  47 
 (61.03%)  

  21 
 (27.2%)  

  9 
 (11.6%)  

  Mucopurulent 
chronic
bronchitis, 
laryngitis, rhinitis  

S. aureus, E. coli, 
Klebsiella, Proteus, 
Pseudomonas

  224 
 (82.6%)  

  46 
 (16.9%)  

  1 
 (0.3%)  

  Bronchopneumonia, 
empysema

S. aureus, E. coli, 
Klebsiella, Proteus, 
Pseudomonas

  47 
 (82%)  

   —     10 
 (18%)  

  Pleuritis with fi stula  S. aureus, 
Escherichia coli, 
Klebsiella, Proteus, 
Pseudomonas

  42 
 (86%)  

  5 
 (10%)  

  2 
 (4%)  

  Suppurative 
peritonitis

S. aureus, E. coli, 
Klebsiella, 
Enterobacter, 
Proteus, 
Pseudomonas

  60 
 (91%)  

  5 
 (8%)  

  1 
 (0.15%)  

  Urinary tract 
infections

S. aureus, E. coli, 
Klebsiella, Proteus, 
Pseudomonas

  59 
 (75.6%)  

  9 
 (11.5%)  

  10 
 (12.8%)  

  Furunculosis  S. aureus   90 
 (100%)  

   —      —   

  Decubitus with 
infection

S. aureus, E. coli, 
Klebsiella, Proteus, 
Pseudomonas

  13 
 (81%)  

   —     3 
 (1  

  Pyogenic arthritis 
and myositis  

S. aureus, E. coli, 
Klebsiella, Proteus, 
Pseudomonas

  17 
 (89%)  

   —     2 
 (11%)  

  Osteomyelitis of the 
long bones  

S. aureus, E. coli, 
Klebsiella, Proteus , 

Pseudomonas

  38 
 (95%)  

  2 
 (5%)  

   —   
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bacteria. Bacteriphage typing was one of the fi rst techniques for the 
identifi cation and classifi cation of clinical strains (Parker,  1972   ). In 
1942, a set of phages was established for the epidemiological typing of 
S. aureus  (Fisk  1942 ). Phage - typing systems have been described for  E. 
coli  0157,  Listeria , and  Campylobacter  (Khakhria et al.  1990 ; Loessner 
 1990   ; Owen et al.  1990 ). Phages had been used for the confi rmatory 
diagnosis of V. cholerea  01 or to detect non - enteropathogen - specifi c 
fecal contamination in water (Dutka et al.  1987 ). 

 The cessation of investigations into phage therapies in the West was 
due to two main reasons: the advent of broad - spectrum antibiotics and 
the unreliable and inconsistent initial results. However, it is now clear 
that that the initial lack of consistency was due to poor knowledge of 
phage biology (Summers  1999 ; Sulakvelidze et al.  2001 ). The potential 
of bacteriophages as therapeutic agents in the West was fi rst evaluated 
in fi elds such as aquaculture, plague control in agriculture, and veteri-
nary medicine (Heuer et al.  2002 ; Goodridge  2004 ; Higgins  2005 ; 
Donovan et al.  2006 ). The success of phage therapy during the treat-

   Clinical Diagnosis     Etiology     Full 
Recovery

   Marked 
Improvement

   No 
Effect

  Suppurative osteitis 
after bone 
fractures

S. aureus, E. coli, 
Klebsiella, Proteus, 
Pseudomonas

  37 
 (90%)  

  4 
 (10%)  

   —   

  Suppurative osteitis 
after bone 
fractures

S. aureus, E. coli, 
Klebsiella, Proteus, 
Pseudomonas

  37 
 (90%)  

  4 
 (10%)  

   —   

  Pyogenic infections 
of burns  

S. aureus, E. coli, 
Klebsiella, Proteus, 
Pseudomonas

  42 
 (86%)  

  7 
 (14%)  

   —   

  Pyogenic 
postoperative
infection

S. aureus, E. coli, 
Klebsiella, 
Pseudomonas

  29 
 (83%)  

  6 
 (17%)  

   —   

  Chronic suppurative 
fi stulas  

S. aureus, E. coli, 
Klebsiella, Proteus, 
Pseudomonas

  168 
 (93%)  

  12 
 (7%)  

   —   

  Suppurative sinusitis  S. aureus, E. coli, 
Klebsiella, Proteus, 
Pseudomonas

  38 
 (83%)  

  3 
 (7%)  

  5 
 (11%)  

  Purulent mastitis  S. aureus, E. coli   41 
 (93.1%)  

  3 
 (6.8%)  

   —   

  Total        1123 
 (85.9%)  

  134 
 (10.2%)  

  50 
 (3.8%)  

TABLE 2.6. Continued
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ment of septicemia and meningitis in chickens and calves or the pos-
sibility of using bacteriophages as biocontrol agents to reduce Salmonella
in poultry products has been reported (Barrow et al.  1998 ; Huff et al. 
 2005 ). Phages have also been proposed as an alternative to antibiotic 
sprays to control bacterial infections in high - value crops (Holtzman 
 2003 ; Leverentz et al.  2004 ). 

 These advances and the increase in antibiotic resistance phenomena 
evidently changed the perspective of the use of bacteriophages in 
Western countries. 

 Advances in molecular techniques allowed researchers to focus 
phage - based therapies on two main aspects: the administration of 
whole phages and the administration of phage lytic enzymes. As can 
be gathered from several chapters of this book, when applied externally 
as purifi ed recombinant proteins, lysins are capable of degrading pep-
tidoglycan. In this context, lysozymes play a relevant role in the control 
of bacterial populations in a huge variety of environments and 
applications. 

 Bacteriophages can be used as food additives and food preservatives; 
in the production of cheese and wine; in medical uses, such as eye 
drops; in toothpaste; and so on (Burman et al.  1991 ; Sherman et al. 
 1994   ; Ibrahim et al.  2002 ; Touch et al.  2003 ; Delfi ni et al.  2004 ). The 
FDA has approved using bacteriophages on cheese to control  Listeria
monocytogenes , categorizing phages as  “ generally recognized as safe ”  
(GRAS) in 2006 ( http://www.cfsan.fda.gov/ ∼ rdb/opa-g198.html ). In 
2007, these phages were classifi ed as GRAS for their use on all food 
products ( http://www.cfsan.fda.gov/ ∼ rdb/opa-g218.html ).  

1.4. Actual Fungal Therapies 

 Fungal infections have been increasing over the past several years, 
particularly in immunocompromised patients. The development of 
active antifungal principles has been slower than that of antibacterial 
agents, mainly because of their toxicity to host cells; that is, the targets 
of the main antifungal agents are also present in host cells. The excep-
tion to this rule is the fungal cell wall. The main components of this 
cellular structure are chitin, which consists of an  N  - acetyl - D - glucosamine 
polymer with 1,4 -  β  - D - linkages organized in microfi brils, and  β  - 1,3 -
 glucan, formerly known as  “ yeast cellulose, ”  which is almost as rigid as 
chitin and is present in nearly all varieties of yeasts. Both polysaccha-
rides are the target of chitinases and glucanases, respectively. These 
enzymes have two main natural functions: normal morphogenetic 
events related to cell wall growth, and participation as a defense 
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mechanism in both plants and lower animals. Chitinases and glucanases 
are therefore the  “ enzybiotic alternative ”  for treating fungal 
infections. 

 Current antifungal drugs have different targets, such as cytochrome 
P450 - dependent enzymes, ergosterol, the mitotic cycle, or squalene 
epoxidase. However, these targets are also present in host cells. Azoles 
can cause liver toxicity; amphotericin B can cause phlebitis or renal 
dysfunction; and so on. 

 The development of antifungal drugs has only recently focused on 
the cell wall, an essential component of fungal cells and one exclusive 
to fungi. Currently, there are two drugs whose targets are on the fungal 
cell wall: nikkomycin, a chitin synthase inhibitor, and caspofungin, a 
glucan synthesis - interfering compound ( www.doctorfungus.org/
thedrugs/medical.htm). 

 The most accurate defi nition of enzybiotics refers to a group of 
phage - associated enzymes that are produced actively during the phage 
lytic cycle. If the defi nition is extended, the antifungal glucanases and 
chitinases can also be included in this defi nition. Accordingly, the term 
 “ enzybiotic ”  is wider than fi rst thought and should include all enzymes, 
regardless of their origin, able to act on microbial cells, causing or 
contributing to their death.   

2. PHAGE ENZYMES 

2.1. Structure of Lytic Enzymes from Phages 

 The lytic cycle of phages can be described as a tightly regulated number 
of events that occur in the blink of an eye. During bacteriophage infec-
tion, the control of cycle timing and the lysis of the host cell are crucial. 
In these events, two proteins are essential: holins and lysins. 

 Phage lysins can be classifi ed according to the site of cleavage 
where they act:  N -  acetylmuramidases or lysozymes, endo -  β  -  N  -
 acetylglucosaminidases, transglycosylases, endopeptidases, and 
N - acetylmuramoyl - L - alanine amidases (Borysowski et al.  2006 ). The 
members of the lysin family are often chimaeric proteins, with a well -
 conserved catalytic domain fused to a largely divergent binding domain 
directed toward species or strains (Lopez et al.  1997 ). The cell wall -
 binding domain is notably divergent and can distinguish discrete epit-
opes present within the cell wall, mainly carbohydrates or teichoic acids 
(Nelson et al.  2006 ). The binding between a lysin and the bacterial cell 
wall is not a random event and takes place through the C - terminus 
(Jado et al.  2003 ). Within the specifi city - exhibiting lysins, the Pal case 
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merits closer analysis. Pal is an amidase with lytic activity against pneu-
mococci. The protein has a catalytic domain with no homology at all 
with other pneumococcal amidases, but its binding domain is conserved 
and it exhibits the typical choline - binding motif of these lysins (Varea 
et al.  2004 ). 

 Some lysins may show more than one catalytic domain: PlyGBS 
from GBS phage NCTC 11621, B30 bacteriophage, and  Φ 11 phage 
(Navarre et al.  1999   ; Pritchard et al.  2004 ; Cheng et al.  2005 ). Other 
lysins, such as the lysin from T7 bacteriophage, show only the catalytic 
domain (Cheng et al.  1994 ). Some lysins, in contrast, may contain 
introns that split the gene (Fischetti  2005 ). There are multimeric lysins, 
such as PlyC from streptococcal C 1  bacteriophage. This enzyme is built 
of chains: a heavy chain and a light chain, both encoded by different 
genes (Nelson et al.  2006 ). 

 Generally, lysins lack secretory signals; holins are responsible for the 
formation of holes in the cellular membrane so that lysins can reach 
the peptideglycan layer. However, these rules have some exceptions, 
as is for example the case of Lys44 from  Oenococcus oeni  phage fOp44, 
or Lys from  Lactobacillus plantarum  phage  Φ gle, which show a secre-
tory signal at the N - terminus (Sao - Jose et al.  2000 ; Kakikawa  2002 ). 

 Holins are classifi ed in two classes according to their transmembrane 
domains (TMD). Class I holins have three TMD while class II holins 
have two TMD (Young  2002 ). Within each class, there are holins from 
phages able to act on Gram - positive bacteria, and others that exert 
their action on Gram - negative bacteria. All holins share some charac-
teristics such as a high content of basic amino acids at the C - terminus 
and the presence of a short and polar N - terminus (Wang et al.  2000 ). 
Holins can be thought of as molecular clocks, because they control the 
timing of lysis. Many of the holin genes show the dual - start motif and 
thus encode two proteins: holin and anti - holin (Park et al.  2006 ). The 
interaction between both is unknown, but no doubt their relationship 
represents the real clock bacteriophage after infection. The oligomer-
ization process of holins remains unknown, although recently it has 
been described that holin from bacteriophage λ  forms rings of at least 
two size classes, containing approximately 72 S105 monomers (Savva 
et al.  2008 ). 

 The typical organization of lysis genes in bacteriophages is in clus-
ters, although there are some cases, such as bacteriophage P1, in which 
the holin gene is not clustered with the lysozyme gene (Lee et al.  2006 ). 

 There are other phages, such as  Φ X174 or Q β , that produce proteins 
that block the synthesis of peptidoglycan. These phages encode neither 
an endolysin nor a holin, and it is only the lack of coordination in the 
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morphogenesis of the cell wall that leads to weakness in the wall 
(Hatfull  2001 ).  

2.2. Phages and Therapy 

 Early work using phages as therapeutic tools afforded ambiguous 
results. This, plus the advances in antibiotic research, led many research-
ers to leave the fi eld. However, the reported initial failures were due 
to specifi c issues: (i) a poor understanding of bacterial and phage 
ecology, (ii) incorrect selection of phages for therapy, (iii) the use of a 
single phage in illnesses caused by more than one bacteria, (iv) the 
emergence of resistant bacteria after treatment with phages, (v) prob-
lems with the titer of phage preparations used, (vi) incorrect prepara-
tion and administration of phages, (vii) incorrect identifi cation of the 
causal agent, (viii) the absence of selection of specifi c phages  in vitro
against the target bacteria before use in vivo  models, and (ix) a lack of 
knowledge about the release of endotoxins as a result of the lysis of 
bacteria (Kutter  2001 ). All these pitfalls can now be solved. 

 Antibacterial phage therapy still has limitations that hamper its 
application: (i) the phages ’  host range, (ii) the requirement of prior 
identifi cation of the causal agent of the illness, (iii) sterilization of the 
phage preparation without damaging the phages, (iv) the immune 
response to phages inside the human body, and (vi) the pharmacokinet-
ics of phage treatment (Hermoso et al.  2007 ). 

 Not all phages can be used for therapy. Of the two major classes of 
phages, lytic and lysogenic, only the former are good candidates for use 
as therapeutic agents. Lysogenic phages integrate their genome inside 
the host genome, and this can lead to the transfer of virulence genes 
from one host to another via transduction. 

 The phenomenon of resistance to bacteriophages can be solved 
more easily than antibiotic resistance. It has been estimated that for 
each bacterial cell there are 10 bacteriophage particles. Thus, the devel-
opment of new alternatives must be easier and cheaper, and since 
phages and bacteria have been evolving over million of years together, 
this should facilitate the overall research. Recent experiments have 
shown that the mutation rate of E. coli  to phage T1 resistance is 
1.4    ×    10 − 8  to 4.1    ×    10 − 8 , a lower rate than when antibiotic resistance is 
evaluated. Recently, phages able to infect Archeabacteria have been 
discovered (Stettler et al.  1995 ; Luo et al.  2001 ). 

 Since the bacteriophage - target cell is a receptor - specifi c union, the 
side effects are fewer than in antibiotic therapy. Since bacteriophages 
will destroy only their natural host, the cause of the normal microfl ora 
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will not be affected. The ideal antibiotic should effectively kill the 
pathogens responsible for infection and simultaneously cause as little 
disturbance as possible to the normal fl ora of the individual. But an 
antibiotic such as this does not exist. Yet after oral administration of a 
four - phage cocktail (Bruttin and Brussow  2005 ), human volunteers 
show no alteration whatsoever of normal microbiota. It has been dem-
onstrated that it is possible to combine phages and bifi dobacteria for 
the treatment of dysentery in immunosuppressed leukemia patients. In 
this way phages deplete the pathogenic bacteria while bifi dobacteria 
provide a source of new normal fl ora (Sulakvelidze et al.  2001 ). 

 The side effects due to cell death are the same in antibiotic and 
phage therapies, but it has been possible to engineer phages for  “ death 
without lysis ”  (Westwater et al.  2003 ). These engineered phages could 
offer a very elegant solution for eliminating toxin - producing bacteria 
such as Clostridium diffi cile . 

 One of the major criticisms in bacteriophage therapy is the need to 
identify the causal agent before treatment is begun. However, some 
phages are highly specifi c, while others are extremely broad in their 
host range (Skurnik and Strauch  2006 ). Recently, the FDA has 
approved a cocktail of bacteriophages for use against L. monocyto-
genes  in ready - to - eat meat and poultry products (Fischetti et al.  2006 ). 

 The application of whole phage particles is not limited to the direct 
use of phages as active principles; they can also be used as vehicle vac-
cines in the form of immunogenic peptides to coat proteins or as DNA 
vaccines (Clark and March  2004 ). Rapid diagnostic kits based on 
phages have been developed: for example, the fast diagnostic kit for 
Mycobacterium tuberculosis  antibiotic resistance is based on an engi-
neered phage that expressed luciferase and detection with a dental 
X - ray fi lm (Riska et al.  1999 ). Drug delivery systems based on viral 
capsids have also been developed (Kovacs et al.  2007 ). 

 A major pitfall in phage therapy is the pharmacokinetics of the 
preparations used. This is a complex problem because phages are live 
organisms and are self - replicating. The fi rst consideration to be taken 
into account is how phages can be stored. It has been shown that 
lyophilized phages show greater stability and activity than liquid prepa-
rations (Brussow  2005 ). An advantage in the formulation of whole 
phages is that these are quite resistant to environmental conditions, 
thus allowing a variety of different formulations. It is diffi cult to obtain 
the exact compositions of the different product preparations and it is 
also diffi cult to know the fi nal doses inside the organism after coloniza-
tion of the target bacteria. It is therefore mandatory to develop math-
ematical models that will be able to account for their behavior inside 
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the organism since models of in vitro  growth do not refl ect the  in vivo
patterns (Payne and Jansen  2003 ; Weld et al.  2004 ). Whole - phage par-
ticle administration is the only medicine that multiplies, so it is impor-
tant to know what it is happening inside the human body. 

 Another aspect to be taken into account is how phages reach target 
bacteria. Experiments with mice have shown that phages are able to 
cross the blood - brain barrier (Brussow  2005 ), and similar results have 
been obtained in chickens (Barrow et al.  1998 ). Phages are more effec-
tive than antibiotics in areas of the body with poor blood circulation 
(Kutter  2001 ). Phages can not only reach the site of infection inside 
the organism, but have also been reported to cause the lysis of intra-
cellular pathogens. The effectiveness of phages against  M. tuberculosis
and Mycobacterium avium  within macrophages has been reported 
(Broxmeyer et al.  2002   ), and it should be kept in mind that  M. tuber-
culosis  and  M. avium  have been reported to be the most important 
opportunistic pathogens in immunocompromised patients such as 
those with AIDS. Multidrug - resistant strains have also been described. 

 Bacteriophage therapies are not effective against dormant spores 
because these have barriers that protect the peptidoglycan layer, such 
as the cortex. However, such barriers soon disappear, 10   min after 
germination, after which the bacteriophages are able to infect and 
destroy the pathogen (Schuch et al.  2002 ). 

 The Southwest Regional Wound Care Centre in Texas has been using 
phages in therapy to treat antibiotic - resistant infections (Clark and 
March  2006 ). Biodegradable patches impregnated with bacteriophages 
have also been used in Georgia (former Soviet State) to treat patients with 
chronic infections (Fischetti et al.  2006 ). The Phage International 
company has developed a product called PhagoBioDerm, a biodegrad-
able polymer impregnated with bacteriophages (PyoPhage, BioPharm - L, 
Georgia  ), antibiotics (ciprofl oxacin, benzocaine), and proteolytic 
enzymes ( α  -   chymotrypsin), which can be used for both prophylaxis and 
therapy ( www.phageinternational.com ). This product showed very 
promising results when it was assessed in the treatment of infected 
venous stasis ulcers and other poorly healing wounds, where antibiotics 
are unable to penetrate because of poor wound vascularization. The 
study also demonstrated a fair degree of effi cacy in the eradication of 
multidrug- resistant  S. aureus  in patients with skin damage (Markoishvili 
et al.  2002 ; Jikia et al.  2005 ). Additionally, there is a version available 
called PhageDent, which was formulated for periodontal applications 
(Shishniashvili  1999 ). The largest consumer of phage preparations has 
been the Soviet military. During the Georgian civil war in the early 
1990s, soldiers carried sprays with phages against  S. aureus ,  E. coli, 
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Pseudomona aeruginosa ,  Streptococcus pyogenes , and  Proteus vulgaris
(Stone  2002 ). 

 Bacteriophage components have been explored to develop tools to 
control processes such as milk fermentation and cheese ripening; 
indeed, even transgenic cattle able to secrete a recombinant lysin - like 
hydrolase into their milk to protect against S. aureus  mastitis have been 
investigated (Fischetti et al.  2006   ). The use of cocktails of phages 
against pathogens in cattle has also been evaluated and their use as 
biocontrols has been demonstrated (O ’ Flynn et al.  2004 ). 

 In phage therapy, one of the major fears is the safety of the prepara-
tions, together with issues such as whether phages are able to act in 
mammalian cells or whether they are able to integrate their genes in 
human chromosomes. Nevertheless one consideration must be taken 
into account and that is that humans consume phages continuously in 
fermented food such as yogurt, sauerkraut, and salami, such that phages 
must probably be almost innocuous (Brussow  2005 ). Indeed, phages 
have even been described as contaminants in live polio vaccine prepa-
rations (Huff et al.  2003   ). 

 Humans are exposed to phages from the very moment of birth. It 
has been reported that contamination - free water contains up to 
2    ×    10 8    phages/mL, and they are present in the skin, urine, mouth, and 
many other parts of the body (Bergh et al.  1989 ; Yeung and Kozelsky 
 1997 ; Bachrach et al.  2003 ). 

 The most extensive safety trials in humans were undertaken on 
Staphage Lysate by Delmont Laboratories (Swarthmore, PA  ). This 
was administered to humans intranasally, topically, orally, subcutane-
ously, and intravenously. After 12 years, minor side effects were 
observed (Sulakvelidze and Kutter  2005 ). At the Institute of Immunology 
and Experimental Medicine, in Poland, several administration routes 
were tested: in oral and aerosol form, and even as infusions for rectal 
or surgical wounds. Intravenous administration was rejected, whereas 
it was observed that access through the digestive system was a fast and 
effective route of administration (Slopek et al.  1983 ; Weber - Dabrowska 
et al.  1985   ). 

 When immunity was considered, side effects were not observed. 
However, phages are antigenic and they can be cleared by the reticu-
loendothelial system. To resolve this problem, long - circulating phages 
might be employed (Merril et al.  1996 ; Vitiello et al.  2005 ). 

 Summarizing the foregoing, it might be said that the major problems 
involved in the reintroduction of phage therapy would be the biology 
itself of phages, and hence the diffi culties in obtaining approved use. 
However, the alarming increase in the numbers of antibiotic - resistant 
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bacteria and the trend against the use of antimicrobials in the food 
production chain seem to recommend a reappraisal of the use of phage -
 based therapies. In 2000, the American National Institutes of Health 
released a challenge - grant announcement that specifi cally called for 
proposals using phage therapies for emerging and resistant infections, 
placing special focus on vancomycin - resistant enterococci and multi-
drug - resistant staphylococci. 

 A fi nal question merits consideration. Would it be justifi able to 
patent a phage? More importantly, would the pharmaceutical industry 
be willing to invest the money in research and development into such 
matters and accept limited patent protection? 

 The use of phages has several advantages: (i) phages are self - repli-
cating; (ii) they are more specifi c than antibiotics and hence do not 
cause damage to the normal microbiota; (iii) they have few side effects; 
(iv) they are alternatives for patients with allergies to antibiotics; (v) 
they have low production costs; (vi) they might be used for prophylaxis 
in hospital settings; (vii) their administration can be carried out through 
different routes; (viii) they may exhibit synergistic effects with antibiot-
ics or even other medicines; (ix) whole - phage particles are able to 
replicate at the site of infection and so concentration occurs only where 
they are needed; and (x) the search for and development of new alter-
natives against resistant bacteria is faster than the development of new 
antibiotics. 

 Evidently, antibiotics have certain advantages over bacteriophages, 
the main one being that they show a broad spectrum of action, such 
they can be used when the exact nature of the disease - causing bacteria 
is unknown. However, this wasteful use has also been responsible for 
the increase in antibiotic resistance.  

2.3. Therapy with Phage Enzymes 

 The development of molecular techniques has allowed a new approach 
to bacteriophage - based therapy: the use of purifi ed lytic enzymes or 
holins alone without the need of the whole phage particle. Indeed, in 
this sense, the effi cacy of lysins against a variety of causal agents has 
been demonstrated. 

 The cloned enzyme PlyG from phage  γ  can kill  Bacillus anthracis
strains, such that when it is administered  in vivo  the enzyme readily 
protects mice from B. anthracis  infections (Schuch et al.  2002 ). 

 The success of lytic enzymes has been demonstrated against infec-
tions caused by vancomycin - resistant  E. faecium  and vancomycin - resis-
tant E. faecalis  (Biswas et al.  2002 ; Yoong et al.  2004 ). 
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 For example, it has been possible to swap different lysin domains 
with different bacterial and catalytic domains, resulting in a new 
enzyme that cleaves different bonds in the peptidoglycan, but with the 
same specifi city (Fischetti  2005   ). Bacteriophages show normal specifi c-
ity toward the bacterial host. However, bacteriophages such as P1 are 
able to inject their DNA into a broad range of Gram - negative bacteria 
(Schoolnik et al.  2004 ). The lysin plyGBS, isolated from the GBS 
bacteriophage NCTC 11261, shows different lytic activity within the 
different groups of streptococci and exhibits enzymatic activity against 
other species such as Streptococcus salivarius, Streptococcus gordonii , 
and Streptococcus mutans  (Cheng et al.  2005 ). This enzyme can be 
used in treatment against infections caused by S. agalactiae  located in 
the vagina or oropharynx. The virion p68 produces the p17 lysin, effec-
tive against S. aureus  (Takac and Blasi  2005 ). The lysins  ϕ 13 and  ϕ 6 
from bacteriophages ϕ 13 and  ϕ 6 have been shown to be effi cient 
against Pseudomonas syringae  (Dangelavicius et al.  2005 ). LysK, 
cloned from broad - host range staphylococcal phage K, may have ther-
apeutic effi cacy against methicillin - resistant  S. aureus  (O ’ Flaherty 
et al.  2005 ). 

 It has been possible to observe  in vitro  synergistic effects between 
combinations of different lytic activities against S. pneumoniae  (Loeffl er 
and Fischetti  2003 ) and  in vivo  (Jado et al.  2003 ). A very interesting 
study demonstrated the synergistic effect between lysine and antibiot-
ics useful against S. pneumoniae  (Djurkovic et al.  2005 ). 

 The activity of lysins from phages against caries - causing agents has 
also been demonstrated. Phage lysins showed a pH of action that was 
more effective than other types of lysin against Streptococcus oralis
present in dental plaque. The ability of lysins to act on antibiotic -
 resistant bacterial biofi lms, such as that formed by  S. aureus  (Sass and 
Bierbaum  2007   ), has also been demonstrated. 

 Nevertheless, when exogenous lytic enzymes are considered for 
therapy, a new problem must be taken into account. Most lysins lack 
a secretory signal to enable them to cross the cellular membrane. In 
the case of Gram - positive bacteria, exogenous lysins would have no 
diffi culty in reaching the peptide - glycan layer. However, in Gram -
 negative bacteria the cell wall is more complicated, mainly due to the 
presence of the outer membrane, which hampers the access of lysins 
to the peptidoglycan layer. Thus, further research is needed to solve 
this problem. 

 During the treatment of hyperimmunized rabbits with lysins, it was 
discovered that no lysin - neutralizing antibodies could be recovered 
(Fischetti  2006 ). The enhancement of the lytic activity of lysozyme 
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against L. monocytogenes  using immunoparticles has also been reported 
(Yang et al.  2007 ). 

 Recently, the importance of holins and their possible applications 
has been brought to the attention of researchers. Recent studies have 
addressed the cytotoxic activity of the holin from  λ  bacteriophage 
against mammary cancer cells in vivo , suggesting its potential thera-
peutic use in cancer therapy (Agu et al.  2005 ).   

3. FUNGAL ENZYMES 

3.1. Glucanases

 Fungal cell walls contain two major highly resistant polysaccharides, 
namely, 1,3 -  β  - glucan and chitin, and these must be worked upon by 
endogenous lysins when normal morphogenetic process such as cell 
wall elongation or yeast budding occurs. When either of these endog-
enous lysins acts uncoordinatedly with biosynthetic enzymes the 1,3 -  β  -
 glucan - glucanohydrolases (E.C. 3.2.1.x) are responsible for   the 
hydrolysis of the glucoside linkage either at the nonreducing end (exo -
 acting enzymes, E.C. 3.2.1.58) or in the middle of the polysaccharide 
chain (endo - acting: E.C. 3.2.1.39). There are two main groups, depend-
ing on the type of the active amino acid involved at their active site: 
aspartic acid or glutamic acid (Ring et al.  1988 ; Sinnot  1990 ). There are 
88 glycosyl hydrolase families ( www.expasy.ch/cig-bin/lists?glycosid.
txt ). Family 55 is formed only by fi lamentous fungal 1,3 -  β  - glucanases 
and its components are characterized by displaying two complete β  -
 helix domains, which are exclusive to this family (Kawai et al.  2006 ). 
Glucanases may be used as food additives, although adverse reactions 
have been reported (Coenen et al.  1995 ). 

β  - 1,6 - glucan is also a fundamental component of fungal cell walls. 
Recently, it has been described that the  Candida albicans  KR5 gene -
 null mutants exhibit a lower adhesion capacity to human epithelial cells 
and are avirulent for mice (Herrero et al.  2004 ). This gene is involved 
in β  - 1,6 - glucan synthesis, and hence degradation of the  β  - 1,6 - glucan of 
the fungal cell wall is one of the major possible targets in antifungal 
therapies.  

3.2. Chitinases

 Chitinases (E.C. 3.2.1.14) hydrolyze the  β  - 1,4 - glycosidic linkage 
between N  - acetylglucosamine residues. They are classifi ed within fami-
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lies 18 and 19 of the glycosylhydrolase families ( www.expasy.ch/cig-bin/
lists?glycosid.txt). They can thus be considered as part of the innate 
fi rst - immune response against a chitin - containing pathogen not only in 
plants but also in vertebrates (Elias et al.  2005 ). The human chitinase 
AMCase is involved in host defense and and may be used in the food -
 processing industry (Boot et al.  2001 ). 

 Chitinases have a broad range of applications, such as in the phar-
maceutical industry, protoplast isolation, control of pathogenic fungi, 
and the treatment of chitinous wastes (Dahiya et al.  2005 ). Several 
American companies are now developing transgenic plants with chitin-
ase or glucanase genes to protect wheat and barley plants against fungal 
infections such as Fusarium -  caused head blight, which results in impor-
tant economic losses (Dahleen et al.  2001 ). 

 The use of chitinases was suggested in treatment against fungal dis-
eases many years ago (Pope and Davis  1979 ), but little research has 
been carried out in this respect. However, the compounds generated 
in chitin degradation offer some interest for medical and industrial 
applications. For example, chitin and chitosan are used in bioremedia-
tion, in paper production, as food additives, in vaccine development, 
as treatment for burns, and as anticlotting agents (Felt et al.  1998 ; 
Drozd et al.  2001 ; Singla and Chawla  2001 ; Howard et al.  2003 ).   

4. OTHER ENZYMES 

 Although there are many enzymes that can be considered to be enzy-
biotics, such as phage lytic enzymes, glucanases, and chitinases, the list 
must be extended to include any medically important microbial enzyme 
preparation, regardless of its origin (Biziulevicius et al.  2008 ). We 
believe that another group of enzymes should be taken into account, 
such as those that can act as helpers for enzybiotics. 

 Within the list of helper enzymes, one important group is that con-
taining enzymes able to degrade the exopolysaccharides needed for 
biofi lm formation. Biofi lm is an important barrier that decreases the 
effi cacy of treatment against pathogenic bacteria to a huge extent. In 
this sense, phages could represent a powerful tool against biofi lms. 
Thus, it has been demonstrated that phage T4 can infect and replicate 
within E. coli  biofi lms and disrupt biofi lm morphology by killing bacte-
rial cells (Corbin et al.  2001 ). Recently, bacteriophage T7 has been 
modifi ed to express Dispersin B, an enzyme produced by  Actinobacillus
actinomycetemcomitans  (Lu and Collins  2007 ). This engineered phage 
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is able to degrade biofi lm, meaning that it offers a good solution against 
species such as Staphylococcus  and  E. coli . Also, exogenously applied 
Dispersin B is able to reduce the biofi lms of species such as  E. coli, 
Staphylococcus epidermidis ,  Pseudomonas fl uorescens ,  Yersinia pestis , 
Salmonella enterica  serovar Typhimurium, and  P. aeruginosa  (Itoh 
et al.  2005 ). 

 Dispersin B is an example of a non - bacteriophage - originated enzyme 
that should be considered an enzybiotic, or perhaps better as a helper. 
Another example is alginate lyase. This enzyme is expressed by species 
such as Azotobacter chroococcum, Bacillus circulans , and  P. aeruginosa
(Hensen and Nakamura  1985 ; Schiller et al.  1993 ; Peci ñ a et al.  1999 ). 
Alginate is one of the main components of the secretions of P. aerugi-
nosa  in cystic fi brosis patients. Alginate protects microorganisms from 
phagocytes and antibiotics. Alginate lyase is able to degrade alginate 
and can thus help to eradicate bacteria. 

 Another important example is lysosthaphin, an endopeptidase pro-
duced naturally by Staphylococcus simulans . This enzyme had been 
approved in the former Soviet Union for treatment of gastrointestinal 
and gynecological diseases and its effi cacy has been tested (Biziulevicius 
and Zukaite  1999 ). It has also been demonstrated that lysostaphin 
disrupts S. aureus  and  S. epidermidis    biofi lms on artifi cial surfaces (Wu 
et al.  2007 ). 

 Zoocin A is a peptidoglycan hydrolase produced by  Streptococcus
equi  spp.  zooepidemicus  4881, which targets a number of pathogenic 
streptococci such as S. equi, S. pyogenes , and  S. mutans . Its capacity to 
bind to and hydrolyse the peptideglycan layer of several strains of 
Streptococcus  has been tested  in vitro , with the observation of its high 
potential as an enzybiotic (Akesson et al.  2007 ). 

Aspergillus giganteus  is an imperfect ascomycete fungus that secretes 
an antifungal protein (AFP). This protein is a good candidate for anti-
fungal therapy because it has a low molecular weight and is able to 
inhibit the growth of fi lamentous fungi, especially  Fusarium  and 
Aspergillus  species, but does not affect the growth of bacteria or yeast 
(Meyer and Stahl  2002 ). 

 Finally, the group of enzymes that block the peptideglycan layer 
must be taken into account. This group of enzymes that block the pep-
tideglycan layer synthesis lidered   by that of Q β  phage must be revised 
and considered as a possible therapeutic alternative (Bernhardt et al. 
 2001 ). 

 Together with these strategies for fi nding new therapeutic alterna-
tives, it will be necessary to develop new bacterial vaccines to control 
the spread of microorganisms.  
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1. INTRODUCTION

 Disinfection is the reduction of the load of pathogens from the environ-
ment with the aim of decreasing the risk of disease. It is commonly 
accepted that Joseph Lister introduced the fi rst  “ modern ”  disinfectant, 
phenol (known at that time as carbolic acid), which was used to decon-
taminate surgical wounds. Interestingly, the irritation produced in the 
hands of surgeons by this disinfectant led to the fi rst use of rubber 
gloves by surgeons. There are several classes of disinfectants available, 
including chlorine compounds such as bleach, iodine and iodophores, 
aldehydes, phenols, quaternary ammonium compounds, oxidizing 
agents, and biguanidines. Although in theory they should have low 
toxicity to humans and be able to reduce microbial contamination by 
several orders of magnitude, in practice they have a certain inherent 
level of danger and in many cases they exhibit less than ideal reduction 
of the load of pathogens. 

 Immediately following the tragic events of September 11, 2001, in 
the United States, a bioterrorist act was committed at multiple loca-
tions (Atlas  2002 ; Schmid and Kaufmann  2002 ). Between September 
and November of that year, the perpetrator(s) intentionally mailed 
Bacillus anthracis  spores to several sites, creating terror and panic in a 
broad population and causing fi ve deaths and a total of 22 infections 
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(at least 18 confi rmed). The attacks served as a wake - up call, and many 
industrialized countries are now considered extremely vulnerable to 
future terrorist attacks with biological weapons, or bioweapons, which 
could result in a large number of casualties and panic in the population 
and could also dramatically affect the economy. 

 To discern the nature of the threat of bioweapons and the appropri-
ate responses to them requires great attention to the biological char-
acteristics of the bioweapon and the panic that it can generate. To 
reduce their potentially devastating effects an effective policy to clean 
up contaminated area is essential. 

 It is believed that the person(s) responsible for the 2001 anthrax 
outbreak mailed at least seven letters containing anthrax spores, result-
ing in over 20 contaminated sites. The team assigned to clean up the 
sites, confronting the unprecedented challenge of dealing with weapon -
 grade  B. anthracis  spores, was forced to rely on methods that were 
untested in the types of environments that were affected, which included 
offi ce buildings and a US Postal Service Processing and Distribution 
Center. The Hart Senate Offi ce Building was fumigated and remained 
closed for a total of 96 days  (http://www.avma.org/onlnews/javma/
mar02/s031502c.asp).  The cleanup of this building required the collec-
tion of about 6000 samples and generated more than 30 tons of waste. 
As of December 3, 2002, there were still several contaminated loca-
tions, and the cost of the cleanup had reached $750 million. By the 
completion date, the cost for decontamination of all buildings had 
climbed even higher. Clearly, the issues of toxicity, time, and resources 
indicate that decontaminating environments after a bioterrorist attack 
is a critical component of the response and one that urgently needs 
further research. 

 While disinfectants are considered effective if they reduce the load of 
pathogens by several orders of magnitude, new standards must be 
applied for the cleanup of accidental or intentional contamination with 
biological weapons in which all microorganisms should be physically 
destroyed. New disinfectants to be used in these cases should reduce the 
threat to negligible levels, have low toxicity to humans, be easy to obtain 
and to remove, cause as little as possible damage to structures, and act 
as quickly as possible. Their affordability should be also considered. 

 Among the new ideas for generating novel disinfectants is the utiliza-
tion of bacteriophages (Hermoso et al.  2007 ; Yacoby et al.  2007 ; Parisien 
et al.  2008 ) or their murein hydrolases (enzybiotics; Schuch et al.  2002 ; 
Cheng and Fischetti  2007 ; see Chapters  2  and  5   ). Murein hydrolases 
are grouped in two classes: autolysins, bacterium - coded enzymes that 
play a variety of roles such as cell wall biosynthesis, cell separation, cell 
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adhesion, and virulence, which are secreted from the bacterial cyto-
plasm (Smith et al.  2000 ; Parisien et al.  2008 ; Vollmer et al.  2008 ), and 
endolysins, bacteriophage - encoded enzymes that reach and subse-
quently cleave the peptidoglycan, through membrane lesions formed 
by holins. This process results in lysis of the bacterial cell and the 
release of mature viral particles (Loessner et al.  1997 ; Navarre et al. 
 1999 ; Smith et al.  2000 ; Wang et al.  2000 ; Parisien et al.  2008 ; also see 
Chapters  4  –  8 ). Endolysins have a modular structure and include 
domains responsible for amidase, peptidase, and  N  - acetyl -
 glucosaminidase activities. In addition they posses a cell wall - specifi c 
targeting domain that is commonly found at the C - terminal end 
(Loessner et al.  1999 ; Navarre et al.  1999 ; Fig.  3.1 ). An interesting 
characteristic of some of these enzymes is that they induce cell lysis 
when added to the appropriate bacterial cells from the outside 
(Loessner et al.  1997 ; Loeffl er et al.  2001 ; Nelson et al.  2001 ; Schuch 
et al.  2002 ).   

B. anthracis  belongs to the  Bacillus cereus  group of bacteria, which 
comprises closely related Firmicute organisms with highly divergent 
virulence properties (Hoffmaster et al.  2004 ). It was shown that the  B.
anthracis  phage  γ  - encoded endolysin was capable of degrading pepti-
doglycan when applied externally to B. anthracis  or to the closely 
related B. cereus  strain RSVF1, resulting in a rapid lysis of the cell 
(Schuch et al.  2002   ). Furthermore, several other endolysins have been 
shown to induce cell lysis when added to the appropriate cells from the 
outside. Different endolysins were found to have different degrees of 
specifi city. The group B streptococcal B30 bacteriophage endolysin is 

Figure 3.1.      N  - acetylmuramoyl - L - alanine amidase activity. The diagram shows the rel-
evant portion of the peptidoglycan structure and the enzymatic activity. In  B. cereus
the GlcNAc ( N  - acetyl - D - glucosamine) is mostly deacetylated (Loessner et al.  1997 ).  
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active against all β  - haemolytic streptococci tested, including groups A, 
B, C, E, and G streptococci, with different effi ciencies (Pritchard et al. 
 2004 ).  Enterococcus faecalis  phage  φ 1 endolysin PlyV12 is active against 
groups B and C streptococci, and  Staphylococcus aureus  (Yoong et al. 
 2004 ).  Lactobacillus helveticus  phage  φ 0303 protein Mur - LH is active 
against at least 10 bacterial species (Deutsch et al.  2004 ). The  φ 11 
endolysin hydrolyzed heat - killed staphylococci as well as staphylococ-
cal biofi lms, untreated staphylococcal mastitis pathogens,  S. aureus , 
and coagulase - negative staphylococci (Donovan et al.  2006 , Sass and 
Bierbaum  2007 ). The murein hydrolase of the bacteriophage  φ 3626 
dual lysis system was active against all tested C. perfringens  strains 
(Zimmer et al.  2002 ). The gp144 endolysin protein from the  Pseudomonas
aeruginosa  phage  φ KZ showed  in vitro  lytic activity against  P. aerugi-
nosa  cells and degraded purifi ed peptidoglycan of Gram - negative bac-
teria (Paradis - Bleau et al.  2007   ). In other cases endolysins showed little 
killing activity when added exogenously to the viral host, for example, 
the Listeria monocytogenes  bacteriophage  N  - acetylmuramoyl - l - alanine 
amidase endolysin, Ply511, was unable to control  L. monocytogenes
growth (Turner et al.  2007 ). 

 The discovery that endolysins from bacteriophages that have 
Firmicutes as hosts can also mediate hydrolysis of the peptidoglycan 
from the outside of the cells led to their use as agents to kill bacteria 
(Borysowski et al.  2006 ; Chapter  7 ). Although the bactericidal action 
of endolysins when added from the outside seems to be mainly confi ned 
to Firmicutes, their potential as antimicrobials for a large number of 
bacteria led to the coinage of the term enzybiotics (Nelson et al.  2001 ; 
Jado et al.  2003 ; Veiga - Crespo et al.  2007 ; see Chapters  2  and  5 ). This 
term is currently also used for all enzymes that are able to mediate 
killing of microbial cells regardless of their origin (Veiga - Crespo et al. 
 2007 ; see Chapter  4 ).  

2. SPECIFIC DISEASES ASSOCIATED WITH 
BIOLOGICAL WEAPONS 

 In theory, any infectious agent could be engineered for use as a bio-
logical weapon. Experts in this fi eld believe that bacteria of the 
Firmicutes ( B. anthracis  and  Clostridium botulinum , C.  perfringens ,  S.
aureus , etc.) and of the  γ  - proteobacteria phylum ( Yersinia pestis  and 
Francisella tularensis ) are among the pathogens most likely to be 
used in a bioterrorist attack. 
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 The disease caused by  B. anthracis , anthrax, has been in existence 
for hundreds of years and still occurs naturally in both animals and 
humans in many parts of the world, including Asia, southern Europe, 
sub - Saharan Africa, and parts of Australia. There are three forms of 
disease caused by anthrax: cutaneous anthrax, inhalation anthrax, and 
gastrointestinal anthrax. Cutaneous anthrax is the mildest form and 
usually gets cured in about 6 weeks, whereas the most severe form is 
inhalational anthrax, which can go unrecognized until it is too late for 
effective treatment (Mock and Fouet  2001 ). 

 Cutaneous anthrax is characterized by a red - brown spot that becomes 
larger and surrounded by redness. The center develops into a fl uid -
 fi lled blister that eventually ruptures, forming an ulceration that dries 
up with a black crust. A series of images of the lesions caused by cuta-
neous anthrax can be seen at the Centers for Disease Control and 
Prevention (CDC) website ( http://www.bt.cdc.gov/agent/anthrax/
anthrax-images/cutaneous.asp ). Lymph nodes swell and the disease can 
be accompanied by muscle pain, headache, fever, nausea, and vomit-
ing. Mortality of untreated cutaneous anthrax is about 20%, but the 
rate is reduced to 1% when the infected person is given appropriate 
treatment. Intestinal anthrax is currently rare and is acquired by con-
sumption of contaminated undercooked meat. The earlier symptoms 
include loss of appetite, fever, and bloody diarrhea followed by spread-
ing throughout the bloodstream  . Fatality rate is between 25% and 60% 
of the cases and treatment success strongly depends on how soon treat-
ment starts. Inhalation anthrax, also known as pulmonary, pneumonic, 
or respiratory anthrax, is the most serious form of the infection with a 
mortality rate of almost 100%. Spore - bearing particles reach the alveo-
lar spaces where spores are ingested by macrophages. Although some 
of the spores are lysed, those that survive are transported via lymphat-
ics to mediastinal lymph nodes, where germination occurs in a period 
of up to 60 days (Friedlander et al.  1993 ; Inglesby et al.  1999 ). Inhalation 
anthrax starts with fl u - like symptoms; after a few days the second stage 
of the disease starts abruptly, and the patient worsens feeling severe 
respiratory distress with sudden fever, dyspnea, diaphoresis, and shock. 
The disease continues to evolve and the patient may fall into a coma 
followed by death. As many as 50% of the patients develop hemor-
rhagic meningitis, delirium, and obtundation. A summary of the symp-
toms and evolution of bioterrorism - related inhalation anthrax victims 
has been published (Inglesby et al.  1999 ; Jernigan et al.  2001 ). To iden-
tify the presence of B. anthracis  in the United States, the Department 
of Health and Human Services, CDC, engages its partners in the 
Laboratory Response Network (LRN), which was established by the 
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same institution to rapidly identify threat agents in 1999 and is a col-
laborative partnership and multilevel system linking state and local 
public - health laboratories. Local clinical laboratory testing is confi rmed 
at state and large metropolitan public health laboratories. The CDC 
conducts the defi nitive or highly specialized testing for major threat 
agents. Samples must be collected in a form suitable for testing, which 
is a two - step process. The fi rst test may show positive results within 2   h, 
but only for samples that contain large numbers of cells. However, the 
result must be confi rmed with a second test, which requires more 
sophisticated laboratory facilities and takes longer (usually 1 – 3 days; 
data from  http://www.bt.cdc.gov/agent/anthrax/faq/labtesting.asp ). 

C. botulinum  produces botulism, a rare but serious paralytic illness 
caused by a neurotoxin known as the botulinum toxin, which has seven 
different serotypes (A - G; Dembek et al.  2007 ). The botulinum toxin 
can be inhaled or ingested via contaminated food or water (Arnon 
et al.  2001 ). There are three main kinds of botulism: foodborne, wound, 
and infant botulism. The fi rst is caused by eating food that contains the 
botulism toxin; the second occurs when a wound is infected with  C. 
botulinum ; and the third occurs when an infant ingests the spores of 
the botulinum bacteria, which can be found in dirt and dust, or which 
can contaminate honey. This form of the illness mostly affects babies 
who are between 3 weeks and 6 months old. The spores germinate in 
the intestines and release the toxin. All three forms can be fatal. The 
botulinum toxin is synthesized as a 150   kD polypeptide that is subse-
quently activated by proteolysis to form a heavy and a light chain that 
remain linked by a disulfi de bond (Lacy et al.  1998 ; Stenmark et al. 
 2008 ). The toxin causes muscle paralysis, which translates in a variety 
of symptoms such as double vision, blurred vision, drooping eyelids, 
slurred speech, diffi culty swallowing, dry mouth, and muscle weakness. 
These symptoms progress to cause paralysis of the arms, legs, trunk, 
and respiratory muscles. An aerosolized or foodborne botulinum toxin 
weapon would cause acute symptoms 12 – 72   h after exposure. An effec-
tive response to an intentional release of the toxin include rapid diag-
nosis and treatment with antitoxin (Arnon et al.  2001 ; Kman and 
Nelson  2008 ). 

Y. pestis  is the causative agent of plague, an infectious disease of 
animals and humans, and it is probably the fi rst recorded utilization of 
a bioweapon when in 1347 the Tartar army catapulted infected corpses 
over the Caffa city walls. Plague is transmitted between rodents by 
rodent fl eas or to people through infected rodent fl eabites or through 
direct contact with infected animal tissue. There are three main forms 
of plague in humans: bubonic, pneumonic, and septicemic. Bubonic 
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plague, the most common form of the disease, usually starts with a bite 
of an infected fl ea that inoculates bacterial cells. After 2 – 8 days the 
patient develops symptoms that include abrupt onset of fever, chills, 
headache, and weakness. Painful proximal lymphadenopathy develops, 
most commonly in the inguinal, axillary, or cervical areas. Lymph nodes 
become enlarged, matted, and associated with extensive, overlying 
edema (buboes). Gastrointestinal symptoms such as nausea, vomiting, 
and abdominal pain may occur. The body defenses become over-
whelmed by the large number of bacteria, which leave the lymph nodes 
and enter the bloodstream from which they may colonize other organs. 
Then, the secondary septicemia usually results in sepsis and death. In 
about 5% – 15% of the cases, when the disease reaches the terminal 
stage, bacterial cells spread to the lungs, causing secondary pneumonic 
plague. The pneumonic infection is rare but is the most likely presenta-
tion of a bioterrorist attack as a consequence of deliberate aerosoliza-
tion of bacteria that would mimic the contact with respiratory droplets 
from an infected person. The symptoms develop 1 – 6 days following 
exposure and consist of a bronchopneumonia characterized by fever, 
cough, dyspnea, and serosanguineous sputum. From the lungs, the 
bacterial cells spread to the blood, causing symptoms of septicemic 
plague. Suspicion of a deliberate attack should be raised by the rapid 
progression of a lethal pneumonia in a group of previously healthy 
people from the time of respiratory exposure to death, which ranges 
from 2 to 6 days. The septicemia arises secondary to bubonic plague 
or following a fl eabite without the development of buboes. Septicemia 
is associated with disseminated intravascular coagulation, necrosis of 
small blood vessels, purpuric skin lesions, and acral gangrene. Death 
is the result of shock and multiple organ failure. 

F. tularensis  causes a highly infectious disease called Tularemia. 
There are two predominant subspecies:  F. tularensis tularensis  (type 
A), which is the most virulent and is found in North America, and  F. 
tularensis palaearctica  (type B), which occurs in Asia, Europe, and 
North America. A large number of animal species throughout the 
world are susceptible to F. tularensis , which can be recovered from 
water, soil, and vegetation. Humans can be infected through the skin, 
mucous membranes, gastrointestinal tract, and lungs. Clinical manifes-
tations depend on the route of entry and the virulence of the agent. 
There are seven forms of tularemia in humans: ulceroglandular, pneu-
monial, oculoglandular, glandular, oropharyngeal, typhoidal, and 
sepsis. The ulceroglandular accounts for 60% – 80% of all naturally 
occurring cases. Infection typically results from handling an infected 
carcass or follows the bite of an infected arthropod or another animal. 
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With the onset of generalized symptoms, a papule appears at the inocu-
lation site; it quickly becomes pustular, ulcerates, and may develop an 
eschar. Regional lymphadenopathy develops; it may suppurate and 
rupture. In the oculoglandular case, ulceration occurs on the conjunc-
tiva, accompanied by chemosis, vasculitis, and regional lymphadenitis, 
whereas in the glandular case lymphadenopathy and generalized symp-
toms without an ulcer were observed. Pneumonial tularemia can result 
from direct inhalation of contaminated aerosols (naturally occurring or 
deliberately disseminated, as in a bioterrorist attack) or be secondary 
to hematogenous spread from another site. One or more of the follow-
ing is present: pharyngitis, bronchiolitis, pleuropneumonitis, or hilar 
lymphadenitis. In the correct clinical setting, the presence of nodular 
infi ltrates with a pleural effusion should suggest either tularemia or 
plague pneumonia. In a substantial number of patients, pulmonary 
signs may be minimal or absent, and generalized constitutional symp-
toms may predominate. Oropharyngeal tularemia is acquired by ingest-
ing contaminated water or food, or occasionally by inhaling contaminated 
droplets. The patient may develop stomatitis, but more commonly 
develops exudative pharyngitis or tonsillitis with ulceration. Cervical 
or retropharyngeal lymphadenopathy may also occur. Typhoidal tula-
remia is a fatal form of the disease with the microorganisms disseminat-
ing rapidly to multiple organs by hematogenous spread. It has a 
gastrointestinal manifestation, including abdominal pain and diarrhea. 
In tularemia sepsis the early symptoms are fever, abdominal pain, diar-
rhea, and vomiting. It may progress to septic shock with complications 
of the systemic infl ammatory response including disseminated intravas-
cular coagulation, adult respiratory distress syndrome, and multiple 
organ failure.  

3. THE PARADIGM: AN ENZYBIOTIC ATTACHED TO 
NONPATHOGENIC NONPROLIFERATING BACTERIA 

 In case of a bioterrorist attack with a bacterial agent such as any of 
those described in the previous section or an accidental release, one 
critical issue will be the decontamination of the areas affected. In this 
section we describe a methodology using innocuous live organisms and 
enzybiotics. 

 The capacity of a phage - encoded murein hydrolase   to specifi cally 
kill bacteria was fi rst documented by Krause  (1957) , and demonstrated 
with a purifi ed enzyme by Vincent Fischetti ’ s   group (Nelson et al. 
 2001 ). Table  3.1  shows a list of bacteria that could be used as bioweap-
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ons and bacteriophages that could serve as sources of endolysins 
(enzybiotics).   

 The enzybiotics could be used directly or attached to microorgan-
isms, the latter approach offers advantages over the direct used of the 
purifi ed enzyme (Table  3.2 ). Different enzybiotics attached to micro-
organisms could be suitable candidates to design  “ a la carte ”  disinfec-
tants suitable for treating accidentally or intentionally contaminated 
environments.   

 These enzybiotics include many desirable characteristics: 

 •      easy to store and to scale up  
 •      easy to deliver  
 •      effective  
 •      gentle to the environment  
 •      nonhazardous and non dangerous  
 •      specie - specifi c  
 •      affordable  
 •      easy to remove    

 TABLE 3.1.     Target Bacteria (Selected Agents) and Potential Bacteriophages 

   Selected Agents  a       Bacteriophage Family(ies)  b

Bacillus anthracis   Siphoviridae  
Brucella abortus   Podoviridae morphotype C1  
Brucella melitensis   Podoviridae morphotype C1  
Brucella suis   Podoviridae morphotype C1  
Burkholderia malleic   Myoviridae morphotype A1, A2  
Burkholderia pseudomalleid   Myoviridae morphotype A1, A2  
Clostridium perfringens   Siphoviridae morphotype B1, Inoviridae, Myoviridae 

morphotype A1, A2  
Clostridium botulinum   Siphoviridae morphotype B1, Inoviridae, Myoviridae 

morphotype A1, A2  
Coxiella burnetii   Myoviridae morphotype A1, A2  
Francisella tularensis   Myoviridae morphotypes A1, A2  
Rickettsia prowazekii   Podoviridae morphotype C1  
Rickettsia prowazekii   Podoviridae morphotype C1  
Rickettsia rickettsii   Podoviridae morphotype C1  
Staphylococcus aureus   Siphoviridae morphotype B1, B2  
Yersinia pestis   Myoviridae morphotypes A1, A2  

a  http://www.cdc.gov/od/sap/docs/salist.pdf   
b  http://www.mansfi eld.ohio-state.edu/ ~ sabedon/names.htm ;  http://www.phage.org ;  http://www.
ebi.ac.uk/genomes/phage.html   
c Formerly  Pseudomonas mallei .  
d Formerly  Pseudomonas pseudomallei .   
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 The vast majority of virulence factors or toxin genes described in bac-
teria with bioweapon potential, namely  B. anthracis ,  Clostridium tetani , 
C. botulinum , and  Y. pestis , are plasmid - borne (Mock and Fouet  2001 ; 
Bruggemann  2005 ; Huang et al.  2006 ). Therefore, to avoid frequent 
horizontal gene transfer during the cleanup step, the enzybiotic should 
be housed by a nonproliferating distantly related bacteria to block the 
possibility of plasmid mobilization and subsequent establishment. Once 
the enzybiotic bacteria are released to the environment to act as disin-
fectant, their growth must be tightly controlled by introducing multiple 
auxotrophies and check - points elements (e.g., toxin - antitoxin) that 
should block cell proliferation. 

 Previous work using tripartite fusions consist of (i) the signal 
sequence and fi rst nine N - terminal amino acids of the mature major 
Escherichia coli  lipoprotein, (ii) the amino acids 46 – 159 of the outer 
membrane protein OmpA, and (iii) the amino acid sequence of pro-
teins of interest showed that the protein can be transported through 
the membrane and become anchored to the external surface of the cell 
and keep enzymatic activity (Georgiou et al.  1993 ; Francisco and 
Georgiou  1994 ). Tripartite fusion systems expressing beta - lactamase, 

 TABLE 3.2.     Comparative of Purifi ed Enzybiotic Enzyme and Enzybiotic Attached 
to a Nonproliferating Bacteria 

   Purifi ed Enzybiotics     Enzybiotic Attached to a Bacteria  

     a.     Bacterial cells bearing a plasmid -
 borne enzybiotic gene must be 
over - expressed.  

  b.     Enzybiotic must be purifi ed or 
partially purifi ed, concentrated, and 
lyophilized.  

  c.     Large amounts of enzybiotic that 
target different bioweapons need to 
be produced.  

  d.     Large amounts of enzybiotic need to 
be stored at low temperatures or 
need to develop a system to keep 
their activity at room temperature.  

  e.     If there are any activity problems 
before its use it can be time -
 consuming to produce a new protein 
batch.  

  f.     Not applicable     

     a.     Bacterial cells bearing a plasmid - borne 
enzybiotic fused to a membrane 
protein are grown.  

  b.     Different cell culture exposing 
different enzybiotic are lyophilized and 
ready to be used.  

  c.     Not applicable  

  d.     Strains can be kept in a few small vials 
at − 80 ° C (minimal storage room in a 
freezer) or in a lyophilized (at room 
temperature).  

  e.     Production is very fast (a bacterial 
culture). There is no risk of inactivation 
because there will be new cultures 
every time there is a need to use them. 

  f.     Once the bacterial cells are no longer 
needed (after cleanup), they can be 
eliminated by inducing a block in cell 
proliferation.     
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the entire Cex exoglucanase from Cellulomonas fi mi , the Cex cellulose -
 binding domain, and a single - chain Fv antibody fragment were gener-
ated using this scheme and all of them were active and expressed on 
the surface of E. coli  (Francisco et al.  1992 ; Francisco et al.  1993a, b ).  

4. THE CONSTRUCTION OF AN E. COLI STRAIN THAT 
INTERFERES WITH B. ANTHRACIS PROLIFERATION 

 A construct based on the system described in the previous section was 
designed to fuse the hybrid lpp  -  ompA  gene to an enzybiotic - coding 
gene (e.g.,  plyG ) and expressed on the surface of  E. coli  (Fig.  3.2 ). 
Taking advantage of the seminal work showing that PlyG, the murein 
hydrolase coded for by the phage γ , induces lysis of  B. anthracis  cells 
when added to the culture (Schuch et al.  2002 ; see Chapter  5 ), we used 

Figure 3.2.     Diagram of a tripartite fusion protein. The PlyG fused to a presentation 
protein (Lpp fused to OmpA) renders the fused lpp  -  ompA  -  plyG  gene. The Lpp -
 OmpA - PlyG protein is exposed on the cell ’ s surface. The contact of the target bacteria 
with the fused PlyG protein will produce cell lysis. Redrawn from Francisco et al. 
 (1992) .  
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this enzyme as a paradigm to determine if it feasible to anchor a murein 
hydrolase to the surface of E. coli  and generate a strain that can kill 
the target bacteria (Fig.  3.2 ). The concept of a phage - encoded PlyG 
endolysin anchored to the external surface of the cell (Lpp - OmpA -
 PlyG) to kill bacteria by breaking peptidoglycan bonds of the specifi c 
bacterial pathogen cell wall has been proven to be valid. Exposure of 
a target bacterium,  B. cereus  RSVF1, to the enzybiotic - producing strain 
resulted in enhanced loss of viability (Tolmasky and Alonso  2007   , 
patent pending; Fig.  3.3 ).   

 To ensure that the released enzybiotic - borne genetically modifi ed 
organism cannot proliferate in the environment different traits were 
introduced. The enzybiotic strains were auxotrophic for various amino 
acids and the strain showed addiction to a xenobiotic compound 
(isopropyl-β  - D - thio - galactoside [IPTG]). The expression of an anti-

Figure 3.3.     Activity of the Lpp - OmpA - PlyG enzybiotic.  E. coli  cells bearing plasmid -
 borne  lpp  -  ompA  -  plyG  gene were grown in Luria-Bertani broth (LB) rich medium   until 
OD560     ∼    0.4 at 37    ° C. Then the cultured was divided and one of the aliquots was induced 
by addition of IPTG. The cultures were incubated for 60   min. Aliquots of induced or 
uninduced cell cultures or of the resuspended pellet were spotted on a loan of B. cereus
RSVF1 cells. The indicated amounts of lysozyme were spotted in a control 
experiment.  
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toxin (e.g.,  ε  antitoxin) was IPTG - controlled and in its absence its 
expression was turned off, allowing the free toxin (e.g.,  ζ  toxin  ) to block 
cell proliferation (Camacho et al.  2002 ; Meinhart et al.  2003 ). It has 
been recently shown that when the ζ  toxin is freed from the    ε  antitoxin, 
it induces a reversible block of cells proliferation (Lioy et al.  2006 ). 

 Once a target bacterium is selected, a bacteriophage endolysin 
known to effectively lyse it when added from the outside should be 
identifi ed. If a target bacterium and specifi c bacteriophages are well 
cataloged, the appropriate lytic enzyme gene sequence will be easily 
identifi ed and obtained for use in a hybrid gene sequence. The lytic 
enzyme of bacteriophages that infect potential target bacteria are then 
produced and analyzed to ensure that it will be active when supplied 
from the outside of the target bacterium. If no bacteriophage is known 
for use with the described bacterium, a bacteriophage can be isolated 
from natural sources. 

 The combined action of enzybiotics with mild chemicals agents or 
physical treatments may provide a tool to control and to decontaminate 
areas polluted by biological weapons or pathogenic or toxic bacteria 
that have been accidentally released.  

5. PERSPECTIVE

 Apocalyptic scenarios from large - scale biological attacks have been 
predicted using comprehensive computer models (Wein et al.  2003 ). 
One of the pressing goals to be able to confront the 21st century ’ s 
public - health challenges is the development of an armamentarium of 
new chemotherapeutic agents to effi ciently disinfect accidentally or 
intentionally contaminated areas. Three unconnected strategies facili-
tate the achievement of this goal. One of these is the thorough under-
standing of the specifi c components of the potential bacterial 
bioweapon ’ s membranes and cell wall, which can help in the develop-
ment of sensitive biosensors as well as effi cient bactericidals. Second, 
the development of mild physical or chemical agents with enhanced 
capacity to treat polluted areas. Finally, the development of compre-
hensive computer models of accidentally or intentionally released bio-
logical weapons and sensitive methods to detect the bioweapon as soon 
as possible. So far the cleanup of contaminated areas has been achieved 
using hazardous chemicals and/or physical disinfectants. An alternative 
paradigm consists of creating biological agents that can achieve the 
cleanup but are mild to the environment and innocuous to humans. 
This strategy relies on the recent progress in the development of 
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enzybiotics, in bacteria distantly related to the target with the aim of 
avoiding frequent horizontal gene transfer of plasmid - borne toxins, as 
effi cient bactericidal agents and the methodologies to manipulate bac-
terial cells, and does not exclude their utilization in concert with mild 
chemical and/or physical disinfectants.  
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1. INTRODUCTION

 Enzymes are now increasingly being used in different industrial 
fi elds, not only as fi nal products but also as biocatalysts (Schoemaker 
et al.  2003 ), and it is therefore of crucial importance to have an in -
 depth knowledge of their characteristics in order to improve the 
success of their applications. In this sense, rational protein design is 
necessary if better effi cacy is to be achieved in the shortest time 
possible. 

 There are several strategies for modifying the activity of a given 
enzyme. In the last decade, the most employed technique has been the 
so - called direct evolution of enzymes (Williams et al.  2004 ; Hibbert and 
Dalby  2005 ; Chatterjee and Yuan  2006 ). 

 It is necessary to understand the natural evolution of enzymes in 
order to obtain better, rationalized, and fast - modifi ed enzymes, and the 
best source of knowledge about these must surely come from studies 
of the relationships among the groups of enzymes of interest. In the 
case of this book, interest is focused on enzybiotics. Knowledge of the 
evolution of natural enzymes should provide insight into how we should 
act when resistance phenomena take place and should help us program 
rational uses of enzybiotics. Additionally, such a scenario could facili-
tate the discovery of potential pitfalls that might arise during enzybi-
otic - based therapies.  

Enzybiotics: Antibiotic Enzymes as Drugs and Therapeutics. Edited by Tomas G. Villa 
and Patricia Veiga-Crespo
Copyright © 2010 John Wiley & Sons, Inc.
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2. PHAGE ENZYMES EVOLUTION 

 Phages and bacteria have been evolving together for the last 2 – 3 billion 
years. Bacteria direct their efforts to making themselves resistant to 
attack by phages, whereas phages try to render the efforts of bacteria 
unfruitful. There is a considerable body of evidence supporting the 
hypothesis that host and phage murein hydrolases share a common 
ancestry, and interestingly, in some organisms it is evident that the 
proteins have co - evolved by exchanging their functional domains. 

2.1. Holins

 The role of holins is associated with the collapse of the membrane 
potential and permeabilization of the bacterial membrane (Young 
 1992 ). The holins are expressed in later stages of phage infection, 
forming a pore in the cell membrane and allowing the lysins to gain 
access to the cell wall peptidoglycan, which results in the release of the 
phage progeny. In general, lysins do not have signal sequences that 
would enable them to move through the membrane. Instead, this move-
ment is controlled by holins (Wang et al.  2000 ) and lysins are accumu-
lated in the cytoplasm during phage development (Smith et al.  1998 ). 
At specifi c times, holin is inserted into the membrane, thus disrupting 
it and affording the access for the lysins to the peptidoglycan layer 
(Fischetti  2005 ). Studies based on mathematical models have shown 
that there is an optimal lysis time. The mathematical model using the 
Marginal Value Theorem has been employed successfully to calculate 
optimal lysis times according to fi tness, and environmental and genetic 
factors (Bull et al.  2004 ). When optimal timing has been reached, the 
fi tness of the infection is maximized (Wang et al.  1996 ; Wang  2006 ). 
Thus, holins must be under strong evolutionary pressure because of 
their role as molecular clocks. 

 Holins are extremely diverse and are found in many unrelated 
sequence families with at least three membrane topologies, suggesting 
that they may have evolved from many different origins. Holins are 
classifi ed in different classes and families on the basis of the number 
of transmembrane domains contained in their sequence. The members 
of class I exhibit three transmembrane domains, whereas those of class 
II show two transmembrane domains. The major class I holin is phage 
λ  holin whereas in class II it is phage 21 holin. Most genes for classes 
I and II encode two proteins: the holin and its anti - holin. This is so 
because these genes show the dual - star motif as in the case of the  λ
phage (Park et al.  2006 ). Within each class, there are holins from 
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phages able to act on Gram - positive bacteria and other holins that 
exert their action on Gram - negative bacteria. Nevertheless, all holins 
share some characteristics, such as a high content of basic amino acids 
in the C - terminal domain, and the presence of a short and polar 
N - terminal domain (Wang et al.  2000 ). Better knowledge of the differ-
ent sequences of the holins and the implications of the different motifs 
is therefore essential. 

 A phylogentic tree protein sequence - based was elaborated with 
known holin sequences employing the Neighbor - Joining algorithm 
with Kimura corrections. When the tree was analyzed, it was observed 
that holin sequences occur not only in phages and prophages but also 
in bacterial chromosomes such as those of Pseudomonas aeruginosa , 
Pseudomonas putida ,  Salmonella typhimurium , and species of the 
genera Serratia  and  Yersinia . This was probably due to the presence of 
the remains of phage DNA sequences that were integrated in the bacte-
rial chromosome during lysogenic cycles.  

2.2. Lysins

 Lysins are often chimaeric proteins, with a well - preserved catalytic 
domain fused to a divergent binding domain (Wang et al.  2000 ). 
Normally, high - affi nity binding is directed toward species or strains 
(Lopez et al.  1997 ). 

 Lysins are named on the basis of the linkages they split. Thus, readers 
will fi nd names such as N - acetylmuramidases or lysozymes, glucosa-
minidases, amidases, and endopeptidases (Stojkovic and Rothman -
 Denes  2006 ). This classifi cation is made according to their catalytic 
domains and lysins may occasionally have more than one catalytic 
domain; such as the PlyGBS lysine from the GBS phage NCTC 11261, 
which shows one endopeptidase domain and one muramidase domain, 
both separated by a short linker (Cheng et al.  2005 ). 

 Although rarely, some lysins (i.e.,  Streptococcus  bacteriophages) 
may even contain introns (Fischetti  2005 ). Normally, lysins are defec-
tive in secretion signals inside their sequence and, as indicated, holins 
are responsible for their access to the peptidoglycan layer. However, 
there are lysins such as the one from P1 phage or lamboid phage 21 
that have an N - terminal signal - anchor release (SAR) sequence (Xu et 
al.  2005 ). These enzymes therefore use the host sec system. The SAR 
sequence has a high frequency of non - hydrophobic residues such as 
Gly, Ala, Ser, and Thr (Park et al.  2006 ). 

 The binding between a lysin and the bacterial cell wall is not a 
random event. When different lytic activities against  Streptococcus
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pneumoniae  were analyzed, it was observed that the union between the 
enzyme and the cell wall was always accomplished through the choline 
residues present in the teichoic acids of the cell wall (Jado et al.  2003 ). 
The entity responsible for the recognition and union is a six - repeat 
motif located at the cell wall - anchoring domain (Hermoso et al.  2003 ). 
It was also observed that a minimum of four repeats of choline - binding 
motif was necessary for effi cient binding to the cell wall (Lopez and 
Garcia  2004 ). It was proposed that the amino alcohol would serve as 
an element of selective pressure to preserve the substrate - recognition 
domain. 

 Recently we have elaborated a protein sequence - based phylogenetic 
tree with known lysin sequences of bacteriophages able to recognize 
the amino alcohol motif. The tree was elaborated employing the 
Neighbor - Joining algorithm with Kimura corrections (Fig.  4.1 ). When 
the tree was analyzed, it was observed that lysin sequences were present 
in phage and bacteria genomes. The presence of lysins in bacteria 
occurs because these enzymes are necessary during normal cell wall 
extension, the separation of daughter cells, cell motility, and so on. It 
has been suggested that endogenous lytic cell wall enzymes would be 
related to the irreversible effect of β  - lactam antibiotics (Tomasz  1979 ). 
The high similarity found between cells and phage lysins can be taken 
as a proof of the selective pressure to preserve substrate - recognition 
domains. It is noteworthy that the lysins able to act against  Streptococcus
species are not directly related to any other lysin. This property must 
be due to the aforementioned presence of the six - repeat motif located 
at the C - terminus binding domain. The high similarity between the 
genes of phages infecting Streptococcus pyogenes  and  S. pneumoniae
suggests a frequent genetic interchange between both species and the 
recent divergence from a common ancestor phage (Obregon et al. 
 2003 ).   

 Interesting proof of the above selective pressure in lysin - binding 
domains is the enzyme Pal. This is an amidase with lytic activity against 
pneumococci. The protein exhibits the typical dual organization of 
lysins: a catalytic domain with amidase activity and a binding domain 
with a six - repeat motif. The catalytic domain has no homology with the 
rest of the Streptococcus  amidases. However, the binding domain is 
well conserved (Varea et al.  2004 ). It is possible that a natural recom-
bination process, a catalytic domain from an unknown precursor and 
the binding domain acquired from S. pneumoniae , is the origin of this 
enzyme. 

 Analysis of the phylogenetic relationships between phage and bacte-
rial genomes suggests that the former may have evolved by recombi-
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national re - assortment of genes and by the acquisition of novel genetic 
elements (Hendrix et al.  2000 ). 

 Glycoside hydrolase family 24 (GH24) comprises enzymes with only 
one known activity. This family includes  λ  phage lysozyme and 
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     Figure 4.1.     Phylogenetic tree of lysins able to act against  Streptococcus  genus    .  
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Escherichia coli  endolysin. Lysozymes (EC 3.2.1.17) are widespread in 
plants and animals, where they constitute a natural defense mechanism 
against bacterial pathogens. Lysozymes are divided into types accord-
ing to their sequence similarity and three - dimensional structure (Jolles 
 1996 ). These types are c - type (chicken - type lysozyme), including the 
stomach lysozyme and insect lysozyme; goose - type lysozyme (g - type); 
plant lysozyme; bacterial lysozyme; and T4 phage - lysozyme (phage -
 type). c - Type lysozymes have been isolated from many vertebrates and, 
interestingly, also from insect species (Qasba and Kumar  1997 ). 

 When a phylogenetic analysis of GH24 members was carried out 
employing the Neighbor - Joining algorithm with Kimura corrections 
(Fig.  4.2 ), an absence of lysozymes able to recognize the amino alcohol 
motif was observed, thus confi rming the fact that both motifs are poorly 
related. This analysis sheds light on the relationship between the lyso-
zymes of enterobacteria and their phages. Genera such as  Synechococcus , 
Pseudomonas ,  and Salmonella  or different strains of  Escherichia  are 
extensively represented in the tree, and this in turn suggests deep rela-
tionship in the coevolution of lysozymes from bacteria and phages. 
Upon examining a variety of known peptideglycan structures, it is clear 
that bacteria attempt to modify their structures to avoid invasion by 
phages; however, in turn phages evolve their genome in order to 
proceed with their biological cycles. Recently, a new family of murein 
hydrolases has been reported. This new family is based on the sequence 
of coliphage N4 N - acetylmuramidase (pfam05838.4; Stojkovic and 
Rothman - Denes  2006 ). The main characteristic of this family is the 
presence of an EGGY (Glutamic acid-Glycine-Glycine-Tyrosine) 
  motif near the N - terminus that contains a glutamic acid residue essen-
tial for its enzymatic activity. The sequence of this enzyme still lacks 
any statistically signifi cant sequence similarity with any previously 
characterized muramidases.   

 Among the lysozymes, some curious mechanisms are worthy of note. 
Thus, some lysozymes stimulate the autolysin activity of bacteria 
(Iacono et al.  1985 ). Others, such as human lysozyme and hen egg -
 white lysozyme (HEWL), show a bactericidal mechanism without pep-
tideglycan hydrolysis (Laible and Germaine  1985 ; Ibrahim et al.  2001 ; 
Masschalck et al.  2002   ). Finally, lysozyme from the fungus  Chalaropsis
punctulata  shows lysozyme activity together with  β  - 1,4 - N,6 - O -
 diacetylmuramidase activity. 

 As indicated above, the most common animal lysozyme belongs to 
the c - type group. Some differences, however, can be observed between 
monogastric animals and ruminants. Monogastric animals possess a 
single gene for c - lysozyme, mainly involved in defense against bacterial 
infections (Yu and Irwin  1996 ). However, ruminants, such as cows and 
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     Figure 4.2.     Phylogenetic tree of members of family GH24.  
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sheep, have multiple lysozyme genes and at least four that code for 
gastric lysozyme with a clear digestive role (Irwin and Wilson  1989 ). 
The recruitment of lysozymes as digestive enzymes has occurred at 
least in three vertebrate groups: ruminants, leaf - eating monkeys, and 
leaf - eating birds. This recruitment could have occurred through gene 
duplication (Irwin  1995 ).  

2.3. Common Ancestral Precursor 

 Along evolution, the amino acid sequence of a protein is more variable 
and changes more rapidly than its tertiary structure. On the other hand, 
structural homology in the absence of sequence homology could be 
attributed to convergent rather than divergent evolution. 

 The structural similarities between T4 phage lysozyme and HEWL 
suggest that the two proteins have arisen by divergent evolution from 
a common precursor (Weaver et al.  1984 ; Weaver et al.  1985 ; Thunnissen 
et al.  1995 ). Indeed, X - ray crystallography reveals the correspondence 
of goose - type lysozyme (GEWL) with T4 lysozyme and HEWL and a 
common ancestral precursor, even though their amino acid sequences 
appear to be unrelated. The structure of GEWL has striking similarities 
to the lysozymes from hen egg - white and bacteriophage T4. However, 
some parts of GEWL resemble HEWL while other parts correspond 
only to the phage enzyme. The nature of the structural correspondence 
strongly suggests that all three lysozymes evolved from a common 
precursor (Gr ü tter et al.  1983   ). 

 Lysozymes have undergone conformational changes both at the 
global and at the local levels. It has been possible to observe displace-
ments of helices relative to each other and the corresponding helices 
may have increased or decreased in length. The glutamic acid residues 
of the active site are essential for lytic activity, but the position of the 
residue can be displaced in the sequence, that is, the glutamic acid of 
GEWL is at position 73, in HEWL the position is 35, and Glu11 for T4 
lysozyme. The rest of the amino acid residues of the active site are 
poorly conserved. Phage P22 lysozyme shows a sequence homology of 
26% with the lysozyme of T4 phage (Weaver et al.  1985 ). This enzyme 
has been proposed as an evolutionary link between the phage - type 
lysozymes and the g - type lysozymes. T4 lysozyme is an inverting gly-
cosidase and it does not retain the β  - confi guration of the substrate in 
the product (Kuroki et al.  1999 ). 

 All in all, this evolutionary theory proposes the existence of a 
common ancestor for the three types of lysozymes. Another theory 
proposed is that a c - type - like common precursor diverged, giving raise 



PHAGE ENZYMES EVOLUTION 83

to a g - type lysozyme, which in turn gave rise to a phage - type lysozyme 
(Gr ü tter et al.  1983 ; Weaver et al.  1995   ). Phylogenetic studies based on 
a high number of sequences have revealed that bacteriophage lyso-
zymes and g - type lysozymes are more closely related than c - types 
lysozymes (Hikima et al.  2001 ). 

 Like all bacteriophages, T4 is an obligate parasite of  E. coli . This 
fact was fundamental for considering that it is more closely related to 
bacteria than to eukaryotes. However, T4 contains self - splicing introns 
in its genome (Gott et al.  1986 ; Sjoberg et al.  1986 ). Since these struc-
tures are typical of eukaryotes, there is evidence of genetic homologies 
with both eukaryotes and prokaryotes along the T4 genome (Bernstein 
and Bernstein  1989 ). Moreover, the T4 lysozyme is also able to bind 
chitin, a polysaccharide well known to be typically present in lower 
eukaryotes such as fi lamentous fungi (Kleppe et al.  1981 ). 

 The bacteriophage  λ  lysozyme shows a different action mechanism 
from other known lysozymes; it is not a hydrolase but a transglycosyl-
ase (Bienkowska - Szewczyk et al.  1981 ). This protein shows the struc-
tural features of lysozymes from the different types (Evrard et al.  1998 ). 
Glutamic acid 19 is the essential residue for catalytic activity (Jespers 
et al.  1992 ), and it has been proposed that  λ  lysozyme is closer to the 
phage lysozymes, although two features link it to eukaryotic lysozymes: 
the shortening of the helix connecting the two domains and the pres-
ence in the β  - sheet of a segment that is very similar to the c - type lyso-
zymes (Evrard et al.  1998 ; Fig.  4.3 ).   

 The sequence similarities found among the different types of lyso-
zymes have been detected in other proteins such as the soluble lytic 
transglycosylase of E. coli  (Thunnissen et al.  1994   ); the barley chitin-
ases and the chitosanase of Streptomyces  N174 (Evrard et al.  1998 ). 

 Preliminary studies of human lysozyme have revealed considerable 
similarity to the structure of HEWL; in fact, it may be concluded that 
these proteins evolved from the same gene and that they have an 
essentially identical mechanism of action. When a likelihood ratio test 
was employed to test the evolution of primate lysozyme, it was observed 
that the d N /d S  ratios differed signifi cantly among lineages, indicating 
that the evolution of primate lysozymes is episodic, which is incompat-
ible with the neutral theory of evolution (Yang  1998 ). The lysozymes 
have been evolving under negative pressure inside primate lineages. 

 The amino acid composition of  α  - lactalbumin, a protein in cow ’ s 
milk, is quite similar to HEWL. Based on comparison of the amino 
acid sequences of HEWL, human lysozyme, and  α  - lactalbumin, it has 
been postulated that a common ancestral gene would have existed 
for these three proteins. Duplication from the c - type generated the 
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ancestral  α  - lactalbumin gene in the mammalian lineage, with the suc-
cessive loss of lysozyme function and the gain of a novel one (Prager 
and Wilson  1988 ). 

 Evolutionary studies on ruminant stomach lysozymes have suggested 
that evolution would have occurred in an episodic manner, whereas 
non - stomach lysozymes would have evolved in a different way (Irwin 
 1995 ; Yu and Irwin  1996 ). Thus, the acquisition of an effi cient stomach 
lysozyme was associated with the evolutionary success of ruminants. 
The pig lysozyme c - gene is similar in size to the lysozymes of mam-
malian species and this indicates that gene duplication in higher rumi-
nants occurred after the divergence of the porcine lineage from the 
lineage leading to the higher ruminants (Yu and Irwin  1996 ), although 
most of the gene duplications occurred before the divergence of the 
cow and sheep lineages (Wen and Irwin  1999 ). The evolution of the 
coding regions of the stomach lysozyme genes in ruminants probably 
occurred in a concerted fashion whereas noncoding regions would have 
evolved in a divergent manner. Analysis of the synonymous and non -
 synonymous substitutions revealed that the evolution of these genes 
was carried out under positive selective pressure. Non - stomach lyso-

(a)

H5

H6

H5

H1

B1

B2

H3

B5

B3

B6

B4

H2

H6

H9
H7

H8

H10

H4

H3

H2

H5

H1N Gh11

B1

B2

B3

H4
Gh19NH6

H2

H4

H3

H
1

B1

B2

B3N

Gh35

(b)

(c)

     Figure 4.3.     Schematic representation of three - dimensional models of lysozymes. 
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zymes conserved the characteristic catalytic residues in vertebrate lyso-
zymes. Tracheal and intestinal lysozymes appear to share some 
sequence structure properties with stomach lysozymes. Phylogenetic 
analyses have suggested that tracheal and intestinal lysozyme genes in 
cows have a more recent ancestry with stomach lysozymes than with 
other non - stomach lysozymes (Irwin  2004 ). 

 Regarding the ruminant stomach another consideration must be 
taken into account. Rumen bacteria represent an important component 
of the rumen biomass. The stomach lysozymes of ruminants are able 
to act against Gram - positive bacteria. The current bacteria in ruminant 
stomach have developed resistance against nisin and this resistance also 
confers lysozyme resistance (Dominguez - Bello et al.  2004 ). 

 As mentioned above, the i - type lysozymes are formed by lysozymes 
from invertebrates. The lysozymes of bivalve species present a high 
content in cysteine residues. Phylogenetic studies have shown that 
i - type lysozymes constitute a monophyletic group that has evolved 
from a common ancestral domain with c - type lysozymes and  α  -
 lactalbumin (Bachali et al.  2002 ). Invertebrate - type proteins are present 
in many prototosme phyla whereas the c - type is present in deutero-
stomes and protostomes, which suggests that both types were present 
in the ancestor of Bilateria, about 600 million years ago. They have 
been found in species of Lepidoptera ,  Orthoptera , and  Diptera
(Hultmark  1996 ). 

 Some insects show c - type lysozymes. When the c - type lysozyme gene 
family of Anopheles gambiae  was analyzed, eight lysozymes were 
found. Two of these, lys c - 3 and lys c - 8, showed similarity with calcium -
 binding lysozymes. This was the fi rst report of calcium - binding lyso-
zymes outside mammalian and avian groups (Li et al.  2005 ). The 
analyses revealed that these proteins are involved not only in defense 
mechanisms but also in development. 

 The shrimp  Marsupenaeus japonicus  encodes a c - type lysozyme 
active against Vibrio  species. This enzyme is more closely related to 
vertebrate c - type enzymes than to invertebrate c - type enzymes (Hikima 
et al.  2003 ).   

3. GLUCANASES AND CHITINASES 

 Fungal cell walls contain two major highly resistant polysaccharides, 
namely 1,3 -   β  - glucan and chitin, and these must be hydrolyzed by 
endogenous fungal lysins when normal morphogenetic processes such 
as cell wall elongation or yeast budding occur. When either of these 
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endogenous lysins acts uncoordinatedly with the biosynthetic enzymes 
or is added from the outside, the cell wall degrades and the fungal cell 
explodes. 

 O - glycosyl hydrolases (EC 3.2.1.X) are a widespread group of 
enzymes that hydrolyse the glycoside bond between two monosaccha-
rides, or between a carbohydrate and a non - carbohydrate moiety. A 
classifi cation system for glycosyl hydrolases, based on sequence similar-
ity, has led to the defi nition of 85 different families (Davies and 
Henrissat  1995 ; Henrissat et al.  1995 ; Bairoch  1999 ). This classifi cation 
is available on the Carbohydrate - Active EnZymes (CAZY) web site 
(Coutinho and Henrissat  1999 ). Because the fold of the proteins is 
better conserved than their sequences, some of the families can be 
grouped in clans (Bourne and Henrissat  2001 ) that share a common 
ancestor. There are 88 glycosyl hydrolase families. Family 55 is formed 
only by fi lamentous fungal 1,3 -  β  - glucanases and its components are 
characterized in that they display two complete β  - helix domains, which 
are exclusive to this family (Kawai et al.  2006 ). Some glycoside hydro-
lases comprise a unique catalytic domain whereas others are modular 
proteins of different complexities, with two - six domains. The members 
of a family have the same mode of action and they can be inverting or 
retaining enzymes. The retaining enzyme catalyzes the hydrolysis of 
substrate, maintaining the confi guration at the anomeric center, whereas 
the inverting enzymes change the confi guration of the anomeric center 
during hydrolysis reactions (Warren  1996 ). There are members of the 
same family with different substrate specifi cities, which suggests a 
divergence adaptive phenomenon during evolution (Davies and 
Henrissat  1995 ). The catalytic domain is the site responsible for sub-
strate hydrolysis. Another important domain is the binding domain, 
which can act independently of the catalytic domain. For example, 
starch- binding domains are present in glucoamylases,  β  - amylases, and 
α  - amylases, and likewise, cellulose - binding domains are present not 
only in cellulases but also in some β  - glucosidases (Svensson et al.  1989 ; 
Lymar et al.  1995 ). The classifi cation of these enzymes is continuously 
reviewed and updated (Henrissat and Bairoch  1996 ). Such binding 
domains are called carbohydrate - binding modules (CBMs) and their 
mission is to enhance enzymatic activity by improving access to the 
substrate (Boraston et al.  2004 ). Based on the primary structure, the 
binding domains have been classifi ed into 42 families and are grouped 
in the CAZY database. 

 The  β  - glucanases can act at the nonreducing end (exo - acting 
enzymes, EC 3.2.1.58) or in the middle of the polysaccharide chain 
(endo - acting, EC 3.2.1.39). There are two main groups, depending on 
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the type of the active amino acid involved in their active site: either 
aspartic acid or glutamic acid (Ring et al.  1988 ; Sinnot  1990 ). 

β  - 1,3 - glucanases are ubiquitous in fungi and they can be exo -  or 
intracellularly located (Mouyna et al.  2002 ) and  β  - 1,6 - glucanases are 
usually present too (Pitson et al.  1997 ).  Bacillus circulans  WL - 12 pro-
duces at least six β  - 1,3 - glucanases (Yahata et al.  1990   ), although it 
seems that fi ve of them are formed from one enzyme through a pro-
teolytic process. These enzymes are involved in functions such as 
nutrition, growth, and parasitism. In tobacco plants, fi ve distinct classes 
and 12 β  - 1,3 - glucanases have been found (Linthorst et al.  1991   ). The 
soybean has 12 classes of β  - 1,3 - glucanase genes (Jin et al.  1999 ). The 
distribution of the glucanases genes in different loci must be to protect 
the cell against losses by unequal crossing or slippage. The majority 
of β  - 1,3 - glucanase and  β  - 1,6 - glucanase sequences show a single cleav-
age site (Peberdy  1994 ). The function of this proteolytic site is prob-
ably to convert an inactive zymogene into an active enzyme and this 
could in turn offer protection to the producer cell against 
auto - degradation. 

 The endo -  β  - 1,6 - glucanase from the fungus  Trichoderma harzianum
shows a high relationship with family 5 of the glycoside hydrolases 
at the amino acid sequence level (Kim et al.  2002 ), and interestingly, 
the members of family 5 are mainly exo -  β  - 1,3 - glucanases and 
endo -β  - 1,4 - glucanases. 

 An involvement of  β  - 1,3 - glucanases in immunoglobulin E (IgE) 
cross - reactivity has been suggested (Sunderasan et al.  1995 ). Patients 
allergic to tomato, potato, and banana show a reaction to Hev b 2, 
which is an allergenic β  - 1,3 - glucanase from latex (Yamagi et al.  1998   ). 
The major allergen of olive pollen Ole e 9 is a  β  - 1,3 - glucanase (Huescas 
et al.  2001 ). It has been shown that  β  - 1,3 - glucanases could be involved 
in pollen - fruit - latex cross reactivity because it is possible to fi nd Ig 
epitopes in several pollen β  - 1,3 - glucanases of plant species belonging 
to the Oleaceae and Fagales (Palomares et al.  2005 ). Ole e 9 has been 
proposed as the β  - 1,3 - glucanase allergen from the pollen of  Olea
europea . Another allergen from  Olea europea  pollen — Ole e 10 — has 
also been found. It has been described as the major allergen of class I 
in humans and its analysis has allowed a new class of CBM to be 
described (Barral et al.  2005 ). 

 As mentioned above,  β  - 1,3 - glucanases are well characterized in bac-
teria, fungi, and plants. However, the distribution of  β  - 1,3 - glucanases 
in the animal kingdom is limited to the eggs and digestive tract of 
echinoderms and frogs (Sova et al.  1969 ). Their function in gut - located 
glucanases must be related to the digestion of β  - glucans such as those 
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found in higher brown algae. When the localization of  β  - 1,3 - glucanases 
in the eggs of three species of sea urchin ( Lytechinus variegatus , 
Strongylocentrotus purpuratus , and  Arbacia punctulata ) was studied, it 
was found that the enzyme was located specifi cally in the cortical gran-
ules (Wessel et al.  1987 ). It was observed that the  β  - 1,3 - glucanase of  S.
purpuratus  was concentrated in the spiral lamellae prior to fertilization 
and in the hyaline layer thereafter (Sommers and Shapiro  1989 ). 
Analysis of the amino acid sequences of β  - 1,3 - glucanase of  S. purpu-
ratus  revealed a similarity with bacterial enzymes (Bachman and 
McClay  1996 ), and hence horizontal gene transfer from  Bacillus  was 
suggested as an explanation for the presence of β  - 1,3 - glucanase activity 
in sea urchins. However, the observed divergences did suggest a diver-
gence from a common ancestor at an early stage of evolution. When 
the β  - 1,3 - glucanase from the eggs of the sea urchin  Strongylocentrotus
intermedius  was compared with marine and terrestrial molluscs ( Spisula
sacchalinensis  and  Eulota maakii ), it was observed that  S. intermedius
glucanases were more related to marine endo -  β  - 1,3 - glucanases than to 
terrestrial exo -  β  - 1,3 - glucanases (Sova et al.  2003 ). 

 Endo -  β  - 1,4 - glucanases (EC 3.2.1.4) are enzymes produced in bacte-
ria, fungi, and plants. Hydrophobic cluster analysis has shown that the 
catalytic core of these enzymes can be ordered in six or more families 
(Beguin  1990 ). Plant endoglucanases belong to the E family. Microbial 
E - type typically possesses cellulose - binding domains, whereas the plant 
counterparts lack these domains (Warren  1996 ). Plant endoglucanases 
are encoded by multi - gene families (Lashbrook et al.  1994 ) and there 
are plant endoglucases, such as Cel3 from  Lycopersicon esculentum , in 
which the amino acid sequence diverges strongly from that of other 
plant or microbial E - type (Brummel et al.  1997 ). Its structure is in fact 
more similar to Agrobacterium tumefaciens  CelC than to other plant 
endoglucaneses. 

 Chitinases or endochitinases (EC 3.2.1.14) hydrolyze the  β  - 1,4 -
 glycoside linkage between two  N  - acetylglucosamine residues in chitin. 
Chitinases are found in chitin - producing organisms as well as in plants, 
bacteria, and vertebrates, where they play a defensive role against 
pathogens (Table  4.1 ; Leah et al.  1991 ; Gohel et al.  2006 ).   

 Chitinases are classifi ed within families 18 and 19 of the glycosyl 
hydrolase families. Family 18 contains chitinases from bacteria, fungi, 
viruses, and animals, and classes III and V chitinases from plants. 
Family 19 contains classes I, II, and IV plant chitinases (Henrissat and 
Bairoch  1993 ). It has been suggested that classes I and IV were derived 
from a common ancestral sequence that predated the divergence of 
dicots and monocots. It is not yet clear, however, whether the gene 
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transfer events occurred before or after the divergence of class IV and 
class I/II chitinases (Hamel et al.  1997 ) 

 The fi rst report of a non - plant chitinase member of family 19 was 
the chitinase C1 from Streptomyces griseus  HUT 6037, thus suggesting 
horizontal transfer from plants to bacteria (Ohno et al.  1996 ). 

 Families 18 and 19 do not show sequence similarity and display dif-
ferent 3D structures (Robertus and Monzingo  1999 ; Fukamizo  2000 ). 
Also, they have different enzymatic action mechanisms, since family 
18 exhibits a retaining mechanism, whereas family 19 shows an invert-
ing one (Koga et al.  1999 ). When exhaustive analyses of chitinases of 
Trichoderma  Genera were carried out, it was found that all were 
members of family 18. These analyses allow family 18 chitinases to be 
divided into three subgroups: A, B, and C, except for one chitinase: 
Chi18 – 15 (Seidl et al.  2005 ). Except for this latter enzyme, ortholog 
genes have been found in other fi lamentous fungi. This suggests that 
their common ancestor appeared very early on in fungal evolution. 
Interestingly, the subgroup C members show a domain structure similar 
to that of Kluyveromyces lactis  killer toxins. Chi18 – 15 shows orthology 
with chitinases from Streptomyces  spp.,  Trichoderma asperellum  and 
Cordyceps bassiana , an entomopathogen. This gene was probably 
acquired by horizontal transference. 

 Classes I and IV of family 19 chitinases have a cysteine - rich domain 
at their N - terminus that is involved in chitin binding. Class II lacks this 
domain. As mentioned above, ChiC from  Streptomyces griseus  HUT 
6037 was the fi rst non - plant member chitinase of family 19. When more 
species of Streptomyces  were analyzed, the normal presence of family 
19 chitinase genes, which mainly encode class IV chitinases (Watanabe 
et al.  1999 ), was observed. The high levels of sequence similarity 
between Streptomyces  and plants suggest that  Streptomyces  species 
would have acquired the chitinases of family 19 by horizontal transfer 
in the recent past. Advances in molecular techniques have allowed 
more family 19 chitinase members to be identifi ed in other bacterial 

 TABLE 4.1.     Role of Chitinases in Different Organisms 

   Organism     Action of Chitinase  

  Bacteria    Nutrition and parasitism  
  Fungi    Cell division, nutrition, and differentiation  
  Yeast    Cell division, development, and defense  
  Insects    Development  
  Protozoa    Attack  
  Human and vertebrates    Defense  
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species and even in a nematode (Kawase et al.  2004 ). Bacteria with 
family 19 genes are included in the order Actinomycetales. It is prob-
able that an ancestor of the Streptomycineae would have acquired the 
chitinase gene from plants and transferred it to Actinobacteria again 
through horizontal gene transfer. When structural differences between 
the family 19 chitinases of bacteria and plants were studied, the most 
signifi cant one was found to be the reduction in the substrate - binding 
site in Streptomyces  chitinases, whereas the catalytic glutamic acid resi-
dues are well conserved in plants and bacteria at positions 68 and 77 
(Hoell et al.  2006 ). 

 Bacterial chitinases mainly belong to family 18 and it has been pro-
posed that they should be subdivided into several subgroups — A, B, 
and C — on the basis of their catalytic domain sequences (Suzuki et al. 
 1999 ). Moreover, recent studies have suggested the existence of new 
groups of bacterial chitinase in the bulk of rhizosphere soils (Ikeda et 
al.  2007 ). Chitinase gene sequences retrieved from diverse aquatic 
habitats reveal an environment - specifi c distribution (LeCleir et al. 
 2004   ). In some bacteria, chitinases from family 18 and family 19 are 
present. This is the case of  Streptomyces coelicolor  A3, which shows 
two genes of family 19 chitinases and 11 family 18 gene members (Saito 
et al.  2000 ; Kawase et al.  2006 ). 

 Recently, a chitinase from  Helicoverpa armigera  single nucleocapsid 
nucleopolyhedrovirus has been identifi ed (Wang et al.  2004 ). The phy-
logeny of this baculoviral chitinase shows that the gene clusters exclu-
sively with γ  - proteobacteria. The authors suggested that the virus would 
have acquired the chitinase gene from bacteria. 

 Mammals express two active chitinases, chitotriosidase (CHIT1) and 
the prototypic chitinase acidic mammalian chitinase (AMCase). The 
importance of chitinases in humans is not only that they act as a defense 
mechanism but that they are also related to different syndromes such 
as Gaucher disease, lysosomal lipid storage disorders, sarcoidosis, thal-
assemia, and visceral Leishmaniasis (Hollak et al.  1994 ; Aguilera et al. 
 2003 ; Goto et al.  2003 ). 

 The human chitinolytic enzyme (CHIT1) is expressed by activated 
macrophages and found in lymph nodes, bone narrow, and lungs, 
whereas AMCases predominate in the gastrointestinal tract and the 
lungs (Boot et al.  2001 ). When phylogenetic studies comparing 
rodent and primate genes were performed, it was observed that the 
gene was well conserved in rodents and primates, and that a 24 pb 
duplication not present in primates was present in humans. This 
duplication must have originated during human evolution, which 
determined   an enzymatically inactive protein (Gianfrancesco and 
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Musumeci  2004   ). The sequence analysis of mammalian chitinases was 
carried out to propose a mammalian chitinase gene family (Zhenga 
et al.  2005 ). 

 Deep evolutionary analysis of family 18 of the animal chitinases 
revealed three major phylogenetic groups: chitobiases, chitinases/chi-
tolectins, and stabling - I interacting chitolectins, where only the fi rst one 
is associated with expansion in late deuterostomes (Funkhouser and 
Aronson  2007 ). The phylogeny of this family is starting to show a birth -
 and - death model of evolution. Human chitinases are closely associated 
with human MHC (Major Histiocompatibility Complex)   paralogon on 
chromosome 1. This suggests that late expansion in some way occurred 
related to an emerging interface of innate and adaptive immunity 
during early vertebrate history. 

 It has been proposed that chitinase family members in humans are 
important mediators in allergic diseases, including asthma (Donnelly 
and Barnes  2004 ). AMCase is induced during TH2 infl ammation 
through an IL - 13 – dependent mechanism (Elias et al.  2005 ) and its levels 
are signifi cantly increased in allergic reactions (Burton and Zaccone 
 2007 ). The AMCase shows a histidine residue at its active site (Hist187), 
which is essential for this activity (Bussink et al.  2008 ). When mycolytic 
activity was assayed in human chitinases, none of them showed such 
activity, whereas bacterial chitinases did (Sanders et al.  2007 ). 

 YKL - 40 is a mammalian member of chitinase - like proteins, also 
called Chitinase 3 - like protein. This protein shows sequence similarity 
to fungal and bacterial chitinases; it is able to bind chitin but not to 
degrade it (Renkema et al.  1998 ). The levels of expression of YKL - 40 
are high in non - pathological and pathological states, characterized by 
infl ammation, tissue destruction, and the development of fi brosis  . 
Diverse types of stress result in increased YKL - 40 levels, which strongly 
supports the involvement of YKL - 40 in the malignant phenotype as a 
cellular survival factor in an adverse microenviroment (Junker et al. 
 2005 ). 

 As previously described for  β  - 1,3, glucanases with regard to their 
involvement in allergic processes in humans, the same is apparent for 
chitinase proteins. Thus, class I chitinases show a binding domain (Hev 
b) that bears the IgE - binding epitopes (Posch et al.  1999 ). Class I chi-
tinases have been identifi ed in chestnut, avocado, and banana as rele-
vant allergens. Hev b 11 is a chitinase from  Hevea brasiliensis  latex that 
also displays IgE - binding ability (O ’ Riordain et al.  2003   ; Rihs et al. 
 2003 ). Another chitinase family - related allergen is Ziz m 1 Z. This was 
isolated from Zizyphus mauritiana  that shows chitinase activity, IgE -
 binding capacity, and cross - reactivity with the latex allergen. Ziz m 1 
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Z possessed sequence similarity with the class III chitinases of family 
18 (Lee et al.  2006 ). 

 Insect chitinases belong to family 18 and are highly conserved. The 
chitinase from the beetle Tenebrio molitor , however, possesses an 
unusual structure even though it is a member of family 18 of glycosy-
dases (Royer et al.  2002 ). In  B. circulans  WL - 12, the chitinase system 
includes at least six different chitinase molecules: chitinases A1, A2, 
B1, B2 C, and D, where chitinase A1 is the key enzyme of the system. 
Amino acid analysis of A1 reveals 33% similarity to the chitinase A of 
Serratia marcenscens  in the N - terminal region. This region of the chi-
tinase is followed by tandem repeats of 95 amino acid segments that 
show 70% homology and that are similar to the type III homology units 
of fi bronectin, a plasma protein of higher eukaryotes. This homology 
suggests that type III homology units would have originated prior to 
the emergence of eukaryotes (Watanabe et al.  1990 ). The C - terminal 
domain of this enzyme is a chitin - binding domain required for specifi c 
binding to chitin, whereas the type III regions are important for the 
hydrolysis of chitin by the enzyme bound to chitin (Watanabe et al. 
 1994 ). Fibronectin type III - like sequences have also been identifi ed in 
amylases and cellulases (Tomme et al.  1995 ). The chitinase ChiC from 
Streptomyces lividans  has a family II cellulose - binding domain at the 
N - terminus (Fujii and Miyashita  1993 ). Another interesting chitinase 
is the one from Streptomyces olivaceoviridis . This enzyme shows a 
proteolytic domain at the N - terminus (Radwan et al.  1994 ). 

 When phylogenetic analysis of chitinases was carried out employing 
the Neighbor - Joining algorithm with Kimura corrections, a representa-
tion of both families was obtained (Fig.  4.4 ). However, no other glyco-
sidase family members were found. When the phylogenetic studies 
were carried out for endoglucanases, members of different families 
were found (Figs.  4.5  and  4.6 ). Preliminary studies showed that exo -  
and endo -  β  - 1,3 - glucanases are mainly separated in two clusters: the 
sequences of fi lamentous fungi and yeast and Basidiomycotina (Martin 
et al.  2007 ). The  β  - 1,6 - glucanases showed only a common ancestor 
(Martin et al.  2007 ).   

 Evolution within glycanase families has occurred by domain shuf-
fl ing, with subsequent modifi cations of the domains (Gilkes et al.  1991 ). 
The diversity between the linkers along the different families must be 
due to the different activities of the domains they join. It has been 
proposed that these enzymes have been subjected to two contradictory 
evolutionary pressures: the optimization of catalytic effi ciency for the 
original substrate, on the one hand, and divergence to acquire a new 
specifi city, on the other (Henrissat  1991 ). 
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     Figure 4.4.     Phylogenetic tree of chitinases.  
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     Figure 4.5.     Phylogenetic tree of  β  - 1,3 - endoglucanases.  
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     Figure 4.6.     Phylogentic tree of  β  - 1,6 - endoglucanases.  

 Chitosanases split the  β  - 1,4 linkage between aminoglucose residues 
in chitosan, which may contain some residues of N - acetylglucosamine. 
The structures of chitosan, chitin and peptidoglycan are very similar, 
both chemically and structurally. This is in turn responsible for the fact 
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that some lysozymes, such as HEWL, can act as chitinases. However, 
their amino acid sequences are very different, as has been commented 
above. Structural analysis also refl ects similarities between barley chi-
tinases and HEWL (Holm and Sander  1994 ; Hart et al.  1995   ). When 
detailed comparative studies were carried out for barley chitinases, 
bacterial chitosanase, GEWL, T4 lysozyme, and HEWL, elements of 
a common core outside the catalytic site were found. Thus, it was 
always possible to detect a bulky hydrophobic amino acid seven residue 
regions upstream from the catalytic glutamic acid on the C helix. This 
hydrophobic residue always fi ts into a hydrophobic socket on the 
second conserved helix of the core. The  β 2 strand contains an invariant 
glycine residue, conserved in all the enzymes. There is always a hydro-
phobic amino acid two residues downstream from the conserved glycine 
(Monzingo et al.  1996 ). This common core had been observed previ-
ously for lysozymes (Matthews et al.  1981   ). All these enzymes share 
similar substrates and this, together with their secondary structure 
conserved elements, strongly suggests that lysozymes, chitinases, and 
chitosanases had a common ancestral precursor with an inverting 
mechanism of action, like the one reported for T4 lysozyme (Kuroki 
et al.  1995 ). These enzymes can be divided into the prokaryotic family 
and the eukaryotic family and although HEWL is slightly different 
from these families, it falls within the second type (Monzingo et al. 
 1996 ).  

4. OTHER FORMS OF COEVOLUTION 

 The evolution of glycosyl hydrolases is a complicated process as it is 
for all kinds of life forms since not only divergence but also conver-
gence phenomena occur simultaneously. In the case of the foregoing, 
whereas phages evolved their lytic enzymes, bacteria developed new 
peptidoglycan modifi cations in order to acquire resistance against 
infection by phages. The development of stomach lysozymes started 
the development of bacterial resistance in ruminant stomachs, as men-
tioned above. 

 Glycosyl hydrolases are involved in innate immune response to 
pathogen but the question arises as to how this is triggered.  β  - 1,3 -
 glucan recognition proteins ( β GRP) show strong affi nity towards  β  - 1,3 -
 glucan. When these proteins recognize polysaccharide, the innate 
immune response is activated. The homologies observed between the 
β GRP response in mammals and in insects reveal close links between 
both groups (Kang et al.  1998 ; Ochiai and Ashida  1999 ). 
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 The  β GRP isolated from the silkworm  Bombyx mori  shows sequence 
similarity to the catalytic region of bacterial glucanases and strong 
similarity to the peptidoglycan - binding proteins (PGRP) of  B. mori
and Anopheles gambiae  (Ochiai and Ashida  1999 ). Similar results were 
found when the β GRP from  Plodia interpunctella  was studied. Similarity 
was observed not only to bacterial glucanases but also to the β  - 1,3 -
 glucanases of the sea urchin  S. purpuratus  (Fabrick et al.  2003 ). 

 The  β GRP of crustaceans are important components of the immune 
system. They show differences from the  β GRP of insects in terms of 
molecular weight and amino acid sequences (Jimenez - Vega et al.  2002 ). 
The crayfi sh  Pacifastacus leniusculus  has a  β GRP that is able to bind 
bacterial lipopolysaccharide. The structure and function of this protein 
is similar to that of the coelomic cytolytic factor - 1 from  Eisenia foetida
and shows sequence homology with Gram - negative - binding proteins 
and β  - 1,3 - glucanases (Lee et al.  2000 ). 

 The glucan - binding proteins of bacteria seem to be involved in 
pathogenesis because they are related to the cohesiveness of bacteria, 
that is, in plaque formation by oral pathogens (Landale and McCabe 
 1987 ; Banas et al.  1990 ). 

 In humans,  β  - 1,3 - glucans stimulate macrophages to release pro -
 infl ammatory cytokines vitronectin and fi bronectin being the circulat-
ing factors that recognize the β  - 1,3 - glucan and stimulate macrophages 
(Vasallo et al.  2001 ). Thus,  β GRP, PGRP, and glucanases probably 
share a common origin in their molecular evolution. 

 As has been seen, species develop defense mechanisms against  β  -
 glucan - harboring pathogens, two important ones being the production 
of glucanases and the production of glucan - binding proteins. However, 
at the same time pathogens also develop defense mechanisms against 
glucanases. The oomycete  Phytophthora sojae , a soybean pathogen, 
produces a protein called GIP1, a member of the class of proteins 
known as Glucanase Inhibitor Proteins (GIPs), which specifi cally 
inhibit the endoglucanase activity of the plant host (Rose et al.  2002 ). 
GIPs have also been found in species of the Genus Phytophthora . 
Structural analysis of the GIP family has suggested that these proteins 
and plant endo -  β  - 1,3 - glucanases have been coevolving together for a 
long period of time (Damasceno et al.  2008 ). The inhibitor protein of 
endo - 1,3 -β  - glucanases isolated from the alga  Laminaria cichorioides
blocks the biosynthesis of almost all O - glycosyl hydrolases of different 
species of marine fungi (Verigina et al.  2005 ). 

 Additionally, during polysaccharide hydrolysis glucanases from 
plants produce oligosaccharides that act as elicitors of the defense 
response and systemic - acquired resistance. 
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 Recent studies have suggested the existence of inhibitors of class I 
plant chitinases. The rate of amino acid substitution observed in the 
chitinases of the Genus Arabis  refl ects the effects of positive selection 
aimed at modifying the capacity of the enzymes to bind either to the 
chitin or to the inhibitor (Stahl and Bishop  2000 ). In contrast to primate 
lysozymes and class III chitinases, the adaptive replacements of class I 
occur mainly at the active site. All these data suggest that plant defense 
proteins not involved in pathogen recognition also evolved with rapid 
coevolutionary interactions (Bishop et al.  2000 ) and that such a mecha-
nism could be more important in overall evolution than initially 
believed.  
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CHAPTER 5

BACTERIOPHAGE LYSINS: THE 
ULTIMATE ENZYBIOTIC 
VINCENT A. FISCHETTI
Laboratory of Bacterial Pathogenesis, Rockefeller University, New York, NY 

1. BACKGROUND

 Viruses that specifi cally infect bacteria are called bacteriophages, or 
phages. After replication inside its bacterial host the phage is faced 
with a problem: it needs to exit the bacterium to disseminate its progeny 
phage. To solve this, double - stranded DNA phages have evolved a lytic 
system to weaken the bacterial cell wall, resulting in bacterial lysis. 
Phage lytic enzymes, or lysins, are highly effi cient molecules that have 
been refi ned over millions of years of evolution for this very purpose. 
These enzymes target the integrity of the cell wall and are designed to 
attack one of the fi ve major bonds in the peptidoglycan. With few 
exceptions (Loessner et al.  1997 ), lysins do not have signal sequences, 
so they are not translocated through the cytoplasmic membrane to 
attack their substrate in the peptidoglycan. This movement is tightly 
controlled by a second phage gene product in the lytic system, the holin 
(Wang et al.  2000 ). During phage development in the infected bacte-
rium, lysin accumulates in the cytoplasm in anticipation of phage matu-
ration. At a genetically specifi ed time, holin molecules are inserted in 
the cytoplasmic membrane, forming patches, ultimately resulting in 
generalized membrane disruption (Wang et al.  2003 ). This allows the 
cytoplasmic lysin to access the peptidoglycan, thereby causing cell lysis 
and the release of progeny phage (Wang et al.  2000 ). In contrast to 
large DNA phages, small RNA and DNA phages use a different release 
strategy. They call on a phage - encoded protein to interfere with bacte-
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rial host enzymes responsible for peptidoglycan biosynthesis (Young 
et al.  2000 ; Bernhardt et al.  2001 ), resulting in misassembled cell walls 
and ultimate lysis. Scientists have been aware of the lytic activity of 
phages for nearly a century, and while whole phages have been used 
to control infection (Matsuzaki et al.  2005 ), not until recently have lytic 
enzymes been exploited for bacterial control in vivo  (Nelson et al.  2001 ; 
Schuch et al.  2002 ; Loeffl er et al.  2003 ). One of the main reasons that 
such an approach is now even being considered is the sharp increase 
in antibiotic resistance among pathogenic bacteria. Current data indi-
cate that lysins work only with Gram - positive bacteria, since they are 
able to make direct contact with the cell wall carbohydrates and pep-
tidoglycan when added externally, whereas the outer membrane of 
Gram - negative bacteria prevents this interaction. This review outlines 
the remarkable potency these enzymes have in killing bacteria both 
in vitro  and  in vivo . 

 Most human infections (viral or bacterial) begin at a mucous mem-
brane site (upper and lower respiratory, intestinal, urogenital, or 
ocular). In addition, the human mucous membranes are the reservoirs 
(and sometimes the only reservoirs) for many pathogenic bacteria 
found in the environment (i.e., pneumococci, staphylococci, strepto-
cocci), some of which are resistant to antibiotics. In most instances, it 
is this mucosal reservoir that is the focus of infection in the population 
(Coello et al.  1994 ; de Lencastre et al.  1999 ; Eiff et al.  2001 ). To date, 
except for polysporin and mupirocin ointments, which are the most 
widely used topically, there are no anti - infectives that are designed to 
control colonizing pathogenic bacteria on mucous membranes (Hudson 
 1994 ); we usually fi rst wait for infection to occur before treating. 
Because of the fear of increasing the resistance problem, antibiotics are 
not indicated to control the carrier state of disease bacteria. It is 
acknowledged, however, that by reducing or eliminating this human 
reservoir of pathogens in the community and in controlled environ-
ments (i.e., hospitals and nursing homes), the incidence of disease will 
be markedly reduced (Hudson  1994 ; Eiff et al.  2001 ). Toward this goal, 
lysins have been developed to prevent infection by safely and specifi -
cally destroying disease bacteria on mucous membranes. For example, 
based on extensive animal results, enzymes specifi c for  Streptococcus
pneumoniae  and  Streptococcus pyogenes  may be used nasally and orally 
to control these organisms in the community as well as in nursing 
homes and hospitals to prevent or markedly reduce serious infections 
caused by these bacteria. This has been accomplished by capitalizing 
on the effi ciency by which phage lysins kill bacteria (Young  1992 ). Like 
antibiotics, which are used by bacteria to control the organisms around 
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them in the environment, phage lysins are the culmination of millions 
of years of development   by the bacteriophage in their association with 
bacteria. Specifi c lysins that are able to kill specifi c Gram - positive bac-
teria seconds after contact have now been identifi ed and purifi ed 
(Loeffl er et al.  2001 ; Nelson et al.  2001 ). For example, nanogram quan-
tities of lysin could reduce 10 7   S. pyogenes  by  > 6   log seconds after 
enzyme addition. No known biological compounds, except chemical 
agents, kill bacteria this quick. Because of their highly effective activity 
against bacteria for the control of disease, the term  “ enzybiotics ”  was 
coined (Nelson et al.  2001 ) to describe these novel anti - infectives.  

2. PHYSICAL CHARACTERISTICS 

 Lysins from DNA phages that infect Gram - positive bacteria are gener-
ally between 25 and 40   kDa in size except the PlyC for streptococci, 
which is 114   kDa. This enzyme is unique because it is composed of two 
separate gene products, PlyCA and PlyCB. Based on biochemical and 
biophysical studies, the catalytically active PlyC holoenzyme is com-
posed of eight PlyCB subunits for each PlyCA (Nelson et al.  2006 ). A 
feature of all other Gram - positive phage lysins is their two - domain 
structure (Fig.  5.1 ; Diaz et al.  1990 ; Garcia et al.  1990 ). With no excep-
tions, the N - terminal domain contains the catalytic activity of the 
enzyme. This activity may be either an endo -  β  -  N  - acetylglucosaminidase 
or an N  - acetylmuramidase (lysozymes), both of which act on the sugar 
moiety of the bacterial wall, an endopeptidase that acts on the peptide 
moiety, or an  N  - acetylmuramoyl - L - alanine amidase (or amidase), 
which hydrolyzes the amide bond connecting the glycan strand and 
peptide moieties (Young  1992 ; Loessner  2005 ). Recently, an enzyme 
with γ  - D - glutaminyl - L - lysine endopeptidase activity has also been 
reported (Pritchard et al.  2007 ). In some cases, particularly staphylo-
coccal lysins, two and perhaps even three different catalytic domains 
may be linked to a single binding domain (Navarre et al.  1999 ). The 
C - terminal cell - binding domain (termed the CBD domain), on the 
other hand, binds to a specifi c substrate (usually carbohydrate) found 
in the cell wall of the host bacterium (Lopez et al.  1992, 1997 ; Garcia 
et al.  1998   ). Effi cient cleavage requires that the binding domain bind 
to its cell wall substrate, offering some degree of specifi city to the 
enzyme, since these substrates are found only in enzyme - sensitive bac-
teria. The fi rst complete crystal structure for the free and choline -
 bound states of the Cpl - 1 lytic enzyme has recently been published 
(Hermoso et al.  2003 ). As suspected, the data suggest that choline 
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recognition by the choline - binding domain of Cpl - 1may allow the cata-
lytic domain to be properly oriented for effi cient cleavage. An interest-
ing feature of this lysin is its hairpin conformation, suggesting that the 
two domains interact with each other prior to the interaction of the 
binding domain with its substrate in the bacterial cell wall. Other lytic 
enzymes need to be crystallized to determine if this is a common 
feature of all lysins.   

 When we compared the sequences between lytic enzymes of 
the same enzyme class, we observed high sequence homology within 
the N - terminal catalytic region and very little homology within in the 
C - terminal cell - binding region. It seemed counterintuitive that the 
phage would design a lysin that was uniquely lethal for its host organ-
ism; however, as we learned more about how these enzymes function, 
a possible reason for this specifi city became apparent (see the section 
below on resistance). Because of their specifi city, enzymes that spilled 
out after cell lysis had a good chance of killing potential bacterial hosts 
in the vicinity of the released phage progeny. Thus, the enzymes have 
evolved to bind to their cell wall - binding domains at a high affi nity 
(Loessner et al.  2002 ) to limit the release of free enzyme. 

 It seemed plausible that, due to their domain structure, different 
enzyme domains could be swapped, resulting in lysins with different 
bacterial and catalytic specifi cities. This was actually accomplished by the 
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     Figure 5.1.     Activity of lysins on the peptidoglycan. A diagrammatic representation of 
the cell wall peptidoglycan showing the bonds cleaved by various lysins. Amidase, 
 N  - acetylmuramoyl - L - alanine amidase,  γ  - endopeptidase,  γ  - D - glutaminyl - L - lysine 
endopeptidase.  
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excellent detailed studies of Garcia et al. ( 1990 ; Weiss et al.  1999 ), in 
which the catalytic domains of lytic enzymes for S. pneumoniae  phage 
were swapped, resulting in a new enzyme having the same binding domain 
for pneumococci, but able to cleave a different bond in the peptidoglycan. 
This capacity allows for enormous potential in creating designer enzymes 
with high specifi city and equally high cleavage potential. 

 Although uncommon, introns have been associated with certain lysins. 
For example, 50% of  Streptococcus thermophilus  phages have been 
reported to have their lysin gene interrupted by a self - splicing group I 
intron (Foley et al.  2000 ). This also appears to be the case for a 
Staphylococcus aureus  lytic enzyme (Flaherty et al.  2004 ) and perhaps the 
C1 lysin for group C streptococci (Nelson et al.  2003 ). While introns have 
been previously reported in phage genes, they have rarely been identifi ed 
in the host genome (Fernandez - Lopez et al.  2005 ; Tan et al.  2005 ). 

3. MECHANISMS OF ACTION 

 When examined by thin section electron microscopy, it seems obvious 
that lysins exert their lethal effects by forming holes in the cell wall 
through peptidoglycan digestion. The high internal pressure of bacterial 
cells (roughly 3 – 5 atmospheres) is controlled by the highly cross - linked 
cell wall. Any disruption in the wall ’ s integrity will result in the extrusion 
of the peptidoglycan cytoplasmic membrane and ultimate hypotonic lysis 
(Fig.  5.2 ). Catalytically, a single - enzyme molecule should be suffi cient 

Figure 5.2.     Electron microscopy of lysin - treated bacilli. Thin section electron micro-
graph of B. cereus  (RSVF)  (Schuch et al.  2002 )  after treatment with phage lytic enzyme 
 (PlyPH; Yoong et al.  2004 ) . High magnifi cation of a bacillus exhibiting externalization 
of the cytoplasmic membrane after treatment with enzyme for 1   min (arrows).  
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to cleave an adequate number of bonds to kill an organism; however, 
it is uncertain at this time whether this theoretical limit is possible. The 
reason comes from the work of Loessner et al. ( 2002 ), showing that a 
listeria phage enzyme had a binding affi nity approaching that of an IgG 
molecule for its substrate, suggesting that phage enzymes, like cellu-
lases (Jervis et al.  1997 ), are one - use enzymes, likely requiring several 
molecules attacking a local region to suffi ciently weaken the cell wall.    

4. LYSIN EFFICACY 

 In general lysins kill only the species (or subspecies) of bacteria from 
which they were produced. For instance, enzymes produced from strep-
tococcal phage kill certain streptococci, and enzymes produced by 
pneumococcal phage kill pneumococci (Loeffl er et al.  2001 ). Specifi cally, 
a lysin from a group C streptococcal phage (PlyC) will kill group C 
streptococci, as well as groups A and E streptococci, the bovine patho-
gen Streptococcus uberis , and the horse pathogen  Streptococcus equi , 
but will have essentially no effect on streptococci normally found in 
the oral cavity of humans and other Gram - positive bacteria. Similar 
results are seen with a pneumococcal - specifi c lysin; however, in this 
case, the enzyme was also tested against strains of penicillin - resistant 
pneumococci and the killing effi ciency was the same. Unlike antibiot-
ics, which are usually broad - spectrum and kill many different bacteria 
found in the human body (some of which are benefi cial), lysins that kill 
only the disease organism with little to no effect on the normal human 
bacterial fl ora may be identifi ed. In some cases, however, phage 
enzymes may be identifi ed with broad lytic activity. For example, an 
enterococcal phage lysin has recently been reported to kill not only 
enterococci but a number of other Gram - positive pathogens such as  S.
pyogen es, group B streptococci, and  Staphylococcus aureus , making it 
one of the broadest acting lysins identifi ed (Yoong et al.  2004 ). However, 
its activity for these other pathogens was lower than for enterococci. 

 A signifi cant lysin with respect to infection control is one directed 
to S. aureus  (Sonstein et al.  1971 ; Clyne et al.  1992 ; O ’ Flaherty et al. 
 2005 ; Rashel et al.  2007 ; Sass and Bierbaum  2007 ). However, in most 
cases these enzymes show low activity or are diffi cult to produce in 
large quantities. In one recent publication (Rashel et al.  2007 ), a staph-
ylococcal enzyme that could be easily produced recombinantly and had 
a signifi cant lethal effect on methicillin - resistant  S. aureus  (MRSA) 
both in vitro  and in a mouse model was described. In the animal experi-
ments the authors show that the enzymes may be used to decolonize 
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staphylococci from the nose of the mice as well as protect the animals 
from an intraperitoneal challenge with MRSA. However, in the latter 
experiments, the best protection was observed if the lysin was added 
up to 30   min after the MRSA.  

5. ANTIBIOTIC AND LYSIN SYNERGY 

 Several lysins have been identifi ed from pneumococcal bacteriophages, 
which are classifi ed into two groups: amidases and lysozymes. Exposure 
of pneumococci to either of these enzymes leads to effi cient lysis. Both 
enzymes have very different N - terminal catalytic domains but share a 
similar C - terminal choline cell - binding domain. These enzymes were 
tested to determine whether their simultaneous use is competitive or 
synergistic (Loeffl er and Fischetti  2003 ). 

 To accomplish this, three different analytical methods were used to 
determine synergy: time - kill in liquid, disk diffusion, and checkerboard 
broth microdilution analysis. All three are standard methods used in 
the antibiotic industry to determine synergy (Eliopoulos and Moellering 
 1991 ). In all three assays, the results revealed a clear synergistic effect 
in the effi ciency of killing when both enzymes were used (Loeffl er and 
Fischetti  2003 ).  In vivo , the combination of two lysins with different 
peptidoglycan specifi cities was found to be more effective in protecting 
against disease than each of the single enzymes (Jado et al.  2003 ; 
Loeffl er and Fischetti  2003 ). Thus, in addition to more effective killing, 
the application of two different lysins may signifi cantly retard the emer-
gence of enzyme - resistant mutants. 

 When the pneumococcal lysin Cpl - 1 was used in combination with 
certain antibiotics, a similar synergistic effect was seen. Cpl - 1 and gen-
tamicin were found to be increasingly synergistic in killing pneumococci 
with a decreasing penicillin minimum inhibitory dose (MIC)  , while 
Cpl - 1 and penicillin showed synergy against an extremely penicillin -
 resistant strain (Djurkovic et al.  2005 ). Synergy was also observed with 
a staphylococcal - specifi c enzyme and glycopeptide antibiotics (Rashel et 
al.  2007 ). Thus, the right combination of enzyme and antibiotic could 
help in the control of antibiotic - resistant bacteria as well as reinstate the 
use of certain antibiotics for which resistance has been established.  

6. ANTIBODIES TO LYSIN 

 A potential concern in the use of lysins is the development of neutral-
izing antibodies that could reduce the in vivo  activity of enzyme during 
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treatment. Unlike antibiotics, which are small molecules that are not 
generally immunogenic, enzymes are proteins that stimulate an immune 
response, when delivered mucosally or systemically, which could inter-
fere with the lysin ’ s activity. To address this, rabbit hyperimmune 
serum raised against the pneumococcal - specifi c enzyme Cpl - 1 was 
assayed for its effect on lytic activity (Loeffl er et al.  2003 ). It was found 
that highly immune serum slows but does not block the lytic activity of 
Cpl - 1. When similar  in vitro  experiments were performed with antibod-
ies directed to an anthrax -  and an  S. pyogenes -  specifi c enzyme, similar 
results were obtained (unpublished data). These results were also veri-
fi ed with a staphylococcal - specifi c lysin (Rashel et al.  2007 ). 

 To test the relevance of this  in vivo , mice that received three intrave-
nous (IV) doses of the Cpl - 1 enzyme had tested positive for IgG against 
Cpl - 1 in fi ve of six cases with low but measurable titers of about 1:10. 
These vaccinated and naive control mice were then challenged intrave-
nously with pneumococci and then treated by the same route with 200    μ g 
Cpl - 1 after 10   h. Within a minute, the treatment reduced the bacteremic 
titer of Cpl - 1 - immunized mice to the same degree as the naive mice, 
supporting the in vitro  data that antibodies to lysins have little to no 
neutralizing effect. A similar experiment by Rashel et al. ( 2007 ) with a 
staphylococcal enzyme showed the same result and that the animals 
injected with lysin multiple times exhibited no adverse events. 

 This unexpected effect may be partially explained if the binding 
affi nity of the enzyme for its substrate in the bacterial cell wall is higher 
than the antibody ’ s affi nity for the enzyme. This is supported by the 
results of Loessner et al. ( 2002 ), showing that the cell wall - binding 
domain of a listeria - specifi c phage enzyme binds to its wall substrate 
at the affi nity of an IgG molecule (nanomolar affi nities). However, 
while this may explain the inability of the antibody to neutralize the 
binding domain, it does not explain why antibodies to the catalytic 
domain do not neutralize. Nevertheless, these results are encouraging 
since they suggest that such enzymes may be used repeatedly in certain 
situations to control colonizing bacteria on mucosal surfaces in suscep-
tible populations, such as those in hospitals, day - care centers, and 
nursing homes, or in blood to eliminate antibiotic - resistant bacteria in 
cases of septicemia and bacteremia.  

7. ANIMAL MODELS OF INFECTION 

 Animal models of mucosal colonization were used to test the capacity 
of lysins to kill organisms on these surfaces, perhaps the most impor-
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tant use for these enzymes. An oral colonization model was developed 
for  S. pyogenes  (Nelson et al.  2001 ), a nasal model for pneumococci 
(Loeffl er et al.  2001 ), and a vaginal model for group B streptococci 
(Cheng et al.  2005 ). In all three cases, when the animals were colonized 
with their respective bacteria and treated with a single dose of lysin, 
specifi c for the colonizing organism, these organisms were reduced by 
several logs (and in some cases below the detection limit of the assay) 
when tested again 2 to 4   h after lysin treatment. These results lend 
support to the idea that such enzymes may be used in specifi c high - risk 
populations to control the reservoir of pathogenic bacteria and thus 
control disease. 

 Similar to other proteins delivered intravenously to animals and 
humans, lysins have a short half - life (T  ½     =   15 – 20   min; Loeffl er et al. 
 2003 ). However, the action of lysins for bacteria is so rapid that this 
may be suffi cient time to observe a therapeutic effect (Jado et al.  2003 ; 
Loeffl er et al.  2003 ). Mice intravenously infected with type 14  S. pneu-
moniae  and treated 1   h later with a single bolus of 2.0   mg of Cpl - 1 
survived through the 48 - h endpoint, whereas the median survival time 
of buffer - treated mice was only 25   h, and only 20% survival at 48   h (Fig. 
 5.3 ). Blood and organ cultures of the euthanized surviving mice showed 
that only one Cpl - 1 - treated animal was totally free of infection at 48   h, 
suggesting that multiple enzyme doses or a constant infusion of enzyme 
would be required to eliminate the organisms completely in this appli-
cation. Similar results were obtained when animals were infected and 
treated intraperitoneally with lysin (Jado et al.  2003 ; Rashel et al.  2007 ). 
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     Figure 5.3.     Survival of pneumococcal pneumonia after intraperitoneal treatment with 
Cpl - 1 or Amoxacillin. Mice pretreated nasally with 10 8  pneumococci developed classic 
pneumonia in 24   h. Beginning 24   h following infection, mice were treated by intraperi-
toneal injections of Cpl - 1, amoxicillin or buffer given every 12   h for 72   h   (Witzenrath 
et al. 2008).  
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Because of lysin ’ s short half - life, it may be necessary to modify the 
lysins with polyethylene glycol or the Fc region of IgG to extend the 
residence time in vivo  to several hours (Walsh et al.  2003 ). In recent 
studies, phage lysins have also been shown to be successful in the treat-
ment of meningitis by adding the lysin directly to the brain intrathecally 
(Grandgirard et al.  2008 ) and in the treatment of endocarditis by deliv-
ering the lysin intravenously by constant IV infusion (Entenza et al. 
 2005 ). Both these applications would also benefi t from modifi ed long -
 acting lysins.   

 The crucial challenge for lysins is to determine whether they are able 
to cure an established infection. To approach this, a mouse pneumonia 
model was developed in which mice were transnasally infected with 
pneumococci and treated with Cpl - 1 by repeated intraperitoneal injec-
tions after infection was established (Witzenrath et al.  2008 ). From a 
variety of clinical measurements, as well as morphological changes in 
the lungs, it was shown that at 24   h mice suffered from severe pneumo-
nia. When treatment was initiated at 24   h and every 12   h thereafter, 
100% of the mice survived otherwise fatal pneumonia and showed 
rapid recovery. Cpl - 1 dramatically reduced pulmonary bacterial counts 
and prevented bacteremia. 

 Using lysins systemically to kill bacteria could result in an increase 
in cytokine production as a result of bacterial debris being released. In 
one study to address this issue (Entenza et al.  2005 ), untreated pneu-
mococcal endocarditis induced the release of interleukin - 1 α  (IL - 1 α ), 
IL - 1 β , IL - 6, IL - 10, gamma interferon, and tumor necrosis factor, but 
not IL - 2, IL - 4, or granulocyte - macrophage colony - stimulating factor. 
The use of Cpl-1 resulted in an increase in the release of these cyto-
kines. However, in a mouse model of pneumonia, Witzenrath et al. 
( 2008 ) showed that transnasal infection with pneumococci caused an 
increase of pro - infl ammatory cytokines and chemokines within 36   h. 
However, treatment with Cpl - 1 was associated with reduced synthesis 
of IL - 1 β , IL - 6, and the chemokines KC, Mip - 1 α , and MCP - 1, as well 
as G - CSF in the lungs. In addition, decreases were observed in plasma 
concentrations of IL - 6, KC, and Mip - 1 α , and MCP - 1, G - CSF, and IFN γ
concentrations. Pulmonary and systemic IL - 10 synthesis was found 
only in septic animals 60   h after infection, and was completely pre-
vented by Cpl - 1 treatment. The reason for this difference has not been 
determined as yet; however, it may depend on the amount of lysin used 
for the treatments. It is possible that in the former study, in which the 
animals were treated with a constant IV infusion of lysin, the high 
concentration of the enzyme resulted in the fragmentation of the bacte-
rial cell wall, while in the second study, enzyme delivered in 12 - h 
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intervals resulted in producing holes in the bacterial cell wall without 
forming wall pieces, which are clearly more infl ammatory (Tuomanen 
et al.  1985 ; Kengatharan et al.  1998 ). 

 Since lysins are proteins, it is unlikely that they are able to enter 
cells. However, there are no publications to date that address the issue 
of the effects of lysins on intracellular bacteria.  

8. SECONDARY BACTERIAL INFECTIONS 

 Secondary bacterial infections following upper respiratory viral infec-
tions, such as infl uenza, are a major cause of morbidity and mortality 
(Brundage and Shanks  2008 ). The organisms responsible for most of 
these complications are S. aureus  and  S. pneumoniae   . Furthermore, 
otitis media due to S. pneumoniae  is a leading cause of morbidity and 
health - care expenditures worldwide; it also increases after an upper 
respiratory viral infection (McCullers  2006 ). The elimination of or 
reduction in the bacterial burden by these organisms will signifi cantly 
reduce or eliminate these secondary infections. However, except for 
mupirocin and polysporin ointments, for which resistance is being 
developed, there is no effective way to eliminate these organisms from 
the upper respiratory mucosa. 

 In a mouse model of otitis media, using a noninvasive biolumines-
cent imaging technique, 80% of mice colonized nasally with  S. pneu-
moniae  naturally develop otitis media upon infection with infl uenza 
virus. Treatment of these mice with Cpl - 1 lysin before infl uenza chal-
lenge was 100% effective at preventing the development of otitis media 
(McCullers et al.  2007 ). Thus, treatment of high - risk individuals with 
lysin during infl uenza season to decolonize them from pneumococci 
and staphylococci could prove effective in reducing secondary infec-
tions by these bacteria.  

9. ANTHRAX-SPECIFIC LYSIN 

 Because lysins are able to kill pathogenic bacteria rapidly, they may be 
a valuable tool in controlling biowarfare bacteria. To determine the 
feasibility of this approach, a lytic enzyme was identifi ed from the 
gamma phage, a lytic phage that is highly specifi c for  Bacillus anthracis
(Watanabe et al.  1975 ). The gamma lysin, termed PlyG, was purifi ed 
to homogeneity by a two - step chromatography procedure and tested 
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for its lethal action on gamma phage - sensitive bacilli (Schuch et al. 
 2002 ). Three seconds after contact, as little as 100 units (about 100    μ g/
mL) of PlyG mediated a 5000 - fold decrease in viable counts of a sus-
pension of ∼ 10 77  bacilli. When the enzyme was then tested against 10 
B. anthracis  strains from different clonal types isolated worldwide, all 
could be killed. In addition, the PlyG lysin was also lethal for fi ve 
mutant B. anthracis  strains lacking either capsule or toxin plasmids. 

 Based on physiological characteristics, sensitivity to gamma phage, 
and mouse lethality, a strain of  Bacillus cereus  that is closely related to 
B. anthracis  was identifi ed.  In vivo  experiments revealed that when 10 7

of these organisms were administered intraperitoneally to 10 mice, all 
except one died of a rapidly fatal septicemia within 4   h (10% survival). 
When a second set of 18 mice was also challenged intraperitoneally 
with these bacilli, but given a single 100    μ g dose of PlyG 15   min later 
by the same route, only fi ve animals died (72% survival), and in three 
of these animals death was delayed > 24   h. We anticipate that based on 
the half - life of lysins (see above), higher doses, multiple doses, or con-
stant IV infusion of lysin will result in increased survival. 

 Because the treatment window for individuals exposed to anthrax is 
about 48   h, PlyG may be used intravenously in post - exposure individu-
als to increase the treatment window beyond the 48 - h period. This 
would allow more time to test the infecting bacillus for its antibiotic 
resistance spectrum before treatment.  

10. BACTERIAL RESISTANCE TO LYSINS 

 Exposure of bacteria grown on agar plates to low concentrations of 
lysin did not lead to the recovery of resistant strains even after more 
than 40 cycles. Organisms in colonies isolated at the periphery of a clear 
lytic zone created by a 10 -  μ L drop of dilute lysin on a lawn of bacteria 
always resulted in enzyme - sensitive bacteria. Enzyme - resistant bacte-
ria could also not be identifi ed after  > 10 cycles of bacterial exposure 
to low concentrations of lysin (from 5 to 20 units) in liquid culture 
(Loeffl er et al.  2001 ; Schuch et al.  2002 ). These results may be explained, 
for example, by the fact that the cell wall receptor for the pneumococ-
cal lysin is choline (Garcia et al.  1983 ), a molecule that is essential for 
pneumococcal viability. While not yet proven, it is possible that during 
a phage ’ s association with bacteria over the millennia, to avoid becom-
ing trapped inside the host, the binding domain of their lytic enzymes 
has evolved to target a unique and essential molecule in the cell wall, 
making resistance to these enzymes a rare event. Since through evolu-
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tion the phage has performed the  “ high throughput ”  analysis to iden-
tify the  “ Achilles heel ”  of these bacteria, we may take advantage of 
this by identifying the pathway for the synthesis of the lytic enzyme ’ s 
cell wall receptor and identify inhibitors for this pathway. This would 
theoretically result in new antimicrobials that would be diffi cult to 
become resistant against.  

11. CONCLUDING REMARKS 

 Lysins are a new reagent to control bacterial pathogens, particularly 
those found on the human mucosal surface. For the fi rst time we may 
be able to specifi cally kill pathogens on mucous membranes without 
affecting the surrounding normal fl ora, thus reducing a signifi cant 
pathogen reservoir in the population. Since this capability has not been 
previously available, its acceptance may not be immediate. Nevertheless, 
like vaccines, we should be striving to developing methods to prevent 
rather than treat infection. Whenever there is a need to kill bacteria, 
and contact can be made with the organism, lysins may be freely uti-
lized. Such enzymes will be of direct benefi t in environments where 
antibiotic- resistant Gram - positive pathogens are a serious problem, 
such as hospitals, day - care centers, and nursing homes. The lysins iso-
lated thus far are remarkably heat - stable (up to 60    ° C) and are rela-
tively easy to produce in a purifi ed state and in large quantities, making 
them amenable to these applications. The challenge for the future is to 
use this basic strategy and improve upon it, as was the case for second -  
and third - generation antibiotics. Protein engineering, domain swap-
ping, and gene shuffl ing all could lead to better lytic enzymes to control 
bacterial pathogens in a variety of environments. Since it is estimated 
that there are 10 31  phages on Earth, the potential to identify new lytic 
enzymes as well as those that kill Gram - negative bacteria is enormous. 
Perhaps some day phage lytic enzymes will be an essential component 
in our armamentarium against pathogenic bacteria.  
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CHAPTER 6

BACTERIOPHAGE HOLINS AND THEIR 
MEMBRANE-DISRUPTING ACTIVITY 
MARÍA GASSET
Instituto de Qu ímica-Física “Rocasolano,” Consejo Superior de Investigaciones 
Científi cas, Madrid, Spain 

1. INTRODUCTION

 One of the primary mechanisms used by nature to sustain life is the 
generation of physical barriers. These physical barriers are mainly pro-
vided by the assemblies known as biological membranes that function 
as both active and passive shields, isolating compartments and control-
ling their chemical communication. Consequently, the disruption of 
these barriers by allowing them to be permeable is a general route of 
cell life interference, which can have physiological or pathological 
consequences. 

 Despite the molecular complexity of the biological membranes, the 
lipid bilayer backbone is the permeability guardian and therefore the 
universal target of some proteins that act as perfect permeability 
weapons. These proteins have been tailored for providing a physiologi-
cal activity, but with controlled use, they can become valuable biotech-
nological tools. Of the distinct fundamental processes occurring with 
massive membrane permeation, or lysis, the physiological event accom-
panying the release of the phage progeny from the host can be rede-
signed and used as an intelligent weapon to combat the hosts. Such a 
task requires understanding in molecular terms the elementary steps 
involved in the overall process. 

 To successfully escape from the bacterial cells at the end of the 
vegetative cycle, bacteriophages must overcome two barriers: the cyto-
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plasmic membrane and the peptidoglycan mesh. As a function of the 
strategy used, phages are classifi ed into two categories: fi lamentous and 
lytic (Young et al.  2000 ). Filamentous phages continuously extrude 
from their host without lysis. On the contrary, lytic phages compromise 
cell integrity. For doing so, some lytic phages (small phages containing 
ssDNA or ssRNA genomes) encode a single lytic factor that induces 
bacteriolysis by inhibition of the cell wall synthesis or other mechanism 
(Young et al.  2000 ). However, most lytic phages disrupt the host using 
a  “ two - component ”  cell lysis system that involves a holin and an endo-
lysin (Fig.  6.1 ) (Young  1992, 2002 ; Young et al.  2000 ).   

 Of the two - component cell lysis system, the endolysin proteins carry 
the enzymatic activity degrading the peptidoglycan mesh acting on 
glycosidic bonds (glycosidases, transglycosidases) or on peptide bonds 
(amidases, endopeptidases). On the other hand, holins are small hydro-
phobic proteins that integrate into the cytoplasmic membrane and 
disrupt its isolation properties (Young  1992 ; Young and Bl ä si  1995   ; 
Wang et al.  2000 ). The holin - induced membrane perturbation includes 
its depolarization in combination or not of its piercing that in the latter 

Figure 6.1.     Bacterial isolation barriers as targets for the targets of the two - component 
phage lytic system. Bacterial cell cytosol is isolated from the environment by the cyto-
plasmic membrane and the peptidoglycan mesh in Gram - positive (+) cells. Gram -
 negative ( − ) cells differ in an additional barrier provided by the outer membrane  .  
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case allows either the activation by release of the endolysins or the 
access of the cytosolic folded endolysins to their substrate   (Young et 
al.  2000 ; Xu et al.  2004, 2005   ; Srividhya and Krishnaswamy  2007 ). 

 Holins differ from most membrane - disrupting proteins and peptides 
both structurally and mechanistically. These proteins exist singularly 
under a membrane - bound state, and their action is irreversibly lethal. 
It is precisely the lethality of their function that converts them in prom-
ising candidates for pharmacological exploitation.  

2. CLASSIFICATION OF HOLINS 

 Holins represent a structurally diverse family of proteins consisting 
of a single polypeptide chain of length varying from about 50 to 150 
amino acid residues (Young and Bl ä si  1995 ; Wang et al.  2000 ). 
Holins take their name from their capacity to induce large lesions in 
the bacterial cytoplasmic membranes that were imaginarily conceived 
as holes. Holins share no sequence homology but have some resem-
blance in terms of their polypeptide chain architecture (Fig.  6.2 ). 
Essentially, holin chains consist of a tandem array of segments with 
alternate hydrophilicity and hydrophobicity (Wang et al.  2000 ; 
Young  2002 ). In general, the holin chains start at a polar N - terminus 
that is followed by two or three hydrophobic regions spaced by 
stretches rich in polar residues and end at a long C - terminal tail rich 
in charged residues. For instance, the Ejh chain, the holin of EJL 
bacteriophage (Fig.  6.2 b), is featured by an N - terminal segment 11 
amino acids long with basic residues, followed by a stretch of 20 
apolar amino acids. This segment is linked through a sequence of 10 
polar amino acids to the following hydrophobic segment (residues 
45 – 62), which continues into a 23 amino acid polar tail. For S λ  holin, 
the chain contains an additional hydrophobic segment in tandem 
with a stretch of polar residues.   

 The alternation of polar and apolar segments in the holin chains deter-
mines their existence as transmembrane proteins. Sequence analysis 
using theoretical algorithms shows that the hydrophobic segments exhibit 
both the hydrophobicity and length requirements to be transmembrane 
helices (TM)  . Consequently, these segments are often referred to as TMi 
(where i numbers the distance from the N - terminus, with 1 being the 
closest) and holins visualized as a membrane protein spanning the mem-
brane as many times as the number of predicted TM   segments. 

 The basic and simple chain construction has allowed the 
classifi cation of holins into three groups according to the number of 
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hydrophobic segments (Young and Bl ä si  1995 ; Wang et al.  2000 ). 
Holins belonging to class I contain three predictable TMs and their 
membrane integration dictates a fi nal topology featured by the projec-
tion of the N - terminus to the periplasm (extracellularly). This class is 
represented by the S λ  holin (Table  6.1 ). Class II groups the holins with 
only two hydrophobic segments and a topology featured by cytoplas-
mic N -  and C - termini. The members of this class, represented by the 
Ejh and S 21  holins, are made from chains shorter than those of class I 
(Table  6.1 ). Finally, class III comprises the members that diverge from 
the previous classes and that contain either one or four transmembrane 
regions (Table  6.1 ). It must be stressed that this classifi cation is based 

Figure 6.2.     Holin protein family: architecture. a: Organization of holin chains. Analysis 
of the chains with theoretical algorithms permits the identifi cation of a variable number 
of hydrophobic segments with the length enough to cross the bilayer as transmem-
brane α  - helices. Attending to the number of segments, the members of the holin 
family can be grouped as class I, class II, and a third group that gathers the remaining 
chains falling out of the previous. The holin chains are formed by sequential arrays of 
polar (gray thin line) and hydrophobic (black boxes) stretches of amino acid residues. 
For membrane - integrated proteins, the different polar and charged regions constitute 
solvent - exposed loops, whereas the hydrophobic segments exhibit a length enough to 
bypass the lipid bilayer in a helical fold. Most, but not all, holins also contain a dual 
methionine motif at the N - terminus that dictates the synthesis of two chains, a long 
one and a short one. This motif is indicated as MxxM, x being a variable number of 
amino acid residues, some bearing positively charged side chains. b: Structural orga-
nization of Ejh, the holin of EJ - 1 phage, and its use as template for solid - phase syn-
thetic approaches. Full membrane - perturbing activity of Ejh mapped at the 1 – 32 
  region.  
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 TABLE 6.1.     Holin Proteins and Their Features     

   Class     Holin 
Family  

   Holin Gene     Accession 
Number

   Chain 
Length

   M - M     Phage  

  I  λ p11   AF157835    94  > 10    APSE - 1  
13   X67137    108    2    ES18  
S   AF069308    107    1    HK22  
S   AF069529    106    1    HK97  
S   J02459    107    1  λ
13   M10997    108    2    P22  
HI1416   U32821    118    3  φ fl u  
orf1   AJ133022    111  > 10    ORF1 - Xnem  

  I    P1  lydA   X87674    109  > 10    P1  
  I    P2  O   U32222    98  > 10    186  

Y   AF063097    93  > 10    P2  
  I  φ CTX9  orf9   AB008550    117  > 10     φ CTX  
  I  φ CTX10  orf10   AB008550    90    1  φ CTX  
  I    PRD1  m   M69077    90  > 10    PRD1  
  I    PS3  13   AJ011579    105    3    PS3  
  I    A118  hol2438   X89234    95    2    2438  

hol118   X85008    96    2    A118  
hol500   X85009    96    2    A500  
hol   X90511    142  > 10     φ g1e  
orf117   AF047001    117  > 10    fOg44  

  I    c2  orf37   L33769    97    0    bIL67  
l17   L48605    96  > 10    c2  
orf2   L37090    96  > 10    P001  

  I    Cp - 1  cph1   Z47794    134    4    Cp - 1  
  I    Phi - 29  14   X99260    132    1 or 2    B103  

14   X04962    131    5  φ 29  
lysis   M11813    131    5    PZA  

  I    sk1  l21   AF009630    117    3    bIL170  
orf19   AF011378    117    3    sk1  
orf2   M90423    117    3    US3  

  II    21  S   M65239    71    2    21  
S   AF125520    71    2    933W  
S   U82598    71    2    DLP - 12  
S   AF034975    68    0    H - 19B  
S   J02580    70    2    PA - 2  
S   AE000252    96    2    QIN  
S   AP000363    96    2    VT2 - Sa  
hol   U24159    78  > 10    HP1  
orf6   U28154    74    3    orf6 - Hsom  

  II    Hol - Paeru  hol   AB030825    117    9    hol - Paeru  
  II    N4  orf63         > 10    N4  
  II    N15  53   AF064539    101    1    N15  
  II    NucE  nucE   U11698    89  > 10    nucE - Smar  

regA   U31763    88  > 10    regA - Smar  
13   AJ011581    67    2    PS119  
13   AJ011580    67    2    PS34  
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   Class     Holin 
Family  

   Holin Gene     Accession 
Number

   Chain 
Length

   M - M     Phage  

  II    T7  lys   M14784    67  > 10    T3  
17.5   V01146    67  > 10    T7  

  II    80 α   ?          92    2    393 - A2  
holin   U72397    145  > 10    80 α
orf24   AF085222    80  > 10    DT1  
ejh   S43512    85  > 10    EJ - 1  
orf3   L34781    145  > 10     φ 11  
lysA   U04309    88  > 10     φΛ X3  
lyt50   U88974    80  > 10     φ O1205  
orf87   AF057033    87    6    Sfi 11  
orf87   AF115102    87    6    Sfi 19  
orf87   AF115103    87    6    Sfi 21  
S   L31364    88  > 10    Tuc2009  
holTW   Y07739    185  > 10    Twort  

  II    BK5 - T  orf95   L44593    95  > 10    BK5 - T  
xhlB   L25924    87  > 10    PBSX  
orf24   AB009866    100  > 10     φ PVL  
bhlB   AF021803    88  > 10    SP β
26   X97918    82    1    SPP1  
xpaF2   D13377    87  > 10    xpaF2 - Blich  
xpaG2   D49712    89    0    xpaG2 - Blich  
xpaL2   M63942    87  > 10    xpaL2 - Blich  

  II    Dp - 1  dph   Z93946    74  > 10    Dp - 1  
  II    L5  11   AF022214    141  > 10    D29  

11   Z18946    131  > 10    L5  
  II    LL - H  hol   M96254    107  > 10    LL - H  

      M60167            mv1  
lysB   Z26590    124  > 10    mv4  

  II  φ adh  hol   Z97974    114  > 10     φ adh  
  II  φ C31  orf1   X91149    78  > 10     φ C31  
  II    r1t  orf48   U38906    75    6    r1t  
  U (1)  φ 6  P10   M17462    42  > 10     φ 6  
  U (1)  φ 6  P10   AF125681    42  > 10     φ 7  
  U (1)    T4  t   M16812    218  > 10    K3  

t   AF158101    218  > 10    T4  
  U (P)      t   X05676      > 10    M1  

t   X05675      > 10    Ox2  
  U (1)    187  hol187   Y07740    57    1    187  
  U (1)    10MC  P98   AF049087    98    9    10MC  
  U (0)    A511  hol511   X85010    126  > 10    A511  
  U (1)    PBSX  xhlA   L25924    89  > 10    PBSX  
  U (0)      24.1   X97918    91    2    SPP1  
  U (1)      xpaF1   D13377    89  > 10    xpaF1 - Blich  

xpaG1   D49712    89  > 10    xpaG1 - Blich  
xpaL1   M63942    89  > 10    xpaL1 - Blich  

TABLE 6.1. Continued
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TABLE 6.1. Continued

   Class     Holin 
Family  

   Holin Gene     Accession 
Number

   Chain 
Length

   M - M     Phage  

  U (1)    SP - beta  bhlA   AF021803    70    1    SP β
  U (4)    LrgA  ipa - 23r   X73124    128  > 10    ipa - 23r - Bsub  

ysbA   Z75208    146  > 10    ysbA - Bsub  
yohJ   U00007    132  > 10    yohJ - Ecoli  
HI1297   L42023    140  > 10    HI1297 - Hinf  
PAB0239   AJ248284    109  > 10    PAB0239 - Paby  
PH1801   AP000007    109  > 10    PH1801 - Phor  
lrgA   U52961    147  > 10    lrgA - Saur  

   Holin proteins are given as families and are classifi ed according to the number of hydrophobic 
segments: classes I, II, and III. Class III is referred to as U or undetermined. The coding gene 
(holin gene) and its source (phage) are included together with the accession number for sequence 
retrieval. The chain length accounts for the predicted number of amino acid residues translated 
from the coding region. The number of amino acids spacing the two N - terminal methionines is 
indicated by M - M.  References from this table can be retrieved from each accession number and 
from the Wang et al. ( 2000 ) supplementary material.    

on the theoretical analysis of the sequence and that only in a small 
number of cases has the topology been experimentally determined.   

 In addition to the previous classifi cation, holins can also be grouped 
into two classes attending to the presence or absence of two methionine 
residues at the N - terminal polar region. Most holins, but not all, contain 
two spaced methionine residues at their polar N - terminus, which indi-
cate the possibility of a dual translation start site (Young and Bl ä si 
 1995 ; Wang et al.  2000 ). This motif determines that each chain, in fact, 
duplicates into two differing in length: a long chain starting at the fi rst 
methionine and a short chain produced from the second methionine. 
Moreover, these chains are functionally related (Bl ä si and Young  1996 ; 
Graschopf and Bl ä si  1999a   ). The short chain generally carries the mem-
brane - damaging activity (effector), whereas the long chain functions as 
a delay or inhibitor factor (Bl ä si et al.  1990 ; Bl ä si and Young  1996 ; 
Tak á c et al.  2005 ). The long chain is often referred to as anti - holin and 
differs from the active form in the basic character of its N - terminus and 
in the topological architecture (see below). This anti - holin chain is 
essential not for the lysis process but for its control, and lytic systems 
lacking it work faster. As an example, S λ  holin, which belongs to the 
class I of holins, contains two spaced methionines at the chain 
N - terminus. These methionines dictate the existence of S λ  as two chains, 
Sλ 107 (long form) and S λ 105 (short form). The ratio between the long 
and the short is about 1:2 and is determined by an RNA stem - loop 
structure in the ribosomal binding site (Graschopf and Bl ä si  1999a   ; 
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Wang et al.  2000 ). Of these two chains, S λ 105 carries the membrane -
 damaging activity (effector), whereas S λ 107 functions as a delay or 
inhibitor factor (Bl ä si et al.  1990 ; Bl ä si and Young  1996 ; Tak á c et al. 
 2005 ). 

 The third criterion for holin classifi cation regards the size of the 
induced membrane damage (see below). The holins that are tailored 
to allow the passage of a fully folded endolysin from the cytosol to the 
periplasm cause a two - step membrane damage feature by a fi rst depo-
larization followed by a second piercing activity. On the contrary, those 
holins referred to as pinholins designed to activate the periplasmic 
located latent endolysins cause only a membrane depolarizing lesion. 
Examples of these types are S λ  as holin and S 21  as pinholin.  

3. HOLINS AS MEMBRANE -INTEGRATED PROTEINS 

 The structural characterization of holins has been largely impeded by 
the lack of tools allowing the production and purifi cation of their chains 
to the degree and quantity needed for biophysical studies. Their mem-
brane integration and disruption features dictate a major bottleneck in 
their overproduction, since the amount of production will be parallel 
with the death of the producing organism. On the other hand, the lack 
of tools for their easy and specifi c detection also conditioned tedious 
purifi cation protocols. Knowledge of them is still highly restricted to 
theoretical approaches (Young and Bl ä si  1995 ; Wang et al.  2000 ) and 
biochemical studies for topology determination (Zagotta and Wilson 
 1990 ; Bl ä si et al.  1999   ; Gr ü ndling et al.  2000a, b ). Only recently and in 
a few cases, a more biophysical characterization of a His - tagged form 
of the S λ 105 chain and of the EJh - templated peptides   has been per-
formed (D í az et al.  1996 ; Smith et al.  1998 ; Haro et al.  2003 ; Ambroggio 
et al.  2007 ; Saava et al.  2008 ). The new approaches open new venues 
for structural studies. 

3.1. Sequence Analysis Defi nes Holins as Transmembrane 
Proteins and Limits the Number of Transbilayer Segments 

 As mentioned before, the theoretical analysis of holin sequences has 
provided the essential signatures for their consideration as membrane -
 spanning proteins (Young and Bl ä si  1995 ). Such studies have also 
offered the upper and lower limits for the number of times the poly-
peptide chain could hypothetically cross the bilayer and the sequence 
of the transmembrane segments. These patterns were obtained from 
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the agreement between the thicknesses of the lipid bilayer together and 
the length of the hydrophobic segments assuming them folded as trans-
membrane α  - helices (Young and Bl ä si  1995 ). 

 Importantly, as opposed to sequences integrating from aqueous 
media to lipid bilayers, and causing the membrane permeation or the 
generation of a transmembrane pore, the holin transmembrane regions 
often lack any amphipathic pattern, charge distribution, or association 
motif that could easily explain the construction of a polar cavity through 
the lipid bilayer and support their damaging action. Some of these seg-
ments indeed contain charged or polar residues, but they do not shape 
any conserved motif along the different sequences that could explain 
the function along the protein family.  

3.2. Biochemical and Genetic Studies Set the 
Topology Bounds 

 Holin chain topology is, in general terms, determined by the relative 
location of the charged N -  and C - terminal segments. The study of their 
location was fi rst addressed using biochemical approaches. Regardless 
of the class and type of holin, all chains feature a highly charged 
C - terminal tail. Gene fusion experiments together with protease pro-
tection assays support the cytoplasmic location for the highly charged 
C - terminus (Bl ä si et al.  1999   ; Park et al.  2007 ). This location is con-
served for most holins, and in only one, the T4 holin, has this segment 
been found at the periplasm (Tran et al.  2005 ). It must be stressed that 
T4 holin is indeed an unusual member. Its chain is twice as long as the 
conventional holins, and the theoretical analysis yields a single trans-
membrane segment together with a very long C - terminal tail (Tran 
et al.  2005 ). 

 Regarding the N - terminus, biochemical studies coupling extensive 
cysteine - scanning mutagenesis with chemical modifi cation with thiol -
 specifi c reagents showed that the active class I holin S λ 105 crosses the 
bilayer three times. Similar experiments showed that the inhibitory 
action of S λ 107 became impaired on the adoption of the 3 - TM topol-
ogy, suggesting both a dual location in the N - terminus and the relation 
of this location with function (see below). Regarding the class II holins, 
topological studies have been mainly focused on S 21  (Fig.  6.3 ). Using 
similar strategies as before, the N -  and C - terminal tails of S 21  have been 
located to the cytoplasm in the short and long nascent forms (Park et 
al.  2006 ). However, in this case, in the short form (S 21 68), the nascent 
topology evolves so the N - terminus translocates to the periplasms 
together with the extrusion of TM1 (Park et al.  2006 ).   
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 Thus, holins are unique membrane multispanning proteins exhibit-
ing fl exible topology at their N - termini. This peculiar fl exibility is coded 
by the different polar N - termini allowing or impeding the entry and 
exit of chain segments in the membrane.  

3.3. Probing Holin Structure Using Synthetic Approaches 

 The organization of the holin chain as tandem arrays of segments 
exhibiting well - defi ned polarity patterns allowed its use as template for 
synthetic approaches. For doing so, the shortest sequence with verifi ed 
holin activity, Ejh, was taken as a template for the solid - phase synthesis 
of a collection of peptides encompassing the different chain regions 
either independently or in tandem (Diaz et al.  1996   ; Haro et al.  2003 ). 

Figure 6.3.     Topology fl exibility of holin chains and the structural basis of their action. 
Holins displayed a topological fl exibility at the N - terminus that is encoded in its 
sequence. The chain organization of the S λ  and the S 21  holins, each coding for an inhibi-
tor (anti - holin) and an effector (holin), is depicted at the top of the fi gure. The poly-
peptide chains are represented by a thick line in which the hydrophobic segments are 
denoted by rectangles of different colors according to their relative position in the 
sequence. The N - terminal sequences (MKM -  and MKSM - ) are denoted at the top of 
the left side of the chains. The chains integrate into the membrane generating two 
alternate topologies. Holin nascent chains and anti - holin chains are featured by an 
arrangement that projects both N -  and C - terminal tails to the cytoplasm. The N - terminus 
interacts with the membrane surface through electrostatic binding. Holin activation 
involves a conformational change consisting in the movement of transmembrane seg-
ments through the bilayer so the N - terminus ends projected to the periplasm. For S λ , 
activation involves the acquisition of a third trasmembrane segment, whereas for S 21 , 
activation causes the extrusion from the membrane of the N - terminal transmembrane 
segment .  
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 The use of a combination of both far - UV CD   and ATR - FTIR  , spec-
troscopic techniques sensitive to the polypeptide conformation, permit-
ted the determination of the preferential secondary structure of the 
different segments in their lipid - free and lipid - bound state (Haro et al. 
 2003 ). The obtained secondary structures for each of the considered 
segments were similar if not identical to those predicted theoretically. 
The only disparity was found at the N - terminus, that containing a (i, 
i   +   1) pattern of polar/apolar residues allowed the detection of  β  - sheet -
 based assemblies. In addition to the basic secondary structure prefer-
ence determination, the capacity of polarized ATR - FTIR to inform 
about the relative order of peptide backbones with respect to the 
bilayer (perpendicular, parallel, tilted with respect to the bilayer 
normal) allowed the confi rmation of the transmembrane character of 
the hydrophobic segments. 

 Parallel experiments for function screening using an assay based in 
the detection of the leakage of liposome - entrapped fl uorescent markers 
allowed the ascription of the membrane - perturbing activity to the 1 - 32 
sequence region (the N - terminal polar region together with the TM1). 
Such region was then exploited for the study using fl uorescence emis-
sion spectroscopy of the self - assembly properties. Analysis of the fl uo-
rescent emission properties of the covalently labeled peptide showed 
that under active conformation, this mini holin exists as an in - mem-
brane oligomer (Haro et al.  2003 ).  

3.4. Tagging the Holin Chain Facilitates Structural Study 

 In 1998, Smith et al. pioneered the production and purifi cation of an 
active holin, the S λ 105 chain together with lysis - defective mutants. This 
breakthrough allowed the fi rst conformational characterization of a 
holin in a membrane - mimicking environment, such as that provided by 
detergent micelles. In this membrane - like environment, the holin chain 
adopted a structure that featured about 40% of the helical content in 
β  - octylglucoside. Interestingly, the helical content was highly depen-
dent on the detergent used, increasing up to 60%. The helical variabil-
ity was interpreted in terms of the number of residues involved in 
transmembrane topology; thus, 40% would have a 2 - TM conformation, 
whereas 60% were assigned to the topology based on a 3 - TM. This 
helicity range was not observed in the corresponding lysis - defective 
Sλ 105 mutants and was therefore interpreted in terms of a putative 
structure– function relation that correlated the defect in helicity with 
the extrusion from the membrane of one of the hydrophobic segments 
and the lytic activity impairment. 
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 Regarding the S λ 105 association state, the use of reconstitution 
approaches with varying detergents together with gel fi ltration and 
cryo - electron microscopy experiments revealed that the protein exists 
  as a complex oligomer (Savva et al.  2008 ). These oligomers exhibited 
different sizes and shapes, both parameters being determined by the 
detergent used to mimic the membrane environment (Saava et al. 
 2008 ). Importantly, the S λ 105 capacity to form high - molecular - weight 
oligomers is directly correlated with its lytic function, since its lysis -
 defective mutant S λ 105 A52V forms dimmers, but the dimers do not 
evolve toward any higher degree of association. The polymerization 
impediment observed in the lysis - defective mutant dimer is an intrinsic 
property independent of the structure of the detergent and suggests 
that the dimer polymerization is the crucial functional step. 

 The differences in the secondary structure and in the oligomeriza-
tion capacity of S λ 105 and of its nonfunctional mutants agree with the 
predictions derived from genetic and biochemical experiments. With 
all these data, the structure of a holin chain as S λ 105 can be described 
by a family of conformations separated by regulatory steps. Nascent 
Sλ 105 inserts into the membrane yielding a low - helical - content dimer. 
This low - helical - content dimer lacks activity and therefore constitutes 
an inactive dimer. This state can be generalized to other inactive forms, 
such as the structural state of S λ 107, of the lysis - defective mutants, and 
probably also of the S λ 107 – S λ 105 heterodimers. For S λ 105, the inactive 
dimer converts into a high - helical - content dimer that can be considered 
as a latent state. Essentially, this conversion involves a topological 
transition from a state featured by 2 - TM to another characterized by 
3 - TM. Once formed, the high - helical - content dimer with a 3 - TM topol-
ogy in each of the monomers displays its in - membrane oligomerization 
capacity in the absence of major structural rearrangements. 

 For the active S λ 105 chains, two major assemblies have been found: 
ring dimers and stacked fi laments (Savva et al.  2008 ). The ring dimer 
can be described as a hyperboloid of 23 - nm outer diameter, 8.5 - nm 
inner diameter  , and 4 - nm height. These dimensions agree with a basic 
scaffold of a variable number of protomers (from 18 to 20), each pro-
tomer being an oligomer of S λ 105 chains. Regarding the stacked fi la-
ments, these assemblies are rod - shaped structures of variable length 
and a thickness of about 20   nm per fi lament. The existence of such 
variability in assembling mode probably simply denotes, apart from the 
functional implications and speculations, the high tendency of the holin 
chain to self - associate in membrane - mimetic environments. 

 Thus, despite the few holins studied, the available biophysical data 
support that holins are indeed classical small membrane multispanning 
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proteins tailored to form membrane - damaging polymers. Polymerization 
capacity is determined by a dimer that has two alternate conformations 
differing in the relative location of the N - terminal tail with respect to 
the lipid bilayer.   

4. HOLINS AND ANTI -HOLINS DIFFER IN TOPOLOGY: 
THE ENTRIES AND EXITS OF PEPTIDE SEGMENTS INTO 
THE LIPID BILAYER 

 As mentioned, most but not all of the genes coding for holins encode 
two proteins differing uniquely in the N - terminus. The discovery of 
these two proteins, one behaving as an anti - holin and the other bearing 
the true holin function, was for a long time a puzzling issue affecting 
both mechanistic and regulatory aspects. However, the extensive work 
performed in the two paradigmatic holins, S λ  and S 21 , has allowed the 
establishment of the molecular basis for such a chain duality as well as 
shed light on its impact in function and regulation  . At this moment, it 
is worth remembering that holins are the gatekeepers for the phage 
progeny release, which means that holin action is best coupled to phage 
progeny production and therefore requires the existence of a tightly 
and properly regulated timing for the trigger of action. A fast lysis does 
not ensure the optimal production yield of phage progeny and there-
fore reduces the effi ciency of the process. On the other hand, a retarded 
lysis is meaningless in terms of the effi ciency of phage production and 
is therefore nonoperative in cost terms. One of the processes in charge 
of such regulation is provided by the relation between the anti - holin 
and the holin. The elegant studies aimed at understanding the meaning 
of holin and anti - holin partners, their missions, and relations have 
resulted in the description at the molecular level of the holin mecha-
nism of action. 

4.1. Sλ Anti -holin and Holin: The Entry of TM1 into the 
Membrane Switches on the Action 

 S λ 107 and S λ 105, the anti - holin and holin chains synthesized from the 
Sλ  holin gene, differ only in an MK   dipeptide at the N - terminus (Bl ä si 
and Young  1996 ). Despite this simple difference, their chains adopt 
different topologies in the membrane (Graschopf and Bl ä si  1999b   ; 
Gr ü ndling et al.  2000a ). The S λ 105 chain folds, passing across the 
bilayer three times using the predicted TM1, TM2, and TM3 regions as 
transmembrane α  - helices  . On the contrary, the long chain, the anti - holin 
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Sλ 107, spans the bilayer only twice using exclusively the segments TM2 
and TM3 (Fig.  6.3 ). 

 The differences in topology of the anti - holin and holin chains support 
a mode of action in which the lysis trigger is given by the relative dis-
position of the TM1 segment. In this sense, the N - terminus bearing the 
MK dipeptide impedes the insertion into the bilayer of TM1 that 
remains adhered onto the lipid surface. The loss of such dipeptide 
allows the insertion of TM1 and the access of the chain N - terminus to 
the periplasm. In other words, the charge provided by a single K 
residue is enough to stall and impede the insertion of the transmem-
brane segment.  

4.2. S21 Anti -holin and Holin: The Exit of TM1 from the 
Membrane Switches on the Function 

 Contrary to the S λ  holin, whose function is designed to allow the passage 
from the cytoplasm to the periplasm of a folded endolysin, the S 21  holin 
function is tailored to provide the membrane lesions needed for the 
release from the membrane of a signal anchor release containing endo-
lysin, a membrane depolarization event. Membrane depolarization 
requires not a major bilayer disruption but the exchange of ions. 

 As in the case of the S λ  holin, S 21    exists as two chains of 71 and 68 
residues differing in the N - terminus MKS   tripeptide sequence. Sequence 
analysis predicts the existence of two transmembrane domains and an 
α  - helical hairpin fold with both N -  and C - termini projected to the 
cytoplasm (intracellular). In this case, the N - terminal domain is dis-
pensable for the membrane - perturbing action, and the lethal form 
projects the TM1 to the periplasm (Park et al.  2006 ). 

 For S 21 , the loss of the N - terminal MKS sequence on changing from 
the anti - holin S 21 71 to the holin S 21 68 dictates the green light for the 
bilayer exiting of TM1. This membrane extrusion involves a complex 
tertiary rearrangement in the molecule from a state in which TM1 is 
interacting with its sequential TM2 (TM1 – TM2) to a state in which a 
dimer is formed through homologous intermolecular interaction 
(TM1 – TM1, TM2 – TM2).  

4.3. Sequence Unrelated Holins and Anti -holins: The T4 Case 

 T4 holin is an unusual member of the holin family, diverging at both 
the structural level and the mode of inhibition. Its chain is made by 263 
residues, 163 of which form part of the polar C - terminal tail. This chain 
exhibits a cytoplasmic N - terminus followed by a single transmembrane 
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region that is followed by the periplasmic large C - terminus (Tran et al. 
 2005 ). In addition to this unique topology and size, its function is sub-
jected to a mode of regulation not seen in the other holins. T4 holin is 
inhibited by a sequence unrelated anti - holin, the protein RI, through 
  a mechanism involving a specifi c and direct binding and that is under 
environmental signal regulation (Ramanculov and Young  2001a, b, c ; 
Tran et al.  2005 ). The increasing number of holins potentially belong-
ing to this group would allow in the future a more general molecular 
description of this mode of action.  

4.4. Inhibiting the Inhibitor: Triggers for the Transbilayer 
Movement of Peptide Segments 

 As judged from the available data on the model holins S λ  and S 21 , the 
anti - holin action basically results from their capacity to retain an inac-
tive topology and to retard the achievement of the proper conforma-
tion to the effector holin. This bimodal action provides the basis for 
function inhibition or, in other words, the code for nonfunctionality. 

 The studies using holins with length and charge modifi cations at the 
N - terminal tail have shown that the cytoplasmic retention of such a 
segment in the anti - holin chain is due to its adherence to the membrane 
surface. The positive charge present in the N - terminal tail causes its 
binding as a staple to the negatively charged cytoplasmic side of the 
inner membrane through simple electrostatic interaction. Thus, any 
modifi cation of the inner cytoplasmic membrane surface will be sensed 
at the anti - holin function. One way to modify membrane properties is 
to use uncouplers (generally 2,4 - dinitrophenol [DNP]) or inhibitors 
(potassium cyanide [KCN]  ) of the oxidative phosphorylation (Garrett 
and Young  1982   ). The chemical - induced membrane energy poisoning 
occurs with a depolarization event that inhibits the anti - holin action 
and confers to the anti - holin the lysis activity (Garret and Young  1982 ; 
Bl ä si et al.  1990 ). 

 Provided that both anti - holin and holin partners are synthesized 
together, the only advantage of their simultaneous production would 
be their engagement into a complex of varying stoichiometry. The 
evidence for such an interaction came from the experiments of Bl ä si 
et al. ( 1990 ), who, isolating the expression of each of the forms and 
using a co - expression strategy, showed that the anti - holin S λ 107 indeed 
inhibited in trans  the lytic action of S λ 105. Such interaction, or the 
outcome of such interaction, is highly dependent on the dose of produc-
tion of each of the reagents. In this sense, while under  in vitro  condi-
tions, the dose of synthesis of each of the chains is determined by 
structural elements in the coding mRNA; the relative synthesis in 
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cellular context displays an additional regulatory level. Results employ-
ing the T7 expression system suggest that, in fact, S λ 107 production 
predominates early after induction of S gene expression, and then 
Sλ 105 synthesis dominates after 30 – 40   min of synthesis (Wang et al. 
 2000 ). Taken together, this strongly supports the existence of a complex 
in - membrane oligomerization process regulated at the level of hetero-
geneity (homo - oligomers and hetero - oligomers).   

5. HOLINS AND PINHOLINS: THE SIZE OF THE MEMBRANE 
LESIONS MATTERS 

 The mechanism by which holins damage membranes has been a matter 
of mystery regarding the molecular aspects. The production of an anti -
 S λ  specifi c antibody and its use for monitoring and characterizing S λ

holin during the bacterial lysis provided the fi rst evidence supporting 
the holin - induced membrane lesion as a progressive process likely 
dependent both on the protein dose and on a protein oligomerization 
event (Zagotta and Wilson  1990 ). Thus, the immunoblot analysis of 
cell extracts from induced bacteriophage lambda lysogens probed with 
anti - S λ  antibody demonstrated that the S λ  holin begins to appear 10   min 
after phage induction, that it is localized to the inner membrane at all 
times during the lytic cycle, and that 100 – 1000   S λ  molecules per cell are 
present at the time of the phage - induced lysis. Coupling cross - linking 
approaches with the immunotools allowed the visualization of a ladder 
of bands at sizes compatible with the presence of homopolymers 
(dimers, trimers, tetramers, and hexamers) of S λ  holin at the inner 
membrane, some of which exhibited resistance to using SDS as a deter-
gent   solubilization. 

 Moreover, the function preservation on exchanging holins between 
lysis cassettes and their versatility toward hosts demonstrated their 
intrinsic activity (Wang et al.  2000 ). In this sense, the fl exibility of holin 
function within the two - component lysis system made unlikely the pos-
sible   interaction between the holin and the endolysin components. 
Another important factor is that holin activity can be considered as 
universal regarding the target host as judged from the absence of 
dependence on host factors other than the membrane bilayer (Wang 
et al.  2000 ). In this sense, if the function of holins depended on any 
protein component   as an accessory molecule involved in its insertion, 
folding, assembly, or activator, the effi ciency of its lytic action would 
have been dramatically dictated by the host under study. 

 Given the membrane integration nature of holins, the reduced size 
of their chains, and the previous functional properties, their action was 
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soon postulated to involve the acquisition of a critical quaternary struc-
ture through an in - membrane assembly process and the rupture of the 
lipid bilayer continuity. However, even under this simple view, the type 
of lesion was diffi cult to bring into line with the conventional models 
for proteinaceous pores and channels. In fact, the size tolerance and 
the irreversibility of the holin - provoked lesions are better described as 
a local and very effective destruction than as the result of the assembly 
of a true channel. 

5.1. Evaluating the Membrane Lesion: Genetic and 
Biophysical Analysis 

 The studies aimed at determining the molecular basis of the function 
of holins using in vitro  reconstitution approaches (holin and target 
membranes) have been impeded for a long time by the failure in 
protein production in terms of both quantity and purity. Even some 
tightly regulated inducible systems widely used for protein production 
resulted in very low quantities of protein that turned out to be very 
diffi cult to purify using conventional protein and peptide chemistry 
methods. 

 Our knowledge of holin function was originally provided by genetic 
approaches (Wang et al.  2000   ). The simplicity of both holin genes and 
of the functional assay of holins offered an adequate scenario for fast 
and effi cient advances (Wang et al.  2002 ). The construction of a large 
collection of both point and length shortening mutations along the S λ

sequence clarifi ed the role of the different domains and key residues 
(Raab et al.  1986, 1988 ). Most inactivating mutations (impairing lethal-
ity) of S λ  map to the sequence segments named TM1, TM2, and the 
loop connecting them. Also, the truncation of the N - terminus (from 
Sλ 107 to S λ 105) indicated the inhibitor action of S λ 107 and the effector 
function of S λ 105 (Steiner and Bl ä si  1993 ). Similarly, the highly charged 
C - terminal tail of S λ  was found to be nonessential for function but to 
play a regulatory role such as in lysis timing (Johnson - Boaz et al.  1994   ; 
Bl ä si et al.  1999 ). Taken together, these results suggested holin as the 
result of a basic helical hairpin TM1 loop – TM2 scaffold with regulatory 
elements at the N -  and C - terminal tails. 

 Once the over - expression and purifi cation of a holin in the form of 
His - tagged S λ 105 succeeded, its function in terms of the capacity to 
produce vesicle leakage could be analyzed (Smith et al.  1998 ). Assays 
using liposome - entrapped calcein showed the spillage of this fl uores-
cent probe upon addition of the holin chain (Smith et al.  1998 ). 
Importantly, under similar conditions, the lysis - defective His - tagged 
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Sλ 105 A52V mutant did not produce any calcein leakage. These results 
indicate that holin activity indeed involves the permeation of the lipid 
bilayer with no other requirement than the lipid assembly itself (Smith 
et al.  1998 ). It must be noted that the kinetics of the permeation 
process, which contains the mechanistic information, differed notably 
from that of membrane - acting soluble toxins, supporting as expected 
notable differences in the elementary steps of the overall process (see 
Chapter  8  for a detailed description). However, the detail analysis of 
such elementary steps is precluded in the case of holins given their 
intrinsic insolubility in aqueous media. 

 The membrane lesion required for liposome - entrapped calcein spill-
age is about an order of magnitude smaller than that required to allow 
the free passage of a folded protein of a size comparable to that of a 
typical endolysin. Next, pore size was analyzed using synthetic peptides 
containing the holin active domains (Fig.  6.4 ). Quantitative comparison 
of the differential leakage of fl uorescent compounds of varying sizes 

Figure 6.4.     Biophysical approaches for sizing the holin - induced membrane damages. 
Holin activity consists in a membrane permeation event that can be followed studying 
the release of liposome content. To size the lesion induced by holins, the liposomes 
can be loaded with a set of fl uorescent - labeled compounds differing in their size and 
quantify the extent of escape on holin addition  (Ambroggio et al.  2007 ) . The extent of 
lysis is determined as percentage of compound leakage, referenced to the maximal 
escape, which is determined as that produced by a conventional detergent as Triton 
X - 100  . P : L refers to protein to lipid molar ratio.  
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showed that at high lipid - to - peptide ratio (750 and 1500), the peptides 
indeed break the barrier into small substrates and also allow the passage 
of a 20 - kDa dextrane (Haro et al.  2003 ). Such drastic membrane per-
meation could be explained by the formation of transmembrane holes 
with either fi xed or variable internal diameter but big enough to allow 
the escape of a large polymer.   

 To shed light on the structural aspects of the lesion, the previous 
membrane leakage experiments were accompanied by studies using 
atomic force microscopy (AFM). In this case, the active holin peptides 
were added to supported lipid bilayers of varying composition pre-
pared onto freshly cleaved mica surface and the topography obtained 
by AFM. As depicted in Figure  6.5 , the active holin peptides indeed 
pierced the lipid bilayer, inducing the formation of holes. Interestingly, 
these holes displayed a notable internal diameter variation compatible 
with an intrinsic polydispersity. Simple geometric considerations of 
the lesion diameter together with the quantitative estimation of the 

Figure 6.5.     Visualization the holin assemblies and membrane damage in supported 
bilayers. Membrane - induced lesions were visualized by atomic force microscopy 
(AFM) using supported bilayers made of phosphatidylglycenol (PG) and pho-
sphatidylcholine (PC). In this case, the holin moiety consists in the 1 - 32 N - terminal 
segment of Ejh. At the right, ring oligomers formed by S λ  holin (Saava 
et al.  2008 ) are displayed  .  
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in - membrane peptide concentration yielded a model in which the walls 
of the holes would be recovered by both peptide scaffolds and lipids 
(Haro et al.  2003 ). This mixed upholstering of the hole walls derived 
from geometrical considerations gives some indication that the inte-
grated peptide, through its oligomerization, is capable of causing the 
membrane to tear up and to enlarge the original holes.    

5.2. Active and Inactive Oligomers: Scaffolding the Lesion 

 Even without knowledge of holin structure, genetic studies showed that 
holins accumulate in   the membrane until the damage is produced. In 
other words, a holin must have two functionally distinct forms: a pre -
 hole state and a hole state. It was also clear from genetic experiments 
that the transition from the pre - hole state to the hole state is opposed 
by the energized membranes, since the opening of the fi rst bilayer pass 
dictates the collapse of the membrane potential and the amplifi cation 
of the signal. 

 In - membrane holin accumulation and the transition between states 
clearly indicated the formation of some type of oligomers in the mem-
brane. The capacity to interact in the membrane was fi rst found for S λ

using cysteine - scanning mutagenesis   and oxidation experiments 
(Gr ü ndling et al.  2000b   ). Such a dimerization process involved inter-
molecular disulfi de bonds between TM2 and could take place between 
holin – anti - holin partners and also between lytic defective mutants, 
suggesting that dimers could account for the minimal building block. 
Cross- linking experiments on holin - containing membranes showed for 
Sλ  a dispersed degree of oligomerization, whereas for the lysis - 
defective mutant  , such association was impeded (Zagotta and Wilson 
 1990 ). Thus, the oligomerization from the holin dimer drives function 
and the anti - holin – holin heterodimer formation impairs activity. Similar 
to cross - linking methods, fl uorescence quenching/dequenching experi-
ments using fl uorescently labeled synthetic mini holins showed an in -
 membrane oligomerization process (Haro et al.  2003 ). In this case, 
the polydispersity of the oligomers detected simultaneously by 
other techniques impeded a better defi nition of the peptide 
self - assemblies through the systematic analysis of the quenching 
variations. 

 As mentioned previously, probably the key piece of knowledge has 
been obtained recently upon analysis of the different assemblies formed 
by S λ 105 in different detergents (Savva et al.  2008 ). The capacity of the 
holin chain to generate high - molecular - size aggregates with different 
shapes, ring dimmers, and fi laments agrees with its outstanding capac-
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ity for self - association. Thus, despite the continued search for the hole 
defi nition in terms of a defi ned architecture, the possibility of oligomers 
of varying size and shape displaying full functionality will remain.  

5.3. Pinholins: A Simple Membrane Depolarization Is Enough 

 Although holins function to produce a membrane lesion to allow the 
passage of a medium - sized globular protein, in some cases the holins 
function simply to activate the endolysin   (Park et al.  2007 ). Such activa-
tion consists in the release from the cytoplasmic membrane into the 
periplasm of the endolysin molecule which is synthesized as translo-
cated but in a membrane - tethered inactive form (Xu et al.  2004, 2005 ; 
Park et al.  2007 ). These holins are thus designated as pinholins for dif-
ferentiating purposes and the corresponding endolysins referred to as 
signal - anchor release (SAR)   endolysins. 

 At physiological levels of expression, the pinholins as S 21  are lethal 
and can mediate host lysis when co - expressed with cognate or noncog-
nate SAR endolysins but not with cytoplasmic endolysins (Park et al. 
 2007 ). The lysis capacity limit has been shown to be related to the 
restriction of the membrane permeation process; pinholins depolarize 
membranes, making them permeable to small ions but not to macro-
molecules (Park et al.  2007 ).  

5.4. Holins in Action: Sculpturing the Membrane Lesion 

 The recent structural characterization of the S λ  holin chain in deter-
gents has provided a solid argument for building models focused on 
the very high tendency for the formation of large two - dimensional 
aggregates in the membrane as the basis for the massive membrane 
damage. Together with this main property, the experimental evidence 
supporting the occurrence of two types of aggregates differing in size 
and membrane effects has provided more detail to the models. These 
biochemical features, together with physical considerations, have 
resulted in a universal model in which the initial dose of holin synthesis 
conditions a group of aggregates, those featured by a small size, that 
may provoke initial changes in the permeability allowing the passage 
of small substances. At a higher dose of membrane - incorporated 
protein, which follows in time, the aggregates will increase in size, 
causing the collapse of the membrane and the appearance of true holes 
(Krupovic and Bamford  2008 ). Thus, it seems plausible that the holin -
 induced lesion would be of physical origin. Overdosing the membranes 
with holins may cause their segregation into holin - rich membrane 
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domains or rafts, which, if increased in size, may perturb the physical 
properties of the membrane, causing the formation of cracking faults. 
This simple model explains all biochemical features of holin function 
and also provides an explanation for the impediments of hole 
visualizations.   

6. HOLINS IN MEDICINE: UNCONTROLLED DAMAGE 
WITH NO LYSIS 

 In general, antibiotics exert their action either by killing the bacteria 
(bactericidal antibiotics) or by inhibiting the growth of the bacteria 
(bacteriostatic antibiotics). Although bactericidal agents have been 
preferred, bacteriostatic agents have also been benefi cial since the 
normal host defenses, often shifting the balance of destruction over 
replication, are more effi cient on slower - growing bacterial populations. 
In this sense, holins can be envisaged as potential lethal weapons dis-
playing a spectrum activity that ranges from bacteriostatic (bacterial 
host inactivation) to bactericidal (bacterial pathogen killing). From a 
technological point of view, the correct exploitation of a system as a 
tool requires the knowledge of its mechanism of function, for optimiza-
tion of the preferred action and for the reduction if not the elimination 
of the putative undesired side reactions. 

6.1. Strategies for Functional Delivery of Holins 

 The single application of holins as a simple therapeutic protein exter-
nally added is precluded by several factors. First, holins are membrane 
proteins; as such, they intrinsically display low solubility in aqueous 
media, which is a determining requirement for membrane - mimetic car-
riers for solubility and transport. Second, holins are not true enzymes 
and their function is strictly dosage dependent, requiring to achieve a 
high local concentration at the desired site  . Third, holins are tailored 
to exert their microbicidal action intracellularly and therefore their 
external addition might be a priori irrelevant or even a source of side 
effects. Thus, it follows that the exploitation of holins following the 
conventional approach for therapeutical proteins will require the paral-
lel development of a carrier capable of solubilizing the chain, perform-
ing the correct transport, producing highly local concentration, and 
impeding side effects. Even assuming a certain degree of success in the 
achievement of these elementary steps, the limitation will defi nitively 
be overcome with a signifi cant increase in the costs of production that 
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will eventually hamper its use. Alternatively, the use of holins as part 
of bacteriophages looks like a very promising tool in the foreseeable 
future.  

6.2. Biotechnological Added Value of Holins 

 Ever since their discovery, holins have been considered useful tools in 
the fi eld of biotechnology, in particular in areas such as food produc-
tion and biological retention  . Food production often involves biological 
transformation processes that depend on the spillage to the media of 
critical enzymes through a controlled or an uncontrolled lysis event. In 
this line, phage holin – endolysin pairs cloned under inducible promot-
ers in plasmids of Lactococcus lactic    have shown to satisfactorily modu-
late the effi ciency of the lysis process with relevance in the dairy 
industry (de Ruyter et al.  1997   ; Labrie et al.  2004 ). This strategy can 
be also powerful for the effective elimination of food poisoning patho-
gens such as Listeria monocytogenes ,  Campylobacter jejuni , and 
Salmonella  (Greer  2005 ). In fact, in August 2006, the Food and Drug 
Administration (FDA) approved the use of phages for the treatment 
of ready - to - eat meat, the process consisting of a mixture of six phages 
designed to be sprayed on the meat to eradicate strains of Listeria
monocytogenes  (Petty et al.  2007 ). 

 Similarly, the area of bioremediation centers its action on the exploi-
tation of the metabolic power of different bacteria for environmental 
purposes (transforming a given contaminating compound, metaboliz-
ing a key substance, etc.), such that after executing their action, the 
bacteria must die. In this case, modifying such organisms with phages 
containing either a holin or the holin – endolysin pair under the control 
of an inducible promoter sensitive to the substance of interest provides 
a suitable controlled system.  

6.3. Holins in Biomedicine 

 In biomedicine, holins can be exploited as universal lethal cargos. It 
must be mentioned that the ectopic expression of the S λ  holin in eukary-
otic cells is cytotoxic, leading to cell death by a non - apoptotic mecha-
nism (Agu et al.  2006, 2007 ). S λ  holin expression produces the disruption 
of the mitochondrial membrane potential and a massive vacuolization 
(Agu et al.  2006, 2007 ). This fi nding anticipates the feasibility of holins 
as antitumoral agents in gene therapy. 

 Regarding the potential of holins to combat infectious diseases, their 
use is still limited to phage therapy as a holin - modifi ed bacteriophage. 
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In general, the use of phage treatments over antibiotic therapy offers 
the following advantages (Matsuzaki et al.  2005 ): (a) phages are effi -
cient against multidrug - resistant pathogenic bacteria; (b) the phage 
specifi city toward the targeted pathogenic bacteria ensures the lack of 
interference with the normal microbial fl ora; (c) the response to the 
appearance of phage - resistant bacterial mutants is fast, since the fre-
quency of phage mutation is signifi cantly higher than that of bacteria; 
(d) the developing costs of phage treatments are lower than those 
linked to antibiotics; and (e) there is a rarity of side effects. 

 The advantages of phage therapy are counteracted by several con-
cerns, such as the following: (a) the rapid bacterial lysis may result in 
the release of a large amount of bacterial membrane - bound endotox-
ins; (b) some phages may encode toxins; (c) there is a lack of pharma-
cokinetic data; (d) phages may be neutralized by the immune system; 
and (e) conversion of lytic phages to lysogenic phages immunizes the 
bacteria to the attacks by lytic phages and may alter the bacterial viru-
lence (P á lffy et al.  2009 , and references therein). Some of the afore-
mentioned concerns have been successfully addressed by different 
approaches; one of them relates particularly to the use of holin func-
tion. Incorporation of holins into therapeutical phages under the 
proper expression regulation provides the pathway for bacterial host 
inactivation in the absence of massive lysis. In other words, isolation 
of the holin expression from the cognate endolysin allows a fast cell 
death without major cell content spillage and membrane fragmenta-
tion. This strategy also reduces the probability of generation of toxin -
 coding phage progenies since cell death can be programmed to take 
place independently of phage cycle. Also, expanding the holin modifi -
cation to a cocktail or combination of phages   reduces the probability 
of immune neutralization ensuring the escape of active phages. 

 Thus, the selection and isolation of the holin function in terms of 
cytoplasmic membrane lesion without major lysis and switching off the 
phage life cycle dependency will provide a potent bactericidal action 
with signifi cant improvements such as reduced immunogenicity, multi-
plicity of administration routes, feasibility in control quality, and 
thermal and chemical stability.   
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1. INTRODUCTION

Staphylococcus aureus  is currently one of the most challenging bacte-
rial pathogens. It is the etiologic agent of a wide range of infections, 
which may be diffi cult to cure due to the ever - growing antibiotic resis-
tance of staphylococci. Of particular concern are methicillin - resistant 
S. aureus  (MRSA) strains, whose prevalence has alarmingly increased 
over the last two decades both in hospital and community settings 
(Boucher and Corey  2008 ). Furthermore, the recent emergence of 
S. aureus  strains with reduced susceptibility to vancomycin, that is, 
vancomycin - intermediate  S. aureus  (VISA) and vancomycin - resistant 
S. aureus  (VRSA), has dramatically limited available treatment options 
for some staphylococcal infections (Appelbaum  2007 ). These data 
clearly show an urgent need for the development of new anti - staphy-
lococcal agents (Moreillon  2008 ). 

 One of the interesting classes of novel antibacterial agents that could 
be used in the prophylaxis and treatment of infections due to multi-
drug - resistant staphylococci are lytic enzymes. These are enzymes that 
cleave covalent bonds in peptidoglycan, thus inducing rapid lysis of a 
bacterial cell (Parisien et al.  2008   ). Of great importance is that lytic 
enzymes can also kill MRSA (Climo et al.  1998 ; von Eiff et al.  2003 ) 
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and S. aureus  strains with reduced susceptibility to vancomycin (Patron 
et al.  1999 ; Rashel et al.  2007   ). 

 The fi rst application of lytic enzymes may be the prophylaxis of 
staphylococcal infections. For instance, these enzymes were shown to 
be highly effective in killing bacteria colonizing mucous membranes in 
an experimental model of colonization (Kokai - Kun et al.  2003 ). Thus, 
they could be used to clear staphylococci colonizing nasal mucosa, 
which, in some clinical settings, can be a starting point for serious infec-
tions (Wertheim et al.  2005 ). Another prophylactic use of lytic enzymes 
might be prevention of the colonization of catheters and implants by 
enzyme molecules coating their surface (Shah et al.  2004   ). Very encour-
aging results obtained in animal models of infections, including bacte-
remia, endocarditis, and ocular infections, suggest that lytic enzymes 
could also be used in the treatment of both topical and systemic staphy-
lococcal infections in humans (Patron et al.  1999 ; Dajcs et al.  2001 ; 
Kokai - Kun et al.  2007 ). Another potential application of lysostaphin is 
the treatment of veterinary infections, for instance, bovine mastitis 
(Oldham and Daley  1991 ).  

2. ANTI-STAPHYLOCOCCAL LYTIC ENZYMES 

 Anti - staphylococcal lytic enzymes specifi cally cleave covalent bonds in 
the peptidoglycan of both S. aureus  and coagulase - negative staphylo-
cocci, thereby inducing their hypotonic lysis. The two major classes of 
anti - staphylococcal lytic enzymes are bacteriocins, especially lyso-
staphin, and staphylococcal phage lysins (a list of representative anti -
 staphylococcal lytic enzymes is shown in Table  7.1 ).   

2.1. Bacteriocins

 Bacteriocins are peptides or proteins produced by bacteria to inhibit 
the growth of other bacteria. While some authors suggest that bacte-
riolytic enzymes should in fact not be classifi ed as bacteriocins, for the 
sake of simplicity, we will assume here that they belong to this class of 
proteins (Nes et al.  2007 ). The best studied anti - staphylococcal bacte-
riocin is lysostaphin, which was used as an antibacterial agent as early 
as the 1960s. 

2.1.1. Lysostaphin 

2.1.1.1.   General Features     Lysostaphin is a plasmid - encoded extracel-
lular bacteriolytic enzyme produced by Staphylococcus simulans  biovar 
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staphylolyticus . Its mature form consists of 246 amino acids and has a 
molecular weight of 25   kDa (Schindler and Schuhardt  1964 ; Thumm and 
G ö tz  1997 ). The lysostaphin molecule is composed of two main func-
tional domains: an N - terminal enzymatic domain and a C - terminal cell 
wall - binding domain (Baba and Schneewind  1996   ; Kumar  2008 ). 
Lysostaphin is a zinc - containing endopeptidase that specifi cally cleaves 
the bonds between glycine residues in the inter - peptide cross - bridges of 
the staphylococcal peptidoglycan, resulting in hypotonic lysis of the 
bacterial cell (Fig.  7.1 ) (Francius et al.  2008 ). The antibacterial range of 
recombinant lysostaphin encompasses both S. aureus  and coagulase -
 negative staphylococci (Climo et al.  1998 ; McCormick et al.  2006 ). 
However, its lytic activity against coagulase - negative staphylococci is 
generally weaker due to the different amino acid content of their cross -
 bridges. Specifi cally, replacement of the glycine residues, especially by 
serine residues, results in a decrease in lysostaphin susceptibility 
(Zygmunt et al.  1968 ; Kumar  2008 ). A signifi cant feature of lysostaphin 
is its capacity for killing both multiplying and nondividing staphylococci 
(Kumar  2008 ). Main characteristics of lysostaphin are listed in Table  7.2   .     

 TABLE 7.1.     A List of Representative Anti - staphylococcal Lytic Enzymes 

   Enzyme Name     Class     Source     Activity 
against
MRSA

   Reference  

  Lysostaphin    Bacteriocin  S. simulans   +    Patron et al. 
 (1999)   

  LasA    Bacteriocin  P. aeruginosa   +    Barequet et al. 
 (2004)   

  MV - L    Lysin    Phage  Ø MR11    +    Rashel et al. 
 (2007)   

   Ø 11 phage lysin    Lysin    Phage  Ø 11    ?  a   Donovan et al. 
 (2006a)   

  LysK    Lysin    Phage K    +    O ’ Flaherty 
et al.  (2005)   

  PlyTW    Lysin    Phage Twort    ?  a   Loessner et al. 
 (1998)   

  Ply187    Lysin    Phage 187    ?  a   Loessner et al. 
 (1999)   

  LysH5    Lysin    Phage  Φ H5    ?  a   Obeso et al. 
 (2008)   

  Protein 17    Phage 
virion - associated 
enzyme

  Phage P68    +    Takac and Blasi 
 (2005)   

a Activities of  Ø 11 phage lysin, PlyTW, Ply187, and LysH5 against MRSA have not been reported 
yet.   
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 In the context of its potential applications as an anti - staphylococcal 
agent, it is very important that lysostaphin can rapidly lyse practically 
all  S. aureus  strains regardless of their antibiotic resistance. For instance, 
in a recent study, all of the 257  S. aureus  clinical isolates tested, includ-
ing 168 methicillin - sensitive  S. aureus  (MSSA) strains and 89 MRSA 
strains, were susceptible to lysostaphin, with minimum inhibitory con-
centrations (MICs)   ranging from 0.03 to 2    μ g/ml in the agar dilution 
assay (Yang et al.  2007 ). MSSA strains were lysed equally effi ciently as 
MRSA strains. The minimum bactericidal concentrations (MBCs)   for 
17 selected strains ranged from 0.016 to 1    μ g/ml. In another study, lyso-
staphin was found to kill all of the 429 clinical  S. aureus  isolates tested, 
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     Figure 7.1.     Schematic representation of the structure of  S. aureus  peptidoglycan. 
Peptidoglycan is a polymer composed of the glycan backbone and amino acids. The 
glycan backbone consists of alternating residues of  N  - acetylglucosamine (GlcNAc) and 
 N  - acetylmuramic acid   (MurNAc). Attached to MurNAc are the tetrapeptide side 
chains cross - linked by the pentaglycine bridges. Lysostaphin specifi cally cleaves the 
pentaglycine cross bridges (marked with arrow), thereby inducing lysis of a bacterial 
cell.  

 TABLE 7.2.     Main Characteristics of Lysostaphin 

   Source      S. simulans   

  Molecular mass    25   kDa  
  Enzymatic specifi city    Endopeptidase  
  Antibacterial range     S. aureus , coagulase -

 negative staphylococci  
  Activity against MRSA    +  
  Activity against VISA    +  
  Capacity to disrupt 

staphylococcal biofi lms  
  +  
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including 210 isolates obtained from nasal swabs of S. aureus  carriers 
and 219 isolates from blood of individuals with S. aureus  bacteremia 
(von Eiff et al.  2003 ). No differences were found in the susceptibilities 
of the MSSA and MRSA isolates to lysostaphin, and the MBC values 
for 10 selected strains were 0.16    μ g/ml. 

 Aside from planktonic cells, staphylococcal biofi lms can also be 
eliminated by lysostaphin. This effect is specifi c to biofi lms formed by 
lysostaphin - sensitive staphylococci (MSSA, MRSA, and  Staphylococcus
epidermidis ). Lysostaphin ’ s activity against staphylococcal biofi lms was 
shown to be more potent than those of oxacillin, vancomycin, and 
clindamycin (Wu et al.  2003 ). 

 A very important problem is the development of an assay that could 
be used to determine the susceptibility of staphylococci to lysostaphin. 
This question was addressed in a study, in which four different methods 
for distinguishing lysostaphin - sensitive strains from lysostaphin - resis-
tant ones were compared (MIC, MBC, turbidity, and disk diffusion 
assays) (Kusuma and Kokai - Kun  2005 ). The study was performed on 
57 different S. aureus  strains, including MSSA, MRSA, VISA, and 
mupirocin - resistant strains, and defi ned genetic mutants of  S. aureus . 
As negative controls, three reference lysostaphin - resistant  S. aureus
strains were included. Although some inconsistencies were noted 
between individual assays when determining the degree of lysostaphin 
susceptibility, there was a high correlation between all four methods 
with respect to identifying lysostaphin - susceptible bacteria (all of the 
57 strains examined were susceptible to lysostaphin by all four methods, 
whereas all reference strains were resistant). This study revealed that 
the simplest and most reproducible assay to determine lysostaphin 
susceptibility is the disk diffusion assay.  

2.1.1.2.   Applications     One of the main medical applications of lyso-
staphin may be the elimination of S. aureus  nasal colonization. It was 
shown that staphylococci colonizing nasal mucous membrane can cause 
serious infections in some clinical settings (e.g., in patients undergoing 
major surgery) (Wertheim et al.  2005 ). Furthermore, clearance of  S.
aureus  colonization was found to decrease the risk of developing infec-
tions and the horizontal spread of antibiotic - resistant staphylococci 
within some communities (Lee et al.  1999 ; Yano et al.  2000 ). Prophylactic 
use of antibiotics, especially mupirocin, as decolonizing agents is hin-
dered by their relatively slow antibacterial effects and the development 
of bacterial resistance. Thus, lysostaphin, in view of its rapid anti -
 staphylococcal activity and a capacity for killing antibiotic - resistant 
strains, could be used as a means of prophylaxis of staphylococcal 
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infections. Another advantage of lysostaphin over antibiotics is its 
narrow antibacterial range, which allows the specifi c elimination of 
staphylococci without adversely affecting other bacteria from normal 
microfl ora. 

 The most detailed study to evaluate the effectiveness of lysostaphin 
as a decolonizing agent was performed in a cotton rat model of S.
aureus  colonization (Kokai - Kun et al.  2003 ). In one of the experiments, 
rats were instilled intranasally with 10 9  colony forming units (cfu) of 
MRSA and, after several days, were topically administered lysostaphin 
formulated in a petrolatum - based cream  . The highest eradication rate 
(100%) was obtained in animals that were administered three doses of 
0.5% cream over 3 days. One dose of 0.5% lysostaphin cream eradi-
cated colonization in 93% of the rats (in the remaining rats, the degree 
of colonization was very low). Further decreasing of the lysostaphin 
dose resulted in still lower eradication rates (55% and 20% for three 
doses and one dose of 0.125% cream, respectively). Importantly, one 
dose of 0.5% lysostaphin cream was more effective in clearing bacteria 
than one dose of 2% mupirocin ointment and 0.5% and 5% nisin 
cream. Furthermore, the antibacterial effect of lysostaphin was more 
rapid than that of mupirocin (bacteria were eradicated within 4   h after 
administration of a single dose of lysostaphin, whereas mupirocin erad-
icated colonization after three daily doses). The enzyme successfully 
eradicated nasal colonization by MSSA, MRSA, and mupirocin - resis-
tant S. aureus . In another experiment, no recurrence of colonization 
was found over the 1 - week observation period after eradication of 
staphylococci by lysostaphin. Interestingly, no lysostaphin - resistant 
staphylococci were isolated in any of the experiments, and an  in vitro  -
 isolated lysostaphin - resistant strain had a much lower colonizing capac-
ity than its lysostaphin - sensitive counterpart. 

 It is also noteworthy that lysostaphin ’ s capacity for clearing staphy-
lococci colonizing nasal mucous membrane was evaluated in three 
other trials conducted in the late 1960s and early 1970s (Harris et al. 
 1967 ; Martin and White  1967 ; Quickel et al.  1971 ). However, the results 
of these studies were not as encouraging as those obtained in the 
above - discussed study performed on cotton rats, the major problem 
being relatively quick relapses of colonization. Two main reasons are 
currently ascribed to the inability of lysostaphin to eradicate the bac-
teria. First, the preparations of lysostaphin used at that time were not 
as reliable as those of the recombinant enzyme employed currently. 
Second, lysostaphin was administered to colonized individuals as a 
saline solution, which was shown to be ineffective in experiments per-
formed on cotton rats. Therefore, the inadequate effi cacy of lysostaphin 
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found in earlier studies is not a solid argument against its use as a 
decolonizing agent. 

 One of the factors reducing the effectiveness of lysostaphin as a 
decolonizing agent could be the rapid clearance of enzyme molecules 
from the surface of the mucous membrane. Therefore, two different 
delivery systems were developed to extend the mucosal residence time 
of lysostaphin (Walsh et al.  2004 ). The fi rst is based on a hydrophilic 
cream forming an emulsion with the secretions of the nasal mucosa. 
This formulation was shown to increase mucosal retention of the 
enzyme by 10 - fold at 3   h post - administration and as much as 50 - fold 
at 24   h post - administration compared with lysostaphin formulated in 
saline drops. It was also shown that administration of a single dose of 
the cream allows retention of the level of lysostaphin on the surface 
of the mucous membrane above the minimal bactericidal concentra-
tion for most staphylococcal strains for over 24   h. This implies that the 
enzyme could be effective when administered once daily. Furthermore, 
extended mucosal residence time of lysostaphin decreases the risk of 
developing resistance resulting from prolonged exposure of bacteria 
to a concentration of lysostaphin below its minimal therapeutic value. 
The other delivery system that was shown to extend the mucosal resi-
dence time of lysostaphin is based on the mucoadhesive polymers 
chitosan and sodium polystyrene sulfonate (SPSS). Both the hydro-
philic cream and mucoadhesive formulations were more effective in 
clearing S. aureus  nasal colonization than lysostaphin formulated in 
saline drops. It was proposed that the cream could be administered 
in the fi rst instance to colonized individuals to clear staphylococci 
rapidly from the most anterior part of the nasal mucosa, where most 
bacteria are found. A spray containing a mucoadhesive formulation 
of the enzyme, which is cheaper and easier to use, could be applied 
next to prevent recolonization. Using a spray alone would likely be 
less effective because it is diffi cult to deliver to the most anterior part 
of the nose. 

 Another important prophylactic application of anti - staphylococcal 
lytic enzymes might be the prophylaxis of catheter - related bloodstream 
infections, which are most often caused by coagulase - negative staphy-
lococci and S. aureus . The effi cacy of lysostaphin in this regard was 
shown in an interesting study, which revealed that enzyme molecules 
can be readily adsorbed onto the catheter surface without losing their 
antibacterial activity (Shah et al.  2004 ). Lysostaphin adsorbed on the 
catheter surface could not only prevent S. aureus  surface colonization 
but also kill bacteria in solution within the catheter lumen. While 
increasing the coating time resulted in a more potent antibacterial 
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activity, a substantial effect was achieved even upon 5   min of coating 
of the catheter surface with enzyme. Importantly, lysostaphin adsorbed 
on the catheter surface maintained signifi cant activity for at least 4 
days. Furthermore, lysostaphin ’ s antibacterial activity was not substan-
tially decreased following incubation of catheters with human serum 
for 24   h, which shows that serum proteins do not adversely affect the 
activity of enzyme adsorbed on the catheter surface. In view of the 
clinical importance of catheter - related infections, the results of this 
study have very important implications. First, they indicate that lyso-
staphin may provide a novel means of preventing catheter colonization 
by both S. aureus  and, possibly, coagulase - negative staphylococci. 
Second, they show that a signifi cant anti - staphylococcal effect could be 
maintained relatively easily by health - care workers by periodic fl ushing 
of the catheter with a solution of enzyme. 

 The other general application of lysostaphin in clinical medicine 
could be the treatment of staphylococcal infections, both topical and 
systemic. Thus far, the therapeutic effectiveness of lysostaphin has 
been evaluated in experimental models of bacteremia (Kokai - Kun 
et al.  2007 ), endocarditis (Patron et al.  1999 ), neonatal infections 
(Oluola et al.  2007 ), and some ocular infections, especially endophthal-
mitis (Dajcs et al.  2001 ) and keratitis (Dajcs et al.  2000 ). The enzyme 
was also proposed as a potential means of eliminating staphylococci 
from infected wounds (Gunn and Hengesh  1969 ; Huan et al.  1994 ). 

 In a rabbit model of aortic valve endocarditis induced by a clinical 
MRSA isolate, the therapeutic effi cacy of lysostaphin was compared 
with that of vancomycin (Climo et al.  1998 ). It was found that lyso-
staphin administered three times daily at a dose of 5   mg/kg sterilized 
staphylococcal vegetations in 10 of 11 rabbits, with a mean reduction 
in bacterial vegetation counts of 8.5   log 10    cfu/g of tissue compared with 
untreated controls. Vancomycin given twice daily at a dose of 30   mg/
kg did not sterilize any vegetation and decreased staphylococcal counts 
by only 4.8   log 10    cfu/g of tissue. Although lysostaphin administered once 
daily was less effi cacious than when given three times daily, the com-
bination of lysostaphin and vancomycin was more effective than either 
treatment alone. Similar results were obtained in a rabbit model of 
aortic valve endocarditis caused by a clinical isolate of S. aureus  with 
reduced susceptibility to glycopeptides (GISA), in which lysostaphin 
was signifi cantly more effective than vancomycin in terms of the ster-
ilization of aortic valve vegetation (Patron et al.  1999 ). 

 It is noteworthy that the results obtained in the treatment of  S.
aureus  systemic infection in mice suggest that repeated administration 
of lower doses of lysostaphin during a short period of time may be more 
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effective than the administration of one large dose of the enzyme 
(bolus) (Kokai - Kun et al.  2007 ). 

 The antibacterial effects of lysostaphin were also evaluated in a rat 
model of neonatal infections (Oluola et al.  2007 ). To that end, suckling 
rats were inoculated subcutaneously with 2    ×    10 6    cfu   of MSSA. 
Lysostaphin was administered intraperitoneally (i.p.) to separate 
groups of pups at 30   min or 3   h after staphylococcal challenge. Both 
early and late lysostaphin treatment signifi cantly improved the survival 
of the pups compared with the control group. The effectiveness of 
lysostaphin in this model was comparable with those of vancomycin 
and oxacillin. It was also found that lysostaphin treatment did not 
adversely affect weight gain by the pups. 

 Lysostaphin was also investigated as a potential means of treating 
some ocular infections, especially endophthalmitis and keratitis. In a 
rabbit model of MRSA endophthalmitis, lysostaphin was injected 
intravitreally at 8 or 24   h postinfection (Dajcs et al.  2001 ). Both the 
early and late lysostaphin treatment resulted in a signifi cant decrease 
in MRSA counts in the vitreous humor. Furthermore, administration 
of lysostaphin at 8   h postinfection led to sterilization of 88% of the eyes, 
while injection of the enzyme at 24   h after bacterial challenge resulted 
in sterilization of 50% of the eyes compared with the 0% sterilization 
rate in the untreated rabbits. It was also shown that only the eyes of 
the rabbits that received lysostaphin 8   h postinfection had less pro-
nounced infl ammatory changes, while lysostaphin administered 24   h 
postinfection failed to prevent the development of severe infl ammation 
in ocular tissues. 

 Similar results were obtained in a study in which endophthalmitis 
was induced by intravitreal injection of different coagulase - negative 
staphylococcal species (McCormick et al.  2006 ). At 8   h postinfection, 
lysostaphin was administered at a dose of 250    μ g by the same route, 
and the numbers of viable staphylococci   were determined in the vitre-
ous humor. It was found that lysostaphin signifi cantly reduced the 
colony forming unit counts compared with untreated eyes for most of 
the strains tested, including two methicillin - sensitive  S. epidermidis
strains, three  Staphylococcus warneri  strains, four  Staphylococcus sim-
ulans  strains, two  Staphylococcus cohnii  strains, and two  Staphylococcus
capitis  strains. For the remaining strains, that is, two methicillin - resis-
tant S. epidermidis  strains, one  S. cohnii  strain, and two  Staphylococcus
haemolyticus  strains, the reduction in the colony forming unit counts 
in the vitreous humor was very small and insignifi cant. An interesting 
fi nding of this study was a discrepancy between the MIC values for 
some strains and their susceptibility to lysostaphin in vivo . For example, 
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one S. capitis  strain was fairly susceptible to the enzyme  in vivo  in spite 
of a very high MIC value. On the other hand, one methicillin - resistant 
S. epidermidis  strain was not susceptible to lysostaphin treatment  in
vivo  despite a relatively low MIC value. 

 In a rabbit model of MRSA keratitis, the antibacterial effects of 
lysostaphin were compared with those of vancomycin (Dajcs et al. 
 2000 ). Both drugs were administered topically. When applied early 
(4 – 9   h postinfection), lysostaphin sterilized 100% of the corneas, while 
vancomycin did not sterilize any. Although when administered later 
(10 – 15   h postinfection) the enzyme failed to sterilize any cornea, its 
effectiveness was signifi cantly higher (approximately 100,000 - fold) 
than that of vancomycin in terms of reducing colony forming unit per 
cornea values. Importantly, lysostaphin did not exert any deleterious 
effects on ocular tissues, as graded by the slit - lamp examination. In a 
separate experiment performed using an S. aureus  mutant lacking the 
capability to induce corneal epithelial erosion, lysostaphin was shown 
to penetrate the intact cornea effi ciently and kill the bacteria. As in 
previous experiments, the decrease in colony forming unit per cornea 
was signifi cantly higher following lysostaphin administration than upon 
vancomycin treatment. 

 An interesting study showed that lysostaphin can also cure ocular 
infections in immunized animals (Dajcs et al.  2002 ). In this study, 
rabbits were immunized against lysostaphin by the subcutaneous, intra-
nasal, or intraocular route. In separate experiments, the effi cacy of 
lysostaphin was subsequently evaluated in MRSA keratitis and endo-
phthalmitis. In both models, a single topical dose of the enzyme signifi -
cantly decreased bacterial counts in ocular tissues, and in rabbits with 
endophthalmitis, it was suffi cient to completely clear the bacteria, as 
indicated by sterile vitreous humor in the eyes of the treated animals. 
In spite of the generation of neutralizing antibodies, the results obtained 
in the immunized rabbits were essentially the same as those found in 
nonimmunized animals. Furthermore, no adverse reactions were noted 
following the administration of lysostaphin to immunized rabbits, and 
slit-lamp examination (SLE)   scores were comparable in both groups 
of animals. These data suggest that lysostaphin could be administered 
repeatedly in the treatment of ocular infections while maintaining sub-
stantial biological activity. 

 Another fi eld of lysostaphin application could be the prophylaxis 
and treatment of veterinary infections, for example, bovine mastitis. 
Three major ways of preventing and/or treating bovine mastitis have 
been proposed: (a) topical administration of recombinant lysostaphin, 
(b) the introduction of the lysostaphin gene into cells of the mammary 
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glands by means of a gene therapy vector, and (c) the generation of 
infection - resistant transgenic animals expressing the lysostaphin gene 
in their mammary glands. The fi rst approach relies on the intramam-
mary administration of recombinant lysostaphin to infected animals. In 
one such study, 30 dairy cattle were infected with  S. aureus  and subse-
quently administered, through the teat canal, recombinant lysostaphin 
dissolved in phosphate - buffered saline (PBS), sodium cephapirin in 
PBS, or a commercial preparation of cephapirin (Oldham and Daley 
 1991 ). It was found that the minimum effective therapeutic dose of 
lysostaphin was 100   mg. Administration of one 100 - mg dose of the 
enzyme resulted in maintaining the lysostaphin MBC in milk for up to 
36 – 48   h. That lysostaphin is fairly stable in milk was also shown in 
another experiment in which incubation of the enzyme in milk at 37    ° C 
for 72   h did not lead to a signifi cant decrease in lysostaphin ’ s antibacte-
rial activity. The cure rate in animals that received lysostaphin at the 
dose of 100   mg was 20% compared with 29% and 57% for sodium 
cephapirin in PBS and its commercial preparation, respectively. In fact, 
although after the administration of lysostaphin no staphylococci were 
detected in the majority of the animals, the overall effi cacy of the treat-
ment was decreased by relatively quick relapses, likely caused by bac-
teria internalized by cells of the mammary glands. Furthermore, in view 
of the large difference in therapeutic effi cacy between cephapirin in 
PBS and its commercial preparation (containing the antibiotic formu-
lated in a peanut oil base), the authors suggested that lysostaphin could 
also be much more effi cacious in an improved formulation. 

 The second approach to preventing or treating mastitis relies on the 
introduction of the lysostaphin gene to the mammary gland cells of 
individual animals. The effectiveness of this approach was evaluated 
by Fan et al., who employed a replication - defi cient human adenoviral 
vector containing a modifi ed lysostaphin gene. In the fi rst experiment, 
the adenoviral vector was used to transduce bovine mammary gland 
epithelial cells in vitro , which resulted in the production and release of 
functional lysostaphin into cell culture medium. While the lysostaphin 
concentration in the culture medium reached 0.8    μ g/ml, its biological 
activity was at a level of 20% of that typical of recombinant lysostaphin 
produced by bacteria. In the second major experiment, the same vector, 
administered by intramammary infusion, was used to transduce 
mammary gland cells of nonlactating goats in vivo . Lysostaphin expres-
sion in the mammary glands did not appear to adversely affect the 
health of the animals. The enzyme ’ s concentration in the secretions 
of the mammary glands ranged from 0.2 to 0.6    μ g/ml on day 1 after 
infusion and from 0.9 to 1.1    μ g/ml on day 2 postinfusion. These 
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concentrations were fairly low, resulting in inadequate antibacterial 
activity of lysostaphin, as measured in spot - on - lawn assays (Fan et al. 
 2002 ). 

 In a separate study, it was shown that the primary factor accounting 
for the inadequate persistence of lysostaphin expression in the 
mammary cells of goats is a potent immune response to both the 
enzyme and the adenoviral vector (Fan et al.  2004 ). After intramam-
mary infusion of the vector, the lysostaphin concentration in the secre-
tions of the mammary glands rose gradually to reach its maximum level 
approximately 1 week postinfusion. Then the lysostaphin concentra-
tion dropped sharply, returning to basal levels between days 14 and 21 
postinfusion. A specifi c humoral response developed fairly rapidly, as 
manifested by high titers of IgG   reactive to lysostaphin and adenovirus 
in both blood and the secretions of the mammary glands. Antibodies 
reactive to the enzyme were detectable in blood of the goats on day 11 
postinfusion and remained at a high level for 42 days, while those reac-
tive to adenovirus developed within 1 week after infusion. That lyso-
staphin is neutralized largely by specifi c antibodies was clearly evident 
in one goat in which the lowest titer of anti - lysostaphin antibodies was 
accompanied by the highest concentration of the enzyme in mammary 
gland secretions. The authors of the two studies concluded that gene 
therapy does not appear to be a feasible method of preventing bovine 
mastitis due to inadequate persistence of lysostaphin expression result-
ing from the strong humoral immune response to both the enzyme and 
the vector. 

 The most sophisticated method of preventing mastitis is the genera-
tion of staphylococcal infection - resistant transgenic animals expressing 
the lysostaphin gene in their mammary glands. The effectiveness of this 
strategy was evaluated in two studies, one performed on mice and the 
other on cows. 

 In the fi rst study, three lines of transgenic mice secreting lysostaphin 
into their milk were generated, a low - expressing line, a medium -
 expressing line, and a high - expressing line, in which the milk contained 
lysostaphin in concentrations of ∼ 0.06,  ∼ 0.13, and  ∼ 0.8   mg/ml, respec-
tively (Kerr et al.  2001 ). Lysostaphin expression was shown to be 
restricted essentially to cells of the mammary gland. The enzyme did 
not appear to adversely affect the physiology of the transgenic mice, 
the structure of their mammary glands, or the quality of their milk. 
Specifi cally, both the total protein content and the general pattern of 
milk proteins were comparable to those found in non - transgenic mice, 
which indicates that lysostaphin does not cleave milk proteins. 
Furthermore, transgenic mice were fertile and lysostaphin did not 
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impair their lactation. While the antibacterial activity of lysostaphin 
produced by eukaryotic cells was 5 – 10 times lower than that of the 
enzyme obtained from bacteria, milk from transgenic mice did contain 
considerable staphylolytic activity. To evaluate the effi cacy of the 
studied approach, the mammary glands of lactating transgenic mice 
were inoculated with 10 4    cfu of  S. aureus . Twenty - four hours after inoc-
ulation, staphylococci were enumerated in mammary gland homoge-
nates. It was found that 100% of the glands of the high - expressing line 
and ∼ 40% of those of the other two lines were completely resistant to 
infection. In contrast,  ∼ 77% of the glands of the non - transgenic mice 
were severely infected and contained over 10 8    cfu of staphylococci per 
gland, while a further 18% contained a moderate bacterial load (10 5  –
 10 8    cfu/gland). It was also shown that the degree of resistance to staphy-
lococcal challenge correlated with the lysostaphin content in the 
mammary glands. Importantly, even the glands of transgenic mice con-
taining viable staphylococci retained their normal structure, while the 
majority of glands of non - transgenic mice had apparent signs of infl am-
mation in histopathologic examination. It is worth pointing out that the 
acute infection induced in this study is not likely to develop spontane-
ously. Therefore, it is possible that even the transgenic line with the 
lowest level of lysostaphin expression would be resistant to infection 
in natural settings. It needs to be stressed that the transgenic mice 
generated in this study will secrete lysostaphin only during the lactating 
period. However, resistance to infection during the non - lactating period 
can be achieved by fusing the lysostaphin gene with a different regula-
tory region. The risk of developing resistance to lysostaphin may be 
reduced by simultaneous use of more than one antibacterial protein. 

 In the other study, transgenic cows were generated in which the 
expression of the lysostaphin gene under the control of an ovine β  -
 lactoglobulin promoter was restricted to mammary gland secretory 
epithelium (Wall et al.  2005 ). The lysostaphin concentration in the milk 
of the transgenic animals ranged from 0.9 to 14   mg/ml, maintaining a 
constant level over most of the lactation period. Remarkably, the lyso-
staphin concentration in the milk of the highest expressing transgenic 
cow was at a level of 1% of the concentration found in the highest 
expressing transgenic mice in the previous study. While in the spot - on -
 lawn assay the lysostaphin from the milk of the transgenic cows had 
only 15% of the biological activity of that produced by bacteria, its 
concentration in the milk of the highest expressing cow was suffi cient 
to completely block the growth of staphylococci. No differences were 
found in the volume of milk produced by the transgenic and non -
 transgenic cows, and lysostaphin did not appear to exert any effect on 
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milk proteins. The lysostaphin expression in the mammary glands of 
the transgenic cows resulted in substantial resistance to infection by S.
aureus . Following intramammary infusion of staphylococci, only 14% 
of the mammary glands of the transgenic cows become infected com-
pared with 71% of the glands of the non - transgenic animals. Interestingly, 
the degree of resistance to bacterial challenge appeared to correlate 
with the level of lysostaphin expression: the cow with the highest lyso-
staphin expression was completely resistant to infection, while that 
with the lowest lysostaphin concentration in milk was the most suscep-
tible. Furthermore, unlike the non - transgenic controls, the transgenic 
cows had no signs of infl ammation, as measured by the percentage of 
somatic cells in the milk, the level of acute - phase blood proteins, and 
body temperature.  

2.1.1.3.   Synergy with Other Antibacterial Agents     In several studies, 
synergy was noted between lysostaphin and other antibacterial agents, 
including lytic enzymes (lysozyme and LysK), cationic antimicrobial 
peptides, and some antibiotics. While lysozyme itself practically did not 
act on staphylococci, it substantially reduced the lysostaphin MIC 
values for all of the 84 S. aureus  strains tested and 151 strains belonging 
to nine different coagulase - negative staphylococcal species. A particu-
larly large (200 - fold) decrease in the lysostaphin MIC value was noted 
for S. cohnii , while the MIC values for the other species were reduced 
16 -  to 45 - fold (Cisani et al.  1982 ). Synergy was also observed against 
MRSA for a combination of lysostaphin and LysK lysin (Becker et al. 
 2008 ). 

 In another study, synergy in the effects against  S. aureus  was shown 
for combinations of lysostaphin and three different cationic antimicro-
bial peptides: ranalexin, magainin 2, and dermaseptin s3 (Graham and 
Coote  2007 ). The synergistic antibacterial effect was restricted to lyso-
staphin - susceptible staphylococci and was not found with  Escherichia 
coli  or  Enterococcus faecalis . Synergy most likely resulted from lyso-
staphin - mediated peptidoglycan degradation facilitating the access of 
membrane - active peptides to the surface of the plasma membrane. 
Synergistic inhibition of bacterial growth was also achieved upon expo-
sure of both MSSA and MRSA to fi lter paper disks impregnated with 
lysostaphin and ranalexin. These results have important clinical impli-
cations, as they show that dressings impregnated with both agents could 
be used to clear S. aureus  from infected wounds. 

 Some studies revealed that lysostaphin can also act synergistically 
with different antibiotics both in vitro  and  in vivo . For example, synergy 
was shown for a combination of lysostaphin and different β  - lactam 
antibiotics against oxacillin - resistant  S. aureus  (ORSA) and oxacillin -
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 resistant  S. epidermidis in vitro  and in a rabbit model of endocarditis 
(Climo et al.  2001 ; Kiri et al.  2002 ). Moreover, lysostaphin exhibited 
synergistic bactericidal activity with β  - lactam antibiotics, bacitracin, 
and polymyxin B against both MSSA and MRSA in vitro  (Polak et al. 
 1993 ). In another study, lysostaphin was found to act synergistically 
with gentamicin against MRSA in vitro  (LaPlante  2007 ).  

2.1.1.4.   Immunogenicity     One of the major problems associated with 
the therapeutic use of proteins is their immunogenicity, resulting largely 
from the induction of a specifi c humoral response (De Groot and Scott 
 2007 ). Specifi c antibodies could decrease the therapeutic effectiveness 
of lytic enzymes particularly following their repeated injection. 
However, some studies have unexpectedly shown that such antibodies 
in fact do not neutralize, but at most moderately reduce the antibacte-
rial activity of lysostaphin in vivo  (Climo et al.  1998 ; Dajcs et al.  2002 ). 

 It is noteworthy that similar results were obtained in experiments 
involving other lytic enzymes that exerted signifi cant antibacterial 
activity both in vitro  and  in vivo  in spite of the presence of neutralizing 
antibodies (for details, see Chapter  1   ). 

 It is also very important that protein immunogenicity can be reduced 
by means of conjugation of polyethylene glycol (PEG) molecules 
(PEGylation), resulting in an improvement in pharmacokinetic fea-
tures. The benefi cial effects of PEGylation of proteins include, among 
others, a decrease in their ultrafi ltration and uptake by dendritic cells 
as well as blocking access of proteolytic enzymes and specifi c antibod-
ies. PEGylation was also evaluated as a potential means of improving 
lysostaphin pharmacokinetics (Walsh et al.  2003 ). Although PEGylated 
lysostaphin could still lyse staphylococci, its lytic capacity was decreased 
compared with unmodifi ed enzyme. However, lysostaphin with a lower 
degree of PEGylation was capable of lysing S. aureus  cells equally 
effectively as, though slightly more slowly than, non - PEGylated 
enzyme. Predictably, PEG conjugation considerably improved the 
pharmacokinetic features of lysostaphin, especially the serum half - life 
and the total serum drug concentration. Furthermore, PEGylated lyso-
staphin had an even more than 10 - fold reduced binding affi nity to 
specifi c antibodies compared with unconjugated enzyme. However, to 
what extent the improved pharmacokinetics of lysostaphin will trans-
late into its more effi cient  in vivo  antibacterial activity remains to be 
verifi ed.  

2.1.1.5.   Resistance to Lysostaphin     Thus far, four mechanisms have 
been identifi ed that may account for the development of staphylococcal 
resistance to lysostaphin. The fi rst results from mutations in the  femA
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gene. Functional inactivation of FemA leads to the formation of mono-
glycine cross - bridges in the staphylococcal peptidoglycan, which make 
bacteria insensitive to lysostaphin. However, such mutants become 
sensitive to methicillin and hypersusceptible to other classes of antibi-
otics (Kusuma et al.  2007 ). In a rabbit model of ORSA endocarditis, 
coadministration of nafcillin suppressed the development of lysostaphin 
resistance (Climo et al.  2001 ). Furthermore, the emergence of resis-
tance dependent on this mechanism results in a reduction in bacterial 
fi tness and virulence both  in vitro  and  in vivo  (Kusuma et al.  2007 ). 

 A decrease in staphylococcal susceptibility to lysostaphin may also 
be mediated by mutations in the lyrA  gene (Gr ü ndling et al.  2006 ). 
While the function of LyrA protein has not been identifi ed as yet, it 
was shown that the disruption of the lyrA  gene results in a fourfold 
increase in the lysostaphin MIC value. 

 The third mechanism associated with lysostaphin resistance is based 
on the incorporation of amino acids other than glycine into the cross -
 bridges (Kusuma et al.  2007 ). This modifi cation eliminates the glycine –
 glycine bonds, the natural target of lysostaphin, from the peptidoglycan. 
The incorporation of other amino acids, especially serine, into the 
cross - bridges can be mediated by three different plasmid genes ( lif ,  epr , 
and epr -  like genes found in  S. simulans  biovar  staphylolyticus ,  S. capitis
EPK1, and  Staphylococcus sciuri , respectively). 

 Lysostaphin resistance may also be mediated by mutations in the 
sspC  gene encoding an inhibitor of the secreted protease staphopain B 
(Shaw et al.  2005 ). However, the exact mechanism accounting for the 
development of lysostaphin resistance following functional inactivation 
of SspC has not been elucidated.   

2.1.2. Other Bacteriocins   Aside from  S. simulans , other bacterial 
species can also produce staphylolytic enzymes. These include, among 
others,  Pseudomonas aeruginosa ,  Aeromonas hydrophilia ,  Streptomyces
griseus ,  S. capitis , and  S. epidermidis  (Sugai et al.  1997 ). It appears that 
at least some of these could be used as anti - staphylococcal agents. An 
example of such an enzyme is LasA protease, also termed staphyloly-
sin. This enzyme is produced by  P. aeruginosa  and its effi cacy was 
shown in a rabbit model of both MSSA and MRSA keratitis (Barequet 
et al.  2004 ).   

2.2. Bacteriophage Lysins 

 Endolysins or lysins make up another class of anti - staphylococcal lytic 
enzymes (Borysowski et al.  2006 ; Fischetti  2008 ). These are dsDNA bac-
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teriophage - encoded peptidoglycan hydrolases that are produced in 
phage - infected bacterial cells to degrade peptidoglycan, thereby ensur-
ing the release of progeny virions (lysins are described in more detail 
in Chapter  1 ). Below are characterized lysins derived from staphylo-
coccal phages, including MV - L, LysK, PlyTW, Ply187, and  S. aureus
 Ø 11 phage lysin. 

 MV - L is a lysin encoded by  S. aureus  phage  Ø MR11 (Rashel et al. 
 2007 ). This enzyme contains two enzymatic domains, the fi rst of which 
is homologous to the cysteine, histidine-dependent aminohydrolases/
peptidases (CHAP)   domain (endopeptidase) and the other to the 
Ami - 2 domain (amidase).  In vitro , MV - L rapidly lysed all 13  S. aureus
strains tested, including nine MRSA strains and a lysostaphin - resistant 
MSSA strain (MRSA and MSSA strains were lysed with comparable 
effi cacy). While MV - L was also capable of lysing two VRSA strains 
and seven VISA strains under growing conditions, the other 11 VISA 
strains could only be lysed under nongrowing conditions. Importantly, 
a synergistic effect against a VISA strain was noted for the combination 
of MV - L and vancomycin. Interestingly, unlike lysostaphin, MV - L did 
not display activity against S. epidermidis . The inability of MV - L to kill 
S. epidermidis  may prove advantageous because this species can inhibit 
the growth of S. aureus . In a murine model of nasal colonization, one 
topical dose of lysin administered to mice 60   h after intranasal MRSA 
inoculation completely cleared bacteria in one of nine mice and sub-
stantially reduced the colonization in the remaining eight animals. In 
a murine model of MRSA bacteremia, injection of a single dose of 
MV - L 60   min after a lethal dose of MRSA reduced the mortality rate 
to 40%, whereas administration of the enzyme either simultaneously 
with or 30   min after MRSA rescued 100% of the mice. 

 Another anti - staphylococcal lytic enzyme is lysin encoded by  S.
aureus   Ø 11 bacteriophage (Navarre et al.  1999 ; Donovan et al.  2006a ). 
This enzyme is composed of an N - terminal CHAP domain, an amidase 
domain, and a C - terminal cell wall - binding SH3b domain, all of which 
are required for maximal lytic activity. Deletion of either enzymatic 
domain decreased the effi ciency of bacterial lysis, whereas deletion of 
the cell wall - binding domain practically abolished the antibacterial 
activity of the enzyme.  Ø 11 lysin was also found to be capable of elimi-
nating the biofi lm of  S. aureus , but not that of  S. epidermidis , on arti-
fi cial surfaces (Sass and Bierbaum  2007   ). The effects of  Ø 11 against 
both staphylococcal cells and S. aureus  biofi lm were essentially compa-
rable to those of lysostaphin. In the turbidity reduction assay, the 
antibacterial range of the lysin was shown to encompass several major 
staphylococcal mastitis pathogens, including both  S. aureus  and 
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coagulase- negative staphylococci ( Staphylococcus chromogenes ,  S.
epidermidis ,  Staphylococcus hyicus ,  S. simulans ,  S. warneri , and 
Staphylococcus xylosus ). Since the enzyme is considered a potential 
means of treating bovine mastitis, it is very important that it retains its 
antibacterial activity at the physiological pH and Ca 2+  concentration 
found in bovine milk. 

 LysK is a lysin derived from the polyvalent staphylococcal phage K 
(O ’ Flaherty et al.  2005 ). The antibacterial range of this enzyme was 
restricted to S. aureus  and coagulase - negative staphylococci. 
Importantly, the enzyme was capable of killing, though less effi ciently, 
MRSA, heteroVRSA (hVRSA)  , and VRSA, as well as teicoplanin -
 resistant staphylococcal strains. 

 PlyTW is an amidase encoded by the  S. aureus  bacteriophage Twort 
(Loessner et al.  1998 ). It is an interesting enzyme in that its full - length 
form has a substantially lower lytic activity than that of the truncated 
N - terminal fragment, even though it is the C - terminal domain that is 
responsible for cell wall binding. In this regard, it is noteworthy that 
some lysins encoded by phages specifi c to other bacterial species are 
also more active in their N - truncated forms. These fi ndings imply that 
the activity of at least some anti - staphylococcal lytic enzymes could be 
increased relatively easily by removing their C - terminal domains. 

 Another anti - staphylococcal lysin is Ply187 encoded by  S. aureus
bacteriophage 187 (Loessner et al.  1999 ). The N - terminus of this lysin 
contains a putative amidase domain, whereas the exact function of the 
C - terminal domain is unknown. Despite displaying homology to the 
putative glucosaminidase domains of the Atl staphylococcal autolysins, 
it was shown to have no enzymatic activity. It is unlikely to be an 
essential cell wall - targeting domain either, because the C - truncated 
form of the enzyme exhibits higher lytic activity than its intact form. It 
is possible that Ply187, like the Atl autolysins, is posttranslationally 
cloven into two separate polypeptides. 

 LysH5 is a lysin derived from  S. aureus  bacteriophage  Φ H5 (Obeso 
et al.  2008 ). This enzyme contains three putative domains: an N - terminal 
CHAP domain, an amidase domain situated in the central part of the 
protein, and a C - terminal cell wall - binding SH3b domain. LysH5 exhib-
ited maximal lytic activity in a pH range between 6 and 7 and in a 
temperature range between 30 and 45    ° C. In turbidity reduction assays, 
all of the 52 S. aureus  strains tested of both bovine and human origin 
as well as 25 clinical S. epidermidis  strains were found susceptible to 
LysH5 lytic activity. Interestingly, strains of bovine origin isolated from 
animals with mastitis were lysed more effi ciently than clinical isolates 
of human origin. The enzyme was reported as a potential biopreserva-
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tive specifi cally preventing  S. aureus  growth in milk and dairy products. 
Therefore, its antibacterial activity was tested in milk. At both higher 
and lower S. aureus  contamination levels of milk (10 6  and 10 3    cfu/ml, 
respectively), LysH5 reduced staphylococcal counts to undetectable 
levels within 4   h. In the context of potential application of LysH5 as a 
biopreservative, it is very important that its lytic activity is specifi c to 
staphylococci and the enzyme is not capable of lysing any other bacte-
ria, including lactic acid bacteria. 

 All of the above - discussed lysins are encoded by  S. aureus  phages. 
However, phages of coagulase - negative staphylococci can also be a 
source of new lytic enzymes. For instance, endolysin genes were identi-
fi ed in two recently sequenced  S. epidermidis  bacteriophages (Daniel 
et al.  2007 ). It is very likely that specifi c lysins could be obtained for 
all major coagulase - negative staphylococcal species. 

 Aside from lysins, bacteriophages encode peptidoglycan hydrolases 
that are integral components of the bacteriophage virion. The major 
task of these enzymes is to locally degrade peptidoglycan to enable the 
phage genome to be injected into the bacterial cell. An example of such 
an enzyme is the minor structural protein 17 of the S. aureus  phage P68 
(Takac and Blasi  2005 ). Of the 35 clinical  S. aureus  isolates examined 
(16 of which were oxacillin - resistant), 26 were susceptible to protein 
17 ’ s lytic effect. Of the 16 oxacillin - resistant strains, 15 were sensitive. 
These results suggest that these enzymes could also be used as anti -
 staphylococcal agents.  

2.3. Chimeric Lytic Enzymes 

 The vast majority of lytic enzymes are composed of separate enzymatic 
domains and a cell wall - binding domain. This enables individual 
domains of different enzymes to be exchanged to construct chimeric 
enzymes with new features (e.g., a broader antibacterial range). For 
instance, Manoharadas et al. (2009) coupled the N - terminal enzymatic 
CHAP domain derived from S. aureus  phage P68 endolysin (Lys16) to 
the C - terminal cell wall - binding domain of the P17 minor coat protein 
(a component of the P68 phage virion) (Manoharadas et al. 2009). This 
chimeric enzyme was developed because Lys16 in its intact form could 
not be purifi ed due to poor solubility. Unlike Lys16, the chimeric P16 -
 17 was soluble and successfully lysed  S. aureus in vitro.  Moreover, the 
enzyme augmented the antimicrobial activity of gentamicin in vitro , 
most likely by increasing the penetration of this antibiotic through the 
staphylococcal cell wall, which enabled the effective dose of gentamicin 
to be reduced. 
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 Two other chimeric lytic enzymes were recently developed by 
Donovan et al., who fused the mature form of lysostaphin to either the 
native B30 lysin (an anti - streptococcal enzyme) or its N - terminal enzy-
matic CHAP domain. Both fusion proteins were found to maintain 
antibacterial ranges typical of the parental enzymes, as they could lyse 
S. aureus  and several streptococcal species, including  Streptococcus
agalactiae ,  Streptococcus dysgalactiae , and  Streptococcus uberis    (the 
four major etiologic agents of bovine mastitis). To evaluate the capabil-
ity of the fusion constructs to kill bacteria in milk, the enzymes were 
preincubated for 30   min at 37    ° C with whey proteins and their antibac-
terial activity was subsequently measured in the turbidity reduction 
assay (whole milk could not be used in this experiment because it 
interfered with the measurement of optical density in the assays). It 
was found that preincubation with whey proteins resulted in a substan-
tial decrease in lytic activity of both constructs against S. aureus  and  S.
agalactiae . Interestingly, only a slight reduction of antibacterial activity 
was noted for the native form of lysostaphin. While both constructs 
also lysed some lactic acid bacteria used in the production of cheese 
and yogurt, they were completely inactivated by pasteurization (63    ° C 
for 30   min), as was the native form of B30 lysin. Therefore, the capabil-
ity of the B30 constructs to kill some cheese - making bacteria in fact 
does not preclude their use as a means of preventing or treating mastitis 
in dairy cattle (Donovan et al.  2006b ).   

3. CONCLUDING REMARKS 

 The growing prevalence of antibiotic resistance in staphylococci has 
generated considerable interest in the use of lytic enzymes as novel 
anti - staphylococcal agents. The most representative examples of anti -
 staphylococcal lytic enzymes are lysostaphin and staphylococcal phage 
lysins. In view of their unique capacity to rapidly cleave staphylococcal 
peptidoglycan, these enzymes constitute very effi cient anti - staphylo-
coccal agents capable of killing both S. aureus  and coagulase - negative 
staphylococci. Of paramount importance is that lytic enzymes can also 
lyse MRSA and S. aureus  strains with reduced susceptibility to vanco-
mycin. Interestingly, in at least some cases, the development of lyso-
staphin resistance in MRSA results in an increase in susceptibility to 
different antibiotics, including methicillin, and a decrease in staphylo-
coccal fi tness and virulence. Coadministration of a lytic enzyme with 
an antibiotic can reduce the risk of developing lysostaphin resistance 
and increase the effi cacy of treatment. An important clinical applica-
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tion of lytic enzymes may be different forms of prophylaxis of staphy-
lococcal infections, especially the elimination of bacteria colonizing 
nasal mucous membrane and the prevention of catheter colonization. 
A number of experimental studies have also shown high effi cacy of lytic 
enzymes in the treatment of both topical and systemic staphylococcal 
infections even in immunized animals.  
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CHAPTER 8

MEMBRANE-TARGETED ENZYBIOTICS 
MARÍA GASSET
Instituto de Qu ímica-Física “Rocasolano,” Consejo Superior de Investigaciones 
Científi cas, Madrid, Spain 

1. INTRODUCTION

 Coevolution of host and pathogen has dictated a variety of complex 
survival mechanisms in the host that are either germline encoded (innate 
immunity) or acquired (adaptative immunity). Innate immunity embod-
ies the battery of host weapons designed to react fast, almost instantly, 
on invasion. The existence of antimicrobial activities in fl uids and tissues 
of animals was recognized as early as around 1850, but it was not until 
the period between 1920 and 1950 that some of the substances were 
isolated and assayed against Gram - negative and Gram - positive bacteria 
(Skarnes and Watson  1957 ). The following research steps led to the 
establishment of cutoff properties and the biological sources of the 
antimicrobial substances, which together with isolation and purifi cation 
efforts yielded the fi rst group of antimicrobial peptides (AMPs). In this 
line, Bowman isolated and purifi ed the insect cecropin (Steiner et al. 
 1981 ); Zasloff  (1987)  succeeded with the amphibian manganin, and 
Lehrer achieved the purifi cation of human defensin (Ganz et al.  1990   ). 
Now, more than 800 AMPs have been isolated, purifi ed, and character-
ized, both structurally and functionally, and constitute the battery of 
host defense peptides (Boman  1995, 2003 ; Hancock  1997 ; Andreu and 
Rivas  1998 ; Vizioli and Salzet  2002 ; Zasloff  2002 ; Brogden et al.  2003 ; 
Lehrer  2004 ; Brogden  2005 ; Peschel and Sahl  2006 ). 

 Host defense peptides are endogenous molecules that are mobilized 
shortly after microbial infection and act rapidly to neutralize a broad 
range of pathogens (Fig.  8.1 ). These peptides, commonly referred to as 

Enzybiotics: Antibiotic Enzymes as Drugs and Therapeutics. Edited by Tomas G. Villa 
and Patricia Veiga-Crespo
Copyright © 2010 John Wiley & Sons, Inc.
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AMPs, exhibit bactericidal, fungicidal, virucidal, and tumoricidal prop-
erties (Table  8.1 ). Importantly, as opposed to other fi elds of biological 
science, AMPs have been in the reign of protein chemistry (isolation, 
purifi cation, sequencing, and solid - phase synthesis), and the study of 
their gene organization, expression, and processing has been delayed 
in time (Boman  2003 ). AMPs are a class of antimicrobial agents with 
promising applications across the spectrum of human and animal 
disease. They do not simply target a single species of microbial patho-
gen but work on two fronts. First, AMPs can kill a broad range of 
microbial pathogens directly by perturbation of their membranes or by 
permeating them and attacking an internal target. Second, AMPs can 
selectively modulate innate host defenses. Such an integrated mode of 

Pathogen

Decreased surface binding
Protease secretion

Complex gene organization

Precursor

Storage

Processing

Regulated release

Host

Intracellular targets

Membrane permeation

Immunomodulation

AMP
(charged, amphipatic)

     Figure 8.1.     Mechanism of action of AMPs. AMPs constitute a complex and ancient 
battery of weapons tailored for best effi ciency against pathogens. AMPs are gene 
encoded and synthesized as inactive pre - pro - forms. The presence of the pre -  and pro -
 signals dictates the targeting and the infection - induced proteolytic maturation for 
optimal active unit production. Coevolution with pathogen survival strategies (produc-
tion of proteases, charge neutralization, etc.) has probably dictated their fl exibility to 
interact and to interfere with a wide range of molecules expanding the number and 
nature of targets and subsequently their ultimate functionality.  
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action is without question an attractive alternative to the standard use 
of antimicrobials. The potential application of AMPs as novel thera-
peutic antibiotics fueled an enormous body of research. Hundreds of 
artifi cial AMPs have been synthesized, characterized, and investigated 
by biophysical and biochemical means. Various AMPs have shown 
potential as therapeutics for sepsis and bacterial infections, although 
the practical use of these peptides in vivo  still presents problems that 
must be overcome.      

2. CLASSES OF AMPS: CATEGORIES FROM STRUCTURAL 
FEATURES

 AMPs are gene encoded and are expressed in mammals in a variety of 
cells as mast cells, neutrophiles, monocyte/macrophages, epithelial 
cells, and keratinocytes. They are usually synthesized as a larger pre-
cursor that requires one or more proteolytic activation steps for the 
release of the biologically active and mature peptide. AMPs comprise 
a diverse group of short peptides (6 – 59 amino acids), with an overall 
charge (mostly positive but in some others negative) and a substantial 
proportion of hydrophobic residues (often    ≥    30%). There is an enor-
mous diversity of sequences and similarity is found only within defi ned 
groups of AMPs from closely related species. The immense diversity 
of AMPs within a given species, which has been argued to be a result 
of their function as well as the difference in pathogenic challenges, 
anticipates that these peptides may have overlapping roles. Thus, it is 
unsurprising that animal models engineered for lacking a single one of 
these peptides may not display a strong phenotype of alteration (Huang 
et al.  2007 ; Wang et al.  2008 ). 

 AMPs are categorized by their function, but they are classifi ed 
according to their structural features. The parameters used for classi-
fi cation are the net and type of charge, the predominance of a specifi c 
amino acid in their sequences, the presence or absence of disulfi de 
bonds, and their number and the secondary structure, which are 
depicted in Table  8.1  together with some examples. 

2.1. Anionic AMPs

 The fi rst group of AMPs is composed of those peptides exhibiting nega-
tive charge. These peptides have very short sequences (Table  8.1 ). 
Among them as an example are the short peptides similar to the charge -
 neutralizing pro - peptides of zymogens found in the bronchoalveolar 
lavage of different mammalians (Brogden  2005 ).  
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2.2. Cationic Linear α-Helical AMPs

 Linear sequences displaying a net positive charge and the capacity to 
fold into α  - helical structures constitute the second class of AMPs, 
which contains the largest number of members. Members of this group 
exhibit a net positive charge for the recognition and interaction with 
polyanions. Their sequence also displays an accentuated amphiphilicity 
shown by the distribution of a basic residue every other four (i, i   +   3 
distribution). This sequence organization permits conformational tran-
sitions from disorder states in their free form to a helical fold upon 
interactions allowing the manifestation of the amphiphilicity (salt, 
counter ion partners, etc.).  

2.3. AMPs with Sequences Featured by the Relative 
Abundance of Specifi c Residues 

 The second group is formed by those AMPs that have the dominance 
of a specifi c amino acid in their sequence. Depending on the dominant 
amino acid, these AMPs are classifi ed into several subgroups. Peptides 
from this group are linear and lack a preferential folding tendency. For 
example, histatin is highly rich in His residues; tripticin and indolicin 
are rich in Trp; diptericins and attacins are rich in Gly; drosocin, api-
daecin, formaecin, PR - 39, and prophenin are rich in Pro (Brogden 
 2005 ; Li et al.  2006   ).  

2.4. Disulfi de Bond Containing  AMPs

 The presence of both disulfi de bonds and a folding with stable  β  - strands 
are the molecular descriptors for the fourth group of AMPs. This group 
accounts for cyclic and open - ended cyclic AMPs that contain from two 
to eight Cys residues engaged in disulfi de bridges. Depending on the 
pairing of the Cys residues, these AMPs may adopt a  β  - sheet   conforma-
tion with three strands (most vertebrate defensins),  β  - hairpin - like 
(thanatin, androctonin, gomesin, tachyplesin, brevinins, and escule-
tins), or mixed  α  - helical/ β  - sheet structures (plant, invertebrate, and 
some mammalian defensins) (Bulet et al.  2004 ; Lehrer  2004 ).  

2.5. AMPs Resulting from the Proteolytic Processing of 
Unrelated Proteins 

 Given the structural versatility of AMPs, the presence of similar 
sequences embedded in larger and unrelated proteins that could be 
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released under proteolysis was considered as an additional source of 
these compounds. These considerations led to the addition of a new 
class gathering those peptides that are fragments of larger proteins with 
unrelated functions (carriers, storage, etc.). Members of this AMP 
group are lactoferricin derived from lactoferrin, casocidin 1 produced 
from casein, and fragments from ovoalbumin and  α  - lactoalbumin, 
among others (Zucht et al.  1995 ; Pellegrini  2003 ; Haug et al.  2007 ).  

2.6. Precursor Design Groups Different AMP Classes: The 
Cathelicidin Family 

 Analysis of the precursors from which AMPs are released led to the 
discovery of common patterns of organization. Cathelicidins are a 
family of vertebrate - specifi c AMP precursors exhibiting unique bipar-
tite features, which are identifi ed by an evolutionarily conserved 
N - terminal cathelin - like domain (CLD) of 99 – 114 residues followed by 
a heterogeneous C - terminal antimicrobial domain (AMD or active 
AMP) of 12 – 100 residues (Zanetti  2005 ). The heterogeneity of the 
AMD is refl ected by its structural diversity, since it includes all three 
major folding types of AMPs: that is, linear cationic  α  - helical, Cys -
 containing peptides with  β  - sheet folds, and peptide - rich Pro, Arg, and 
Trp residues. 

 The cathelicidin conserved construction mirrors the gene organiza-
tion and the subsequent polypeptide biogenesis. The cathelicidin genes 
are translated as precursors in the cytoplasmic granules of neutrophils 
with signal peptides that are removed co - translationally to yield the 
proforms. These proforms are inactive tandem fusions of the CLD and 
the AMD (Zhu 2008)  . Upon microbial infection, the proforms are 
further proteolytically processed to release the functionally active 
AMD (AMP) and the CLD with a yet unclear function.   

3. AMPS AND THEIR BIOLOGICAL SOURCES: DIVERSITY AT 
THE DEFENSE FRONT 

 Given their action in defense, AMPs are present in all living organisms 
at the defense borders. Interestingly, despite their antimicrobial action, 
AMPs produced by bacteria were the fi rst members to be isolated and 
characterized (Hirsch and Mattick  1949   ). These AMPs, also called 
bacteriocins, do not protect against infection in the classical sense but 
contribute to the survival of individual bacterial cells by killing other cells 
competing   for nutrients (Riley  1998 ). Among bacteriocins, the most 
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studied members are nisin, produced by  Lactococcus lactis   , and mer-
sacidin, produced by  Bacillus  spp  ., which are commonly used in the 
food production industry (Chatterjee et al.  1992 ; Jenssen et al.  2006 ). 
Plants are also a source of AMPs, since they constitute a fundamental 
force in the defense against infection by bacteria and fungi. Plant 
AMPs are formed entirely by β  - sheet - forming peptides, divided into 
thionins and defensins (Garc í a - Olmedo et al.  1998 ; Broekaert et al. 
 1995   ). In invertebrates, which lack the vertebrate adaptative immune 
system, AMPs are key elements to counteract invading pathogens. 
AMPs are found in hemolymph, in phagocytic cells, and in certain 
epithelial cells, and they are either expressed constitutively or induced 
in response to a pathogen (Lemaitre et al.  1996 ; Iwanaga and Kawabata 
 1998 ; Imler and Bulet  2005 ). AMPs have been also isolated from a wide 
variety of vertebrate species, including fi sh, amphibians, and mammals. 
In this case, AMPs are found at sites that routinely encounter patho-
gens, such as the skin and mucosal surfaces, and within the immune 
cell granules, among other sites (Yang et al.  2004   ). 

3.1. AMPs from Invertebrates 

 The fi rst  α  - helical AMP isolated from an insect was a cecropin (Boman 
and Hultmark  1987   ). This molecule was isolated from the hemolymph 
of bacteria - challenged diapausing pupae of the giant silk moth. Since 
the fi rst report, more than 60 cecropins and cecropin - like molecules 
have been isolated (Otvos  2000 ).   Briefl y, cecropins and cecropin - like 
molecules from Diptera  and  Lepidoptera  consist of 29 – 42 amino acid 
residues, the shortest being ceratotoxin, a peptide isolated from the 
female accessory reproductive glands of the dipteran medfl y  Ceratitis
capitata   , and the longest one being stomoxyn, a 42 - residue peptide 
isolated from the midgut of the cyclical vector of trypanosomes, the 
stable fl y  Stomoxys calcitrans  (Boman  1995 ; Bulet et al.  2004 ). With a 
few exceptions, cecropins from insects have two major characteristics: 
the presence of a Trp residue in position 1 or 2 and an amidated 
C - terminal residue, which correlates with the selectivity of their action 
and the cationicity of the peptide. 

 Venom glands of invertebrates are also a source of AMPs (Bulet 
et al.  2004 ). In insects, the  α  - helical melittin and cabrolin are the major 
components of bee venoms. In addition, ponericins were isolated from 
venom glands of a predatory ant. Two  α  - helical AMPs named hadrurin 
and opistoporin were isolated from the venom of scorpions. Spider 
venoms contribute oxyopinins and cupiennins, the latter with high 
antimicrobial, hemolytic, and insecticidal activity. 
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 Prochordates contribute to the AMP collection with styelins, clava-
nins, and halocidin. Styelins (Phe - rich 31 -  to 32 - residue peptides) and 
clavanins (His - rich 23 - residue peptides) isolated from hemocytes and 
pharyngeal tissues are C - terminally amidated peptides that resemble 
magainins and cecropins, respectively (Lee et al.  1997 ; Taylor et al. 
 2000 ; Jang et al.  2002 ). Among the styelins, styelin D displays extensive 
posttranslational modifi cations including dihydroxy - Arg, dihydroxy -
 Lys, 3,4 - dihydroxy - Phe and a Br - Trp (Taylor et al.  2000 ). Interestingly, 
unlike most of the α  - helical AMPs, styelins and clavanins maintain 
their activity in the presence of a high salt concentration, but they are 
also rather cytotoxic to eukaryotic cells (Lee et al.  1997 ). Halocidin is 
a heterodimer composed of two different subunits containing 18 and 
15 amino acid residues linked covalently by a single disulfi de bond 
found in the tunicate Halocynthia aurantium  (Jang et al.  2002 ). 

 The simple disulfi de bond stabilized  β  - hairpin structural organiza-
tion is not widely distributed among invertebrates, thanatin being the 
only member documented (Fehlbaum et al.  1996 ; Bulet et al.  2004 ). 
Thanatin, produced by the fat body of experimentally infected bugs, 
has no sequence similarity with other insect defense peptides, but it is 
similar to AMPs isolated from frog skin secretions as brevinin. Thanatin 
includes an N - terminal domain with a large structural variability linked 
to a well - conformed C - terminal cationic loop or insect box, which is 
defi ned by the two Cys residues and the hydrophilic residues localized 
at the two opposite sites. Interestingly, while a synthetic all -  d  - enantio-
mer is inactive against Gram - negative and some Gram - positive bacte-
ria, the all -  d  - thanatin preserves the antifungal activity of the natural 
thanatin (all -l ), which indicates a certain stereoselective   pressure in 
the antimicrobial activity.  

3.2. AMPs from Vertebrates 

 Different species of fi shes have provided a large collection of AMPs 
(Bulet et al.  2004 ). The mucosal surface of the skin in specifi c mucus 
glands of soles yielded pardaxins, which feature two helical segments 
linked by a Pro hinge and are effective against Gram - positive and 
Gram - negative bacteria at  μ M concentrations with limited hemolytic 
activity (Lazarovici et al.  1986 ; Oren and Shai  1996 ). The skin mucus 
layer of carp yielded two hydrophobic AMPs of 27 and 31   kDa with 
ion channel properties (Lemaitre et al.  1996 ). Parasin is a 19 - residue 
AMP that is derived from the N - terminal processing by a specifi c pro-
tease upon injury of the catfi sh histone H2A (Park et al.  1998b   ). Parasin 
is almost identical to buforin I and to the N - terminal domain of several 
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histone H2A and tends to adopt preferentially extended structures 
(Park et al.  1988 ). Its antimicrobial activity is about 12 – 100 times more 
potent than that of magainin 2 against a wide range of microorganisms 
and lacks evident hemolytic activity. The skin secretions of the rainbow 
trout permitted the isolation of oncorhyncin II and III (Smith et al. 
 2000 ; Fernandes et al.  2004 ). Oncorhyncin II is a 69 - residue peptide 
corresponding to the C - terminal fragment of histone H1, whereas 
oncorhyncin III is a 6.7 - kDa AMP that resembles the nonhistone chro-
mosomal protein H6. 

 Amphibian skin glands and the stomach mucosa have provided more 
than 500 members, comprising a true arsenal of AMPs (Rinaldi  2002 ). 
Magainins, isolated from the skin secretion of  Xenopus laevi , are indu-
bitably the prototype of the α  - helical AMPs (Zasloff  1987 ). Other 
amphibian α  - helical AMPs are fragments of proxenopsin and pro-
levitide hormones, bombinins, dermaseptins, adenoregulin, phylloxin, 
caerins, frenatins, maculatins, citropins, aureins, kassinateurins, and 
temporins, among others (Bulet et al.  2004 ). All these molecules show 
remarkable differences in sequences, and the diversity of the structures 
has been used as a taxonomic tool. These AMPs are about 10 – 30 amino 
acids long. Approximately 50% of them are C - terminally amidated, 
while a few of them present a rather nonconventional posttranslational 
modifi cation,  d  - amino acids as  d  - Leu or  d  - alloIle. Most of these linear 
AMPs exhibit little secondary structure in water, but in contact with 
the negatively charged membranes, they easily fold into amphipathic 
helical structures (Shai  1999 ). Compared with the linear AMPs from 
arthropods that adopt a double α  - helical secondary structure, most of 
the amphibian linear peptides adopt a single α  - helix. The amphibian 
AMPs are almost universally synthesized and are stored in the neuro-
endocrine granular glands in the skin, from where they are released in 
a holocrine manner following stress, adrenergic stimulation, or injury. 
Interestingly, some of them are also produced in the gastric mucosa 
and accumulate in the mucus coating the stomach surface (Bulet et al. 
 2004 ). The activity spectrum of the amphibian AMPs is broad. They 
can kill a large variety of aerobic and anaerobic bacteria, clinical iso-
lates of multiresistant human pathogens, yeast, and fi lamentous fungi, 
and they are also effi cient against some viruses, tumor cells, and pro-
tozoa. However, some of them have a rather limited activity. The 
effi cacy of amphibian AMPs is markedly increased by the considerable 
synergy existing in their action. Considering their toxicity against 
erythrocytes, most of them are highly hemolytic. However, this activity 
is rather low or even nonexistent for some. A detailed study of the 
relationship between peptide sequence and antimicrobial properties 
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was performed on magainins and other linear small - sized AMPs from 
amphibians (Bulet et al.  2004 ). Different from the previous linear 
amphibian AMPs, a  β  - hairpin fold was observed for a large number of 
amphibian AMPs, including brevinins esculentins, gaegurins, rugosins, 
ranatuerins, and tigerinins (Bulet et al.  2004 ). Some exhibit a common 
structural motif named as Rana box, which consists of a C - terminal 
loop stabilized by a disulfi de bond, which, if opened upon reduction of 
the single disulfi de bridge, results in loss of activity. 

 In mammals, the most abundant AMPs are indubitably the  α  -  and 
β  - defensins. However, several linear AMPs forming  α  - helices belong-
ing to the cathelicidin family (Zanetti  2005 ) are also found in neutro-
phil granules. In these cases, the inactive pro - peptides are released 
exclusively on neutrophil activation for their processing by an extracel-
lular elastase, allowing the liberation of the C - terminal active domain 
(Zanetti  2005 ). Human cathelicidin (hCAT - 18/LL - 37) is found in secre-
tory granules of neutrophils, the mouth, tongue, esophagus, epithelia, 
submucosal glands of the airway, and the genitourinary tract (vagina, 
epididymis, and seminal plasma) and also is expressed in skin kerati-
nocytes during infl ammatory disorders such as psoriasis. 

 The only AMP found in mammals with a cyclic  β  - sheet scaffold is 
the dodecapeptide (RLCRIVVIRVCR) bactenecin isolated from 
bovine neutrophils (Romeo et al.  1988 ). This highly cationic peptide 
has a nonapeptide ring between the two Cys residues resembling the 
Rana box of tigerinins. However, in this case, the reduction of disul-
fi des does not abolish the activity but produces a drastic change in the 
activity spectrum. The reduced bactenecin shows marked selectivity to 
Gram - positive bacteria with almost a total loss of activity against 
Gram - negative strains, whereas the native bactenecin is more active on 
Gram - negative strains. 

 The only AMPs isolated from a vertebrate with two disulfi de bridges 
are the cathelicidin protegrins (Zanetti  2005 ). Five isoforms of prote-
grins (PG - 1 – PG - 5) were identifi ed under latent state in porcine neu-
trophil granules. Protegrins share 17% and 25% homology with gomesin 
and androctonin, respectively. In aqueous solution, PG - 1 forms a two -
 stranded antiparallel  β  - sheet, with the two strands connected by a  β  -
 turn and both N -  and C - terminal ends essentially disordered. The 
presence of the β  - sheet and the amphiphilic character are key struc-
tural elements for both the stability of the protegrin structure and the 
biological effi ciency. Linear analogs and variants with polar amino 
acids in the hydrophobic face have a reduced activity, especially in the 
presence of physiological ionic strength concentrations. An extensive 
structure– function relationship has been conducted by IntraBiotics 
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Pharmaceuticals, Inc. (Palo Alto, CA, USA) on several hundred of 
protegrin analogs to determine the precise relationship between the 
primary/secondary structures and the antimicrobial properties. From 
these studies, the analog IB - 367 was selected initially for clinical devel-
opment as a topical agent to prevent the oral mucositis (see below). 

 Hepcidins, which adopt a  β  - hairpin - like structure stabilized by four 
internal disulfi de bridges, have been isolated from various species of 
fi sh and mammals (Shi and Camus  2006 ). The fi rst representative, the 
human hepcidin, also referred to as liver - expressed AMP - 1 (LEAP - 1), 
was independently isolated from urine, plasma ultrafi ltrate, and liver. 
All hepcidins have eight Cys residues, engaged in four internal disulfi de 
bridges. Human hepcidin adopts a distorted  β  - hairpin - like structure 
with a two - stranded  β  - sheet stabilized by a Cys scaffold, showing a 
vicinal disulfi de bridge localized at the turn of the  β  - sheet (Cys1 – Cys8, 
Cys2 – Cys7, Cys3 – Cys6, and Cys4 – Cys5). Interestingly, several experi-
ments in mice, including knockout mice, suggest that hepcidin can play 
a pivotal role in maintaining iron homeostasis. 

 Leukocytes and epithelial cells of birds and mammals produce more 
than 100 vertebrate defensins (Wong et al.  2007 ). These defensins can 
be classifi ed in  α  -  and  β  - subfamilies according to the precursor and 
gene structures as well as to the connectivity of the six Cys residues of 
their sequence.  α  - Defensins with chains of 29 – 35 residues displayed 
Cys1 – Cys6, Cys2 – Cys4, and Cys3 – Cys5 disulfi de pairing. They are 
abundant in the azurophil granules of the neutrophils, in certain popu-
lations of macrophages, in cytoplasmic granules of small intestinal 
Paneth cells, and in vaginas, fallopian tubes, and ectocervixes. On the 
contrary,  β  - defensins contain 36 – 42 residues with a Cys1 – Cys5, Cys2 –
 Cys4, and Cys3 – Cys6 disulfi de pairing. The  β  - defensins are present in 
epithelial tissues, including genitourinary tract organs, skin, respiratory 
passages, and alveolar macrophages, and in granulocytes. Both  α  -  and 
β  - defensins have a similar structure based on three  β  - strands ( βββ ), 
including a β  - hairpin, which align to form an antiparallel  β  - sheet. 
Interestingly, the scaffold  αβββ  has been reported for human  β  -
 defensin - 2 and  β  - defensin - 3 (Bulet et al.  2004 ). 

θ  - Defensins are purely macrocyclic 18 - residue peptides that contain 
three internal disulfi de bridges. RTD - 1 was the fi rst  θ  - defensin to be 
isolated from neutrophils and monocytes of the rhesus monkey (Tang 
et al.  1999 ). Two more  θ  - defensins, RTD - 2 and RTD - 3, were later 
found at a lower abundance than RTD - 1 (Tang et al.  2002 ). RTD - 1 to 
RTD - 3 are formed by the head - to - tail ligation of two nonapeptides 
derived from similar 76 - residue,  α  - defensin - related precursors named 
demidefensin - 1 to demidefensin - 3. RTD - 1 is formed by the ligation of 
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demidefensin - 1 and demidefensin - 2, while RTD - 2 and RTD - 3 are the 
homodimers of demidefensin - 1 and demidefensin - 3, respectively.   

4. MODES OF ACTION OF AMPS

 Although the exact mechanism of action of AMPs, as a family or as 
singular members, remains a matter of controversy, there is a consen-
sus that they have an eclectic range of functions involving a complex 
set of indirect protective actions as well as a direct antimicrobial killing 
activity. The unique nature of AMPs derived from their structural 
features (amino acid composition, charge, amphipaticity, size, etc.) 
allows them to easily attack membrane bilayers with the vast majority 
causing their damage (Powers and Hancock  2003 ; Zhang and Falla 
 2006 ). With very few exceptions, the AMP activities are almost univer-
sally dependent on the interaction with the pathogen cell membrane. 

4.1. Indirect Roles: Immunomodulatory Activities of AMPs

 AMPs have been shown to have a broad range of immunomodulatory 
properties, including the modulation of pro - infl ammatory signals, the 
expression of hundreds of genes in different cells, the direct chemoat-
traction of immune cells, and the induction of chemokines (Hancock 
and Sahl  2006 ; Mookherjee and Hancock  2007 ; Eliasson and Egesten 
 2008 ; Kolls et al.  2008 ). 

 Innate immunity is triggered when conserved bacterial signatures, as 
for instance the lipopolysaccharide (LPS), interact with host pattern 
recognition receptors including toll - like receptors (TLRs). After TLR 
binding, effector mechanisms that assist in the prevention or resolution 
of modest infections are stimulated. However, the overstimulation of 
innate immunity leads to the harmful septic syndrome. In this complex 
landscape of signals, AMPs attenuate the initial triggers of infl amma-
tory reactions through TLR by binding to molecules as LPS, lipopotei-
choic acid (LTA), and CpGs (Mookherjee and Hancock  2007  and 
references therein). In addition to their capacity to modulate infl am-
matory triggers, AMPs promote chemotaxis of immune effector cells 
and through their chemokine activity recruit leukocytes to the site of 
infection (D ü rr and Peschel  2002 ). Also, some AMPs orchestrate a 
variety of signals involved in enhancing the ability of dendritic cells to 
capture and present antigens (Davidson et al.  2004 ), the suppression 
of apoptosis in neutrophiles prolonging their life span (Nagaoka et al. 
 2006 ), and the activation of the expression of genes related with defense 
reactions (Scott et al.  2002   ), among others. 
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 In addition to these indirect functions in defense, some AMPs have 
acquired the capacity to play alternative roles, which expands the func-
tional repertoire and may have important implications in their adapta-
tion for pharmacological use. One example of these alternative roles 
is the angiogenesis modulation performed by PR39, an AMP that gets 
across cell membranes (Li et al.  2000 ).  

4.2. Direct Roles: The Killing Action of AMPs

 The direct antimicrobial action of AMPs starts with the recognition of 
the pathogens. For this process, AMPs generally make use of their 
positive charge and interact with the anionic polymers of the pathogen 
membrane. For a long time, this interaction was only seen as the obliga-
tory initial step for the irreversible and selective disruption of the cell 
membranes (Westerhoff et al.  1989 ; Shai  1995, 1999 ; Oren and Shai 
 1998 ; Huang  2000, 2004 ). However, in some cases, such membrane 
interaction takes place, but instead of leading to membrane damage, it 
results in the passage of the AMP to the intracellular compartment. In 
these cases, the major action of the AMP is indeed executed intracel-
lularly through the interference with other targets. 

4.2.1. Action at the Membrane: Permeability Barrier Disruption 
 Independent of the existence of additional targets, AMPs start their 
action at the lipid bilayer of the cell (Brogden  2005   ; Peschel and Sahl 
 2006 ). Virtually any peptide sequence displaying the charge and amphi-
philicity of AMPs interacts with membranes and perturbs their isola-
tion properties. Biophysical studies using model membranes have 
shown that AMPs bind liposomes into physically distinct states and that 
the parameters featuring this process as lipid requirements (dictating 
specifi city and selectivity of the event), concentration range (determin-
ing relative effi ciency), kinetic features, and the extent of the effects 
are highly dependent on the peptide entity (Oren and Shai  1998 ; Epand 
and Vogel  1999 ; Matsuzaki  1999 ; Shai  1999 ; Huang  2000 ; Yang et al. 
 2001 ). 

 Once the peptides are at the membrane phase, they can execute their 
perturbing action. Conceptually, the permeation of a membrane 
requires the break of the bilayer continuity and the formation of a 
transmembrane pore, a hollow cavity across the bilayer with the walls 
recovered by hydrophilic groups for allowing the passage of hydro-
philic compounds (Fig.  8.2 ). For doing so, peptides must fi rst bind to 
the surface of the membrane, then associate, and insert into the hydro-
phobic core of the lipid bilayer to build a hydrophilic cavity. As a 
function of the magnitude of lipid bilayer damage, the membrane 
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permeation is described by one of the following mechanisms: carpet -
 like, barrel - stave, electroporation, or transient sinking - rafting (Oren 
and Shai  1998 ; Epand and Vogel  1999 ; Matsuzaki  1999 ; Shai  1999 ; 
Huang  2000 , Yang et al.  2001 ; Brogden  2005 ). Despite the mechanism 
used, peptide binding at the surface produces a membrane tension 
through the expansion of the membrane area and the thinning of the 
acyl chain region (Huang  2000 ). In fact, the bilayer thickness decreases 
with the peptide surface density until reaching a critical value above 
which the permeability barrier breaks. This critical density correlates 
with a change in orientation of the peptide with respect to the normal 
membrane (from perpendicular to parallel), which is known as the 
I - state to the S - state transition (Huang  2000 ; Huang et al.  2004 ).   

Partitioning Folding Insertion Association Lesion
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Barrel-stave pore

Toroidal pore

Mixed micelles

     Figure 8.2.     Elementary steps and mechanisms of AMP - induced membrane perme-
ation. Peptide amphiphilicity determines the existence of two pathways: (a) one in the 
aqueous phase and (b,c) another at the membrane phase. Partitioning to the membrane 
is linked to a folding event that results in a structured peptide lying at the interface of 
the bilayer. When the surface density of the peptide reaches the critical value, an 
orientational transition from the I - state to the S - state takes place. Adoption of a trans-
membrane confi guration with varying tilt angles with respect to the bilayer normal 
endows the defi nition of a hydrophilic cavity through the hydrophobic core of the 
bilayer. The nature of the groups involved in the wall lining, only amino acid side chains 
or amino acid side chains and lipid head groups determine the pore as barrel stave - like 
or toroidal - like, respectively (b). In other cases, the transmembrane orientation is a 
simple intermediate in a detergent - like action, which involves the formation of mixed 
micelles and the complete destruction of the bilayer entity (c).  
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 Peptides acting according to the carpet - like mechanism bind mas-
sively to the membrane surface. The massive binding causes the disrup-
tion of the interfacial properties that eventually triggers drastic vesicle 
damage. This mechanism, also referred to as detergent - like, mimics the 
micellarization of bilayers exhibited by detergents and occurs with the 
quantitative effl ux of entrapped compounds without size discrimina-
tion. AMPs following the barrel - stave mechanism bind to the mem-
branes and then insert into the bilayer. Upon insertion, the different 
molecules self - assemble into proper transbilayer oligomers with a fi xed 
stoichiometry. The stoichiometry defi nes the pore diameter and there-
fore the existence of an upper limit for the size of the compound to 
which the bilayer becomes permeable. If the lining of the pore is made 
by a lipid monolayer interacting with the peptide, then the pore is 
known as a thoroidal pore (Oren and Shai  1998 ; Huang  2000 ; Yang 
et al.  2001 ). Some peptides are able to create an electrostatic potential 
across the bilayer suffi cient for the generation of a pore by electropora-
tion. This mode of action requires the achievement of a high charge 
density and therefore is restricted to highly positively charged sequences 
(Miteva et al.  1999 ). Alternatively, the binding and sinking of amphi-
patic peptides can imbalance the lipid structure and cause the forma-
tion of transient pores lethal for the pathogens (Pokorny and Almeida 
 2004 ; Chang et al.  2006 ).  

4.2.2. Intracellular Targets   Apart from the membrane action that 
eventually leads to deleterious lytic events, a growing number of AMPs 
enter the cells without major membrane damage and interfere with the 
cellular machinery (Fig.  8.1 , Table  8.2 ). In these cases, this intracellular 
action is the mechanism of killing. For instance, some Bac7 fragments 
display a signifi cant bactericidal action in the absence of membrane -
 permeating activity (Gennaro and Zanetti  2000 ). Apiadecin is translo-
cated by a permease/transporter - mediated mechanism and, once in the 
cytoplasm, carries a variety of inhibitory actions (Otvos  2000   ). Histatins 
can display a cell - penetrating activity and then target mitochondrial 
ATP synthesis and reactive oxygen metabolism (De Smet and Contreras 
 2005   ; Luque - Ortega et al.  2008   ). Buforin II translocates across the 
bacterial membrane and binds to DNA and RNA (Brogden  2005 ). 
Pyrrhocidin enters the cells and binds to DnaK chaperone, inhibiting 
its ATPase activity and leading to the accumulation of misfolded pro-
teins (Kragol et al.  2001 ). Others as some anionic peptides get across 
the membranes and provoke the fl occulation of intracellular content 
(Brogden et al.  1996   ).      
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5. ACTIVITY AND SPECIFICITY OF AMPS

 Despite the large volume of data available on the site of production, 
range of activity, and structure – function relationships, little is known 
about the basis of peptide activity and specifi city, which in turn relate 
to the basis of their effi ciency after million of years of host defense and 
pathogen attack coevolution. Parameters such as size, sequence (charge, 
hydrophilic – hydrophobic balance, and distribution), and structure 
appear to be tailored for best action (Gennaro and Zanetti  2000 ; Tossi 
et al.  2000 ; Yount and Yeaman  2004 ; Kl ü ver et al.  2006 ). However, the 
manipulation of any of those properties always allows the improvement 
of a single activity (membrane binding, membrane perturbation, etc.), 
suggesting that AMPs may be the result of a balanced optimization for 
allowing the best function multiplicity (Rodr í guez - Hern á ndez et al. 
 2006   ; Nishida et al.  2007 ). 

 Nowadays, the belief is that AMPs have evolved as a consensus 
molecule for interactions. Their charge, amphiphilicity, and structural 
fl exibility confers these peptides the perfect fl exible design for the 
recognition of and interaction with multiple biological systems. For 
instance, AMPs that have lost the membrane - perturbing activity (either 

 TABLE 8.2.     Membrane and Intracellular Modes of Killing of Antimicrobial Peptides 

   Site of Action     Activity Mechanism     Examples     References  

  Membrane    Toroidal pore    LL37    Henzler - Wildman 
et al.  (2003)   

  Carpet - like destabilization    Cecropin    Gazit et al.  (1995)   
  Barrel - stave distortion    Alamethicin    Yang et al.  (2001)   

  Intracellular 
targets

  Protein synthesis inhibition    HNP - 1    Lehrer et al.  (1989)   
  Cell wall synthesis 

inhibition
  Mersacidin    Brotz et al.  (1998)   

  Nucleic acid synthesis 
inhibition

  Pleurocidin    Patrzykat et al. 
 (2002)   

  Cytoplasmic membrane 
septum formation 
disortion

  Indolicidin    Subbalakshmi and 
Sitaram  (1998)     

  Enzymatic activity 
inhibition

  Histatin    Luque - Ortega et al. 
 (2008)   

  Media fl occulation    Anionic    Brogden et al.  (1996)   
  Nucleic acid binding    Buforin II    Park et al.  (1998a)     

   Killing of pathogens by AMPs involves multiple processes. The fi rst step is executed at the mem-
brane and can yield either its permeation or the passage through. For the peptides getting across 
the membrane, independent of their action at the membrane, intracellular targets become avail-
able and their recognitions convert into the principal mechanism of pathogen death.   
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by a pathogen reaction or by their own sequence) have gained the 
ability to get across the cell membrane and to exploit their design fea-
tures for interference with cellular components. In this sense, cationic 
amphipatic peptides designed for binding to and condensing DNA for 
their transport in transfection experiments are also membrane - perturb-
ing peptides (Fominaya et al.  2000 ). In fact, these peptides bind effi -
ciently to both DNA and acid lipids, each polyanion acting as a 
competitive inhibitor for the other   (Fominaya et al.  2000 ; Ambroggio 
et al.  2007 ). Thus, it seems plausible to postulate that the activity and 
specifi city of the large number of AMPs is the result of a perfect 
balance of multiple interactions that result from the coordination of 
parameters such as concentration and environmental conditions. 

 Another important issue in the functional antimicrobial outcome of 
AMPs is the consideration of their combined action. In this line, the 
studies of Niu et al.  (2008)  using a recombinant heat -  and acid - stable 
AMP containing the sequences of metalnikowin - 2A, SMAP - 29, prote-
grin - 1, and scorpion defensin have shown an activity that compared 
favorably with ampicillin and that was synergistic with polymixin B and 
streptomycin.  

6. AMPS AS THERAPEUTICAL AGENTS 

 The use of AMPs to combat undesired infections is still under debate 
after some trial failures. Table  8.3  summarizes some of the records 
reported by Gordon et al. in  2005  in a follow - up study of some synthetic 
compounds derived from AMPs. From the data in this table, it can be 
concluded that despite the many attractive qualities displayed by 
AMPs, the challenges for successful development are still considerable 
and are intimately related to the limits of our knowledge.   

6.1. Factors Affecting the Therapeutic Use of AMPs

 As described previously, the action of AMPs involves a complex 
balance of interactions that are highly dependent on the local concen-
tration at the desired site, which relates to the intrinsic stability, the 
dosing parameter, and the targeting strategy. 

 By virtue of their structural features, an obvious disadvantage of 
natural peptides as AMPs is their sensitivity to proteases. In general, 
AMPs are the optimal substrates for trypsin - like and chymotrypsin - like 
proteases, and thereof they are labile agents in biological media. 
Proteolytic degradation of AMPs constitutes a twofold disadvantage. 
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On one hand, their degradation reduces the effective concentration, 
which in turn decreases the effi ciency of their action. On the other 
hand, proteolysis can yield truncated forms with unexpected side 
effects. This issue has been experimentally addressed, resulting in the 
development of several strategies (McPhee et al.  2005 ). For instance, 
AMPs can gain intrinsic protease resistance when the natural L - amino 
acids are replaced by the corresponding D - amino acids. Alternatively, 
the introduction of non - peptidic bonds reduces if not abrogates their 
sensitivity to proteases. A third strategy to decrease AMP proteolytic 
degradation is the use of physical shields, such as those provided by 
liposomes and chemical modifi cations. 

 A second limiting factor for AMP exploitation is the dosing issue. 
From their mode of action, AMPs ’  activity is in most cases concentra-
tion dependent (requires an oligomerization event); their therapeutic 
development was initiated for practical cases, allowing the direct deliv-
ery to the infected site. Such accessibility provides the best scenario for 
an aggressive dosing aimed at achieving high local concentrations. 

 TABLE 8.3.     Follow - up of the Clinical Development of Some  AMP  s    

   AMP     Synthetic Compound     Clinical Trial Outcome  

  Magainin 2 
(frog)

  Pexiganan (MSI - 78)    Failed to gain FDA approval for the 
absence of advantage over conventional 
antibiotics in a Phase   III trial for the 
topical treatment of diabetic foot ulcers  

  Protegrin (pig)    Iseganan (IB - 367)    Failed two Phase   III trials as mouth rinse 
for stomatitis in high - risk patients; failed 
Phase   III trial as aerosolized for the 
treatment of ventilator - associated 
pneumonia

  Indolicidin 
(bovine)

  Omiganan 
(MBI - 226)

  Failed Phase   III trial as topical formulation 
for the prevention or reduction of 
catheter - related bloodstream infections  

  Indolicidin 
(bovine)

  MBI 594AN    Phase   IIb trial showed effi cacy as topical 
formulation for acne.  

  Histatins 
(human)

  P113 P113D    Completed Phase   II trial as mouth rinse 
for oral candidiasis in HIV patients  

  BPI (human)    XMP.629    Failed Phase   III trial as topical use for 
acne

  BPI (human)    Neuprex (rBPI21)    Failed Phase   III trial as adjunctive 
parenteral formulation to reduce 
mortality in pediatric meningococcemia 

   Data in this table have been adapted from Gordon et al.  (2005)    and depict a summarized state 
in the clinical development and its follow - up of AMP - based compounds. BPI = bactericidal -
 permeability - increasing protein.   
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However, differences in context between the natural function of a 
given AMP as part of innate immunity compared to its repeated appli-
cation in higher concentrations have raised a number of important 
issues regarding toxicity and appearance of unexpected secondary 
activities. Regarding their potential toxicity, as part of innate immu-
nity, AMP function is controlled by several processes including expres-
sion levels, storage in granules, and synthesis as inactive pro - peptides 
requiring enzymatic activation for biological activity (as in the case of 
cathelicidin) (Jenssen et al.  2006 ). These features underline the impor-
tance of preservation of a minimum basal concentration as well as the 
potential activation of undesired routes at high concentrations. 

 AMP  in vivo  activity is optimized not only for concentration but also 
for the site of action. In this sense, combination with other effector 
molecules with overlapping antimicrobial functions can yield additive 
and synergistic effects or even the manifestation of secondary activities 
(Li et al.  2000 ; Boman  2003   ). An example of this strategy is the targeted 
killing designed by Eckert et al.  (2006) . In this work, the AMP novispi-
rin G10 was synthetically fused to a linker sequence followed by the 
targeting peptide KH (KKHRKHRKHRKH) to display increased bac-
terial activity and specifi city against  Pseudomonas mendocina .  

6.2. Experience in the Clinical Application of AMPs

 As the problem of emergence of bacterial resistance to current antibi-
otic drugs continues to grow, there has been considerable interest in 
the development of alternative anti - infectious therapies. Given the 
origin of the AMPs and their mode of action, development of resis-
tance to AMPs was believed to be unlikely. Nevertheless, various 
pathogens have developed resistance through different mechanisms, 
such as the modifi cation of the cell wall or expression of proteases 
(Barak et al.  2005 ). Even with this potential limitation, to date, several 
AMP - based compounds have been developed and entered into clinical 
trials. The results from these trials are somehow discouraging due to 
the limited success, and none of the AMP - based compounds has suc-
ceeded in getting Food and Drug Administration (FDA) approval for 
clinical use (Table  8.3 ).  

6.3. New Strategies and Potential for Pharmacological 
Exploitation of AMPs

 To date, most advances in the fi eld of AMP optimization have been 
limited by the expense of production. However, the fast development 
of high - throughput approaches together with the design of solid cell 
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systems and clear - cut assays for different molecular targets may offer 
unprecedented alternatives. Using cellulose sheets as support and a 
peptide spot - synthesizing robot has allowed the preparation of a 
peptide array. This array in combination with a sensitive enzymatic 
assay has allowed the discovery of an optimized octapeptide with an 
excellent broad spectrum activity in a record time with important 
reduced costs (Hilpert et al.  2005 ). Other investigations include the 
search of AMPs containing nonstandard amino acids (the so - called 
peptaibols) as well as the development of polymers based on non -
 peptidic scaffolds (or peptidomimetic compounds). Reduction of cost 
has been also attempted by using biotechnological approaches, but 
apart from exceptional cases, they have failed either in the levels of 
production or in the purifi cation stages. 

 An exceptional therapeutic potential in infectious diseases of AMPs 
that looks very promising is that provided by the exploitation of their 
immunostimulatory properties (Yang et al.  2002 ; Finlay and Hancock 
 2004 ; Scott et al.  2007 ). In this strategic action, the optimization of that 
secondary activity will allow the enhancement of the natural innate 
immunity without the toxicity of their function. In this line and still 
under experimentation is the case of BMAP - 18 (Haines et al.  2009 ), 
which was derived from the bovine myeloid AMP 27 (BMAP - 27) in an 
effort to reduce the cytotoxity to mammalian cells. BMAP - 18 inhibits 
the LPS - induced tumor necrosis factor alpha (TNF -  α )   secretion and 
also kills trypanosomatid parasites   and consequently constitutes an 
adequate candidate for therapy. 

 Despite their capacity to kill pathogens, AMPs display a plethora of 
side functions that can be exploited for biomedical purposes. Among 
the different activities, the capacity to interfere with the viability of 
tumoral cells is commanding much attention (Mader et al.  2006 ). This 
antitumoral activity is most probably the result of the altered mem-
brane composition of the transform cells, for example, the higher 
content of phosphatidylserine. Magainins lyse many types of cells, with 
the toxic concentration being an order of magnitude higher for non-
malignant cells (Jacob and Zasloff  1994 ; Maloy and Kari  1995 ; Imura 
et al.  2008   ). This activity has also been described for defensins and 
cecropins (Suttmann et al.  2008 ; Xu et al.  2008 ). Moreover, the altera-
tion in the expression pattern of human β  - defensins 1 and 2 has under-
lined the role of defensins in the pathogenesis of some carcinomas 
(Gambichler et al.  2006 ). 

 In summary, although AMPs are recognized as essential components 
of natural host innate immunity against microbial challenge, their use 
as a new class of drugs and their value as external therapeutic agents 
still require more work for their successful application.   
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CHAPTER 9

DESIGN OF PHAGE COCKTAILS FOR 
THERAPY FROM A HOST RANGE 
POINT OF VIEW 
LAWRENCE D. GOODRIDGE
Department of Animal Sciences, Colorado State University, 
Fort Collins, CO 

1. INTRODUCTION

1.1. Initial Steps in Phage Infection 

 A discussion surrounding the design of phage cocktails for effective 
implementation of phage therapeutic strategies must begin with a dis-
cussion of phage - bacterial host range. The susceptibility of a bacterium 
to phage infection is primarily dependent on the ability of the phage 
to attach to receptors on the cell. A successful attachment may then 
facilitate entry of the phage nucleic acid into the cell, which may then 
lead to replication and release of new phage progeny (Lindberg  1973 ). 
While there are several mechanisms employed by bacteria to resist 
phage infection (Dinsmore and Klaenhammer  1995 ; Allison and 
Klaenhammer  1998 ), a primary method is to stop phage attachment 
through alteration of phage receptors. As such, phage cocktails should 
be rationally designed taking into account the possibility of the devel-
opment of bacterial resistance through receptor mutation. In addition, 
phage cocktails should be designed with the understanding that the 
biological diversity that is observed within bacterial species means that 
there may be strains within a given species that are quite adept at resist-
ing phage infection. Therefore, phage cocktails should include phages 
that have the ability to alter their host specifi city  in situ . 
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 Several approaches may be used to design phage cocktails with the 
ability to infect all bacterial strains within a given species. These 
approaches can be broadly grouped into three sections including the 
combination of large numbers of natural phages that use different 
receptors to infect bacteria within the same species, the use of dual 
specifi city phages that can infect bacteria within a given species using 
more than one bacterial receptor, and the combination of phages that 
have expanded host ranges through genetic manipulation, or phages 
that can naturally expand their host ranges in situ .   

2. RATIONAL DESIGN OF PHAGE COCKTAILS 

 A major concern regarding the use of phage therapy in the treatment 
of infections is the development of phage - resistant bacteria. In earlier 
phage resistance work, Luria and Delbr ü ck ( 1943 ) made the general 
observation that a decrease in turbidity occurred within several hours 
upon attack of a pure bacterial culture by a phage. However, continued 
incubation of the culture resulted in the growth of a bacterial variant 
that was resistant to the attacking phage. The susceptibility of a bacte-
rium to phage infection is primarily dependent on whether the phage 
can attach to receptors on the cell (Lindberg  1973 ). Many constituents 
of the bacterial cell surface act as receptors for phage. These include 
pili, fl agella, and capsule (Edwards and Meynell  1968 ; Stirm  1968 ; 
Lindberg  1973 ). For example, bacterial capsule has been shown to be 
a receptor for the Vi or K phages, which infect  Salmonella  and 
Escherichia coli  (Stirm  1968 ). Phages also use fl agella of both Gram -
 positive and Gram - negative cells as receptors (Edwards and Meynell 
 1968 ). Phage adsorption to teichoic acid of Gram - positive bacteria has 
also been observed (Coyette and Ghuysen  1968   ). In Gram - negative 
bacteria, the components of the O antigen   and outer core oligosac-
charide (OS) of the lipopolysaccharide (LPS) can serve as phage recep-
tors (Montag et al.  1990 ). Phages also employ various outer membrane 
proteins (OMPs) (OmpA, OmpC, OmpF, LamB, Tsx, OmpP, FadL) 
as receptors (Wilson et al.  1970 ; Montag et al.  1990 ; Heller  1992 ; 
Hashemolhosseini et al.  1994a, b ; Henning and Hashemolhosseini 
 1994 ). Several groups have developed strategies for developing phage 
cocktails that are designed to address the issue of phage resistance. 
Tanji et al. ( 2004 ) described a method used to develop a phage cocktail 
to control the foodborne pathogen E. coli  O157   :   H7. In this work, the 
researchers isolated 26 phages that were able to infect E. coli  O157   :   H7. 
The phages were isolated from bovine, swine, poultry samples, and 
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sewage. Each phage was plaqued on an appropriate  E. coli  O157   :   H7 
isolate, and nine phages causing visible lysis during liquid growth were 
used to produce phage - resistant  E. coli  O157   :   H7 cells. The remaining 
17 phages (those that did not cause complete lysis) were screened for 
their ability to lyse the phage - resistant cells, and phages that effected 
lysis were selected. Based on the lysis profi les, several cocktails of 
phages were developed, and these cocktails were shown to delay the 
development of phage - resistant cells, when compared with the use of 
a single phage. For example, the researchers showed that deletion 
of OmpC from the E. coli  O157   :   H7 cells facilitated the emergence of 
resistant bacterial cells after 8   h to one phage, designated as SP21. 
Alternatively, alteration of the LPS profi le of  E. coli  O157   :   H7 facili-
tated cell resistance to phage SP22, which was observed following 6   h 
of incubation. However, when a mixture of both phages was used to 
infect the E. coli  O157   :   H7 cells, the emergence of phage - resistant cells 
was not observed for 30   h. This work indicated that the combination of 
two phages, one that used an OMP (OmpC) as a receptor and one that 
employed an LPS component as its receptor, was able to signifi cantly 
delay the emergence of phage resistance cells, as compared with if 
either phage was used alone (Tanji et al.  2004 ). 

 Following up on this work, Tanji et al. ( 2005 ) developed a three -
 phage cocktail and investigated its effi cacy in controlling  E. coli
O157   :   H7 cells using  in vitro  and  in vivo  models. Three phages, SP15, 
SP21, and SP22, were selected from the 26 - phage stock developed 
during the previous study (Tanji et al.  2004 ). Addition of one or two 
phages to E. coli  O157   :   H7 growing in batch culture reduced the turbid-
ity of the culture. However, an increase in the turbidity occurred due 
to the appearance of phage - resistant cells. In contrast, the addition of 
a three - phage mixture (SP15 - 21 - 22) did not lead to an increase in 
culture turbidity under aerobic growth conditions. Under anaerobic 
conditions, a slight increase in culture turbidity was observed after 
SP15 - 21 - 22 addition. 

 A chemostat continuous culture system was developed under anaero-
bic conditions to optimize the titer of phage cocktail and frequency of 
the addition of the cocktail for controlling E. coli  O157   :   H7 cells. The 
authors observed a 5 - log decrease in the  E. coli  O157   :   H7 concentration 
after the addition of the phage cocktail (10 9    plaque forming units [PFU]/ml). 
While an increase in cell concentration was observed after 1 day of incu-
bation, repeated addition of the phage cocktail was suffi cient to reduce 
the cell concentration. Based on the  in vitro  experiments, the three -
 phage cocktail was orally administrated to mice, which had been previ-
ously inoculated with E. coli  O157   :   H7. The  E. coli  O157   :   H7 and phage
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concentration in the feces was monitored for 9 days following phage 
addition. High titers of phage were detected in the feces when the 
phage cocktail was continuously administrated. The  E. coli  O157   :   H7 
concentration in the feces was reduced during the 9 - day test period. 
The authors concluded that repeated oral administration of the SP15 -
 21 - 22 cocktail effectively reduced the  E. coli  O157   :   H7 concentration 
in the feces and gastrointestinal tract of mice (Tanji et al.  2005 ). 

 Chase et al. ( 2005 ) used a receptor modeling procedure to produce 
a phage cocktail to reduce E. coli  O157   :   H7 in cattle. This approach 
allowed the researchers to produce a phage cocktail that contained 
phages that used multiple different receptors on the cell surface. The 
rationale behind this approach was based on the results of the Tanji 
et al. ( 2004 ) study, which showed that two phages that used different 
receptors delayed the formation of phage resistance cells. In the Chase 
et al. ( 2005 ) study, it was hypothesized that the combination of more 
than two phages that each used different bacterial receptors would 
further delay the formation of phage - resistant cells. A total of 56 dif-
ferent phages, with varying degrees of specifi city for  E. coli  O157   :   H7, 
were screened on different E. coli  strains to determine the receptors 
used by each phage. A series of  E. coli  K - 12 OMP mutants and a series 
of E. coli  LPS outer core OS mutants were used for the phage receptor 
studies. Four pairs of  E. coli  K - 12 isogenic mutants were used, and 
these strains were isogenic with respect to OmpF, OmpA, FadL, and 
Tsx  . Additionally, two LamB strains that were not isogenic but had 
mutations that did not affect the outer membrane were evaluated for 
phage receptor specifi city. Two pairs of OmpC isogenic mutants were 
included as negative controls. In addition to the OMP strains, 12  E. coli
LPS outer core OS mutant strains were used to assess the usefulness 
of E. coli  LPS as a receptor for the phages. Four of these strains rep-
resented four of the fi ve different core types (R1 to R4) (Heinrichs 
et al.  1998 ) of  E. coli . These strains are defi cient in O antigen and were 
used to assess the usefulness of the outer core OS region of the LPS 
as a receptor for the phages.  E. coli  K - 12 was also included in the host 
range study. This strain represents the fi fth core type (K - 12) of  E. coli
(Heinrichs et al.  1998 ). The remaining eight strains were sequentially 
defi cient in the genes (the  waa  operon) responsible for producing the 
enzymes that add carbohydrates to the growing outer core OS region 
of the outer membrane LPS. These strains were used to determine 
which carbohydrate residues within the LPS could serve as a receptor 
for the phages. Each phage was individually tested against each bacte-
rial isolate. The specifi city data was used to generate a database of the 
receptors that each phage used. Some phages used more than one 
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receptor. The database was used to construct a phage cocktail consist-
ing of 37 different phages. The 37 - phage cocktail was screened against 
58 E. coli  O157   :   H7 isolates, by placing a drop of phage lysate (10 11    PFU/
ml) on a lawn of each individual bacterial isolate. After overnight 
incubation, the zone of clearing was checked for the presence of bacte-
rial colonies, which would indicate bacterial mutants that were resistant 
to the cocktail. The cocktail produced complete clearing on all of the 
isolates, and no resistant colonies were observed. In addition, the phage 
cocktail lysate was dropped on an agar plate containing a lawn of a 
mixture of all 58 of the E. coli  O157   :   H7 isolates. After overnight incu-
bation, no colonies were observed within the zone of clearing, indicat-
ing the absence of phage - resistant cells. 

 The cocktail was examined for its ability to reduce the presence of 
E. coli  O157   :   H7 in bovine fecal slurries and in calves. In an anaerobic 
in vitro  model, the phage cocktail completely eliminated a strain 
mixture of 10 4    cfu/ml of  E. coli  O157   :   H7 from bovine fecal slurries, 
within 4   h. To evaluate the phage cocktail in live animals, a total of 14 
Black Angus calves ranging from 4 to 6 months of age were orally 
inoculated with 10 8    cfu  E. coli  O157   :   H7. The  in vivo  experiments con-
sisted of two trials. The fi rst trial evaluated ileal samples and the second 
trial evaluated fecal samples for the presence of E. coli  O157   :   H7 and 
phages. In the fi rst trial, a signifi cant decline in the concentration of  E. 
coli  O157   :   H7 in the ileal samples was observed at 8   h ( P    =   0.05). 
However, the concentration of  E. coli  O157   :   H7 increased back to the 
concentration of the control samples at 16   h. In the second trial, shed-
ding of E. coli  O157   :   H7 decreased signifi cantly in the treated group 
(P    =   0.05) at 24   h. Similar to the ileal samples, an increase in the con-
centration of E. coli  O157   :   H7 was observed at 36   h in the fecal samples. 
The increases in cell concentration were associated with a decrease in 
phage concentration. None of the  E. coli  O157   :   H7 cultured from ileal 
or fecal samples showed resistance to the phage cocktail. 

 These results highlight the ability of the 37 - phage cocktail to elimi-
nate E. coli  O157   :   H7 in fecal slurries, and to reduce the concentration 
of E. coli  O157   :   H7 in calves, without the formation of phage - resistant 
mutants. The receptor modeling approach appears to be effective in 
the design of phage cocktails to reduce the presence of E. coli  O157   :   H7 
in animals. As with the work of Tanji et al. ( 2005 ), continuous dosing 
of the phage cocktail to the calves may have eliminated the increase in 
concentration of the E. coli  O157   :   H7 cells following the initial decrease. 

 Other research groups have evaluated the use of phage cocktails to 
decrease various bacterial pathogens in live animals. Callaway et al. 
( 2006 ) anaerobically isolated phage that targeted  E. coli  O157   :   H7 
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from fecal samples collected from commercial feedlot cattle in the 
central United States. The spectrum of activity of the phages was deter-
mined, and the phages were combined to form a cocktail of phage for 
in vivo  studies. When a 21 - phage cocktail was inoculated into sheep 
artifi cially contaminated with  E. coli  O157   :   H7, intestinal populations 
of E. coli  O157   :   H7 were decreased ( P     <    0.05) in the cecum and rectum. 
When sheep in a follow - up study were dosed with 10 5 , 10 6 , or 10 7    PFU 
of the phage cocktail, the addition of 10 5    PFU (multiplicity of infection 
[MOI] of 10) was the most effective at reducing  E. coli  O157   :   H7 popula-
tions throughout the gastrointestinal tract. Collectively, the results indi-
cate that properly selected phages can be used to reduce E. coli  O157   :   H7 
in food animals. The authors concluded that phage could be an impor-
tant part of an integrated foodborne pathogen reduction program. 

 Kudva et al. ( 1999 ) isolated  E. coli  O157 antigen - specifi c phages and 
tested them to determine their ability to lyse laboratory cultures of E. 
coli  O157   :   H7. A total of 53 bovine or ovine fecal samples were enriched 
for phage, and 5 of these samples were found to contain lytic phages 
that grew on E. coli  O157   :   H7. Three phages, designated KH1, KH4, 
and KH5, were further evaluated. At 37 or 4    ° C, a mixture of these 
O157 - specifi c phages lysed all of the  E. coli  O157 cultures tested and 
none of the non - O157  E. coli  or non -  E. coli  cultures tested. These 
results required culture aeration and a high MOI. Without aeration, 
complete lysis of the bacterial cells occurred only after 5 days of incu-
bation and only at 4    ° C. Phage infection and plaque formation were 
infl uenced by the nature of the host cell O157 LPS. For example, strains 
that did not express the O157 antigen or expressed a truncated LPS 
were not susceptible to plaque formation or lysis by phage. In addition, 
strains that expressed abundant mid - range molecular - weight LPS did 
not support plaque formation but were lysed in liquid culture. 

 While the above studies suggest that phage resistance can be over-
come through the use of well - designed cocktails, it should be noted 
that phage - resistant bacterial mutants can be produced even when 
phage cocktails are employed to reduce the presence of a given bacte-
rium. For example, O ’ Flynn et al. ( 2004 ) evaluated three lytic phages 
(e11/2, e4/1c, PP01), and a cocktail of all three phages for their ability 
to lyse E. coli  O157   :   H7  in vivo  and  in vitro . Phage e11/2, pp01, and the 
cocktail resulted in a 5 - log reduction of  E. coli  O157   :   H7 within 1   h at 
37    ° C. However, phage - resistant mutants emerged following the chal-
lenge. The mutant cells had a growth rate that approximated that of 
the parental O157 strain, although they exhibited a smaller, more 
coccoid cellular morphology. The frequency (10 − 6    cfu) of phage - resis-
tant mutant formation was observed to be similar for e11/2, pp01, and 
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the phage cocktail, while bacterial mutants insensitive to e4/1c occurred 
at a higher frequency (10 − 4    cfu). The authors observed that the phage -
 resistant mutants commonly reverted to phage sensitivity within 50 
generations. In an initial meat trial experiment, the phage cocktail 
completely eliminated E. coli  O157   :   H7 from the beef meat surface in 
seven of nine cases. The authors concluded that given that the fre-
quency of phage - resistant mutant development was low for two of the 
phages, and the fact that the mutants reverted to phage sensitivity, 
phage - resistant mutant formation should not hinder the use of these 
phages as biocontrol agents, particularly since low levels of the patho-
gen are typically encountered in the environment (O ’ Flynn et al.  2004 ). 
Nevertheless, as described above, the use of rationale design methods 
to develop phage cocktails should reduce the possibility of the develop-
ment of phage - resistant bacteria. 

 Andreatti Filho et al.  (2007)    used cocktails of four different phages 
obtained from commercial broiler houses (CB4 Ø   ) and 45 phages from 
a municipal wastewater treatment plant (WT45 Ø ) to effect reduction 
of Salmonella enterica  serovar  enteritidis in vitro  and in experimentally 
infected chicks. In one experiment, an  in vitro  crop assay was con-
ducted with selected phage concentrations (10 5  – 10 9    PFU/ml) to deter-
mine the ability to reduce S. enteritidis  in the simulated crop 
environment. After 2   h at 37    ° C, CB4 Ø  or WT45 Ø  reduced the  S.
enteritidis  concentration by 1.5 or 5   log, respectively, as compared with 
a control. However, the CB4 Ø  cocktail did not affect total  S. enteritidis
recovery after 6   h (the concentration returned to pre - phage cocktail 
treatment levels), whereas WT45 Ø  resulted in up to a 6 - log reduction 
of S. enteritidis . In another experiment, day - of - hatch chicks were chal-
lenged orally with 9    ×    10 3    cfu/chick of  S. enteritidis  and treated via oral 
gavage with 1    ×    10 8    CB4 Ø    PFU/chick, 1.2    ×    10 8    WT45 Ø    PFU/chick, or 
a combination of both, 1   h after challenge with  S. enteritidis . All treat-
ments signifi cantly reduced  S. enteritidis  recovered from cecal tonsils 
at 24   h as compared with untreated controls, but no signifi cant differ-
ences were observed at 48   h following treatment. The authors con-
cluded that the data suggested that some phages can be effi cacious in 
reducing S. enteriditis  colonization in poultry during a short period, but 
with the phages and methods presently tested, persistent reductions 
were not observed (Andreatti Filho et al.  2007 ). As described with the 
Chase et al. ( 2005 ) study, continuous dosing of the phages may have 
led to sustained reduction of the bacterial concentration. Toro et al. 
( 2005 ) used a combination of three  Salmonella  - specifi c bacteriophages 
(BPs) and competitive exclusion (CE) bacteria to reduce Salmonella
colonization in experimentally infected chickens. A cocktail of the 
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phages was administered orally to the chickens several days prior and 
after Salmonella  challenge but not simultaneously. The phages that 
comprised the cocktail were readily isolated from the feces of the 
phage - treated chickens approximately 48   h after administration. A CE 
product consisting of a defi ned culture of seven different microbial 
species was used either alone or in combination with phage cocktail 
treatment. CE was administered orally at hatch.  Salmonella  counts in 
the intestine, ceca, and a pool of liver/spleen were evaluated in 
Salmonella  - challenged chickens treated with the phage cocktail or with 
the cocktail and CE. In both trials 1 and 2, a benefi cial effect of the 
phage treatment on weight gain performance was evident. A reduction 
in Salmonella  counts was detected in the cecum and ileum of phage - , 
CE - , and phage/CE - treated chickens as compared with nontreated 
birds. In trial 1, phage treatment reduced  Salmonella  counts to mar-
ginal levels in the ileum and reduced counts sixfold in the ceca. The 
CE and phage treatments showed differences in the reduction of 
Salmonella  counts after challenge between specimens obtained at days 
4 and 14 post - challenge in the ceca, liver/spleen, and ileum during trial 
2. The results of this work indicate that a combination of a phage 
cocktail and a CE product was capable of reducing Salmonella  coloni-
zation of experimentally infected chickens (Toro et al.  2005 ). 

 Other researchers have developed phage cocktails to treat non - food-
borne infections. For example, McVay et al. ( 2007 ) developed an  in vivo
model based on mice compromised by a burn wound injury followed by 
fatal infection with Pseudomonas aeruginosa . The mice were adminis-
tered a single dose of a P. aeruginosa  phage cocktail consisting of three 
different phages by three different routes including intramuscular (i.m.), 
subcutaneous (s.c.), or intraperitoneal (i.p.) administration. The results 
of these studies indicated that a single dose of the P. aeruginosa  phage 
cocktail could signifi cantly decrease the mortality of thermally injured, 
P. aeruginosa  - infected mice (from 6% survival without treatment to 22% 
to 87% survival with treatment) and that the route of administration was 
particularly important to the effi cacy of the treatment, with the i.p. route 
providing the most signifi cant (87%) protection. The pharmacokinetics 
of phage delivery to the blood, spleen, and liver suggested that the 
phages administered by the i.p. route were delivered at a higher dose, 
were delivered earlier, and were delivered for a more sustained period 
of time than the phages administered by the i.m. or s.c. routes, which 
may explain the differences in the effi cacies of these three different 
routes of administration (McVay et al.  2007 ). 

 Researchers at the Eliava Institute in Tbilisi, Republic of Georgia, 
have spent decades developing a comprehensive phage collection, and 
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the institute currently produces a range of phage preparations in a 
variety of pharmaceutical forms that can be administered topically, 
orally, rectally, by inhalation, or by injection (Hanlon  2007 ). For 
example,  “ Pyophage ”  is the commercial name given to a cocktail of 
phages active against staphylococci, streptococci,  P. aeruginosa ,  Proteus
spp., and  E. coli  that can be used for the treatment and prophylaxis of 
purulent wound infections (Markoishvili et al.  2002 ). It is also used in 
surgery (both pre -  and postoperatively), burn wounds, osteomyelitis, 
skin infections, and eye and ear infections. This phage mixture is also 
used in a commercial wound dressing product called  “ PhagoBioDerm ”  
(Markoishvili et al.  2002 ), which is a novel biodegradable polymer 
based on polyester amides impregnated both with the phage cocktail 
and the antibiotic ciprofl oxacin. The dressing has been used success-
fully to treat infected wounds including those containing multidrug -
 resistant  Staphylococcus aureus  (Markoishvili et al.  2002 ; Jikia et al. 
 2005 ). The Eliava Institute has a long history of treating gastrointesti-
nal infections and has developed an 11 - phage cocktail active against 
six different species of Salmonella  as well as a 17 - phage cocktail effec-
tive against a broad range of gastrointestinal pathogens (Hanlon  2007 ).  

3. PHAGE COCKTAILS AND DIAGNOSTICS 

 Phage cocktails have also been used for diagnostic purposes. In one 
diagnostic scenario, the phages are used to reduce the presence of 
background fl ora that interferes with the recovery of the target bacte-
ria. Strategic Diagnostics Incorporated   (Newark, DE;  www.sdix.com ) 
has developed an assay called RapidChek ®  SELECT TM   Salmonella , in 
which the assay enrichment media is supplemented with phage as a 
selective agent, which reduces levels of background fl ora, allowing 
Salmonella  to grow freely. Kumar et al. ( 2006 ) employed a phage cock-
tail to reduce background fl ora during processing of sputum samples 
for isolation of Mycobacterium  spp. Such a treatment is needed because 
the mechanical pressure exerted during centrifugation and the chemi-
cal pressure experienced when sputum specimens are processed, leave 
the tubercle bacilli in the sputum unsuitable for rapid detection espe-
cially in phage - based assays. As such, overnight incubation of 
Mycobacterium tuberculosis  in broth is mandatory to allow the bacteria 
to resuscitate. During this time, the surviving colonizing fl ora grows 
faster and overgrows the tubercle bacilli interfering with tuberculosis 
diagnosis. In the work of Kumar et al. ( 2006 ), phages capable of killing 
14 different species representing the normal fl ora contained within 
sputum samples were isolated from soil and sewage samples and char-
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acterized. Sputum samples were treated with a cocktail of three phages 
capable of killing most of the 14 representative organisms while not 
infecting mycobacteria. The addition of the cocktail controlled all of 
the background species in 54 tested sputum samples, signifi cantly 
reducing the colony forming units of the background fl ora, when the 
samples were plated on solid media, although a few discrete colonies 
were observed on the plates. The isolation of phages capable of con-
trolling the surviving organisms and inclusion of these phages in the 
phage cocktail mixture should lead to the effective control of back-
ground microfl ora in sputum samples during isolation of  Mycobacterium
spp. (Kumar et al.  2006 ). 

 The research described above has highlighted the possibilities and 
successes associated with the use of phage cocktails to control bacterial 
infections, and to detect bacterial pathogens in clinical and environ-
mental samples. Still, the development of phage cocktails for effective 
use in phage therapy interventions remains a time -  and labor - consum-
ing endeavor. It is evident that acceptable results can only be achieved 
through thorough selection of phages with the required host ranges to 
control the bacterial species in question. Continuous monitoring of the 
phage cocktail, and alteration of the cocktail over time will likely be 
required to ensure success (Krylov  2001 ). A series of Polish clinical 
trials during the 1980s (Slopek et al.  1981a, b ,  1984   ; Weber - Dabrowska 
et al.  1987 ) demonstrated the principles of effective phage therapy 
control of infections. The collective results of these studies identifi ed 
several trends. For example, the researchers observed that better 
results were obtained when phage cocktails were tailored to each 
patient being treated for a given disease, as opposed to when a single 
phage cocktail was utilized. Overall, positive treatment outcomes were 
observed in 90% of the cases. The fact that commercial preparations 
containing pre - chosen phage mixtures were less effi cient than the mix-
tures prepared for each patient is a potential disadvantage of phage 
therapy approaches that use large numbers of naturally occurring 
phages. The composition of a phage cocktail usually depends on the 
bacterial strains of a species predominating in a certain geographic 
region, and the proportion of the pathogenic strains affected by the 
most robust commercial phage cocktails never exceeds 80% under 
clinical situations, meaning that at least 20% of strains are not affected 
by the phage therapy (Krylov  2001 ). Also, great care should be taken 
when screening phage cocktails against bacterial strains isolated from 
a patient. Typically, the entire cocktail is screened against each strain, 
which does not allow for a determination of how many phages within 
the cocktail are effective at causing bacterial lysis. It is possible that 
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only one of the phages within the cocktail is active against the target 
bacteria, which could lead to rapid development of phage - resistant 
bacterial mutants. Therefore, all phages in the cocktail should be indi-
vidually screened against the target bacterial strains (Krylov  2001 ). 
Even when appropriate characterization of the phages within a cocktail 
is accomplished, the mixture can still fail to eliminate pathogenic bac-
teria, especially in the case of chronic infections requiring long - term 
treatment, during which phage - resistant bacteria can appear (Krylov 
 2001 ). Therefore, phage cocktails should contain phages capable of 
responding in vivo  to the appearance of phage - resistant bacteria. The 
inclusion of dual specifi city phages is one approach that provides phage 
cocktails with a built - in ability to respond to the presence of phage -
 resistant mutants.  

4. DUAL SPECIFICITY PHAGES 

 It is clear that broad host range phages should be selected for phage 
therapy applications, and these phages should be combined into cock-
tails to delay the chance of the development of phage - resistant bacte-
rial mutants. If broad host range phages cannot be isolated, an 
alternative approach is to take advantage of phages that can use more 
than one receptor on the bacterial cell surface. There are many exam-
ples of dual specifi city phages described in the literature. Perhaps, the 
most characterized phages that display dual specifi city belong to the 
T - even family. Approximately 170 phages with morphologies similar 
to T4 have been identifi ed (Ackermann and Krisch  1997 ; Ackermann 
 1998 ; T é tart et al.  2001 ). These T - even phages have been isolated on 
a wide range of bacterial hosts that grow in diverse environments 
(Ackermann and Krisch  1997 ; Ackermann  1998 ; T é tart et al.  2001 ). 
Studies have been conducted to characterize the nature of the dual 
component receptors in several T - even phages. For example, each of 
the T - even - type phages (including the type phage, T4) binds to two 
different receptors on the bacterial cell surface in a sequential manner. 
The fi rst reversible step is mediated by the long tail fi bers, which bind 
to LPS or to OMPs. It is this step that determines the host - receptor 
specifi city of the T - even phages (Beumer et al.  1984 ). Yu et al. ( 1998 ) 
characterized the T - even phage AR1 and showed that it can use 
OmpC as a receptor. Goodridge et al. ( 2003 ) used various  E. coli  OMP 
and LPS mutants to characterize the receptors of phage AR1, and 
showed that in addition to OmpC, phage AR1 can also utilize  E. coli
outer core OS that has a terminal Glc residue or Gal residue including 
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LPS outer core OS types R1 (Gal), R3 (Glc), and R4 (Gal), but not 
core OS types that have a terminal GlcNAc   residue (core types K - 12 
[GlcNAc]), and R2 (GlcNAc). Other T - even phages have been shown 
to possess dual receptors. Beher and Pugsley ( 1981   ) showed that the 
T - even phage SSI could use either LamB or OmpC as receptors. 
Similarly, Morona et al. ( 1985 )   showed that the T - even phage Ox2 can 
give rise to host range mutant phages that use OmpA and OmpC as 
receptors unlike their parental phage. Earlier, Moreno and Wandersman 
( 1980 ) observed that both OmpC and LamB could serve as receptors 
for host range mutants of another T - even phage, Tula  , which employs 
OmpF as its receptor. The researchers described an elegant method 
in which to isolate the mutants, which initially involved plating the 
wild - type phage Tula on an  E. coli  strain that produced very low 
amounts of the OmpF and LamB proteins. The resulting phage, des-
ignated as TP2 was capable of using either OmpF or OmpC as its 
receptor. When Tula was plated on an OmpF mutant, phage TP5 was 
created, which has tri - specifi city and utilized OmpF, OmpC, or LamB 
as a receptor. Plating Tula on other mutant strains produced other 
phages capable of using OmpF or LamB to adsorb to the host cell 
(phage TP1), or the OmpC   protein as a receptor (TP6). The authors 
concluded that the ability of the phages to adapt to using different 
receptors could have important selective value. For example, this 
aspect of T - even biology could be used to create phages with expanded 
host ranges using a directed receptor approach, and a cocktail of such 
phages should vastly reduce the possibility of resistant phage isolates, 
while at the same time addressing the problem of bacteria within the 
same species that express varied cell surface proteins, which deter-
mines phage susceptibility. 

 A novel dual specifi city phage was described by Scholl et al. ( 2001 ). 
This phage, designated as phage K1 - 5, is unique, because it carries two 
capsule - specifi c enzymatic tail proteins, an endosialidase and a lyase, 
allowing it to attack and replicate in both K1 and K5 strains of E. coli . 
One tail protein found on phage K1 - 5 (the lyase protein) is similar to 
that of phage K5 (specifi c for the K5 polysaccharide capsule), and a 
second tail protein found on this phage (the endosialidase) is similar 
to a tail protein found in phage K1E (specifi c for the K1 polysaccharide 
capsule). In addition, the genomic region encoding these proteins is 
almost identical to the genomic construct found in the Salmonella
phage SP6, which codes for a protein that binds to the  Salmonella  O 
antigen (Scholl et al.  2002 ). The lytic phage SP6 encodes a tail protein 
with a high degree of sequence similarity to the tail protein of the bio-
logically unrelated lysogenic Salmonella  phage P22. It has also been 



DUAL SPECIFICITY PHAGES 211

reported that the SP6 tail gene is fl anked by an upstream region that 
contains a promoter and a downstream region that contains a putative 
Rho - independent transcription terminator, giving it a cassette or 
modular structure almost identical to the structure of the tail genes of 
coliphages K1E, K5, and K1 - 5 (Scholl et al.  2002 ). It was concluded 
that phages SP6, K1 - 5, K5, and K1E are very closely related but have 
different tail fi ber proteins, which allows each phage to have different 
host specifi cities (Scholl et al.  2002 ). The observation of a similar tail 
genome motif in both the Salmonella  phage SP6 and the coliphages 
K1E, K5, and K1 - 5 indicates that this genomic construct might serve 
in the development of a modular phage platform that could operate 
over a wide bacterial host range. The presence of such host range plat-
forms is described more fully below. 

 Other mechanisms have been found that permit the expansion of the 
bacterial host range of phage based on the use of more than one bacte-
rial receptor. One such mechanism is site - specifi c recombination 
systems that permit phage to switch between alternative tail fi ber pro-
teins. Recombination sites for DNA invertases and recombination site -
 like sequences have been observed to fl ank gene segments conferring 
the specifi city of a given phage for its host receptors. When combined 
with the properties of DNA inversion, it is possible that the site - specifi c 
recombination enzymes could be responsible for the exchange of host 
range determinants. Sandmeier ( 1994 ) extensively reviewed the scien-
tifi c literature in this area, providing insight into the putative role of 
DNA inversion enzymes in the recombination of tail fi ber gene seg-
ments between genomes. 

 Another mechanism by which phages modulate their host range 
in situ  entails the use of a reverse transcriptase to generate variation in 
tail fi ber proteins. Liu et al. ( 2002 ) identifi ed a group of temperate 
phages that generate diversity in a gene, designated major tropism 
determinant (mtd), which specifi es tropism for receptor molecules on 
host Bordetella  species. The infectious cycles of  Bordetella  subspecies, 
which cause respiratory infections in humans and other mammals, is 
controlled by the BvgAS signal transduction system (Uhl and Miller 
 1996 ). The Bvg1 phase, which is necessary for bacterial colonization, 
is characterized by a high level of BvgAS activity. In the Bvg2 phase, 
BvgAS is inactive; the Bvg2 phase has been shown to be adapted to  ex
vivo  growth and survival. Liu et al. ( 2002 ) identifi ed several temperate 
phages present in clinical isolates of Bordetella bronchiseptica  that 
displayed a marked tropism for Bvg1 as opposed to Bvg2 phase bacte-
ria. The effi ciency of plaque formation of a representative phage, des-
ignated BPP - 1, was 10 6  - fold higher on a Bvg1 phase wild - type  B.
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bronchiseptica  isolate than on an isogenic Bvg2 phase - locked strain 
(DbcgS). Adsorption assays indicated that the BPP - 1 receptor is spe-
cifi cally expressed in the Bvg1 phase. Mutagenesis of loci encoding 
Bvg1 phase surface factors showed that deletion of prn  , a gene that 
encodes the adhesion pertactin, eliminated BPP - 1 adsorption and 
decreased phage plaquing to a level similar to that observed on Bvg2 
phase cells. Complementation of prn was suffi cient to confer full infec-
tivity by BPP - 1, indicating that pertactin is the primary receptor for 
BPP - 1. Interestingly, while the BPP - 1 effi ciency of plaquing decreased 
by a factor of 10 6  on Bvg2 phase cells, plaques that did form had a 
normal morphology. Since the formation of a plaque requires multiple 
rounds of phage infection and multiplication, this observation sug-
gested that a tropism switch had occurred. Two types of tropic variants 
were subsequently identifi ed. The fi rst variant switched tropism to 
favor Bvg2 phase Bordetella . The second variant formed plaques with 
nearly equal effi ciency on Bvg1 or Bvg2 phase strains. The fact that 
tropism correlated with specifi c adsorption to the respective bacteria 
indicated that these phages have evolved a mechanism for adapting to 
cell surface alterations that occur during the infectious cycles of their 
hosts (Liu et al.  2002 ). Several studies have indicated that during serial 
passages of phages and their bacterial hosts, the phages are not con-
strained in their ability to coevolve with bacteria. For example, long -
 term antagonistic coevolution of  Pseudomonas fl uorescens  and a phage 
were observed over multiple cycles of defense (i.e., development of 
phage - resistant bacterial mutants) and counter - defense (phages isolated 
from two subsequent transfers showed consistently greater infectivity to 
bacteria) (Buckling and Rainey  2002 ). Similar data have also been 
obtained using a T - even phage, PP01, and its bacterial host,  E. coli
O157   :   H7 (Mizoguchi et al.  2003   ). A series of bacterial mutants were 
observed when the phage and bacteria were grown in continuous culture 
over a period of 200   h. The mutants differed in colony morphology, the 
nature of the PP01 receptors OmpC and LPS, and phage susceptibility. 
Phage PP01 responded to the presence of the bacterial mutants by 
broadening its host range. The system eventually reached a coexistence 
of PP01 and E. coli  O157   :   H7, both at high concentrations, and the 
system continued to evolve. Collectively, the dynamics of both interact-
ing systems were largely determined by the trade - offs between resistance 
to phage, which is usually costly from a metabolic standpoint (Br ü ssow 
 2005 ), and competitiveness with the parental strain for limiting resources. 
The inclusion of such phages that can sense the metabolic state of their 
host bacteria and switch their receptors accordingly within a host cocktail 
should, in theory, decrease the chances of phage resistance developing, 
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since such resistance would likely decrease the virulence and survival 
of the bacteria in the host. 

 Therefore, it is possible that in a live animal, the development of 
phage - resistant isolates would coincide with a loss in fi tness and viru-
lence, rendering the contaminating bacteria unable to cause illness. For 
example, in the case of K1 -  or LPS - specifi c phages, the most likely 
resistant mutants will be defi cient in capsule or LPS. Several studies 
have shown that, in both cases, the mutant bacterial isolates are less 
virulent. Smith and Huggins ( 1982 ) inoculated calves with a K1 strain 
of E. coli , followed by the addition of a K1 - specifi c phage. A low 
number of phage resistant E. coli  strains were isolated from the calf 
intestine, but due to the loss of the K1 antigen, the strain had become 
avirulent in mice. Therefore, great care must be taken when interpret-
ing the results of phage therapy in vitro  studies, since  in vitro  predator –
 prey studies do not accurately refl ect  in vivo  conditions. Such studies 
cannot account for the complexity of the phage – host interaction in the 
natural environment. In pure culture experiments, the only competitor 
of the phage - resistant cell is its phage susceptible ancestor cell, which 
is counter - selected in the presence of a phage. However, in the natural 
environment, the phage - resistant clone must also compete with many 
other strains that are not subject to the pressure of the infecting phage 
(Br ü ssow  2005 ). This principle was demonstrated by Harcombe and 
Bull ( 2005 ), who conducted an  in vitro  study of  E. coli ,  Salmonella 
enterica  serovar  typhimurium , and coliphages T5 and T7. The research-
ers showed that, while resistant mutants could be obtained from pure  E. 
coli  cultures, when the  E. coli  cells were   mixed with the  S. typhimurium
cells, the resistant  E. coli  cells were outcompeted by the  Salmonella .  

5. GENETIC MANIPULATION OF HOST RANGE 

 In addition to the natural ability of certain phages to expand their host 
ranges, lytic phages can be engineered to produce recombinant phages 
with desired host ranges. In this scenario, the host range of a respective 
phage would be modifi ed by replacing its tail fi ber loci with that of 
another phage that has the required host range. 

 Several phages are capable of altering their host range via a site -
 specifi c recombination system that inverts the sequence that deter-
mines the host range (Plasterk et al.  1983 ). For example, phage Mu is 
a broad host range phage capable of forming plaques on several bacte-
rial species (Harshey  1988 ). The Mu genome contains tail fi ber gene S, 
which encodes a site recognized by a Mu - encoded invertase, with a 
second site beyond the gene in inverted orientation. Depending on the 
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orientation of the genomic segment between the two sites, the tail fi ber 
has alternative carboxyl termini that encode different specifi cities 
(Plasterk et al.  1983 ). T - even phages such as AR1 use an alternative 
strategy to obtain adhesion diversity. The T - even phages exchange 
their adhesion domains with related ones from other phages, possibly 
via a specialized recombination system (Plasterk et al.  1983 ). 
Homologous regions within tail fi ber genes have been identifi ed in 
phage Mu; phages P1 and P2; the T - even phages Tula, Tulb, and T4; 
and phage lambda (Haggard - Ljungquist et al.  1992 ). The similarities in 
the tail fi ber genes of phages from different families provide evidence 
that recombination events are occurring between unrelated phages, an 
observation that is compatible with the modular theory of phage evolu-
tion (Botstein  1980 ). Several researchers have demonstrated the utility 
of such a method to produce chimeric phages with the ability to infect 
bacteria that were previously resistant to the phage. These studies have 
been accomplished using T - even phages. The adsorption specifi city of 
phages in the T4 - like virus genus is determined by the protein sequence 
near the tip of the long tail fi bers (the distal tail fi ber locus) (T é tart 
et al.  1998 ). The tail fi ber adhesin domains are located within different 
genes in closely related phages of the T - even type. For example, in 
phage T4, the adhesin sequence is encoded by the C - terminal domain 
of the large tail fi ber gene (gene 37), while phage T2 encodes the 
adhesin as a separate gene product (gp) (gene 38) that binds to the tip 
of the T2 tail fi bers (34). Three groups of T - even phages that possess 
the tail fi ber organization of phage T2 have been identifi ed, including 
the T2 - like, T6 - like, and Ac3 - like sequences (T é tart et al.  1998 ). The 
sequences of genes 37 and 38 vary to differing degrees among these 
phages. T é tart et al. ( 1996, 1998 ) were the fi rst to show that T4 - like 
phages have conserved regions fl anking their host range genes, and that 
these conserved sequences could be used to amplify the host range 
genes (genes 37 and 38) of many T4 - like phages. For the T4 - like phages, 
there are two completely different organizations of the distal tail fi ber 
locus — the T2 and T4 forms. The sequences of gene 37 and gene 38 
vary to differing degrees among the T4 - like phages, while those of gene 
36 and gene t, which fl ank the locus, are conserved (Yu et al.  2000   ). 
Using the conserved regions of gene 36 and gene t, T é tart et al. ( 1996 ) 
amplifi ed a DNA segment of two  Yersinia  T4 - like phages that con-
tained genes 37 and 38, cloned each fragment into a plasmid, and used 
a phage T4 mutant that had amber mutations in genes 37 and 38 (am37, 
am38) to infect cells carrying each of the plasmids. Chimeric T4 phages, 
which replaced their distal tail fi ber locus with the plasmid - borne 
analog, were isolated and shown to form plaques on  Yersinia  (T é tart 
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et al.  1996 ). Since then, several other chimeric host range mutants of 
phage T4 have been constructed, by utilizing the same strategy (T é tart 
et al.  1998 ). Following on T é tart ’ s work, Yoichi et al.  (2005)  changed 
the specifi city of phage infection, by exchanging gps 37 and 38, expressed 
at the tip of the long tail fi ber of T2, with those of PP01 phage, an  E. 
coli  O157   :   H7 specifi c phage. Homologous recombination between the 
T2 phage genome and a plasmid encoding the region around genes 
37 – 38 of PP01 occurred in transformant  E. coli  K12 cells. The recom-
binant T2 phage, named T2ppD1, carried PP01 gp37 and 38 and infected 
the E. coli  O157   :   H7. However, T2ppD1 could not infect  E. coli  K12, 
the original host of T2, or its derivatives. The host range of T2ppD1 
was the same as that of PP01. Infection of T2ppD1 produced turbid 
plaques on a lawn of E. coli  O157   :   H7 cells. The binding affi nity of 
T2ppD1 to E. coli  O157   :   H7 was weaker than that of PP01. Yoichi 
et al. ( 2005 ) concluded that, in addition to the tip of the long tail fi ber, 
exchange of gps expressed in the short tail fi ber may be necessary for 
tight binding of recombinant phage. The transfer of tail fi ber loci among 
T - even phages represents a host range exchange platform system. Such 
an expanded host range platform phage could provide for versatility 
and save time and effort compared with that required for the isolation 
and characterization of completely new phages for each bacterial strain.  

6. CONCLUSION

 The use of phages to control bacterial infections has progressed to the 
point where effective methods have been developed that address the 
issues of broad bacterial infectivity and phage resistance. These methods 
include the combination of broad host range phages and phages that 
can alter their host range in situ  within cocktails that can be used to 
treat bacterial disease. Alternatively, the host ranges of phages can be 
genetically manipulated to create phages with desired host ranges. The 
use of well - developed phage cocktails represents a practical solution 
to the rapid emergence of new infectious diseases. Phage cocktails can 
be developed more rapidly than new antibiotics, and with less cost. A 
potential challenge to the advance of phage therapy is regulation of the 
treatment. All of the phages in a given cocktail will need to be appro-
priately characterized before they can be used in clinical treatment, 
and the manner in which the cocktails are developed will also affect 
regulation. For example, the use of recombinant phages in a cocktail 
might complicate regulation because of the use of genetically modifi ed 
organisms. Regardless, the use of rational and logical methods to 
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produce phage cocktails that are capable of treating bacterial diseases, 
and the publication of studies indicating the effective use of phage 
cocktails as antimicrobials will ensure the continuing interest in the use 
of phage as novel biocontrol agents.  
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1. INTRODUCTION

 The alarming increases in bacterial resistance to traditional antibiotics 
have spurred the scientifi c community to renew its focus on the devel-
opment of novel therapeutic strategies. In this setting, bacteriophage 
lytic enzymes have received considerable attention as potential enzy-
biotic agents. These viral proteins — also referred to as phage lysins, 
endolysins, or simply lysins — are a class of peptidoglycan hydrolases 
capable of killing Gram - positive bacteria, whose cell walls are directly 
accessible from the extracellular space (Fischetti  2005 ). The lysins of 
Gram - positive bacteria demonstrate a modular architecture: their 
N - terminal domains possess either muramidase (i.e., lysozyme), glu-
cosaminidase, endopeptidase (targeting several possible bonds), or 
alanine - amidase activity, while their C - terminal regions are responsible 
for binding the target cell envelope. A limited number of bifunctional 
lysins that possess two distinct catalytic domains have also been 
reported. Lytic enzymes are encoded by virtually all ds - DNA bacterio-
phages, consisting mainly of tailed phages of the order Caudovirales 
(comprising the family Myoviridae, Siphoviridae, and Podoviridae), 
but also including the much rarer tailless phages of the family 
Tectiviridae (Verheust et al.  2004 ). 

Enzybiotics: Antibiotic Enzymes as Drugs and Therapeutics. Edited by Tomas G. Villa 
and Patricia Veiga-Crespo
Copyright © 2010 John Wiley & Sons, Inc.
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 The appeal of phage lysins lies in their mechanism of action, their 
potency, and the specifi city they demonstrate toward individual species, 
strains, or serovars (typically whatever types of organisms the encoding 
phage infects). Between studies on isolated bacteria (planktonic and in 
biofi lms) and those involving animal models of colonization/infection, 
representative lysins have already demonstrated effi cient bacteriolytic 
activity against a large portion of major Gram - positive pathogens. 
These fi ndings support obvious therapeutic applications, in addition to 
the potential value of lysins in the areas of agricultural, veterinary, and 
food science. A number of recent reviews have focused on phage lysins 
(Fischetti  2005 ; Loessner  2005 ; Borysowski et al.  2006 ; Fischetti et al. 
 2006 ; Chapter  5  of this book  ), and the reader is referred to these 
reviews for detailed information on phage lysins ’  biochemistry and 
biotechnological applications. 

 Despite the work dedicated to these molecules to date, the number 
of lysins that have been recombinantly expressed and functionally 
tested is still only a small fraction of the total number of lysins encoded 
by global phage. Bacteriophages, in fact, are thought to be the single 
greatest source of genetic information on the planet, with an astound-
ing 10 31  total phage particles estimated in the biosphere (Hendrix  2002 ; 
Hatfull  2008 ). Even among the known phage/prophage of Gram -
 positive pathogens, only a minority have seen their lytic enzymes 
cloned, expressed, and examined as anti - infective agents. In itself, the 
sheer number of lysins with the potential for development as enzybiot-
ics makes this class of proteins extremely attractive pharmacologically. 
Considering this magnitude, future research will undoubtedly continue 
to isolate new lysins to complement those already in development. And 
while it is the activity of these enzymes that will ultimately garner atten-
tion, the success of such work is fundamentally dependent on the 
techniques employed to identify the proteins in the fi rst place. The 
purpose of the current review, therefore, is to address the issue of lysin 
identifi cation. Following a summary of lysin isolation prior to modern 
molecular cloning, we will outline the various techniques currently 
available for identifying lysin - encoding genes within viral and bacterial 
genomes. The relative advantages and disadvantages of these 
approaches will be discussed, especially in the context of ongoing tech-
nological advances. Furthermore, we will present recent and nontradi-
tional strategies for identifying phage lysins, as well as future directions 
and challenges facing this line of research. The basic goal of this review 
is not to provide detailed screening protocols (although appropriate 
references are included), but rather to offer general experimental strat-
egies that can be employed when searching for new enzybiotics. Overall, 
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through the effi cient identifi cation of novel phage lysins, researchers 
can only broaden the potential impact of these proteins and hasten 
their development into true clinical tools.  

2. HISTORICAL PERSPECTIVES ON LYSIN IDENTIFICATION 

 While medical interest in phage lysins is a recent phenomenon, initial 
observations of these enzymes and attempts to purify them date back 
much earlier. In 1921, Felix d ’ H é relle fi rst proposed the existence of a 
phage - associated enzyme that was capable of lysing bacteria indepen-
dently from total phage action. His idea was based on experiments with 
alcohol - denatured phage; d ’ H é relle ( 1921   ) was able to extract an active 
agent that could lyse bacilli but not propagate between cultures. Soon 
after, Vladimir Sertic ( 1929 ) reported the isolation of a  “ lysine d ’ une 
race du bact é riophagie ”  that was responsible for creating altered mor-
phological zones that surrounded Escherichia coli  plaques proper. The 
lysin hypothesis was contested at the time, and it is diffi cult to judge 
whether these initial observations were truly due to the activity of what 
we now know as phage lytic enzymes. Nevertheless, other contempo-
rary studies did report the tendency of nonviable Gram - positive bac-
teria to lyse when in the presence of live bacteria and their corresponding 
phage (Gratia and Rhodes  1923 ; Twort  1925 ; Bronfenbrenner and 
Muckenfuss  1927 ). In retrospect, this activity could be attributed to the 
diffusion of lysin from dead cells. 

 It was not until several decades later that the existence and activity 
of lysins were broadly accepted by the scientifi c community. In 1955, 
Ralston et al. described a lytic agent that appeared in the supernatant 
of a Staphylococcus aureus  culture following infection by bacterio-
phage P 14 . This protein, which they termed virolysin, could be sepa-
rated from intact phage through ultracentrifugation and concentrated 
by ammonium sulfate precipitation (Ralston et al.  1957 ). Their work 
was notable in that the phage enzyme was isolated and characterized 
alongside an endogenous lytic enzyme produced by the host staphylo-
cocci— the distinction between these molecules allowed the phage 
origin of virolysin to be established. It was subsequently demonstrated 
that antigenically distinct lytic enzymes could be isolated when the S.
aureus  host was infected with diverse phage (Ralston and McIvor 
 1964 ). In later works, two staphylococcal lysins (from phages 80 and 
53) were purifi ed beyond ammonium sulfate precipitation by ion 
exchange chromatography (Doughty and Mann  1967 ; Sonstein et al. 
 1971 ). One should note that, in these initial attempts to isolate  S. aureus
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lysins, the fi nal products did not demonstrate the degree of activity 
currently associated with lytic enzymes. Of the above (semi - pure) 
enzymes, only the phage - 53 lysin could successfully lyse viable staphy-
lococci; the phage - 80 lysin was only active against isolated cell walls 
and the P 14  - virolysin required the bacteria to be  “ sensitized ”  by one of 
several additional agents. It is unclear whether this diminished activity 
was due to less - than - ideal purifi cation conditions at the time, or simply 
refl ects the effi cacy of these particular enzymes. 

 During the same period as this work on staphylococcal enzymes, 
similar research was progressing on other bacteria - bacteriophage com-
binations. Again with the strategy of isolating the proteins from culture 
supernatant, lysins were investigated from phages whose hosts included 
enterobacteria (Maass and Weidel  1963 ; Inouye and Tsugita  1966 ; Rao 
and Burma  1971 ), bacilli (Murphy  1957 ; Welker  1967 ), lactococci 
(Tourville and Johnstone  1966 ), and streptococci (Reiter and Oram 
 1963 ; Oram and Reiter  1965 ). Overall, one of the most extensively 
studied lysins of this time was that of the C 1  phage infecting Lancefi eld 
group C streptococci. Two 1957 publications documented its ability to 
lyse not only live streptococci of the same type, but also live groups A 
and E streptococci (Krause  1957 ; Maxted  1957 ). Over the following 
years, several increasingly sophisticated attempts were made to purify 
this lysin using a combination of ammonium sulfate precipitation, gel 
fi ltration, and calcium phosphate adsorption (Krause  1958 ; Doughty 
and Hayashi  1962   ). In the process, it became a valuable tool for selec-
tively removing and characterizing antigenic components of the strep-
tococcal cell envelope. The fi nal obstacle to achieving a highly pure 
protein preparation (the presence of reactive sulfhydyl groups) was 
overcome by Fischetti et al. ( 1971 ), who utilized reversible sodium 
tetrathionate - protecting groups to stabilize the lysin during chromatog-
raphy. Interestingly, these nonrecombinant purifi cation schemes for 
the C 1  - phage lysin, currently referred to as PlyC, endured into the 
modern era of lysins as enzybiotics. In 2001, PlyC was one of the fi rst 
lysins to effectively decolonize a bacterial pathogen in vivo  (Nelson et 
al.  2001 ), even though the encoding genomic region was not cloned and 
characterized until several years later (Nelson et al.  2006 ).  

3. INTO THE AGE OF MOLECULAR CLONING 

 Following the elucidation of the central dogma of molecular biology, 
attempts to characterize (and ultimately identify) phage lytic enzymes 
through genetic techniques began in earnest by the late 1960s. The fi rst 
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lysin amino acid sequence was reported by Inouye and Tsugita ( 1966 ) 
for the E. coli  T4 phage muramidase. It was determined through Edman 
analysis of culture - purifi ed enzyme, and it suggested an approximate 
nucleotide sequence by reverse translation. This work on the T4 lysin, 
in fact, provided important evidence confi rming the very nature of the 
triplet genetic code. By inducing mutations in the T4 genome and 
observing the corresponding frameshifts in the purifi ed lysin, the 
authors were able to verify Crick ’ s hypothesis regarding the language 
of DNA codons (Terzaghi et al.  1966 ; Okada et al.  1968 ). The defi nitive 
nucleotide sequence for the T4 lysin was not published until 1983, when 
Owen et al. ( 1983 ) successfully cloned the gene by its ability to rescue 
a lysis - defective phage strain. This sequence, in turn, allowed several 
additional lysin genes to be recognized through nucleotide homology. 
In 1985, the  Salmonella  P22 - lysin was identifi ed in this manner from a 
sequenced fragment of the viral genome (Rennell and Poteete  1985 ). 
The fi rst nucleotide sequence of a Gram - positive lysin, from  Bacillus
subtilis  phage  ϕ 29, was likewise reported 1 year later (Garvey et al. 
 1986   ). It is important to note that the above work was conducted at the 
same time as the advent of modern protein expression technology; 
shortly after their cloning, the T4 and  ϕ 29 lysins were the fi rst such 
enzymes to be expressed and purifi ed recombinantly from  E. coli  (Perry 
et al.  1985 ; Saedi et al.  1987 ). 

 With molecular techniques at their disposal, researchers could now 
identify lysins directly from phage DNA, and this ability was soon 
utilized to search for enzymes against Gram - positive pathogens. One 
of the fi rst bacterial species targeted in this regard was  Streptococcus
pneumoniae , as the 1980s and 1990s saw the cloning, expression, and 
functional analysis of a number of pneumococcal phage lysins. The 
same general strategy was employed in identifying each of these pro-
teins: following the cloning of an initial prototype enzyme, the gene 
was utilized to identify related lysins through Southern blot analysis. 
Ironically, the prototype enzyme for these pneumococcal lysins was not 
actually viral in origin, but rather a genomic peptidoglycan hydrolase 
encoded by S. pneumoniae , LytA. Like the endogenous  S. aureus  lysin 
from Ralston et al. ( 1957 ), LytA is a member of a diverse class of cell 
wall - degrading enzymes known as autolysins. Encoded by virtually all 
bacteria, the autolysins are involved in processes such as bacterial 
growth, division, sporulation, and signaling (Vollmer et al.  2008 ). 
Specifi cally, LytA is an alanine amidase with various roles in pneumo-
coccal physiology, including the release of cytoplasmic virulence factors 
during pathogenesis (Jedrzejas  2001 ) and the predation of non - compe-
tent cells by competent ones within pneumococcal communities (Guiral 
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et al.  2005 ). In general, the autolysins are evolutionarily related to 
phage lytic enzymes, as they often demonstrate sequence homology 
and similar domain architectures — this relationship was certainly true 
for LytA. 

 In 1985, Garc í a et al. ( 1985 ) cloned LytA through a complementa-
tion strategy in which an S. pneumoniae  genomic fragment was identi-
fi ed by its ability to rescue autolytic activity in a mutant  lytA  strain. 
The resultant sequence was subsequently used to probe genomic DNA 
from several S. pneumoniae  phages in order to isolate their lysin genes. 
Successful hybridizations were noted in many instances, and the cor-
responding bands were cloned and sequenced to reveal viral LytA 
homologs. Specifi cally, the lysins from the following phage were identi-
fi ed (with corresponding enzyme names): Cp - 1 (CPL - 1; Garc í a et al. 
 1988 ); Cp - 7 and Cp - 9 (CPL - 7 and CPL - 9; Garc í a et al.  1990 ); HB - 3 
(HBL; Romero et al.  1990 ); EJ - 1 (EJL; D í az et al.  1992 ); and Dp - 1 
(Pal; Sheehan et al.  1997 ). These enzymes demonstrated varied overall 
sequence homology to LytA itself. HBL and EJL are highly homolo-
gous to the autolysin throughout their entire sequence, as they share 
both LytA ’ s N - terminal amidase domain and its C - terminal choline -
 binding domain. By contrast, CPL - 7 and CPL - 9 possess muramidase 
activity and are homologous to LytA only at the C - terminal - binding 
end. Pal demonstrates only C - terminal homology; although the lysin is 
an alanine amidase, its enzymatic domain does not align with that of 
LytA. Of these lysins, CPL - 1 has received by far the most attention 
subsequently as an in vivo  enzybiotic, as successful trials have been 
conducted involving rodent models of bacteremia (Loeffl er et al.  2003 ), 
endocarditis (Entenza et al.  2005 ), otitis media (McCullers et al.  2007 ), 
and meningitis (Grandgirard et al.  2008 ). 

 As for the hybridization strategy itself, the technique is no longer 
commonly used for identifying lytic enzymes. A potential reason for 
this is logistical: with more recent cloning strategies (described in the 
following sections), Southern blotting can be relatively cumbersome by 
comparison. There also exists the possibility of limiting the results due 
to the sequence of the original DNA probe. With this approach, it is 
only possible to identify genes with some homology to a prototype 
sequence. But if a phage is relatively novel — for instance, in terms of 
its host bacterium or viral morphotype — suitable homologs might not 
exist for its lysin. This is especially problematic considering that enzymes 
with highly novel sequences represent some of the most attractive 
targets for future discovery. 

 Nevertheless, if one has good reason to suspect that a desired lysin 
is similar in sequence to one already characterized, techniques based 
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on nucleotide homology can still be quite effective. In this regard, 
several studies have utilized polymerase chain reaction (PCR)   - based 
approaches as more rapid alternatives to Southern blotting. For 
example, Morita et al. ( 2001b ) designed primers from the genomic 
regions surrounding the lysin of a B. subtilis  phage, which they used to 
amplify a related enzyme for Bacillus amyloliquefaciens . Romero et al. 
( 2004 ) likewise synthesized various primers based on known LytA - like 
sequences when attempting to clone the lysins from two Streptococcus
mitis  phages. These authors successfully identifi ed a primer pair that 
amplifi ed a portion of both enzymes; these partial sequences were 
subsequently used to characterize the remainder of the genes by 
genomic primer walking (i.e., chain termination sequencing with the 
genome as the direct template). We should mention that, although they 
have not been applied specifi cally to lytic enzymes, several other tech-
niques are available that could identify a complete lysin gene from only 
a partial sequence. These include inverse PCR (Ochman et al.  1988 ) 
and semi - random PCR (Hermann et al.  2000 ).  

4. PHAGE LYSINS AND FUNCTIONAL SCREENING 

 To avoid the possibility of sequence - based bias, it is ultimately neces-
sary to identify lysin - encoding genes by the enzymatic activity of their 
translated proteins. This approach is the foundation of functional 
genomic screening, and it has become a common tool for lysin identi-
fi cation over the past decade. The experimental specifi cs of lysin screen-
ing can differ slightly, and these variables are reviewed in the proceeding 
paragraphs. Overall, however, such methods represent variations on 
the same general theme: (a) phage genomic DNA is isolated and 
digested into fragments; (b) the fragments are ligated into an expres-
sion vector and transformed into a host organism; (c) the transformants 
are clonally propagated and exposed to an inducing agent to force 
transcription of the genomic inserts; and (d) the clones are analyzed 
for the acquisition of a phenotype that indicates the presence of a lysin -
 encoding gene. For the fi rst three steps, the experimental consider-
ations are fairly general in nature and unrelated to the activity of the 
targeted enzymes. The original source DNA can be derived from either 
lytic phage, isolated from the environment or purchased from com-
mercial sources, or lysogenic prophage, induced from host bacteria 
with an appropriate stressing agent. For the fragmentation step, most 
lysin screens have utilized a standard shotgun approach to create a 
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random array of genomic fragments. Here, the phage DNA is partially 
digested with restriction enzyme, usually one with a 4 - bp consensus 
sequence. A fi nal length distribution of 1.5 – 3   kb is ideal, as it represents 
2 – 3 times the length of typical Gram - positive lysins. 

 While alternate methods have been used on occasion, 1  the second 
step typically involves ligation of these fragments into an expression 
plasmid with transformation of an E. coli  host. One should note that 
other vectors, in theory, could support longer DNA inserts (i.e., cosmids 
or bacterial artifi cial chromosomes). However, these systems suffer 
from the fact that they would rely upon native promoters for recombi-
nant expression. Given the small size of  Caudoviral  genomes (several 
dozens to several hundreds kilobases), plasmid - based screens are still 
capable of identifying lytic clones with high effi ciency. In past studies, 
for example, hits have typically been observed at a frequency of 0.1% –
 2% of total colonies (Schuch et al.  2008 ). When choosing a particular 
plasmid for lysin screening, the same variables must be taken into con-
sideration as during the recombinant expression of any protein. These 
include the type of promoter, induction conditions, codon usage, and 
the host E. coli  strain. For a given lysin, the expression level and solu-
bility can vary signifi cantly from one system to the next, often in unpre-
dictable ways. Nevertheless, for a detailed protocol that we have found 
generally reliable, the reader is referred to Schuch et al. ( 2008 ). The 
screen outlined here utilizes an arabinose - inducible pBAD   plasmid, 
which is attractive for its tight transcriptional control and the cost -
 effective nature of the inducing agent. 

 For the fi nal steps of a lysin screen, induction and selection of posi-
tive clones, the following experimental manipulations are typically 
involved. Transformed  E. coli  are spread onto agar plates that lack 
inducing agents, allowing clones to proliferate without transcription of 
genomic inserts. These master plates are replicated onto screening 
plates whose agar has been supplemented with inducing agents. After 
propagating with forced transcription, the clones are exposed to chlo-
roform vapor to permeabilize the E. coli  and allow free diffusion of the 
expressed proteins. The clones are overlaid with a soft agar media 
containing Gram - positive cells. The plates are observed over time for 
clones over which there develops a zone of diminished bacterial density, 
indicating the presence of a lysin - encoding gene (see Fig.  10.1 ). The 
corresponding clone on the master plate is subsequently identifi ed and 
expanded for sequencing and large - scale expression. In early functional 
screens, the process occasionally differed in minor aspects (for instance, 
in the logistics of replica plating or cell permeabilization). In current 
studies, however, this procedure has become the norm.   
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 The main enduring variable in the process of lysin identifi cation lies 
at the end of the procedure, as several options are available regarding 
the type and quantity of Gram - positive bacteria in the soft agar overlay 
step. Table  10.1  summarizes these techniques and the individual studies 
in which they have been employed over the years. In a few studies, 
permeabilized clones were overlaid with concentrated  Micrococcus  
cells (Jayaswal et al.  1990 ; Bon et al.  1997 ). Decreased micrococcal 
turbidity is a classic method of quantifying the activity of eukaryotic 
peptidoglycan hydrolases (Shugar  1952 ). The majority of screens, 
however, have utilized the host bacteria of the phage whose genome 
was being screened. This makes intuitive sense considering the specifi c-
ity that lytic enzymes demonstrate toward host organisms. At the 
same time, several variations do exist as to how these cells are 
applied. The permeabilized clones can be overlaid with either (a) 
concentrated - viable bacteria, (b) concentrated - nonviable bacteria 

     Figure 10.1.     Lysin - induced clearing zone. To identify a phage lystic enzyme in a func-
tional screen, Gram - positive bacteria are overlayed on permeabilized  E. coli  clones 
expressing phage genomic inserts. The desired clone (indicated above with an arrow) 
is identifi ed by the development of a surrounding halo of Gram - positive lysis. The 
particular example shown here involves  B. anthracis  (strain 222) cells and the PlyB 
lysin from the BcpI phage (Porter et al.  2006 ). One should note that the size and 
intensity of the halo can vary depending on the particular lysin and the overlaid bacte-
rial species/strain.  
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(typically autoclaved), or (c) dilute - viable bacteria. In the fi rst two 
cases, plates are observed for clones around which bacterial density 
decreases, while, in the third, they are observed for clones around 
which bacteria fail to proliferate. Previous examples of each approach 
include, respectively: several  Listeria monocytogenes  lysins (Loessner 
et al.  1995 ); an enzyme targeting a novel  Staphylococcus  strain (Yokoi 
et al.  2005a ); and the amidase of the  γ  diagnostic phage of  Bacillus
anthracis  (Schuch et al.  2002 ).   

 TABLE 10.1.     Lysins through Functional Genomic Screening 

   Year     Screening Strategy     Target Bacteria     Reference  

  1990    Micrococcal overlay  Staphylococcus aureus   Jayaswal et al.  
  1997    Micrococcal overlay  S. aureus   Bon et al.  
  1989  λ  - phage expression; Target 

GPB: Conc  . viable  
Lactococcus lactis   Shearman et al.  

  1990    Target GPB: Conc. viable  Lactobacillus bulgaricus   Boizet et al.  
  1992    Target GPB: Conc. viable  L. lactis   Platteeuw and 

de Vos  
  1993    Target GPB: Conc. viable  L. lactis   Ward et al.  
  1995    Target GPB: Conc. viable  Listeria monocytogenes   Loessner et al.  
  1997    Target GPB: Conc. viable  Bacillus cereus   Loessner et al.  
  1998    Target GPB: Conc. viable  S. aureus   Loessner et al.  
  1999    Target GPB: Conc. viable  S. aureus   Loessner et al.  
  2002    Target GPB: Conc. viable  Bacillus anthracis   Schuch et al.  
  2005    Target GPB: Conc. viable  Streptococcus agalactiae   Cheng et al.  
  2004    Target GPB: Conc. nonviable  Lactobacillus helveticus   Deutsch et al.  
  2005    Target GPB: Conc. nonviable  Lactobacillus gasseri   Yokoi et al. (b)  
  2005    Target GPB: Conc. nonviable  Staphylococcus warneri   Yokoi et al. (a)  
  1986    Target GPB: Dilute   viable  Lactobacillus delbrueckii   Trautwetter 

et al.  
  2004    Target GPB: Dilute viable  Entercoccus faecalis   Yoong et al.  
  2006    Target GPB: Dilute viable  B. anthracis   Portet et al.  
  2008    Target GPB: Dilute viable  B. anthracis   Schmitz et al. (a)  
  2001    Target GPB  : Not reported  Lactobacillus plantarum   Yoon et al.  
  1995  λ  - phage complementation  L. gasseri   Henrich et al.  

   Listed here is (to our knowledge) a complete list of recombinantly expressed phage lytic enzymes 
against Gram - positive bacteria (GBP) for which the original means of identifi cation was a func-
tional genomic screen. They are organized by screening methodology, and include the corre-
sponding target bacteria and year of identifi cation. The methodologies include overlay by 
micrococcal cells; overlay by concentrated, viable GPB of the target species; overlay by concen-
trated, nonviable GPB; and overlay by dilute, viable GPB. For two entries, (Shearman et al.  1989 ; 
Henrich et al.  1995 ), a  λ  - phage screening strategy was used in place of a plasmid - based approach 
(see Endnote 1 for more information). Included in the table are a number of entries for lactococci 
and lactobacilli; for these lysins, the primary interest lies in the area of dairy science. Conc., 
concentrated.   
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 While there has never been a dedicated study comparing the relative 
effi cacy of these three variations, we have utilized each type of overlay 
within our laboratory and found them all to be generally effective. One 
notable benefi t, however, of employing dilute - viable cells is its particu-
larly high level of sensitivity. Since only enough lysin is required to 
prevent the growth of a small initial population, clearing zones are 
often evident even when an enzyme is not well expressed under the 
screening conditions. Using this method, we have observed clearing 
zones in instances when a particular clone does not produce suffi cient 
lysin for recombinant purifi cation or even detection by Coomassie -
 staining (unpublished observations). While this sensitivity can neces-
sitate re - cloning into a different expression vector, it does address the 
important initial goal of lysin gene identifi cation. Several other factors 
must likewise be considered when selecting a particular overlay tech-
nique. For instance, certain bacteria can react poorly to heat killing 
(e.g., with aggregation or lysis), rendering the concentrated - nonviable 
approach ineffective. Other bacterial organisms can interact nonspe-
cifi cally with the  E. coli  library clones when proliferating in soft agar, 
leading to widespread pseudo  - clearing clones for the dilute - viable 
method. While it is diffi cult to predict what approach is ideal for a given 
species/strain, this should not prevent one from successfully cloning a 
lytic enzyme. All three techniques are ultimately straightforward, and 
(as replica plating is not a time - consuming step) one can readily conduct 
multiple types of overlays from each master plate.  

5. RECENT ADDITIONS TO FUNCTIONAL SCREENING 

 Despite the general success of the proceeding techniques, they are not 
the only functional methods available for cloning phage lysins. Indeed, 
several additional strategies have been devised recently that either 
complement or expedite these approaches. One such example is holin -
 based screening for lytic enzymes; the holins are phage - encoded trans-
membrane proteins expressed late in the infective process. They insert 
nonspecifi cally into the cytoplasmic membrane of the host bacterium, 
creating pores through which the lysin may diffuse to reach its pepti-
doglycan target. (For a review of holins, refer to Young 2000; or Chapter 
 6  of this book  .) It is the combined action of lysin and holin that leads 
to host - cell lysis and the release of progeny viral particles. The neces-
sity of both proteins during phage infection explains why lytic enzymes 
can be over - expressed recombinantly in  E. coli : even if a given lysin 
possesses activity against the E. coli  peptidoglycan, it cannot exert a 
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toxic effect as long as it is sequestered in the cytoplasm. By contrast, 
co - expression of both lysin and holin (or even holin by itself) can lead 
to marked toxicity. 

 Not only are lysins and holins expressed together during phage infec-
tion, but they are often encoded adjacent to one another in phage 
genomes. As a result, lysin - containing fragments in shotgun libraries 
commonly encode holins as well, creating the potential for selective 
toxicity of exactly the clones one hopes to identify. When a lysin -
 encoding clone is identifi ed in an enzyme - based screen, it is generally 
one in which either (a) the holin and lysin happen not to be encoded 
adjacently in the particular genome, (b) the holin (fortuitously) is not 
suffi ciently expressed, or (c) only a limited amount of genomic DNA 
surrounds the lysin, excluding the complete holin. Due to the small size 
of phage genomes and the resultant high proportion of lysin - encoding 
clones, the issue of holin toxicity has not proven to be a tremendous 
obstacle in past screens. Nevertheless, several studies have looked to 
avoid the situation altogether by instead selecting for holin - encoding 
clones. By targeting the holin genes, it is possible to identify adjacent 
lysins without actually observing lysin activity. 

 In this regard, Delisle et al. ( 2006 ) utilized a  “ plasmid release ”  pro-
tocol to identify a phage lytic enzyme for the putative dental pathogen 
Actinomyces naeslundii . For this study, mixed  E. coli  transformants 
were grown in a single - liquid culture. Following induced expression, 
holin - encoding cells would undergo lysis, releasing their plasmid into 
the culture media. The plasmids were then purifi ed and used to retrans-
form a new set of competent E. coli . Through several rounds of this 
procedure, the authors were able to enrich for a set of clones encoding 
the holin - lysin region, ultimately allowing them to subclone and express 
the lytic enzyme. This method was subsequently adapted for a plate -
 based screen to eliminate the need for multiple rounds of enrichment 
(Schmitz et al.  2009 ). Here, transformed clones were propagated on 
blood agar lacking an arabinose - inducing agent. Once they had reached 
macroscopic size, the colonies were exposed to a mist of nebulized 
arabinose to force recombinant expression. Holin - encoding clones 
would undergo colony lysis, which could be selected through the devel-
opment of a hemolytic effect in the surrounding blood agar (see Fig. 
 10.2 ). This method was employed not to screen the DNA of a single 
genome, but rather the mixed phage DNA extracted in bulk from an 
environmental sample (this metagenomic  screen is discussed further in 
Section  8  of this chapter).   

 One additional technology with potential relevance to lysin identifi -
cation is that of whole - genome amplifi cation . PCR - based methods have 
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Figure 10.2.     Hemolysis - based holin screening. When recombinant protein expression 
is induced in E. coli , holin - encoding clones often undergo lysis. This is detectable by 
a zone of hemolysis in blood agar, presumably a nonspecifi c effect due to the release 
of intracellular bacterial contents. Depicted here are pre -  and post - induction examples 
of two clones encoding lysin/holin genes, along with positive (B) and negative (A, 
E – G) controls: (A) empty plasmid; (B) aerolysin, a secreted bacterial hemolysin; 
(C – D) holin   +   lysin; (E) random phage DNA; (F – G) lysin alone. It should be noted 
that the technique is not perfectly sensitive or specifi c for lysin/holin - encoding cas-
settes, as other toxic proteins encoded by phage could induce a similar effect. 
Nevertheless, the method provides a potential alternative for cloning lytic enzymes 
that avoids complications from holin - based toxicity.  
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recently come into prominence that allow for general amplifi cation of 
viral (along with bacterial or eukaryotic) DNA. These include the use 
of high - diversity primers and the ultra - processive  ϕ 29 polymerase (for 
a review that discusses genome amplifi cation specifi cally in the context 
of viruses, see Delwart  2007   ). The signifi cance of these techniques lies 
in the access they provide to exceedingly small biological samples, as 
once - undetectable genetic material is now available for analysis. From 
the perspective of lysin screening, whole - genome amplifi cation can 
signifi cantly expedite the preparation time for library construction. 
Purifi cation of phage DNA is a relatively time - intensive process com-
pared with that of cellular organisms. Depending on the phage and the 
growth properties of the host, obtaining a high - enough viral titer for 
microgram quantities of DNA (typically required for shotgun cloning) 
can represent several days to several weeks of work. A similar situation 
exists when attempting to analyze DNA extracted from uncultured 
environmental phage, as viruses represent only a small fraction of total 
environmental biomass (Breitbart et al.  2003 ; Edwards and Rohwer 
 2005 ). However, by amplifying a small initial quantity of phage DNA, 
one can sidestep this issue and obtain an essentially limitless supply of 
genomic material. 

 In this regard, an amplifi cation protocol was recently developed by 
our laboratory with functional screening of phage genomes in mind. 
Referred to as expressed linker - amplifi ed shotgun libraries (E - LASL), 
it combines PCR - amplifi cation with topoisomerase cloning for rapid 
construction of expressible plasmid libraries (Schmitz et al.  2008 ). In 
this approach, genomic DNA is fragmented, ligated to short linker 
sequences, and amplifi ed with linker - targeted primers (a schematic of 
the technique is provided in Fig.  10.3 ). Taq polymerase is utilized in 
the last step, as it creates nonspecifi c adenine overhangs at the 3 ’ ends 
of all amplicons. This modifi cation allows for their direct ligation into 
linearized vectors through the use of vaccinia - virus topoisomerase, an 
enzyme that associates with terminal CCCTT - motifs and ligates 
single - stranded threonine overhangs to complementary adenine 
overhangs (Shuman  1994 ). The commercial availability of topoisom-
erase - cloning kits makes the approach particularly straightforward. As 
proof - of - principle in our initial study, the E - LASL technique was 
utilized to clone the lysins from several B. anthracis  phage, using only 
a small amount of genomic material from each ( ∼ 100   ng). While 
E - LASL is by no means applicable only to phage DNA or lysin 
screening, it has become a preferred tool for identifying lytic enzymes 
within our group.    
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  6.   LYTIC ENZYMES AND WHOLE - GENOME SEQUENCING 

 Despite this growing array of techniques, functional screening still 
represents only one side of the ongoing effort to clone lytic enzymes. 
In fact, only  ∼ 50% of phage lysins that have been recombinantly 
expressed to date were fi rst identifi ed in this manner. Many others, at 
the same time, have been the result of genomic sequencing and nucleo-
tide homology analysis. The fi eld of whole - genome sequencing has 
expanded rapidly in recent years (for viruses, bacteria, and eukary-
otes), driven in large part by the development of high - throughput 
technologies like 454 pyrosequencing and Illumina/Solexa sequencing -
 by - synthesis (Strausberg et al.  2008 ). Publications documenting com-
plete phage genomes have become commonplace, and a growing 
number of studies now focus on the genomes of numerous, interrelated 
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     Figure 10.3.     Constructing an E - LASL. Sample DNA (represented by the circle at the 
upper left) is enzymatically fragmented by brief exposure to Tsp509I restriction 
enzyme. A short segment of linker DNA with a complementary overhang is ligated to 
both ends of the fragments. PCR is conducted with  Taq  polymerase and a primer 
targeted against the linker sequence. The resultant amplicons have a range of molecu-
lar weights, but all posses 3 ’  - adenine overhangs. The agarose gel at bottom right depicts 
bacteriophage genomic DNA (left lane) alongside its E - LASL amplifi cation products 
(middle lane). The amplicons are cloned directly into linearized pBAD plasmids using 
commercial topoisomerase cloning.  E. coli  are transformed with the plasmids and 
screened for the acquisition of a desired phenotype.  
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phage. To date, 500 - plus complete phage genomes are present within 
the National Center for Biotechnology Information   database (not 
counting prophage), and this number is expected to increase substan-
tially in the near future (Hatfull  2008 ). The impact of genomic sequenc-
ing on lysin research is simple: whenever the genome of a new phage 
is reported, another lysin gene is uncovered. Their enzymatic motifs 
and overall structure are suffi ciently conserved that standard algo-
rithms (e.g., BLAST and PFAM  ) generally make it possible for one to 
recognize a lytic enzyme from a sequence alone. Overall, identifying 
these enzymes through nucleotide homology is not a new concept; it 
was mentioned before that two of the earliest known lysin genes (from 
the Salmonella  P22 and  B. subtilis   ϕ 29 phage) were discovered based 
on their similarity to the E. coli  T4 lysin. What distinguishes today ’ s 
bioinformatic analyses is the large (and ever - growing) size of public 
databases, which not only allow one to locate a lysin gene itself, but 
also often predict its enzymatic mechanism, domain phylogeny, or even 
catalytic residues. 2  These genes can then be PCR - cloned and tested for 
expression and activity. 

 Table  10.2  provides a chronological list of recombinantly expressed 
lysins whose genes were initially identifi ed through DNA sequence 
analysis. With a single exception (O ’ Flaherty et al.  2005   ), the genes 
were amplifi ed and cloned directly from genomic DNA. In the one 
instance, a staphylococcal lysin was interrupted by an intronic sequence, 
requiring the investigators to extract mRNA from infected bacteria and 
prepare cDNA as an amplifi cation template. Aside from the increasing 
number of lysins in recent years, Table  10.2  reveals several important 
trends. For instance, whereas earlier lysins were often discovered 
within partial genomic sequences (i.e., a fortuitous sampling of restric-
tion fragments), recently cloned enzymes have generally been identi-
fi ed from complete phage genomes. Presumably, this refl ects both gains 
in sequencing technology, as well as improvements in functional tech-
niques that make it possible to clone a lysin without resorting to partial 
sequencing. One should likewise note the four lytic enzymes amplifi ed 
not from the genomes of individual phage, but rather from the genomes 
of their bacterial hosts. These include PlyL (Low et al.  2005 ) and PlyPH 
(Yoong et al.  2006 ) from the  Ames  strain of  B. anthracis , along with 
the LambdaSa1 and LambdaSa2 lysins from Streptococcus agalactiae
2603 V/R (Pritchard et al.  2007 ). Bacterial genomes in themselves rep-
resent attractive sources of lytic enzymes in the form of integrated viral 
DNA, including both viable prophage and defective prophage rem-
nants. As the genomes of more and more bacterial species (and indi-
vidual strains) are sequenced and annotated, the number of prophage 
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lysins that could serve as potential enzybiotics will only continue to 
grow.   

 Whether viral or proviral, lysin sequences are additionally valuable 
in that they allow the construction of chimeric proteins that juxtapose 
the various domains of individual enzymes. The truly modular nature 
of Gram - positive lysins lends itself to such manipulation, allowing for 
the expression of enzymes with unique combinations of biochemical 
properties. Additionally, by fusing the binding domain of one lysin with 
the enzymatic domain of another, it is possible to construct enzymes 
with cross - engineered bacterial specifi city. The concept of chimeric 
lysins has actually existed for some time, although relatively few exam-
ples have been tested experimentally. D í az et al. ( 1990, 1991 ) fi rst 
exchanged the modular domains of several of pneumococcal lytic 
enzymes (including phage enzymes and the LytA autolysin) and dem-
onstrated preserved enzymatic and binding function. Sheehan et al. 
( 1996 ) later fused the enzymatic domain of a  Lactococcus lactis  phage 

 TABLE 10.2.     Lysins through Genomic Sequencing/Homology Analysis 

   Year     Sequecning Descriptiom     Target Bacteria     Reference  

  1986    Partial phage genome  Bacillus subtilis   Garvey et al.  
  1994    Partial phage genome  Lactococcus lactis   Arendt et al.  
  1994    Partial phage genome  L. lactis   Birkeland  
  1996    Partial phage genome  Lactobacillus sp.   Oki et al.  
  1997    Complete phage genome  L. lactis   Chandry et al.  
  1999    Partial phage genome  Oenococcus oeni   Parreira et al.  
  2000    Complete phage genome  Lactobacillus casei   Kashige et al.  
  2002    Complete phage genome  Clostridium perfringens   Zimmer et al.  
  2004    Partial phage genome  Streptococcus agalactiae   Pritchard et al.  
  2004    Complete phage genome  Bacillus thuringiensis   Verheust et al.  
  2005    Complete phage genome  Staphylococcus aureus   Tak á c et al.  
  2005    Prophage/host genome  Bacillus anthracis   Low et al.  
  2006    Prophage/host genome  B. anthracis   Yoong et al.  
  2006    Complete phage genome  Listeria monocytogenes   Kornd ö rfer et al.  
  2007    Complete phage genome  S. aureus   Rashel et al.  
  2007    Complete phage genome  S. aureus   Sass and Bierbaum  
  2007    Prophage/host genome  S. agalactiae   Pritchard et al.  
  2008    Partial phage genome  Streptococcus uberis   Celia et al.  
  2008    Complete phage genome  Clostridium diffi cile   Mayer et al.  

   This table lists recombinantly expressed lysins against Gram - positive bacteria that were originally 
identifi ed through DNA sequencing and bioinformatic comparison to known proteins. Three 
categories are present within the table: enzymes identifi ed through partial sequencing of a phage 
genome, those identifi ed through complete sequencing of a phage genome, and prophage lysins 
identifi ed through complete sequencing of the bacterial host genome.   



236 IDENTIFYING PHAGE LYTIC ENZYMES: PAST, PRESENT, AND FUTURE

with the binding domain of an S. pneumoniae  phage and observed that 
the latter was suffi cient for anti - pneumococcal activity. More recently, 
Donovan et al. ( 2006 ) connected both a partial -  and a full - length  S.
agalactiae  phage lysin to the complete  Staphylococcus simulans  lyso-
staphin gene; interestingly, these chimeras demonstrated activity 
against both S. agalactiae  and various staphylococci. In a somewhat 
different approach, Cheng and Fischetti ( 2007 )   mutagenized the gene 
of an S. agalactiae  lysin and found that a truncated, N - terminal con-
struct possessed increased bacteriolytic activity. While this last fi nding 
is not considered typical, the underlying message of all these studies is 
clear: that laboratory manipulation of known sequences can only 
increase the vast supply of potential enzybiotics already encoded by 
global phage and their bacterial hosts.  

7. SEQUENCE-BASED VERSUS FUNCTIONAL: 
PROS AND CONS 

 At this point, it is worthwhile to consider the relative advantages and 
disadvantages of identifying lysins through functional screening versus 
genomic sequencing and PCR - cloning. One of the most attractive fea-
tures of the latter approach is its straightforward nature. If one has 
isolated a phage and wishes to identify its lysin, genomic sequencing is 
a method for which success is highly likely. The primary obstacle here 
is not cloning the gene itself, but rather identifying a suitable vector 
for active expression. This challenge is true for all recombinant pro-
teins, however, and is equally applicable to functional lysin screens. A 
sequence - based approach likewise allows one to mine genomic data-
bases for lysins that have not yet been studied in detail. In the process, 
one can compare their putative biochemical properties and overall 
uniqueness through bioinformatic analysis. For example, a lysin with a 
catalytic domain that is unique for particular host bacteria is far more 
attractive than a lysin that is highly similar to a previously expressed 
enzyme. Overall, while it is not always the case that a desired sequence 
is present within public databases, it is always advantageous to check, 
as this easily represents the most rapid singular approach to expressing 
a novel lysin. 

 Of course, identifying lysins through nucleotide homology does not 
always present the best option — quite frequently, the reason is purely 
logistical. Despite ongoing technological improvements, genomic 
sequencing does not represent yet an insignifi cant investment of time 
and resources, and high - throughput access is far from universal. 
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For the majority of laboratories, functional screening is still the most 
cost - effective and rapid method for identifying lytic enzymes from 
individual phage genomes. With sequence analysis alone, moreover, 
there exists a small chance of overlooking a lytic enzyme due to an 
atypical sequence. While they are uncommon, lysins whose genes 
deviate signifi cantly from the norm are occasionally identifi ed. The 
most prominent example is the streptococcal C 1  lysin (PlyC), described 
previously in this chapter for its early role in lysin purifi cation. The C 1
genomic sequence, reported in 2003, revealed an abnormal lytic region 
in which a putative holin (ORF8) lied adjacent to several ambiguous 
open reading frames (Nelson et al.  2003 ). While the theoretical transla-
tion of ORF9 corresponded to a partial Edman sequence of the purifi ed 
enzyme, none of the ORFs demonstrated typical lysin features or pos-
sessed a molecular mass corresponding to PlyC. Only when the authors 
functionally screened the C 1  genome and dissected the ORFs of the 
lytic clone were they able to determine that PlyC represents a unique 
multimeric phage lysin (resulting from ORFs 9 and 11; Nelson et al. 
 2006 ). In fact, PlyC remains without any homologs among sequenced 
phage, and it is a remarkable coincidence that one of the fi rst lysins 
ever purifi ed is so atypical. 

 Just recently, another highly novel lysin was reported for the  ϕ IN93 
phage of the extremophilic bacterium Thermus aquaticus  (Matsushita 
and Yanase  2008 ). Employing a more classical approach, the authors 
fi rst purifi ed the enzyme from infected culture supernatant and sub-
jected it to Edman sequencing. The N - terminal amino acids were then 
cross - referenced to the sequenced genome to locate the lysin - encoding 
ORF, which until that point had remained unidentifi ed due to its lack 
of recognized domains or homology to other proteins. While the 
authors did not utilize a functional screen to identify the enzyme, per 
se, this case again demonstrates how genomic sequences alone can 
occasionally be insuffi cient for lysin identifi cation. Overall, the value 
of this particular enzyme lies not in its anti - infective potential —  T. 
aquaticus  is neither Gram - positive nor pathogenic — but in its ability to 
retain activity at high temperatures, an attractive industrial feature. 

 Finally, it is important to emphasize that phage can encode unique 
antibacterial proteins other than traditional lytic enzymes. A growing 
number of functional screens have identifi ed individual phage proteins 
that lead to marked toxicity when expressed recombinantly in the host 
bacterium (Liu et al.  2004 ; Sau et al.  2008 ). They are believed to rep-
resent anti - host factors that allow the viruses to disrupt internal cel-
lular physiology following infection. From the perspective of drug 
development, these proteins (or synthetic analogs) face the challenge 
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of having to be present within the bacterial cytoplasm. Nevertheless, 
limited experimental evidence also suggests that phage can encode 
proteins, in addition to their lysins, that exert an exogenous antibacte-
rial effect. For instance, functional screening of the  Bacillus cereus
Bcp - 1 phage genome revealed two distinct clones that prevented the 
growth of Bacillus  cells in soft agar overlays. One clone encoded a 
typical modular lysin, PlyB, that was subsequently purifi ed, crystal-
lized, and functionally examined (Porter et al.  2006 ). The other encoded 
a short, diffi cult - to - purify protein termed Killer of Anthrax (KOA), 
which is similar to only a limited number of hypothetical proteins from 
several other Bacillus  phage genomes (Schuch, unpublished observa-
tions). While it is half the size of standard Gram - positive lysins and 
does not contain any traditional sequences common to major lysin 
families, KOA is nonetheless encoded proximal to a holin - like ORF 
and possesses lytic activity against a range of B. cereus  organisms, 
including B. anthracis . It remains unclear what roles PlyB and KOA 
play (independently or in conjunction) during Bcp - 1 infection. Overall, 
it is diffi cult to predict what sort of antibacterial compounds (enzy-
matic or otherwise) might be encoded by global phage, mainly because 
such a relative few have undergone functional analysis. So while 
genomic sequencing will continue to play a crucial role in identifying 
lytic enzymes, the ongoing importance of expression - based approaches 
cannot be discounted.  

8. FUTURE STRATEGIES FOR LYSIN IDENTIFICATION 

 With the methods developed to date, there already exists a diverse 
complement of techniques for cloning lytic enzymes with biotechno-
logical potential. Looking ahead, however, it is important to consider 
whether any additional strategies could identify novel enzybiotics. One 
possibility, for instance, involves the use of  metagenomics . This term 
refers to the direct extraction of DNA from environmental samples 
without prior laboratory cultivation of any individual organisms 
(reviewed in Daniel  2005 ; Ferrer et al.  2005 ; Voget et al.  2005 ; Green 
and Keller  2006 ). Its appeal lies in the access it provides to diffi cult - to -
 isolate microbes, as it is estimated that only a small portion of environ-
mental species are culturable under standard laboratory conditions. 
While the initial focus of metagenomics research was on environmental 
bacteria, the fi eld has since expanded to include investigations of uncul-
tured viruses (reviewed in Edwards and Rohwer  2005 ; Delwart  2007 ). 
In these studies, viral particles (consisting primarily of phage) are 
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separated from environmental bacteria and other debris, and the 
extracted DNA is often PCR - amplifi ed to compensate for low yields. 
A number of increasingly large - scale sequencing projects have been 
dedicated to environmental phage populations, including ones purifi ed 
from soil (Fierer et al.  2007 ), sea water (Breitbart et al.  2004 ; Angly 
et al.  2006 ), and various fecal samples (Breitbart et al.  2003 ; Finkbeiner 
et al.  2008   ). These studies have ranged in scope from several hundreds 
kilobases to over 180 megabases, the latter facilitated by high - through-
out pyrosequencing technology. Measured in base pairs, the amount of 
information contained here far outpaces that of any individual phage 
genome. Naturally, these metagenomic sequences have included puta-
tive lysins, along with homologs of other typical phage genes and (quite 
notably) a high proportion of sequences of unknown function. 3  Viral 
metagenomics, in fact, has provided some of the strongest evidence 
that phage represent the largest source of global genetic diversity. 

 To complement these impressive sequencing studies, future research 
in viral metagenomics could likewise involve functional screens for 
proteins of interest. Novel phage lysins, of course, represent one entic-
ing example. In this regard, our laboratory recently developed a pro-
tocol for identifying arbitrary lytic clones within mixed phage 
populations (Schmitz et al.  2009 ). The procedure involves a toxicity 
screen (described in Section  5 ), in which colonies are selected for holin -
 induced lysis following exposure to nebulized arabinose. In a secondary 
step, then, the initial hits are overlaid with autoclaved Gram - negative 
bacteria (specifi cally  Pseudomonas aeruginosa ) to assay directly for the 
production of lytic enzyme. Due to their outer lipid membrane, Gram -
 negative organisms are considered less promising targets for lysin 
therapy. However, if this layer is compromised — for instance, by auto-
claving — these organisms become highly sensitive to cell wall hydro-
lases, presumably due to the thinness of the Gram - negative peptidoglycan 
layer. In our study, we utilized this sensitivity to identify 27 actively 
expressed lysins from a mixed fecal sample, including Gram - positive 
enzymes, Gram - negative enzymes, and several lysins demonstrating 
unusual modular architectures. Unfortunately, when tested against 
Gram - positive pathogens, these proteins failed to demonstrate high -
 enough activity to warrant further pursuit as enzybiotics. Nevertheless, 
this initial metagenomic screen was fairly small in scope: with contin-
ued screening of larger populations and the development of further 
methodologies, uncultured phage could prove to be a valuable source 
of lytic enzymes or other anti - infective agents. 

 Overall, the ideal lysin screen would be one that combines the 
large number of enzymes encoded by metagenomic samples with the 



240 IDENTIFYING PHAGE LYTIC ENZYMES: PAST, PRESENT, AND FUTURE

specifi city that individual lysins demonstrate toward their host bacteria. 
One possible solution (and an area of current investigation) could 
involve screens in which genomic DNA from numerous strains of a 
single pathogen is pooled to form a multigenomic library. Each strain 
would likely contain integrated prophage, such that a combination of 
diverse strains should encode a large collection of lysins. A functional 
screen of this library would generate many hits, like a metagenomic 
screen, with the exception that all enzymes would target the same bac-
teria de facto. The only alternatives to accessing numerous lysins, as 
such, would involve whole - genome sequencing of multiple bacteria or 
(perhaps) large - scale proviral induction. One caveat to this approach 
is that, due to the size of bacterial genomes, the lysin - encoding frag-
ments would represent a smaller proportion of the total library. In this 
regard, there exist a limited number of examples of a prophage lysin 
cloned through a functional screen of its host ’ s genome (Jayaswal 
et al.  1990 ; Zink et al.  1995 ). In Jayaswal et al. ( 1990 ), for example, the 
authors identifi ed one positive clone out of  ∼ 1700 screened, a lower 
rate than typically observed for isolated phage. In a multigenomic 
screen, however, this effect could be offset in part by poly - lysogenized 
strains that contain multiple lysins.  

9. ENZYBIOTICS BEYOND PHAGE LYSINS 

 One additional advantage of screening bacteria - derived DNA (whether 
genomic, multigenomic, or metagenomic) is that it can access peptido-
glycan hydrolases in addition to those provided by phage. Although 
mentioned here only briefl y, bacteria likewise encode autolytic pro-
teins that mediate activities such as growth, division, and sporulation. 
Some autolysins, like pneumococcal LytA, demonstrate high homology 
to phage lysins, whereas others are more divergent. A broad review of 
these proteins and their diverse cellular functions was recently com-
piled by Vollmer et al. ( 2008 ). While phage lysins have received more 
attention, various reports have documented the ability of recombinant 
autolysins to act as lytic agents against Gram - positive organisms (for 
instance, Dhalluin et al.  2005 ; Fukushima et al.  2008   ; Yokoi et al.  2008 ). 
Their  in vivo  functions might differ from viral proteins, but the process 
of developing autolysins as antibacterial agents would follow essen-
tially the same principles. In fact, the categories of peptidoglycan 
hydrolases with enzybiotic potential extends even beyond these pro-
teins. Many bacteria encode proteins/peptides that target other species, 
often closely related ones — of these molecules, several notable 
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examples function through a cell wall lytic mechanism. 4  The most 
prominent example is lysostaphin, a poly - functional hydrolase origi-
nally identifi ed in  S. simulans  that targets rival species/strains of staphy-
lococci (Kumar  2008 ). In light of the growing resistance to traditional 
antibiotics, lysostaphin has received considerable attention as a possi-
ble weapon against Methicillin - resistant  S. aureus (MRSA  ) and non -
 MRSA isolates of  S. aureus . Comparable enzymes, namely millericin 
B and zoocin A, have been isolated from streptococcal strains (Beukes 
et al.  2000 ; Akesson et al.  2007 ). Such proteins serve as an important 
reminder that the enzybiotics fi eld encompasses more than phage lysins 
alone, and necessitates that future screening techniques cast a large net 
in search of novel antibiotics. 

 Broadening the spectrum further still, phage themselves can encode 
peptidoglycan hydrolases in addition to lysins proper. Putative enzy-
matic motifs are often present within proteins of the phage tail assem-
bly (Kanamaru  2002   ; Kenny et al.  2004 ; Piuri and Hatfull  2006 ) or even 
the head (Moak and Molineux  2004 ), presumably to facilitate the initial 
injection of viral DNA. And although it is not their natural purpose, 
recent evidence has shown that these enzymes can lead to Gram -
 positive lysis when added exogenously. Rashel et al. ( 2008 ) identifi ed 
a tail - associated protein from the genome of an  S. aureus  phage that 
contains two putative lytic motifs; when individually expressed and 
purifi ed, both domains induced staphylococcal death. Despite these 
fi ndings, no tail enzymes have ever been identifi ed during a functional 
screen of a phage genome (to our knowledge). Several reasons could 
underline this discrepancy — for instance, some enzymes might require 
the presence of the entire macromolecular tail assembly for proper 
activity. Moreover, structural lysins often represent component domains 
within much larger polypeptides; in the context of a functional screen, 
these domains would not be expressed individually and the bulk pro-
teins could prove diffi cult to obtain due to their size. Nevertheless, if 
future research could reliably harness the enzymatic activity of tail 
lysins, it would represent another promising avenue within the enzybi-
otics fi eld. 

 In addition to this possibility, phage tail proteins are also of consider-
able interest for their ability to traverse the other components of the 
bacterial cell envelope. These include the outer membrane of Gram -
 negative bacteria and the mycolic acid layer of mycobacteria, structures 
that act as formidable obstacles to lysin treatment. While it is true 
that several reports have documented the use of lytic enzymes against 
viable Gram - negative organisms (Alakomi et al.  2000 ; Morita et al. 
 2001a ; Kim  2004 ; Briers et al.  2008 ), this activity was generally either 
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quantitatively weak or required the addition of a general membrane -
 disrupting agent. However, co - treatment of Gram - negative bacteria 
with a membrane - permeabilizing agent and a peptidoglycan hydrolase 
is already a common practice: it is the basis of commercial genomic 
extraction techniques and has various shortcomings from a drug - devel-
opment perspective. On the other hand, selective proteins capable of 
permeabilizing the outer membrane of only certain bacteria would be 
of considerable biomedical interest. In this regard, various Gram -
 negative species encode antibacterial complexes that kill closely related 
organisms through a cell envelope depolarization effect (Zink et al. 
 1995 ; Strauch et al.  2001 ; Jabrane et al.  2002 ). These multimeric struc-
tures resemble isolated phage - tail assemblies, and are believed to rep-
resent defective proviral remnants that have been co - opted by the host. 
In a recent study, Williams et al. ( 2008 ) demonstrated that, by exchang-
ing a component gene of one such complex with the tail fi ber genes of 
other phage, they could engineer complexes with species - targeted 
activity. While not examined specifi cally, the study raises interesting 
questions about potential synergies between these complexes and pep-
tidoglycan hydrolases. Overall, the future of enzybiotic development 
could involve not only the identifi cation of new enzymes but also 
complementary molecules that increase lysin potency and broaden 
their variety of bacterial targets.  

10. CONCLUDING REMARKS 

 In this fi eld of research, one observation is unmistakably clear: between 
established strategies of lysin identifi cation and novel techniques, there 
will be no shortage of enzybiotic candidates in the foreseeable future. 
As methods and technology continue to advance, what is already a 
dense fi eld is only likely to become more crowded. Perhaps a greater 
challenge than merely identifying phage lysins, in fact, will be the 
ability to compare them systematically on a protein level. Enzyme 
kinetics, thermal and pH tolerance, immunogenicity,  in vivo  half - life, 
and biodistribution are only a few of the quantities that could vary from 
one lysin to the next and, ultimately, they are the factors that will 
determine an enzyme ’ s therapeutic promise. Unfortunately, none of 
these properties can be measured (as of yet) with a mere shotgun 
screen or nucleotide sequence, as protein purifi cation and old - 
fashioned pharmacological analyses are still required. In this regard, 
the enzybiotic fi eld is in a unique position, as cloning/sequencing tech-
nologies have created a pronounced gap between our ability to identify 
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an enzyme - of - interest and the effort it takes to study it in detail and 
move it through the drug - development process. Nevertheless, if and 
when the fi rst phage lysin progresses to human use — and an increasing 
body of experimental evidence suggests that day is coming — there will 
already be a large reserve of similar agents set to join it in the fi ght 
against infectious disease.  
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ENDNOTES

1.   In the body of the text, we discuss the prevalent strategy for fragmenting 
and transforming phage genomic DNA for lysin screening (i.e., shotgun 
cloning into plasmid vectors). Although no longer generally employed, 
alternative screening techniques were occasionally used in early studies. 
For example, when cloning the lysin of a lactococcal phage, Shearman 
et al. ( 1989 ) utilized a  λ  - phage system that relied upon infected  E. coli  for 
recombinant lysin expression. Henrich et al. ( 1995 ) also employed  λ  - phage 
when cloning a Lactobacillus  lysin. This study involved a defective  λ  - strain 
that required ligation of a complementary lysis cassette to form plaques on 
E. coli . Furthermore, one should note that  E. coli  is not the only a host 
that, in theory, could be used for lysin screening. While it has been utilized 
exclusively to date, there is nothing about this species that makes it particu-
larly well suited for identifying lytic clones (other than the commercial 
prevalence of E. coli  expression systems). Lysins have been expressed 
recombinantly from other bacterial species for purifi cation purposes — and, 
in certain cases, these alternate species offered superior expression to  E. 
coli  (Yoong et al.  2004 ).  

2.   It is not always possible, however, to determine such information from a 
nucleotide sequence alone. While analysis of a lysin ’ s catalytic domain typi-
cally reveals a conserved motif — which, in turn, implies an enzymatic 
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class — lytic enzymes with ambiguous domains are still reported (Porter et 
al.  2006 ; Summer et al.  2006 ; Schmitz et al.  2008b ). One recent study 
describes two S. agalactiae  lysins predicted to be alanine amidases by 
sequence analysis; following expression and functional testing, they were 
instead determined to possess endopeptidase and glucosaminidase activity 
(Pritchard et al.  2007 ). Overall, while sequence - based identifi cation of lysin 
genes in total  is reliable most of the time (see Section  7 ), bioinformatic 
analysis of individual lysin domains is more often biased by limited data-
base information.  

3.   It is important to note that the sequences of intact genes (lysins or other-
wise) can only be obtained from metagenomic samples when vector - based 
cloning is used. Although pyrosequencing has the ability to generate far 
more sequence data, the reads themselves are signifi cantly shorter (100 –
 200   bp) and the DNA fragments cannot be amplifi ed by clonal propaga-
tion. In such cases, while it is still possible to predict protein functionality 
through nucleotide homology analysis, the individual reads typically encode 
only portions of genes. In general, recently developed sequencing tech-
nologies are not highly compatible with current methods of functional 
screening.  

4.   The term bacteriocin is commonly used to describe proteins and peptides 
that allow one bacterium to exert a toxic effect on another. The classifi ca-
tion of peptidoglycan hydrolases as bacteriocins, however, is an issue on 
which a defi nitive consensus does not yet exist. Under some schemata, 
virtually all antibacterial proteins encoded by bacteria themselves should 
be considered bacteriocins (Heng and Tagg  2006 ). In this case, enzymes 
such as lysostaphin and zoosin A are categorized as class IIIa bacteriocins. 
At the same time, other systems reserve the term  bacteriocin  for distinct 
classes of peptides that function through a non - hydrolytic mechanism 
(Cotter et al.  2005 ). In either case, it should be emphasized that such sche-
mata function only as organizational tools, and do not affect the  in vivo
function or biotechnological potential of these proteins.   
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CHAPTER 11

USE OF GENETICALLY MODIFIED 
PHAGES TO DELIVER SUICIDAL 
GENES TO TARGET BACTERIA 
LAWRENCE D. GOODRIDGE
Department of Animal Sciences, Colorado State University, Fort Collins, CO 

1. INTRODUCTION

 The renaissance of phage therapy, combined with the age of molecular 
biology, has led to the development of newer tools for use in the fi ght 
against infectious bacterial disease. While cocktails of natural phages 
continue to be developed as therapeutics, gene products of the phages 
with the capability of neutralizing various bacterial proteins, or lysing 
the bacterial cell, have been exploited. In addition, genetically modifi ed 
phages are increasingly being developed based on modifi cation of 
phage properties such as host range and lytic ability, and to solve some 
of the problems associated with therapeutic use of natural phages. One 
of the newest phage therapies involves the creation of recombinant 
phages that have been altered to encode lethal genes, which are deliv-
ered to the host bacteria. The expression of the lethal gene produces 
a gene product that inactivates the target cell. Alternatively, phages 
may be physically labeled with toxic molecules, which destroy the bac-
terial cell when brought into close proximity (due to binding of the 
phage). Finally, a major issue of phage therapy is the interaction of 
phages with the host immune system. Several approaches have been 
developed that allow for genetically altered phages to remain in circu-
lation for longer periods than wild - type phages. All of these approaches 
combine to contribute to the continued evolution of phage therapy as 
a realistic and practical antibacterial treatment.  

Enzybiotics: Antibiotic Enzymes as Drugs and Therapeutics. Edited by Tomas G. Villa 
and Patricia Veiga-Crespo
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2. LETHAL AGENT DELIVERY SYSTEMS ( LADS)

 LADS utilize a phage - based  in vivo  packaging system to create a tar-
geted phage head capable of delivering naturally occurring molecules 
with bacteriocidal activity to drug - resistant bacteria (Norris et al.  2000 ). 
The system consists of a transfer plasmid carrying the genes encoding 
the antimicrobial agents, a plasmid origin of replication, the P1 lytic 
origin of replication, and a minimal packaging (PAC)   site. The plasmid 
is maintained in a phage P1 lysogen unable to package its own DNA. 
The defective lysogen provides all of the replication factors required 
for activation of the P1 origin of replication on the transfer plasmid and 
all of the structural components necessary to form mature virions. The 
lysogen also carries the c1.100 temperature - sensitive repressor muta-
tion, which represses functions leading to vegetative phage production. 
Induction of the lysogen by a temperature shift results in multiplication 
of DNA, packaging of the transfer plasmid into P1 phage heads, and 
lysis of the production strain. Virions are harvested and used to deliver 
the transfer plasmid to the pathogen. The phage head contains multiple 
copies of transfer vector DNA, and following delivery to the target 
bacterial cell, the plasmid DNA recircularizes and expression of the 
lethal agent (which is under the control of environmental, virulence -
 regulated, or species - specifi c promoters) results in rapid cell death. 
Lethal agents delivered by LADS are naturally occurring lethal genes 
associated with plasmids, phage, or bacterial chromosomes such as  doc , 
chpBK , and  gef . A plethora of such genes exists (as reviewed by Holc í k 
and Iyer [ 1997 ]  ). Norris et al. ( 2000 ) tested a number of such lethality 
systems in Escherichia coli , and the doc toxic protein has been shown 
to be lethal in E. coli  and is either bacteriocidal or bacteriostatic in other 
Gram - negative and Gram - positive bacteria including  Pseudomonas
aeruginosa ,  Staphylococcus aureus , and  Enterococcus faecalis . 

 Shaak ( 2004 )   described the development of toxin – phage bacterio-
cides (TPBs) (defi ned as phages whose genomes are modifi ed to contain 
toxin genes that facilitate bacterial death). The peptide toxins are lethal 
to the bacterial cell only within the cytoplasm, with little toxic activity 
observed outside of the cell. Importantly, the TPB retains its activity 
as a phage, and is therefore capable of completing the lytic phase of its 
life cycle. Completion of the lytic phase results in both the production 
of additional TPB and host cell lysis. To create the TPB, the nucleic 
acid sequence of the peptide toxin A or a derivative is introduced to 
the phage genome using standard homologous recombinant techniques, 
which can be achieved in vivo  and  in vitro . Alternatively, the recombi-
nant phage genome is packaged into phage particles. 
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 An infected bacterial cell may be killed by several mechanisms as a 
result of toxin – phage infection, including lysis of the bacterial cell, 
expression of the toxic peptide, or by a combination of the intracellular 
expression of the toxic molecule and lytic growth (Shaak  2004 ). 

 Other approaches based on the general principle of LADS have 
been developed. Westwater et al. ( 2003 ) produced a recombinant 
phage that carried a post - segregational killing system and demon-
strated the effi cacy of the phage to kill target bacteria. Post - segregational 
killing systems consist of two components including a stable toxin and 
an unstable antitoxin. One of the best known systems is the host killing/
suppressor of killing (hok/sok) system of the plasmid R1 of E. coli
(Kuowei and Wood  1994 ). Other examples include the  pemI  -  pemK
genes of plasmid R100, the  phd  -  doc  genes of phage P1, and the  ccdA  -
ccdB  genes of plasmid F (Jensen and Gerdes  1995 ; Gerdes et al.  1997 ; 
Couturier et al.  1998 ; Engelberg - Kulka and Glaser  1999 ). Analogous 
post - segregational killing systems, such as  chpAI  -  chpAk ,  sof  -  gef ,  kicA  -
kicB ,  relB  -  relE , and  chpBI  - c hpBk , have been identifi ed in  E. coli  K12 
(Poulsen et al.  1989 ; Masuda et al.  1993 ; Feng et al.  1994 ; Aizenman 
et al.  1996 ; Gotfredsen and Gerdes  1998 ). All of these systems work in 
a similar fashion. The system is controlled by two genes that code for 
a toxin with a long half - life, and an antitoxin with a shorter half - life, 
respectively. After cell division, daughter cells that do not contain a 
copy of the plasmid die because the toxin from the parent cell has a 
longer half - life than that of the antitoxin. Therefore, only cells that 
carry a plasmid can produce more antitoxin and survive. This principle 
is responsible for the name of these systems, since cell death occurs 
following segregation of the plasmid. As such, post - segregational killing 
systems are believed to increase the stability of extrachromosomal ele-
ments by selectively killing plasmid - free cells, resulting in the prolifera-
tion of plasmid - bearing cells within the population (Holc í k and Iyer 
 1997 ). 

 In the Westwater et al. ( 2003 ) study, the principle of using phage to 
deliver components of a post - segregational killing system was evalu-
ated by producing recombinant phages based on the M13 phagemid 
system and the post - segregational killing toxins Gef and ChpBk. The 
phages were tested for effi cacy using  in vitro  and  in vivo  experiments. 
For the  in vitro  studies, cells (at a concentration of 10 6    CFU/ml) and 
isopropyl β -D-1-thiogalactopyranoside (IPTG)   (to induce expression 
of the toxin genes from the phagemid) were added to an equal volume 
of phage lysate (10 9    PFU/ml) and incubated. Bacterial survival in phage -
 infected cultures was determined by plate count and any surviving  E. 
coli  cells were enumerated and compared with the number of bacteria 
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in a phage - free  E. coli  control culture. The  in vivo  experiment consisted 
of infecting mice (via intraperitoneal injection) with 200    μ l of an appro-
priate E. coli  strain at 10 8    CFU/ml, followed by immediate injection of 
200    μ l of phage lysate (10 10  phagemid - containing particles/ml), and 
100    μ l of 250   mM IPTG. Peripheral blood from the tip of the tail was 
collected at 1, 3, and 5   h following injections and analyzed by plate 
count to determine the concentrations of E. coli . 

 The results indicated that M13 delivery of the lethal - agent phage-
mids reduced target bacterial numbers by several orders of magnitude 
in vitro  and in the  in vitro  bacteremic mouse model of infection. For 
example, in the  in vitro  experiments, bacterial death following phage 
delivery and expression of the Gef and ChpBK toxin genes was appar-
ent, and delivery of either toxin to host cells reduced the bacterial 
concentration by more than 2   logs. Using a nonlethal model of infec-
tion, the authors showed that phage delivery of the lethal - agent phage-
mids pGef and pChpBK resulted in a signifi cant reduction in circulating 
bacteria compared with controls. Phage titers in the blood were also 
determined at 3   h postinjection and ranged from 10 7  to 10 8  phagemid -
 containing particles per milliliter, showing that both bacteria and phage 
migrated away from the injection site. After 5   h, the mice receiving the 
Gef and ChpBK phages showed a 98% and 94% reduction in blood 
bacterial titers, respectively, as compared with the control. 

 Collectively, these results indicate that LADS have great potential 
for the control of bacterial pathogens in medical settings as well as in 
veterinary settings and agricultural environments (preharvest control 
of foodborne pathogens) (Westwater et al.  2003 ). 

 Interestingly, while the toxin component of post - segregational killing 
systems has been utilized to produce recombinant phages with the 
ability to deliver toxic molecules to bacteria, Pecota and Wood ( 1996 ) 
showed that such mechanisms probably evolved as anti - phage defense 
systems. To investigate the possibility of phage exclusion by the hok/
sok locus,  E. coli  cells that contained hok/sok on a plasmid were chal-
lenged with phages T1, T4, T5, T7, and  λ . While the hok/sok system 
did not seem to affect T1, T5, T7, and  λ , upon infection with T4, the 
optical density of cells containing hok/sok on a high - copy - number 
plasmid continued to increase while the optical density of cells lacking 
hok/sok rapidly declined. The presence of hok/sok reduced the effi -
ciency of plating of T4 by 42% and decreased the plaque size by 
approximately 85%. In addition, single - step growth experiments dem-
onstrated that hok/sok decreased the T4 burst size by 40%, increased 
the eclipse time from 22 to 30   min, and increased the latent period from 
30 to 60   min. In this scenario, it seems that the Hok toxin disrupts the 
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cell at the later stages of phage development by delaying cell lysis, since 
examination of the time required for T4 infection and killing by hok/
sok indicates that there is suffi cient time for the killer locus to disrupt 
cell metabolism before T4 lysis of the cell. The authors concluded that 
based on the results, post - segregational killing systems are most likely 
evolutionary important in terms of effecting phage exclusion during 
bacterial infections (Pecota and Wood  1996 ). 

 Several other toxin gene systems have been utilized to produce 
recombinant phages for therapeutic purposes. For example, Fairhead 
( 2004a, b ) developed an antimicrobial system that utilizes phage - based 
delivery of the small, acid - soluble spore protein (SASP) genes into 
pathogenic bacteria. Endospores of  Bacillus  spp. are very resistant to 
physical and chemical stresses, which is due in part to the fact that the 
spore DNA is protected from damage by saturation with  α / β  - type 
SASPs (Setlow  1995 ; Setlow and Setlow  1995a, b ). There are three 
types of SASPs, including  α ,  β , and  γ , and it has been shown that the 
α / β  - type SASPs act as DNA - binding proteins to protect the DNA from 
damage, while the  γ  - type SASP is used to supply amino acids for out-
growth (Hackett and Setlow  1987 ). Setlow et al. ( 1991 ) showed that a 
gene encoding α / β  - type SASPs could be inserted into a plasmid under 
the control of an inducible promoter, and this caused a vegetative cell 
to assume spore - like characteristics. In Fairhead ’ s ( 2004a, b ) work, the 
lysis genes of phages were replaced with a gene encoding the α / β  - type 
SASPs. Upon bacterial infection, all viral genes including the SASP 
were expressed. The  α / β  - type SASPs are toxic to the bacterial cell since 
they bind bacterial DNA irreversibly, stopping all cellular activity. The 
phage does not multiply within the target bacteria but has been shown 
to produce rapid killing. The mechanism of action of this system pro-
vides limited opportunities for the emergence of resistance, and it is 
currently being developed to target the Gram - positive pathogens 
methicillin - resistant  S. aureus  (MRSA) and  Clostridium diffi cile
(Hanlon  2007 ). 

2.1. Production of Non -lytic Phage Mutants 

 One of the side effects of many antibiotics and lytic phage - based phage 
therapy is the release of the lipopolysaccharide of Gram - negative bac-
teria, which mediate the general pathological aspects of septicemia. To 
address this issue, Hagens and Bl ä si ( 2003 ) evaluated the ability of a 
fi lamentous phage encoding lethal proteins to kill bacteria without 
host cell lysis. In this work, bacterial survival was determined after 
infection of a growing E. coli  culture with phage M13 encoding either 
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the restriction endonuclease Bgl II gene (phage M13R) or two modifi ed 
phage k S holin genes (phages S105 and the VIIIS105). The results 
indicated that all phages were very effi cient (exerted a high killing 
effi ciency) at destroying the host cells while leaving them structurally 
intact. For example, infection of  E. coli  strain MC4100F ’  with either of 
the modifi ed holin phages (S105 and VIII105) caused a rapid decline 
in cell viability within 2   h. More than 99% of the bacteria were killed 
within the 2 - h period and variations in the multiplicity of infection 
(MOI) between 1 and 100 had little effect on the killing effi ciency. The 
researchers observed that growth resumed between 120 and 180   min 
after infection due to the fact that phage - resistant mutants had emerged. 
Infection of a growing culture of E. coli  MC4100F ’  with M13R at an 
MOI of 10 led to a rapid decline in the cell concentration, and when 
compared with phages M13S105 or M13VIIIS105, the killing effi ciency 
was increased, such that 99.9% of the bacteria were killed after 6   h. 

 When compared with a lytic phage, the release of endotoxin was 
minimized after infection with the genetically modifi ed phages. For 
example, the effects of phages M13S105 and M13R on endotoxin 
release were compared with that of λ cI −  (a lytic  λ  phage), and the data 
indicated that when compared with the initial amount present in the 
culture supernatant at time 0, the endotoxin levels increased with the 
lytic λ cI −  phage 18 - fold after 1   h of infection, while only a twofold 
increase was observed after 1   h of infection with either phage M13S105 
or M13R. After 4   h, a 27 - fold increase in endotoxin concentration was 
observed in the λ cI −  - infected culture, in contrast to the six -  and seven-
fold increases in the supernatant of cultures infected with M13S105 and 
M13R, respectively. 

 In a related study, Hagens et al. ( 2004 )   developed a genetically engi-
neered, non - replicating, non - lytic phage based on phage Pf3 to combat 
an experimental P. aeruginosa  infection. An export protein gene of the 
P. aeruginosa  fi lamentous phage Pf3 was replaced with  Bgl II. This 
rendered the Pf3 variant (Pf3R) non - replicative and prevented the 
release of the therapeutic agent from the target cell. The Pf3R phage 
effi ciently killed a wild - type host  in vitro , while endotoxin release was 
kept to a minimum. Treatment of  P. aeruginosa  infections of mice with 
Pf3R or with a replicating lytic phage resulted in comparable survival 
rates upon challenge. However, the survival rate following phage 
therapy with Pf3R increased (compared with the lytic phage) when the 
mice were challenged with a higher concentration of P. aeruginosa . 
This higher survival rate correlated with a reduced infl ammatory 
response elicited by Pf3R treatment relative to that with the lytic 
phage. Therefore, this study suggests that the increased survival rate 
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of Pf3R - treated mice could result from reduced endotoxin release. The 
use of genetically engineered non - lytic phages to combat bacterial 
genes would also be useful to prevent other components of the bacte-
rial cell from being released. For example, antibiotic treatment of 
patients with Shiga toxin - producing  E. coli  (STEC) infections is con-
troversial due to the fact that certain antibiotics (e.g., quinolones) 
induce Shiga toxin (Stx) - encoding phages, leading to increased toxin 
production and release from the bacteria, thereby increasing morbidity 
and mortality in patients (Zhang et al.  2000 ). In treatment of STEC 
disease, the use of a recombinant non - lytic phage would have the 
advantage of destroying the bacterial cells without inducing the STEC 
prophages, which would decrease toxin production (induction of Stx 
prophages is correlated with a large increase in Stx production [Zhang 
et al.  2000 ]). The construction of non - lytic or lysis - defi cient phage and 
their therapeutic uses have been the subjects of several patents 
(Ramachandran et al.  2002a, b ). 

 The use of natural temperate phages in phage therapeutic applica-
tions should be avoided because of lysogenic conversion and possible 
genetic exchange of virulence genes with the target bacterial cell 
(Krylov  2001 ). Temperate phages typically induce a state of lysogeny 
within the bacterial host when the phage DNA becomes integrated 
within the host DNA chromosome. Still, the isolation of lytic phages 
that infect some species of bacteria can be time - consuming because 
lytic phages of some pathogens are relatively rare. Since prophages are 
more common in bacteria, they are more easily isolated. As such, one 
approach to the isolation of phages from bacteria, which do not seem 
to support the growth of lytic phages, is to induce prophages from the 
DNA chromosome, and then genetically modify the temperate phages 
to become permanently lytic. In this scenario, the  vir  gene of the 
induced phage is mutated, giving rise to a permanently lytic phage that 
is capable of infecting the target bacterium (Rapson et al.  2003 ). The 
vir  mutants usually contain an alteration in the operator region of 
the phage DNA that prevents the repressor protein from binding to 
the operator. This alteration leads to derepression of lysogeny, allow-
ing transcription and translation of the phage DNA to follow with 
subsequent lysis of the bacterial host. 

 In a novel application, genetically altered phages have been devel-
oped for the treatment of eukaryotic diseases. Hoeprich et al. ( 2003 ) 
utilized the DNA - packaging RNA (pRNA) of the  Bacillus subtilis
phage ϕ 29 to deliver hammerhead ribozymes to mammalian cells. 
Hammerhead ribozymes specifi cally cleave the polyA signal   of hepa-
titis B viral mRNA, which inhibits replication. The DNA - packaging 
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RNA (pRNA) of phage  ϕ 29 contains two independent tightly self -
 folded domains. Circularly permuted pRNAs were constructed without 
affecting pRNA folding. Connecting the pRNA 5 ′  and 3 ′  ends with 
variable sequences did not disrupt its folding and function. These 
unique features, which help prevent two common problems including 
exonuclease degradation and misfolding in the cell, make pRNA an 
ideal vector to carry therapeutic RNAs. A pRNA - based vector was 
designed to carry hammerhead ribozymes that cleave the hepatitis B 
virus (HBV) polyA signal. The chimeric HBV - targeting ribozyme was 
attached to the pRNA 5 ′  and 3 ′  ends as circularly permuted pRNA, 
and two cis  - cleaving ribozymes were used to fl ank and process the 
chimeric ribozyme. The hammerhead ribozyme was able to fold cor-
rectly while escorted by the pRNA. During  in vitro  experiments, the 
chimeric ribozyme was observed to cleave the polyA signal of HBV 
mRNA almost completely. Cell culture studies showed that the chime-
ric ribozyme was able to enhance the inhibition of HBV replication 
when compared with the ribozyme that was not escorted by pRNA. 
These fi ndings suggest that pRNA can be used as a vector for imparting 
stability to ribozymes, antisense, and other therapeutic RNA molecules 
in vivo .   

3. LABELED PHAGES AS THERAPEUTIC AGENTS 

 The phage capsid has been decorated with bactericidal proteins as an 
alternative to the genetic modifi cation of phage chromosomes to carry 
toxic genes. One novel study evaluated the use of targeted photosen-
sitizers as bactericidal agents. Light - activated antimicrobial agents 
(photosensitizers) represent promising alternatives to antibiotics for 
the treatment of topical infections. To improve effi cacy and avoid pos-
sible damage to host tissues, targeting of the photosensitizer to the 
infecting organism is desirable, and this has previously been achieved 
using antibodies and chemical modifi cation of the agent. Embleton et 
al. ( 2005 ) investigated the possibility of using a phage to deliver the 
photosensitizer tin(IV) chlorin e6 (SnCe6) to S. aureus . SnCe6 was 
covalently linked to S. aureus  phage 75, and the ability of the conjugate 
to kill various strains of S. aureus  when exposed to red light was deter-
mined. Substantial reductions in the concentrations of methicillin -  and 
vancomycin - intermediate strains of  S. aureus  were achieved using low 
concentrations of the conjugate (containing 1.5    μ g/ml SnCe6) and low 
light doses (21   J/cm 2 ). Under these conditions, the viability of human 
epithelial cells (in the absence of bacteria) was largely unaffected. On 
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a molar equivalent basis, the conjugate was more effective than the 
unconjugated SnCe6, and the destruction of the bacteria was not growth 
phase dependent. The conjugate was effective against vancomycin -
 intermediate strains of  S. aureus  even after growth in vancomycin. The 
results of this study have demonstrated that a phage can be used to 
deliver a photosensitizer to a target organism, resulting in enhanced 
and selective killing of the organism. Such attributes make the use of 
labeled phage a promising approach to be used in the photodynamic 
therapy of infectious diseases. 

 Yacoby et al. ( 2006 ) evaluated the use of fi lamentous phages as 
targeted drug carriers and their ability to destroy pathogenic bacteria. 
The phages were genetically modifi ed to display a targeting moiety on 
their surface and were used to deliver a large payload of a cytotoxic 
drug to the target bacteria. The drug was linked to the phages by means 
of chemical conjugation through a labile linker and subjected to con-
trolled release. This was achieved by mixing a constant molar ratio of 
105  chloramphenicol prodrug molecules/phage. The reaction was mixed 
for 1   h, and phage precipitates were purifi ed by centrifugation. In the 
conjugated state, the drug is devoid of cytotoxic activity and is only 
activated following its dissociation from the phage at the target site (the 
surface of a bacterial cell). The study demonstrated the potential of 
using fi lamentous phages as universal drug carriers to control the growth 
of S. aureus  in a model system. The authors concluded that selectively 
targeting drugs to the bacterial cell surface may allow the introduction 
of nonspecifi c drugs that have been excluded from antibacterial use 
because of toxicity or low selectivity, and that this approach may help to 
combat emerging bacterial antibiotic resistance. However, the labeled 
phage was limited in its capacity to inhibit bacterial growth due to a low 
number of prodrug (less than 3000) molecules per phage. In a later study, 
Yacoby et al. ( 2007 ) addressed this issue by designing a novel drug con-
jugation chemistry, which comprised the use of hydrophilic aminoglyco-
side antibiotics as branched, solubility - enhancing linkers. Changing the 
arming chemistry and introducing the use of the amino sugar - based 
aminoglycosides as branched, hydrophilic linkers enabled the solvation 
of hydrophobic materials such as chloramphenicol, fl uorescein isothio-
cyanate (FITC)  , or Z - Phe. This enabled the conjugation of a large con-
centration of hydrophobic molecules to each phage. Over 40,000 
chloramphenicol molecules per phage could be conjugated without 
compromising the integrity of the phage. The researchers also improved 
the ability of the phage to deliver the conjugated drug to the surface 
of the target cell by conjugating polyclonal antibodies to the phage. A 
conjugation level of 10,000 molecules per phage was observed to be 
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suffi cient enough to cause growth inhibition of MRSA, a clinical isolate 
of Streptococcus pyogenes , and  E. coli  O78. This study demonstrated 
an improvement factor in drug potency of 20,000 in comparison to the 
free drug (Yacoby et al.  2007 ). The use of phage to target antimicrobi-
als to the bacterial surface is an intriguing idea, and these results should 
encourage further work in this area. 

 Cao et al. ( 2000 ) produced  Helicobacter pylori  - antigen - binding sin-
gle - chain variable fragments (ScFv) and expressed them as a g3p - fusion 
protein on the surface of M13 phage. To create the recombinant phage, 
the Recombinant Phage Antibody System (Pharmacia Biotech,   
Piscataway, NJ) was fi rst used to produce recombinant phage antibod-
ies. Messenger RNA was extracted from hybridoma cells, reverse tran-
scribed and amplifi ed using standard molecular biology techniques. 
The genes of the heavy and light chains were then assembled as a 
single - chain fragment variable (ScFv) gene with a linker, and the ScFv 
gene was then digested and subsequently inserted in a suitable phagemid 
vector that had been predigested with the same enzymes. The ligation 
product was transformed into a suitable strain of E. coli  followed by 
infection with M13KO7 helper phage to yield recombinant phage that 
display antibody ScFv fragments. Initial studies confi rmed that the 
phage - displayed antibodies were capable of binding  H. pylori  antigen. 
For example, the recombinant ScFv phage reacted specifi cally with a 
30 - kDa monomeric protein from an  H. pylori  surface antigen prepara-
tion and was shown to bind to both the spiral and coccoid forms of the 
bacterium.  In vitro , the recombinant phage exhibited a bacteriocidal 
effect and specifi cally inhibited the growth of all the six strains of  H. 
pylori  tested. When  H. pylori  was pretreated with the phage 10   min 
before oral inoculation of mice, the colonization of the mice by the 
bacterium was signifi cantly reduced ( P     <    0.01). The results of the study 
suggest that genetic engineering may be used to generate phages that 
could be used to treat H. pylori  infection.  

4. AVOIDING THE HOST IMMUNE RESPONSE 

 Initial experiments that involved the injection of phages into animals 
led to the observation that phages were rapidly cleared by the immune 
system (Stent  1963 ). Two such experiments showed rapid clearance of 
the phages from the blood and organs of rabbits, but long - term survival 
in the spleen (Appelmans  1921 ; Evans  1933 ). Additional experiments 
in rodents also showed rapid loss from the circulation. For example, 
after Nungester and Watrous ( 1934 ) intravenously injected 10 9    PFU of 
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a staphylococcal phage into albino rats, a blood concentration of only 
105    PFU/ml was observed after 5   min, and the phage concentration 
decreased to 40   PFU/ml after 2   h. 

 To address the rapid clearing of phages by the recticuloendothelial 
system (RES), Merril et al. ( 1996 ) developed a serial - passage technique 
in mice to select for phage mutants able to remain in the circulatory 
system for longer periods of time. The method entailed the initial 
intraperitoneal injection into each mouse of 10 11    PFU of phage  λ W60 
grown on either wild - type  E. coli  (strain CRM1) or a mutator  E. coli
strain (CRM2), followed by collection of blood samples from the mice 
after 7   h. The use of the mutator  E. coli  CRM2 strain allowed for an 
increased rate of mutation in phage λ W60, which increased the chances 
that one or more of the phage offspring would have properties that 
permitted evasion of the RES  . Phage titers at 7   h postinjection were 
109  and 10 8    PFU from the mutagenized and non - mutagenized phage, 
respectively. The phage titers in the circulatory system decreased to 10 2

after 48   h and to undetectable levels after 120   h. The phages that were 
present after 7   h were isolated and grown to high titers in bacteria ( E. 
coli  strains CRM1 and CRM2). The high - titer phages were purifi ed and 
the process was repeated. This serial cycling of phage, by injection into 
animals, isolation, and regrowth in bacteria was repeated nine more 
times. Approximately 10 6    PFU remained in the circulatory system after 
18   h during the second cycle, and in subsequent cycles, the titers gradu-
ally rose, so that 10 9    PFU remained in the circulatory system after 18   h 
during the fourth cycle. 

 The fi nal six selection cycles did not provide a signifi cant increase in 
the number of phage remaining in the circulatory system after 18   h. 
Following the 10th cycle of the selection process, a single plaque from 
each of the two experiments was isolated, purifi ed, and grown to high 
titers on the CRM1 host and designated as Argol (cycled on strain 
CRM1) and Argo2 (cycled on strain CRM2). Both Argol and Argo2 
displayed similar enhanced capacity to avoid RES clearing. For 
example, the 18 - h survival following intraperitoneal injection of Argol 
was 16,000 - fold higher and that of Argo2 was 13,000 - fold higher than 
that of the parental λ W60 strain. A similar selection process was used 
to isolate long - circulating variants of the  Salmonella  phage R34. 
Following eight selection cycles, long - circulating single - phage plaques 
were similarly isolated and purifi ed. Two such isolates, designated 
Argo3 and Argo4, were compared with the parental phage R34 for 
their rates of clearance from the mouse circulatory system. After intra-
peritoneal injection of 10 7    PFU, no detectable R34 phages were 
observed at 24   h. In contrast, 10 2  and 10 3    PFU of Argo3 and Argo4 were 
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detected after 24   h. An  in vivo  study of the long - circulating phage and 
the wild - type coliphages was conducted using a mouse model. Four 
groups of mice were injected with 10 8    cfu of  E. coli  CRM1. The fi rst 
group was a control, with no phage treatment. Within 5   h, these mice 
showed symptoms of illness including ruffl ed fur, lethargy, and hunch-
back posture. After 24   h, they were moribund, and they died within 
48   h. Three groups of phage were treated with 10 10    PFU of phage. All 
of the mice that were treated with phage survived. However, those 
treated with W60 (group 2) had severe illness before fi nally recovering, 
while those treated with Argol (group 3) and Argo2 (group 4) exhib-
ited only minor signs of illness before complete recovery. Analysis of 
the capsid proteins of the wild - type (W60) and mutant phages (Argo1 
and 2) revealed an alkaline shift in the 38 - kDa major viral protein in 
Argol compared with W60. The same electrophoretic protein shift was 
observed in Argo2. The protein was subsequently identifi ed as the 
major λ  capsid head protein E. Sequence analysis of the protein E gene 
in Argol and Argo2 revealed a G    →    A   transition mutation at nt 6606 
in both phages. This transition mutation resulted in the substitution of 
the basic amino acid lysine for the acidic amino acid glutamic acid at 
position 158 of the λ  capsid E protein in both Argo strains. Argo2 
protein profi les displayed the presence of an additional altered protein, 
which also had an alkaline shift. Analysis and characterization showed 
that the mutation was located within the major capsid head protein D 
of λ . Based on their results, the authors concluded that the use of toxin -
 free, bacteria - specifi c phage strains, combined with the serial - passage 
technique, may provide a viable method for developing phage into 
therapeutically effective antibacterial agents (Merril et al.  1996 ). 

 Alternative approaches have been employed in an attempt to 
decrease immunogenicity of phages and decrease clearance by the 
RES. Kim et al. ( 2008 ) chemically modifi ed phages by conjugation of 
the polymer monomethoxy - polyethylene glycol (mPEG) to phage pro-
teins. This polymer is non - immunogenic, so the rationale for the study 
was based on the fact that conjugating mPEG to the phages would 
mask them, thereby increasing their blood circulation time. Two myo-
phages (Felix - O1 [infects  Salmonella  spp.] and A511 [infects  Listeria
spp.]) were used in the experiments. Loss of phage infectivity following 
PEGylation was found to be proportional to the degree of modifi ca-
tion, and could be controlled by adjusting the PEG concentration. 
When injected into naive mice, PEGylated phages showed a strong 
increase in circulation half - life, whereas challenge of immunized mice 
did not reveal a signifi cant difference. The results of the study suggest 
that the prolonged half - life is due to decreased susceptibility to innate 
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immunity as well as avoidance of cellular defense mechanisms. 
PEGylated phages elicited signifi cantly reduced levels of T - helper type 
1 - associated cytokine release (IFN -  γ  and IL - 6  ), in both naive and 
immunized mice. This study was the fi rst to demonstrate that PEGylation 
can increase survival of phage in vivo  by delaying immune responses, 
and indicates that this approach can increase effi cacy of phage therapy 
(Kim et al.  2008 ).  

5. CONCLUSION

 The advent of molecular biology, originally developed through the 
study of phage (Cairns et al.  2007 ), has led to the development of 
recombinant phages that have been demonstrated to effi ciently kill 
target bacteria while eliminating many of the problems associated with 
the use of natural phages in phage therapeutic applications. As the 
fi eld of phage therapy progresses, as more phage genomic sequences 
are published, and as the function of gene products is elucidated, it is 
likely that phage therapeutic applications will move away from using 
the whole phage as an antimicrobial and focus instead on a component 
of the phage. In fact, such approaches have already begun. One such 
technology is based on the activity of natural and recombinant phage 
holins and lysins (reviewed in Chapters  5  –  7 ). Other approaches have 
been based on the use of proteins produced shortly after phage infec-
tion of a bacterial host. The early proteins that are produced immedi-
ately after the entry of the phage genome into a bacterial cell are 
responsible for the inhibition of host macromolecular biosynthesis, the 
initiation of phage - specifi c replication, and the synthesis of late pro-
teins. Inhibition of synthesis of host proteins that eventually leads to 
cell death is generally caused by the physical and chemical modifi ca-
tion of indispensable host proteins by early proteins (Sau et al.  2008 ). 
Finally, the possibility exists to use phages to identify novel chemical 
antimicrobials. Such is the approach of Liu et al. ( 2004 ) who applied 
the concept of phage - mediated bacterial growth inhibition to antibiotic 
discovery. In that work, the sequences of 26  S. aureus  phages were 
used to identify 31 novel polypeptide families that inhibited growth 
upon expression in S. aureus . The cellular targets for several of the 
polypeptides were identifi ed and some were shown to be essential 
components of the host DNA replication and transcription machiner-
ies. The interaction between one prototypic pair, ORF104 of phage 77 
and DnaI, the putative helicase loader of  S. aureus , was then used to 
screen for small molecule inhibitors. Several compounds were subse-
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quently found to inhibit both bacterial growth and DNA synthesis. The 
results of this work suggest that mimicking the growth - inhibitory effect 
of phage polypeptides by a chemical compound, coupled with the 
plethora of phages on earth, will combine to yield new antibiotics to 
combat infectious diseases (Liu et al.  2004 ). The development of such 
exciting and innovative approaches to the discovery of phage - based 
antimicrobials bodes well for the continued evolution of this still 
emerging fi eld.  
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1. ENZYBIOTICS AND ANTIBIOTIC -RESISTANT
MICROBIAL STRAINS 

 In the present book we have tried to update some old and well - known 
ideas, one of them concerning an ever - present race between science 
(by developing new antibiotics) and microorganisms (by increasing the 
mutation rate, thus favoring the appearance of resistant strains). It is 
quite evident that for the last 60 years bacteria have been developing 
new and more effective ways to resist antibiotics. Enzybiotics ’  solution 
to this problem is to apply natural antimicrobial enzymes (lysins) or 
even whole bacteriophages to prevent the growth of pathogenic bacte-
ria or fungi. Lysins are therefore proteins, normally elaborated by 
viruses or even bacteria that destroy bacteria or fungi by degrading 
their cell walls. 

 It is evident that enzybiotics are highly targeted and may rapidly kill 
microbial pathogens without inducing resistance phenotypes. The fi rst 
two targets for enzybiotics were group B streptococci and pneumococci 
that can cause serious, potentially life - threatening disease, and if one 
takes into account the demonstrated effi ciency of these enzymes, it is 
foreseeable that soon we shall have a large variety of usable enzybiot-
ics. Pharmaceutical application of enzybiotics may be either in the form 
of bacteriophages or lysins (for bacteria) or 1,3 -  β  - D - glucanases or 
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chitinases (for fungi). In the latter case the use of mycovirus to fi ght 
back fungal infections is yet diffi cult to visualize because of their immu-
nizing abilities. As lysin therapy is indeed different from phage therapy, 
a whole new pharmacological approach must be developed in order to 
safely supply the enzybiotics to the sick, in terms of diminishing their 
immunological response. 

 It is a different situation when one applies bacteriophage therapy 
directly. When a bacteriophage infects a bacterial cell, it replicates 
inside to form abundant viral progeny, and by doing so it kills the host 
cell by disrupting the peptidoglycan layer of the cell wall. But bacteria 
have adapted to such invasions by accelerating their mutational rate, 
thus becoming resistant to bacteriophage infections. Therefore, it is 
common that phage therapy requires combinations of three or more 
different phages to assure 90% effi cacy. We also know that at the end 
of the bacteriophage life cycle, expression of holin and lysin genes 
occurs. Holins are required to provide access to the cell wall through 
the cell membrane, whereas lysins supplied externally are able to attack 
the cell wall directly (at least in Gram - positive bacteria) without the 
requirement of holins. It follows then that possibly holins will not be 
included in the arsenal of enzybiotics, at least in the near future. As 
lysins (considering lysins in their broadest possible way, i.e., murami-
dases, lysozymes, proteases, 1,3 -  β  - D - glucanases, or chitinases) are the 
enzymes that both bacteria and fungi have to use, in order to provide 
a physiological environment for the cell wall to grow and expand nor-
mally, microbial resistance to lysins through mutations does not occur, 
probably because they would be lethal, as the bacterial or fungal cells 
would not be able to expand their cell walls in an appropriate way. 

 Many experiments have shown different lysins to be effective against 
a variety of antibiotic - resistant bacteria, and most important, that there 
can be synergy between antibiotics and lysins, thus suggesting that the 
use of lysins will not have a negative effect on the genesis of new anti-
biotics. As indicated by McCullers et al. ( 2007 ), the primary focus of 
enzybiotics is to develop lysins as decolonizing agents. It is known that 
most of us carry potential pathogenic bacteria on our oral, nasal, uro-
genital, and intestinal mucosal surfaces, and they live there in perfect 
comensal relationship. The invasion by other pathogenic microorgan-
isms such as viruses, including fl u - causing orthomyxovirus, may induce 
migration of pathogenic bacteria that in turn may induce otitis, pneu-
monia, and other bacterial infections. It is believed then that decoloniz-
ing at - risk individuals with low doses of topically administered lysins 
will reduce or even prevent these secondary bacterial infections. So, as 
pointed out by Fischetti, the strategy falls between the traditional 
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antibiotics that are given only to treat an invasive infection, and vac-
cines, which are widely administered to prevent diseases in the future. 
Since it can take weeks or months to stimulate an immune response to 
vaccines, they are not usually useful in the acute prevention of infec-
tion, and at the same time bacterial or fungal pathogens are becoming 
more resistant to antibiotics. Therefore, enzybiotics are interestingly 
located between antibiotics and vaccines, with possibilities of pivoting 
to either side. 

 Another point to address here concerns the wide range of antibiotic -
 resistant bacteria or  “ superbugs ”  that colonize hospitals throughout 
the world. According to the Centers for Disease Control and Prevention, 
more than 70% of the bacteria causing infections in hospitals are resis-
tant to at least one antibiotic. One of these bacteria are the Methicillin -
 resistant  Staphylococcus aureus  (MRSA) strains, or the multiple 
drug - resistant  Mycobacterium tuberculosis , many cases of which are 
associated with AIDS patients. At this point we should be able to apply 
enzybiotic therapy to lower the amount of antibiotics used. This is an 
appealing idea because such a decrease will automatically lower the 
number of bacterial or fungal resistant strains. We do not foresee total 
supplantation of antibiotics by enzybiotics; instead and as proposed in 
this book, we hope that they would be implemented in synergism with 
antibiotics. 

 In the light of the foregoing it is clear that the pharmacological fi ght 
against microbial pathogens based on  “ all antibiotics ”  has a real weak-
ness: old pathogens that had been almost eradicated are reemerging. 
One has to bear in mind that we are exploiting the fact that the best 
agents to kill bacteria and fungi come from other bacteria or from other 
fungi, but microorganisms have mastered, through hundreds of mil-
lions of years of evolution, to mutate rapidly so as to create new resis-
tant strains by inactivating the active principle or simply by growing 
faster than the antibiotic - producing strains. The development of 
genomics and the knowledge of entire genomes of microbial pathogens 
will be of invaluable aid for the next generation of scientists working 
in the discovery and creation of new antibiotics with the fi nal goal of 
staying one step ahead of the ever - mutating microorganisms. One way 
to overcome this is by challenging the microbial pathogens with two 
antibiotics at the same time, each of them disrupting a particular and 
important biochemical pathway; chances to mutate at both points and 
at the same time are extremely low. The situation may be even better 
if we are able to create new drugs exhibiting both antibiotic activities 
in the same molecule (see later). Another strategy is to ambush the 
bacteria with their current enemies: viruses. As indicated in previous 
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chapters this idea was put into play soon after the bacteriophages were 
discovered by Twort and D ’ Herelle   at the beginning of the 20th century 
(see Chapter 2). The idea was forgotten in Western countries because 
of the ever - hungry pharmaceutical industry, but not in Eastern Europe 
countries, which continued for decades to develop new phage combina-
tions to fi ght microbial pathogens. In recent years, however, the situa-
tion is changing, so new companies are being created to produce either 
bacteriophages or their respective lysins, which are successfully used 
in therapeutic treatments. In particular, Vincent Fischetti ’ s group at 
Rockefeller University is enlisting the help of bacteriophages to treat 
a variety of bacterial infections. Treating humans with live viruses —
 even bacteriophages — is always risky, so instead Fischetti isolated the 
lysins to attack bacteria from the outside; so far, he has been able to 
develop enzymes against pneumococci, streptococci, as well as anthrax. 

 Until all these new drugs are pharmaceutically ready and generally 
available, we must dig into the mechanistic abilities that bacteria and 
fungi have to mutate and evade the drugs we use to control the diseases 
they produce. No doubt that sequencing whole genomes of as many 
pathogens as possible will help us in the task of going a bit ahead of 
pathogens; if we are able to succeed in this, our staying around will be 
assured.  

2. ENZYBIOTICS AND EMERGING PATHOGENS 

 Emerging pathogens are considered as such by public - health services 
throughout the world as those pathogens that increase the incidence of 
an epidemic outbreak as, for example,  Cryptosporidium ,  Escherichia 
coli  O157   :   H7, Hantavirus, multidrug - resistant pneumococci, and van-
comycin- resistant enterococci. Besides the old and well - known bacte-
rial and fungal pathogens, we have to keep our eyes open when it 
comes to the description of new microbial taxons in both the prokary-
otic and eukaryotic worlds. It is a fact to all microbiologists that we 
know only a small portion of the microbial population on Earth, so it 
is quite possible that new pathogens are in our future, as we keep dis-
covering new species in rare and untouched ecosystems. We believe 
that all new bacterial and fungal descriptions should include their 
ability to cause disease in both plant and animal kingdoms. And in the 
case of new bacteria, their respective bacteriophages should be 
described. 

 Current emerging and reemerging pathogens include enterohemor-
rhagic Escherichia coli , Legionellosis, a disease transmitted by techni-
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cal vectors,  Burkholderia/Stenotrophomonas ,  Helicobacter pylori , 
Chlamydiae ,  Borrelia burgdorferi ,  Streptococcus pyogenes ,  S. aureus
and Staphylococcus epidermidis , Enterrococci,  Bordetella pertussis  and 
related species parapertussis and bronchiseptica ,  Tropheryma whippelii
(perhaps the best paradigm of the re - emergence of an old disease), 
Campylobacter jejuni , Mycoplasmas (another paradigm of reemerging 
pathogens in both humans and animals), and Gram - negative plant 
pathogenic bacteria. Besides these one should also include all types of 
animal and plant viruses, particularly those that are able to replicate in 
animals as well as in plants; unfortunately, everyday we learn of new 
viral strains that share this ability. Most recently, the bacterial genus 
Dietzia  has been established. The Gram morphology as well as colony 
appearance of species belonging to this genus is very similar to 
Rhodococcus  sp., and in fact, lacking accurate methods for the identi-
fi cation of this bacterial genus it may be simply misclassifi ed as 
Rhodococcus  or even  Gordonia.

 Foodborne pathogens are the leading causes of approximately 1.8 
million deaths annually in less developed countries, whereas in devel-
oped countries foodborne pathogens are responsible for millions of 
gastrointestinal diseases each year, costing huge amounts of money in 
terms of lost productivity and medical care. Again, new foodborne 
pathogens are likely to emerge forced by the use of antibiotics and the 
evolutionary drive of bacteria or fungi.  Clostridium ,  Shigella ,  Salmonella , 
Listeria monocytogenes ,  Campylobacter ,  S. aureus ,  Vibrio  spp., and 
Yersinia enterocolitica  are among the most important ones, although 
many others cannot be excluded as human habits or manufacture prac-
tices change. 

 Studies on emerging diseases have been a real concern in many sci-
entifi c journals through different reviews and have focused mainly on 
the putative spectrum of different emerging pathogens as well as the 
epidemiologic reasons for their emergence. The experts who have 
addressed this problem from only an epidemiologic point of view, but 
forgetting that microorganisms are subjected to evolutionary avatars, 
often disagree about the feasibility of predicting and preventing the 
emergence of new pathogens. As many enzybiotics are based on the 
use of entire bacteriophages that are also subjected to general biologi-
cal evolution, it follows that one has to take into account these aspects 
in predicting not only what, but also where or even when a new patho-
gen will emerge. If we can use modern enzybiotics to either facilitate 
the identifi cation and the blocking of pathogens that represent great 
threats to human kind, or to provide methods for inhibiting the 
emergence of microbial pathogens, then their use would represent a 
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representative advance for science and for the well being of humans. 
It must be remembered, however, that if we assume that the evolution 
of virulence of a given pathogen is subjected to forces related to com-
petitive benefi ts with the host, in such a way that it would tend to lower 
virulence toward mutualism, the application of too much stress on the 
pathogen, such as a mixture of antibiotics and enzybiotics, would unbal-
ance the evolution rate of the pathogen, giving rise therefore to a more 
and more unstable relationship between pathogen and host. In the end, 
the balance would probably fall on the side of the microorganisms as 
their duplication time is far higher than that of plants or animals. 

 Nosocomial infections are always present. If we compare the infec-
tions caused by resistant nosocomial microorganisms those produced 
sensitive ones  , the severity of the fi rst are higher so we tend to naturally 
link this with the antibiotic - resistant phenotype and also to suggest that 
the increased severity is not simply a result of the antibiotic to exert its 
action on the bacterial cell, but that  “ something else ”  has happened to 
the microorganisms. We call this evolution power toward the genesis 
of new bacterial resistant strains. In terms of years of antibiotic usage 
by our society and duplication of bacterial times, it is possible that this 
has really happened. 

 Another point that should be addressed here is that many bacterio-
phages are able to lysogenize bacterial cells, and if they carry  tox  genes, 
the bacterial host will now be a toxigenic or even hypertoxigenic strain. 
As bacteriophages do recombine among themselves, in order to lower 
this possibility, and if the therapy is fi nally based on the use of bacte-
riophages, these must follow unequivocally a lytic cycle without the 
possibility of entering a lysogenic status. Also, the use of enzybiotics 
to artifi cially lower the load of microorganisms present in the animals ’  
bodies is not necessarily good, since the acquired natural immunity 
would also be lowered, so small variations in the amount of microor-
ganisms or in their virulence would cause infection outbreaks. The 
positive aspect of universally using enzybiotics would be to control 
emerging disease at the beginning of the spreading or even before the 
spreading starts. Without a doubt, enzybiotics could contribute to that 
and, as argued before, without the risk of generating resistant strains 
as antibiotics do.  

3. GENETIC CROSS -TALK AMONG MICROORGANISMS 

 Bacteria may exhibit several ways of genetic cross - talk, including 
mating, transformation, or transduction; fungi belonging to  Ascomycotes
or Basidiomycotes  show perfect sexual mating and in some cases may 
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have processes resembling bacterial transformation and transduction. 
These genetic aspects must be taken into account when the generation 
of new resistant strains is contemplated. Transformation and possibly 
transduction among Gram - positive bacteria takes place constantly in 
all systems, probably since the very beginning of times, whereas in 
Gram - negative bacteria it probably takes place at lower rate compared 
with the former. In any case, because bacteria are one of the fi rst 
motors of evolution in the microbial world, we must be ready for the 
early blocking of such new strains. In the case of fungi this cross - talk 
is probably not as important as in bacteria and very much depends on 
their sexual activities. Pre - Triassic fungi must have had more cross - talk 
than today ’ s as that period saw the genetic stabilization of fungi. 

 The use of enzybiotics in combination with antibiotics, as indicated 
before, would overcome the eventual appearance of monogenic resis-
tant strains originated by horizontal gene transmission. 

 Perhaps the most paradigmatic niche where the above ideas may 
apply is what Dinalo and Relman ( 2009 ) call  “ cross - talk in the gut, ”  
referring in particular to the human gut. The bulk of the bacterial load 
in the human gut (and in all mammals) is by far the highest as compared 
with the rest of the body, and the density of bacterial cells in the colon 
has been estimated up to 10 11  – 10 12  cells/mL. Obviously, the relationship 
is mostly mutualistic. The biodiversity in the gut seems to be species -
 dependent, that is, all humans from any part of the globe share basically 
the same type of bacteria; the same generalization would apply, for 
instance, for elephants. With such a huge bacterial population in such 
a close environment genetic cross - talk between bacteria must occur at 
a high level and, what is more important, between bacteria and humans, 
not genetically but biochemically. The genesis of new mutant strains 
resistant to antibiotics or even to phages and therefore to enzybiotics 
in their most classical sense may have dramatic projections for the 
success of enzybiotic - based antibacterial therapy. In this sense applica-
tion of entire and viable phages in the treatment of gut infections would 
probably not be the best idea; it would be better to use encapsulated 
lysins or perhaps  “ intelligent lysins ”  that would recognize the pathogen 
specifi cally. Application of live - based bacteriophages in other patholo-
gies would not be subjected to this pressure because the pathogen 
would be the only bacterium.  

4. TAYLOR-MADE AND HYBRID ENZYBIOTICS 

 Application of bacteriophage - based therapies must rely fi rst on accu-
rate bacterial diagnosis and correct identifi cation. We obviously cannot 
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supply a bacteriophage able to replicate in S. aureus  when the pathogen 
is for instance Gram - negative bacteria. After correct bacterial diagno-
sis we must choose the type of bacteriophages; as far as we are con-
cerned only lytic bacteriophages should be chosen, and within them 
those exhibiting the highest affi nity constant between the virus enve-
lope and bacterial receptor, and fi nally those virus with the shortest 
cycle possible. Probably — although we do not have enough data as 
yet — the type of nucleic acid of the virus may be important. In this 
sense single - stranded DNA or RNA viruses would be better candidates 
than more complicated ones such as T4 and related ones  . 

 Hybrid enzybiotics, such as bacteriophages having their genomes 
coming from different phages or lysins formed by the fusion of different 
open reading frames (ORFs)   so that they not only exhibit the ability 
to disrupt the bacterial peptidoglycan layer but also show protease 
activity or even act like an antibody to accelerate the complement fi xa-
tion on the pathogen, will probably be a reality in the near future. 
Often bacterial or most currently phage endolysins show poor solubil-
ity so that their respective genes must be worked on in order to render 
a more appropriate lysin. Recently,  Manoharadas et al. (2009 ) have 
overcome this situation for a P16 endolysin from S. aureus  phage P68; 
they constructed a chimeric endolysin (P16 – 17) comprised of the 
inferred N - terminal d - alanyl - glycyl endopeptidase domain and the 
C - terminal cell wall targeting domain of the  S. aureus  phage P16 endo-
lysin and the P17 minor coat protein, respectively. This resulted in 
soluble P16 – 17 protein, which exhibited antimicrobial activity toward 
S. aureus . In addition, P16 – 17 augmented the antimicrobial effi cacy of 
the antibiotic gentamicin.  

5. ANTIVIRAL ENZYBIOTICS 

 Virus - caused disease in mammals is a rather different situation, since 
we cannot use viruses to infect and destroy the pathogenic virus. 
Instead, the use of enzybiotics in these particular cases must focus only 
in the use of enzymes (proteases) able to digest the capsid proteins 
before the virus gets into the target cell. Alternatively, one could stimu-
late the cell ’ s antiviral state through the use of interferons or inducers; 
these aspects, as of today, are not truly what we understand included 
in the term  “ enzybiotics. ”  The use of enzybiotics in combination with 
antiviral drugs seems to have a better prediction of success. It has been 
known for many years now that viral infections such as infl uenza virus 
may facilitate the invasion of secondary pathogens such as Streptococcus
pneumoniae  or  Haemophilus infl uenzae , and the same may apply for 
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other type of viruses. It may be proposed that even in the absence of 
an appropriate antiviral drug a general mix of enzybiotics be applied 
in order to block the secondary bacterial colonizers. 

 A potential candidate to be included in the term  “ enzybiotics against 
animal virus ”  could be the ribotoxins, which are a large family of ribo-
nucleolytic proteins secreted by fungi, mostly  Aspergillus  and  Penicillium
species (Lacadena et al.  2007 ). Recently, Varga and Samson ( 2008 ) 
have found that all species assigned to Aspergillus  section   Clavati carry 
ribotoxin genes, including  Aspergillus  longivesica,  Aspergillus  clavato-
nanicus, and  Neocarpenteles  acanthosporus. Comparative analysis of 
the amino acid sequences of these gene fragments indicates that ribo-
toxins could be produced by these species. All ribotoxins exert their 
toxic action by fi rst entering the cells since they have the ability to 
interact with acid phospholipid - containing membranes and then cleave 
a unique phosphodiester bond located in the large rRNA gene, known 
as the sarcin - ricin loop. This cleavage leads to inhibition of protein 
biosynthesis, followed by cellular death by apoptosis. Ribotoxins 
(RNase T1 is probably the best candidate to be used as an enzybiotic) 
do not have, as of today, any known cellular receptor; instead, they 
tend to kill those cells that show increased membrane permeability. 
Also, ribotoxins have been used for the construction of immunotoxins 
because of their cytotoxicity. Ribotoxins have several advantages for 
use in the design of immunotoxins against cancer cells or eventually 
viral - infected cells. However, their cytotoxic effects hamper their use 
as therapeutic agents. Genetically engineered immunotoxins with 
increased stability and affi nity are currently being developed (Lacadena 
et al.  2007 ). In addition, identifying new types of ribotoxins could facili-
tate their application as agents against viral infections. The determina-
tion of high - resolution structures of ribotoxins, the characterization of 
a number of mutants, and fi nally the use of liposomes suggest that 
ribotoxins or their variants might be used in the near future in human 
therapies, including viral - caused diseases ( Carreras - Sangr à  et al. 2008 ). 
Recently, a ribotoxin - like active principle from the mite fungal patho-
gen Hirsutella thompsonii  has been isolated and studied (Herrero -
 Gal á n  2008 ). This ribotoxin, named hirsutellin A (HtA), is formed of 
a single polypeptide chain (130 amino acid residues) that has interest-
ing insecticidal properties. It exhibits activity against tumor cells and 
probably also on virus - infected cells; it interacts with phospholipid 
bilayers and exhibits a typical sarcin/ricin - like mode of action on the 
ribosomes, as typical ribotoxins do. In any case, the activity shown by 
this type of compound is something that warrants further study in the 
fi eld of enzybiotics before we can recruit them as a potential tool to 
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fi ght viral infections. An interesting possibility in order to drastically 
produce ribotoxins with reduced IgE - binding affi nity is the heterolo-
gous cloning of these genes in Lacotoccus lactis ; this bacterium seems 
to secrete the respective wild - type as well as mutant variants that are 
quite innocuous when supplied to mice.  
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