STUDIES IN COGNITIVE SYSTEMS

VOLUME 6

EDITOR
James H. Fetzer, University of Minnesota, Duluth
ADVISORY EDITORIAL BOARD
Fred Dretske, Stanford University
Ellery Eells, University of Wisconsin, Madison
Alick Elithorn, Royal Free Hospital, London
Jerry Fodor, Rutgers University
Alvin Goldman, University of Arizona
Jaakko Hintikka, Boston University
Frank Keil, Cornell University
William Rapaport, State University of New York at Buffalo
Barry Richards, Imperial College, London

Stephen Stich, Rutgers University

Lucia Vaina, Boston University

Terry Winograd, Stanford University

The titles published in this series are listed at the end of this volume.



EPISTEMOLOGY
AND COGNITION

Edited by

JAMES H. FETZER

Department of Philosophy,
University of Minnesota, Duluth, US.A.

N |
50
KLUWER ACADEMIC PUBLISHERS
DORDRECHT / BOSTON / LONDON



Library of Congress Cataloging-in-Publication Data

Epistemology and cognition / edited by James H. Fetzer.
p. cm. —— (Studies in cognitive systems ; 6)

Includes indexes.

ISBN 0-7923-0892-1 (alk. paper)

1. Knowledge, Theory of. 2. Languages--Philosophy. 3. Semantics
(Philosophy) I. Fetzer, James H., 1940- . II. Series: Studies
in cognitive systems ; v. B.

BD161.E62 1990
121--dc20 90-42217

ISBN 0-7923-0892-1

Published by Kluwer Academic Publishers,
P.O. Box 17, 3300 AA Dordrecht, The Netherlands.

Kluwer Academic Publishers incorporates
the publishing programmes of
D. Reidel, Martinus Nijhoff, Dr W. Junk and MTP Press.

Sold and distributed in the U.S.A. and Canada
by Kluwer Academic Publishers,
101 Philip Drive, Norwell, MA 02061, U.S.A.

In all other countries, sold and distributed
by Kluwer Academic Publishers Group,
P.O. Box 322, 3300 AH Dordrecht, The Netherlands.

Printed on acid-free paper

All Rights Reserved
© 1991 Kluwer Academic Publishers
No part of the material protected by this copyright notice may be reproduced or
utilized in any form or by any means, electronic or mechanical,
including photocopying, recording or by any information storage and
retrieval system, without written permission from the copyright owner.

Printed in the Netherlands



To
Loren E. Lomasky






TABLE OF CONTENTS

Series Preface
Foreword

Acknowledgements

PROLOGUE

WILLIAM RAMSEY AND STEPHEN STICH / Connectionism and
Three Levels of Nativism

PART I/ CONCEPTS AND CONTENT
DAVID BRADDON-MITCHELL AND JOHN FITZPATRICK /
Explanation and the Language of Thought

CHARLES E. M. DUNLOP / Conceptual Dependency as the Language
of Thought

DAVID COLE / Functionalism and Inverted Spectra
PAUL THAGARD / Concepts and Conceptual Change

WILLIAM BECHTEL AND ADELE ABRAHAMSEN / Beyond the
Exclusively Propositional Era

PART II / SEMANTICS AND KNOWLEDGE

NEAL JAHREN / Can Semantics by Syntactic?
YORICK WILKS / Form and Content in Semantics

WILLIAM EDWARD MORRIS / Knowledge and the Regularity
Theory of Information

GEORGE GRAHAM / Melancholic Epistemology
EDDY ZEMACH / Human Understanding

ix
xi

X1ii

35

63
85
101

121

155
175

199
223
247



viii TABLE OF CONTENTS
EPILOGUE

ERIC LORMAND / Framing the Frame Problem 267
Index of Names 289
Index of Subjects 295



SERIES PREFACE

This series will include monographs and collections of studies devoted to the
investigation and exploration of knowledge, information, and data-processing
systems of all kinds, no matter whether human, (other) animal, or machine.
Its scope is intended to span the full range of interest from classical problems
in the philosophy of mind and philosophical psychology through issues in
cognitive psychology and sociobiology (concerning the mental powers of
other species) to ideas related to artificial intelligence and computer science.
While primary emphasis will be placed upon theoretical, conceptual, and
epistemological aspects of these problems and domains, empirical, experimen-
tal, and methodological studies will also appear from time to time.

The present volume reflects the kind of insights that can be obtained when
research workers in philosophy, artificial intelligence, and computer science
explore problems of common concern. The issues here tend to fall into two
broad but varied sets, namely: those concerned with content and concepts, on
the one hand, and those concerned with semantics and epistemology, on the
other. The collection begins with a prologue that focuses upon the relations
between connectionism and alternative conceptions of nativism and ends with
an epilogue that examines the significance of alternative conceptions of the
Frame Problem for artificial intelligence. Because these papers are rich and
diverse, they ought to appeal to a wide and heterogeneous audience.

JLH.F.

ix






FOREWORD

This collection of papers has been derived from a special triple-issue of
SYNTHESE devoted to epistemology and cognition. About two-thirds of
those contributions are reprinted here in a somewhat different sequence,
which is intended to highlight and to reinforce their relationship to one
another. By way of introduction, a few words concerning each might prove to
be helpful. The Prologue provides a searching analysis of the relations
between connectionism and varieties of nativism, in which Stephen Stich and
William Ramsey distinguish three positions — minimal rationalism, anti-
empiricism, and rationalism — suggesting that connectionism cannot defeat
the first but might defeat the third, where most of the interesting cases seem
to fall in between.

Part I begins with a critical exploration of Fodor’s “language of thought”
hypothesis in which David Braddon—Mitchell and John Fitzpatrick argue that,
when correct views about the nature of psychological explanation are
considered, the theoretical necessity for a language of thought tends to
disappear. Their position does not dictate that Fodor’s hypothesis cannot be
true, but instead suggests that a prima facie case on its behalf has not yet
been made. Charles E. M. Dunlop examines the version of this hypothesis
that is implied by Roger Schank’s theory of conceptual dependency, implying
that Schank’s approach encounters serious difficulties when it is viewed as an
effort to afford “a psychologically valid computer model of human mental
processes”.

David Cole contends that a priori arguments against functionalism, such as
those advanced by Hilary Putman, cannot possibly be sound. The relevant
empirical evidence, moreover, actually tends to confirm rather than to refute
the functionalist position. Paul Thagard explores the complex nature of
conceptual change, contending that belief revision cannot be understood
without taking into account its consequences for conceptual change, precisely
because they are extricable intertwined. William Bechtel and Adele Abraham-
sen survey various nonpropositional techniques for representing knowledge,
hinting that the emergence of connectionism tends to reinforce the benefits
that may yet be derived from alternative approaches to problems within this
domain.

Part II begins with an examination of William J. Rapaport’s sophisticated
efforts to defend purely syntactical conceptions of semantics from Searle’s

Xi



X1 FOREWORD

Chinese Room example, in which Neal Jahren contends that this defense
depends upon assuming what he wants to prove, namely: that humans
implement natural language “the way it would be on a computer”. Yorick
Wilks focuses upon another formal approach — the logic-based tradition in
knowledge representation, in general, and Drew McDermott’s work, in
particular — suggesting that it is rooted in the mistaken belief that networks of
inferential relations might be sufficient for something to qualify as having in
mind.

William Edward Morris undertakes a systematic assessment of the
conception of knowledge as information-produced belief that Fred Dretske
has advanced, contending that gaps between “information-caused beliefs”
and “knowledge” can only be bridged by employing a theory of justification
of the kind it was intended to avoid. George Graham offers a subtle analysis
of relationships between emotional and cognitive states, with concern for the
possibility that specific states of emotion, such as states of depression, might
not only be rationally warranted but possess cognitive significance.

Eddy Zemach differentiates between “internalist” accounts of understand-
ing (found in the work of Fodor, Dennett, and other functionalists) and
“externalist” accounts (associated with the work of Davidson, Burge, and
other semantic theorists) in defense of a Wittgensteinian conception of
mentalistic semantics, which he applies to meanings, sentences, and beliefs.
In the Epilogue, finally, Eric Lormand turns attention to the Frame Problem
by comparing accounts advanced by Dennett, by Haugeland, and by Fodor to
the original problem envisioned by McCarthy and Hayes, suggesting that
these alternatives are not crucial obstacles to success in Artificial Intel-
ligence.

J.H.F.
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WILLIAM RAMSEY AND STEPHEN STICH

CONNECTIONISM AND THREE LEVELS OF
NATIVISM

ABSTRACT. Along with the increasing popularity of connectionist language models has
come a number of provocative suggestions about the challenge these models present to
Chomsky’s arguments for nativism. The aim of this paper is to assess these claims. We
begin by reconstructing Chomsky’s “‘argument from the poverty of the stimulus” and
arguing that it is best understood as three related arguments, with increasingly strong
conclusions. Next, we provide a brief introduction to connectionism and give a quick
survey of recent efforts to develop networks that model various aspects of human linguistic
behavior. Finally, we explore the implications of this research for Chomsky’s arguments.
Our claim is that the relation between connectionism and Chomsky’s views on innate
knowledge is more complicated than many have assumed, and that even if these models
enjoy considerable success the threat they pose for linguistic nativism is small.

1. INTRODUCTION

About 25 years ago, Noam Chomsky offered an argument aimed at
showing that human beings must have a rich store of innate knowledge,
because without such innate knowledge it would be impossible for
children to learn a language on the basis of the data available to them.
This “‘argument from the poverty of the stimulus™ has had an enormous
impact in linguistics, cognitive science, and philosophy. Jerry Fodor has
described it as “‘the existence proof for the possibility of cognitive
science . . . [and] quite possibly the only important result to date”.!
Hornstein and Lightfoot have urged that the argument serves as the
foundation for most current work in linguistics.? And a number of
authors, including Chomsky himself, have maintained that the argu-
ment from the poverty of the stimulus shows that empiricist theories
of the mind are mistaken and that “the only substantive proposal to
deal with the problem of acquisition of knowledge of language is the
rationalist conception . .. .”?

During the last few years, however, a new research program, often
called ‘Connectionism’ or ‘Parallel Distributed Processing’ (PDP), has
attracted considerable attention in cognitive science. Connectionist

3
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4 WILLIAM RAMSEY AND STEPHEN STICH

models of cognitive processes differ in many ways from earlier accounts
commonly adopted by Chomskians. What makes them important for
our purposes is that they employ powerful new learning techniques that
enable systems to acquire complex and subtle skills in a wide variety
of domains, without the assistance of large amounts of pre-programmed
information. Very early on it was clear that the existence of these
strikingly powerful learning strategies was a prima facie challenge to
Chomsky’s nativism. One observer, for example, comments that con-
nectionism ‘‘sustains the vision of larger machines that are built on the
same principles and that will learn whatever is learnable with no innate
disposition to acquire particular behaviors™ (italics ours).* If connection-
ist models invoking ‘back propagation’ or other learning algorithms can
quickly acquire a large variety of complex skills without the help of
‘innate’ knowledge, it is natural to wonder whether they might not be
able to acquire linguistic skills of the sort Chomsky argued could only
be acquired by systems richly endowed with linguistic information at
the outset. Motivated in part by just such anti-nativist suspicions, a
number of investigators have begun to explore the possibility that con-
nectionist models might acquire natural language syntax, phonology,
semantics, and other features of linguistic ability. These efforts to build
connectionist networks that learn aspects of natural language are very
recent, and the results to date are both fragmentary and controversial.
It is too early to venture a prediction on how successful they ultimately
will be.

In this paper, our aim will be to explore the relation between connec-
tionism and Chomsky’s arguments for the existence of innate knowl-
edge. Along the way, we propose to defend a pair of interrelated
conclusions. The first is that there are actually three versions of Chom-
sky’s poverty of the stimulus argument, which make increasingly strong
claims about the nature of the cognitive endowments required for learn-
ing language. Though the three versions of the argument are often run
together in the literature, it is essential to pull them apart if we are to
be clear on the bearing that connectionist research might have on
nativism. Our second conclusion is that the relation between connec-
tionism and nativism is considerably more complex than many have
assumed. There are various connectionist research programs which
would, if successful, undermine all three versions of the Chomskian
argument. However, the weakest version of the argument, whose con-
clusion is a doctrine that we will call minimal nativism, is easy to
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reconstruct in a way which will withstand any findings that may be
forthcoming from connectionist research. A second version of the argu-
ment, aimed at establishing a stronger claim that we will call anti-empiri-
cism, can also readily be reconstructed in the face of any foreseeable
connectionist successes. However, both Chomsky’s formulation of this
argument and the reconstruction we will sketch require some sophisti-
cated linguistic data. There has been a fair amount of linguistic research
aimed at assembling the sort of data Chomsky’s formulation of the
argument requires. It is plausible to suppose that if the data needed in
Chomsky’s formulation are forthcoming, then linguists will be able to
find an analogous body of data of the sort required by our reformula-
tion. But, of course, there can be no guarantee on this point until the
work is done. The third version of Chomsky’s argument seeks to estab-
lish the strongest of the three nativist claims, the one we will call
rationalism. Here there are indeed imaginable connectionist achieve-
ments that would show the conclusion of the argument to be false.
However, there are also many ongoing connectionist explorations of
language learning whose success would be fully compatible with ration-
alism. The bottom line, then, is that while connectionism challenges
Chomskian nativism in a variety of ways, it may well' turn out that
even the strongest version of nativism is compatible with spectacular
connectionist successes in the modeling of language acquisition.

The remainder of the paper will be organized as follows. In Section
2 we will set out the three versions of the poverty of the stimulus
argument. In Section 3 we will offer an introductory overview of recent
connectionist research and a quick survey of ongoing efforts to get
connectionist devices to learn aspects of natural language. In Section 4
we will explore the ways in which the success of these efforts would
bear upon the three versions of Chomsky’s argument.

2. THREE VERSIONS OF THE POVERTY OF THE STIMULUS
ARGUMENT AND THREE LEVELS OF N/\TIVISM5

What changes occur when a child learns a language? The answer, of
course, is that there are many changes. The most conspicuous is that
the child is able to understand the language, to communicate with it,
and to use it for all sorts of purposes. There are also less obvious
changes. Once a child has mastered a language, he is capable of making
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a wide range of judgments about the properties and relations of ex-
pressions in the language. Thus, for example, speakers of English are
normally capable of judging whether any arbitrary sound sequence
constitutes a grammatical sentence of English, and if it does, they are
capable of judging whether or not it is ambiguous; they are also capable
of judging whether two arbitrary sentences are related as active and
passive, whether they are related as declarative and yes-no questions,
whether one is a paraphrase of another, whether one entails the other,
and so on for a number of additional linguistic properties and relations.
These sorts of judgments, or ‘linguistic intuitions’ as they are more
typically called, have played a central role in generative linguistics since
its inception.

It is, Chomskians maintain, a perfectly astounding fact that ordinary
speakers of a language can make a practically infinite number of judg-
ments about the grammatical properties and relations of expressions in
their language. The most plausible explanation of this ability, they urge,
is that speakers have a generative grammar of their language — an
explicit system of rules and definitions — stored somewhere in their mind
or brain. On Chomsky’s view, “the mature speaker has internalized a
grammar with specific properties . . . [and] in understanding speech he
makes use of this grammar to assign a precept to a signal”.® “To know
a language .. .is to be in a certain mental state...consisting of a
system of rules and principles™.” This system of internally represented
rules guides the complex and prolific linguistic judgments that the
speaker is capable of making. It is also used, in various ways, in the
more ordinary processes of language production and comprehension.
If there is no internally represented grammar, Chomsky and his fol-
lowers urge, then it is something of a mystery how speakers are capable
of having the linguistic intuitions they have. The mentally stored gram-
mar that is posited is not, of course, accessible to consciousness. Speak-
ers cannot tell us the rules of the grammar represented in their brains
any more than they can tell us how they go about recognizing faces
or recovering salient information from memory. But if speakers do
have an internally represented grammar, then a natural goal for the
generative grammarian would be (and has been) to discover that gram-
mar — the grammar that is ‘psychologically real’.

The argument for the thesis that speakers have an internally repre-
sented generative grammar of their language has the form of an infer-
ence to the best explanation:
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I know of no other account that even attempts to deal with the fact that our judgments
and behavior accord with and are in part explained by certain rule systems . .. .*

Later, we will explain why many connectionists believe their models
call this thesis into question. For now, however, let us assume that
Chomsky is right and that speakers do indeed have a mentally stored
grammar of their language. We can then develop the three versions of
the poverty of the stimulus argument against the background assump-
tion that the mechanisms subserving language acquisition must be able
to produce the grammar that the child comes to internally represent.

2.1. The Argument for Minimal Nativism

The weakest version of the poverty of the stimulus argument begins
with the observation that, during the time span normally required to
learn a language, a child is exposed to only a very impoverished sample
of often misleading linguistic data. This ‘poverty of the stimulus’ is due
to three important aspects of the ‘primary linguistic data’:

(1) The set of sentences that a competent speaker of a language can
use, comprehend, and offer linguistic intuitions about is vastly larger
than the idiosyncratic set of sentences to which children are exposed
in the course of learning a language.

(2) While learning their language, the speech children hear does not
consist exclusively of complete grammatical sentences. Rather, they are
typically exposed to a large assortment of non-sentences, including slips
of the tongue and incomplete thoughts, samples of foreign languages,
and even intentional nonsense. Thus, the data the child has available
for learning to tell sentences from non-sentences are remarkably messy.

(3) Children, unlike linguists, are rarely given any indication that
certain queer and complex sentences are ungrammatical, that certain
pairs of sentences are paraphrases of one another, and so on. Hence,
many sorts of data that linguists rely upon heavily in deciding between
competing grammars — such as data derived from speakers’ linguistic
intuitions — are not available to the child.

That children can acquire a grammar at all on the basis of this sort of
data requires that they have a learning mechanism of some sort in place
before the acquisition process begins. A video rccorder exposed to the
primary linguistic data that a child is exposed to does not end up with
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an internally represented grammar. Nor, for that matter, does a puppy
or a young chimpanzee. The cognitive system which the child brings to
the task of language learning must be able to go from a limited and
messy sample of data to a grammar that generates most of the sentences
in the data, and a huge number of additional sentences as well. And
any cognitive system capable of projecting beyond the data in this way
is going to be reasonably sophisticated. So, given our assumption that
children do in fact end up with an internally represented grammar, the
‘poverty of the stimulus’ seems to require that children come to the
language learning task with an innate learning mechanism of some
sophistication. Moreover, despite exposure to significantly different
samples of data, different children in the same linguistic community
end up having essentially the same linguistic intuitions, and thus, it is
plausible to suppose, essentially the same internalized grammar. Nor
is there any evidence that children have any special predisposition to
learn the language of their biological parents. Chinese children raised
in an English-speaking environment learn English as easily as English
children do. All of this suggests that the innate learning mechanisms
that enable children to internalize the grammar of the language spoken
around them are much the same in all children.

The crucial step in this first version of the poverty of the stimulus
argument is the observation that if the child’s innate learning mechan-
ism is to accomplish its task, it must have a strong bias in favor of
acquiring certain grammars and against acquiring others. This is because
the data that the mechanism has been exposed to by the time grammar
acquisition is complete is equally compatible with an indefinitely large
class of grammars, many of which will depart in significant ways from
the grammar that the child actually attains. The acquisition mechanism
must project from the limited data it has available to a correct grammar
—one that classifies sentences the way others in the linguistic community
classify them. Thus it must somehow reject the indefinitely large class
of incorrect grammars that are equally compatible with the data. The
thesis that we will call minimal nativism is simply the claim that the
child approaches the task of language acquisition with an innate learning
mechanism that is strongly biased in favor of certain grammars and
against others. But, of course, to say that the innate learning mechanism
is biased in favor of certain grammars and against others does not
commit us to any particular account of the mechanism underlying this
bias. It is on just this point that the three levels of nativism differ.
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Minimal nativism merely insists that the bias must be there. The higher
levels of nativism make increasingly strong claims about the mechanism
responsible for the bias.”

Before moving on to the next version of the argument, it is important
to make clear exactly what does and does not follow from minimal
nativism. One might think that by establishing the existence of a
strongly biased innate learning mechanism, Chomsky has succeeded in
undermining the empiricist conception of the mind. But this would be
a mistake. For even the staunchest empiricist would readily agree that
learning requires sophisticated innate mechanisms and biases. As Quine
reminds us, the empiricist “‘is knowingly and cheerfully up to his neck
in innate mechanisms of learning readiness”.! If Chomsky’s argument
is supposed to undermine empiricism, then it must say something about
the nature of these mechanisms and biases which calls into doubt the
empiricist conception of the mind.

2.2. The Argument Against Empiricism

At first blush, it might be thought that it would be impossible to argue
against all empiricist accounts of the mind. For while Chomsky might
show that on one or another specific empiricist theory, the mind could
not reliably produce the right grammar on the basis of the primary
linguistic data, it would always be open to the resourceful empiricist to
construct another theory, still adhering to empiricist principles, though
diverging in one way or another from the particular empiricist theory
that has been refuted. However, there is in Chomsky’s writings an
ingenious idea for circumventing this problem and refuting all empiricist
theories in one fell swoop. We'll call this idea ‘the Competent Scientist
Gambit’. The basic idea is to portray a learning mechanism that is at
least as powerful as anything dreamt of in the empiricist conception of
the mind, and then argue that such a learning mechanism could not do
what the child does. If this can be shown, then all empiricist theories
will fall together. The ‘learning mechanism’ Chomsky suggests is a
competent, rational scientist.

Suppose that we were to pose for such a scientist the task at which
the child’s mind is so adept. We will give the scientist a typical set of
primary linguistic data drawn from some actual human Janguage. Her
job will be to discover the grammar of that language ~ the grammar
that children exposed to those data will come to internally represent.
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In going about the business of constructing and testing hypotheses
about the grammar she is trying to discover, the scientist will be able
to exploit any inferential strategy that would be permitted by any
account of the mind compatible with empiricist strictures. She can
record data, do sophisticated data analysis, think up imaginative hy-
potheses (or mundane ones) and test those hypotheses against the data
available to her. Moreover, it is open to her to employ the sorts of
methodological principles and intuitions typically employed in empirical
theory construction and selection. In discussions of those methodolog-
ical considerations, simplicity often looms large, and from time to time
we will use the term ‘simplicity’ as a convenient label for the whole
package of methodological principles and intuitions that a competent
scientist has available.

There is, however, one thing that the competent scientist is not
allowed to do. She is not allowed to learn the language from which the
primary linguistic data are drawn. There is, of course, no reason to
think that the scientist could not learn the language on the basis of that
data. She is a normal human, and we are providing her with just the
sort of data that generally suffices for normal humans to learn a lan-
guage. The point of the prohibition is simply that if she were to learn
the language, she would then have access to data that the child does
not have. She would have her acquired linguistic intuitions about the
grammaticality of sentences not presented in the data, as well as her
intuitions about ambiguities, about paraphrases, and so on. But if her
challenge is to try to do what the child does, then it is obviously unfair
for her to use information not available to the child. Clearly it is absurd
to suppose that in order to learn his language the child must first learn
it, and then generate the data necessary for him to learn it.

We are supposing that after exposure to a decade or so of primary
linguistic data from any natural language, the child succeeds in con-
structing a grammar that projects well beyond his data, and does so
correctly, where the standard of correctness is set by the senior mem-
bers of the child’s linguistic community. If the scientist is to match the
child’s feat, she too must make a monumental projection from the
data available to her, and come up with the grammar that has been
internalized by those who are producing the data. Chomsky’s conten-
tion is that given only the information embodied in the primary linguis-
tic data, along with the methodological resources available to her, the
competent scientist could not reliably do what the child does. That is,
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the scientist could not discover the grammar the child comes to inter-
nally represent when learning a language.

It is important to understand exactly what is being claimed when
Chomsky makes this assertion. Chomsky does not deny that the com-
petent scientist could think up the right grammar. Of course she could.
Ex hypothesis she is intelligent, creative, and resourceful, so if she
couldn’t think up the right grammar, no one could. However, there is
a sense in which this very intelligence and creativity is the scientist’s
undoing. For just as there is every reason to believe she can think up
the right grammar — the one the child actually ends up with — so too
there is every reason to believe she can think up an endless variety of
wrong grammars that do not project from the data in the way the child’s
grammar does. The crucial contention for this version of the poverty
of the stimulus argument is that the methodological resources a scientist
has available will not suffice to motivate the proper selection. Even with
the use of criteria such as simplicity, the scientist would still be plagued
by an embarrassment of riches. In saying that the scientist would be
incapable of ‘coming up with’ the right grammar, what is meant is that
the scientist will have no reliable way of locating the right grammar in
the space of possible grammars that are compatible with the limited
data she has available.!

It now should be clear how the Competent Scientist Gambit is in-
tended to undermine the empiricist conception of learning. It is plau-
sible to view the competent scientist as a strong and generous character-
ization of the empiricist mind. (Indeed, there will be many things a
competent scientist can do that the sort of mind conjured by the Classi-
cal Empiricists cannot.) Hence, if the competent scientist is not up to
the task, then no learning mechanism compatible with empiricist prin-
ciples will be adequate for the task of language acquisition. If it can be
shown that something at least as resourceful as the empiricist mind
would fail at language learning, Chomsky will have succeeded in show-
ing that the empiricist conception of the mind must be mistaken.

Of course for all of this to work, some additional argument is going
to be needed. What needs to be shown is that the set of methodological
principles and biases available to a competent scientist will not be
adequate for successful projection from the primary linguistic data to
the grammar of the language from which the data are drawn. One way
to show this would be to produce a pair of grammars with the following
features:
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(1) on all intuitive measures of simplicity the grammars are
comparable;
(ii) the grammars make essentially the same judgments about

linguistic phenomena that are likely to show up in the pri-
mary linguistic data; and

(iii) the grammars make significantly different judgments about
linguistic phenomena that are not likely to show up in the
primary linguistic data.

If there are examples of this sort, our competent scientist will be
unable to choose between the grammars. Since the grammars are both
compatible with any plausible body of primary linguistic data, she
cannot use the data to rule one out. And since they are both comparably
simple, methodological considerations will be of no help. If, in these
cases, language learners regularly project in the right way, it follows
that the mechanisms responsible for language learning must be more
powerful than the empiricist conception of the mind will allow.

In recent years, there has been a fair amount of work in linguistics
aimed at compiling examples of just this sort. For example, Hornstein
and Lightfoot'? sketch a case in which the choice between two very
different, though comparably simple grammars turns on the paraphrase
relations among sentences like (1)-(3):

(1) She told me three funny stories, but I didn’t like the one
about Max.

(2) She told me three funny stories, but I didn’t like the story
about Max.

3) She told me three funny stories, but I didn’t like the funny

story about Max.

On one of the grammars under consideration, (2) would be considered
a paraphrase of (1), though (3) would not. The other grammar correctly
entails that both (2) and (3) might be paraphrases of (1). It is, Hornstein
and Lightfoot maintain, very unlikely that every child who successfully
learns English will have been exposed to primary linguistic data contain-
ing evidence about these sorts of relatively abstruse facts concerning
paraphrase. If this is right, and if the only sorts of evidence that would
suffice to distinguish between the two grammars are comparably ab-
struse, then our competent scientist is in trouble. Since she is intelligent
and resourceful, she will be able to think up both grammars. Since
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ncither grammar is simpler nor superior on other methodological
grounds, such considerations will not assist her in making the correct
choice. And, unlike the real linguists who actually did worry about the
choice between these two grammars, she does not have, and cannot
pct, the kind of data that would enable her to make the right choice.

The argument just sketched is, of course, very much hostage to the
linguistic facts. For the argument to be persuasive there must be a
substantial number of examples in which the choice between two equal-
ly simple and natural grammars can be made only by appealing to the
sort of abstruse evidence that is unlikely to be found in the primary
linguistic data. There is by now a substantial collection of plausible
cases in the literature.'? If these cases survive critical scrutiny, Chomsky
and his followers will have gone a long way toward making their case
against empiricism.

This brings us to the conclusion of the second version of the poverty
of the stimulus argument, a doctrine we shall call anti-empiricism.
This doctrine maintains not only that the innate language learning
mechanism must have strong biases, but also that these biases are not
compatible with the account of mental mechanisms suggested by even a
very generous characterization of the empiricist mind. Anti-empiricism
makes a negative claim about the language learning mechanism — a
claim about what its biases are not. The third version of the poverty
of stimulus argument aims at establishing a positive claim about the
way the language learning mechanism does its job.

2.3. The Argument for Rationalism

If the empiricist conception of the mind cannot account for the facts of
language learning, what sorts of accounts of the mind can? One way
of approaching this question is to focus on exactly why it was that our
hypothetical scientist could not do what the child does. The problem
was not that she could not think up the right grammar, but rather that
she could also think up lots of wrong grammars that were equally simple
and equally compatible with the data, and she had no way to decide
among them. Confronted with this problem, one strategy that might
enable the scientist to duplicate the child’s accomplishment would be
to narrow the range of grammars she must consider. Suppose it were
the case that all the correct grammars of human languages — all the
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ones that speakers actually have represented in their heads — shared
certain properties. If this were so, then the scientist’s work would be
greatly facilitated if she were informed about these properties at the
outset. For then she would never have to consider any of the grammars
that do not share the ‘universal’ features of all human grammars. The
richer the collection of universal features, the stronger the constraints
they will impose on the class of grammars that the scientist need con-
sider; and the stronger the constraints, the easier her task will become. !*
What does all this suggest about the child’s mind? The obvious hypoth-
esis to extract from the analogy between the child’s task and the scien-
tist’s is that the child’s mind comes equipped with information about
linguistic universals — biases that are applicable only in the area of
language acquisition — that enable it to pick out the right grammar by
narrowing the search space. On this hypothesis, the child begins with
a rich body of innate information about language which serves to define
the class of all human languages. The relatively impoverished environ-
mental stimulus is ““viewed as only a trigger; much of the ability eventu-
ally attained is determined by genetically encoded principles, which are
triggered or activated by environmental stimulus rather than formed by
it more or less directly”.'> Clearly this hypothesis goes well beyond the
thesis that the biases built into the innate language learning mechanism
are non-empiricist. As John Searle notes, “Chomsky is arguing not
simply that the child must have ‘learning readiness’, ‘biases’, and ‘dis-
positions’, but that he must have a specific set of linguistic mechanisms
at work.”!® Moreover, this domain specificity of innate mechanisms has
been a traditional feature of rationalist conceptions of the mind. For
Chomsky and his followers, the central argument for the claim that the
child has domain specific language learning biases is, once again, an
inference to the best explanation — it is “‘the only substantive proposal
to deal with the problem of acquisition of knowledge of language™.!”
And prior to the emergence of connectionism, Chomsky’s argument
was surely very plausible. Once we realize the difficulties facing the
child, it is no easy matter to imagine how he could possibly solve the
projection problem and end up with the right grammar, unless he
approached the task with a rich set of constraints specifically tailored
to the task at hand. The thesis that the innate language learning me-
chanism embodies such constraints is the conclusion to be drawn from
the third version of the poverty of the stimulus argument. We’ll call
this view rationalism.
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We’ve now completed our reconstruction of the three versions of the
poverty of the stimulus argument and the conclusions that have been
drawn from them. In Section 4 we will explore the ways in which
connectionism might be thought to challenge these arguments. Before
getting to that, however, we’ll need to give a quick sketch of connection-
ism, and review some recent attempts to study linguistic phenomena in
a connectionist framework.

3. AN OVERVIEW OF CONNECTIONIST RESEARCH ON
LANGUAGE

Connectionism is a new style of cognitive modeling that has emerged
during the last decade. Connectionist models consist of networks built
from large numbers of extremely simple interacting units. Inspired by
neuronal architecture, connectionist units are typically linked in such a
way that they can excite or inhibit one another by sending activation
signals down interconnecting pathways. Networks commonly involve a
layer of input units, a layer of output units, and one or more intermedi-
ate (or ‘hidden’) layers, linked by weighted connections through which
a wave of activation travels. When the processing proceeds in only one
direction, as is the case with ‘feed-forward’ networks, units modify and
transfer the activation signal only to subsequent units and layers. In
other, more complicated networks, activation may involve feedback
loops and bi-directional communication between nodes, comprising
what are often referred to as ‘recurrent’ networks. The units themselves
may have threshold values, which their total input must exceed for
activation. Alternatively, they may act in analog fashion, taking an
activation value anywhere between 0 and 100% . Connecting links have
varying weights or strengths, and the exact nature of the activation
signal transferred from one unit to another (that is, its strength and
excitatory or inhibitory value) is typically a function of the connection
weight and the activation level of the sending unit.

This architecture supports a style of computation quite unlike that
exploited by earlier cognitive models. For the most part, pre-connec-
tionist model builders have presupposed computational architectures
that perform operations best described as ‘symbol manipulations’. In
such systems, information is generally stored in distinct locations sepa-
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rate from the structures performing computational operations. Infor-
mation processing in such devices consists of the manipulation of dis-
crete tokens or symbols, which are relocated, copied, and shuffled
about, typically in accordance with rules or commands which are them-
selves encoded in a manner readily discernible by the system.

Connectionist information processing diverges from these earlier
models in many ways. Perhaps the most striking aspect of connectionist
information processing is that it typically does not involve anything
like the manipulation of distinct symbolic tokens. While connectionist
modelers sometimes invoke notions of representations to characterize
elements of their networks, connectionist representations are generally
not at all like the discrete symbolic entities found in classical architec-
tures. This is especially true when the model employs ‘distributed repre-
sentations’, where the same set of individual units and weights are used
to encode divergent bits of information.'® Another notable difference
between connectionist models and earlier cognitive models is that in
connectionist models the distinction between structures that store infor-
mation and structures that process information is virtually non-existent.
Information is ‘stored’ in the connection weights between individual
units, which serve as central elements in the processing as well. Hence,
familiar notions of stored programs or autonomous command structures
which govern computational processing seem to have no place in con-
nectionist architecture.

These differences loom large in the debate over the psychological
reality of linguistic rules. As we saw in Section 2.1, Chomsky’s formula-
tions of the poverty of the stimulus arguments presupposes that when
a child has learned a language he or she ends up with an internally
represented generative grammar — typically a set of re-write or produc-
tion rules each of which consists of a sequence of distinct symbols.
Pre-connectionist cognitive models, which view cognition as symbol
manipulation, are entirely comfortable with this view. But connectionist
models, particularly those exploiting highly distributed representations
and non-modular computational strategies, cannot readily accommo-
date the sorts of symbolic rules posited by generative grammarians. In
defense of the claim that linguistic abilities are subserved by an inter-
nally represented grammar, Chomsky offered an inference to the best
explanation argument. Appeal to internalized grammatical rules was
not only the best way to explain linguistic judgments and behavior,
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(homsky maintained, it was the only explicit, well-developed hypoth-
csis that had ever been suggested. Prior to the emergence of connection-
ism, that argument had considerable plausibility.'® If, however, it turns
out that connectionist models can account for much the same range of
data about linguistic intuitions and linguistic behavior, it will no longer
be possible for Chomsky and his followers to claim that their interna-
lized rule explanations are the “only game in town’ .

Since connectionist information processing is governed by connection
weights between units, the computations can be altered simply by
changing the value of these weights. Connectionist researchers realized
carly on that if weight changes could be executed in a purposeful
manner, then these models would manifest a form of learning that
scems biologically plausible, and quite revolutionary from a compu-
tational perspective. Recent developments have overcome past difficul-
tics in multi-layer weight adjustment, and there are now very powerful
lcarning strategies that enable connectionist networks to, in a sense,
program themselves. Perhaps the most widely used learning algorithm
is the ‘generalized delta rule’ or ‘back propagation’, developed by
Rumelhart, Hinton, and Williams.?® On this learning strategy, a net-
work undergoes a training period during which it is presented with a
series of inputs and allowed to produce an output for each presentation.
A comparison is made between the actual output and a target output
for each presentation, resulting in an error signal. This signal is subse-
quently propagated back through the network, adjusting weights in
accordance with the learning algorithm. Because the weights are fixed
after training, the system is subsequently able to make ‘educated’ re-
sponses to new inputs that were not presented during the learning
period. The success of most models is determined by how well they
perform such generalizations within a particular task domain.*!

So much for our general overview. There are many other styles of
connectionist processing and learning, but this should suffice to give a
sense of the basic elements of the new paradigm. Let’s turn now to the
growing body of connectionist research devoted to developing models
of language processing and language acquisition. Much of this research
has been motivated by increasing skepticism about Chomsky’s account
of language acquisition, and by the suspicion that language processing
and acquisition might be more naturally explained by models with
connectionist architectures. Prior to the emergence of connectionism,
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Chomsky often stressed that “it is difficult to imagine how the vague
suggestions about conditioning and associative nets that one finds in
philosophical and psychological speculations of an empiricist cast might
be refined or elaborated so as to provide for attested com-
petence . . ..”?> Many connectionists believe that their new compu-
tational tools overcome such failures of the imagination, and have
developed impressive models aimed at making the point.

A typical model of this sort is PARSNIP, developed by Hanson and
Kegl. #* This is an auto-associator network?* that was trained on three
sets of syntactically tagged natural language sentences. Beginning with
the assumption “‘that natural language reveals to the hearer a rich set
of linguistic constraints . . . that serve to delimit the possible grammars
that can be learned” (p. 108), the modelers found that a network trained
to produce veridical copies of input could also “induce grammar-like
behavior” while performing various linguistic tasks.?®

The network learned to produce correct syntactic category labels corresponding to each
position of the sentence originally presented to it, and it was able to generalize to another
1000 sentences which were distinct from all three training samples. PARSNIP does
sentence completion on sentences, and also recognizes novel sentence patterns absent
from the presented corpus. One interesting parallel between PARSNIP and human
language users is the fact that PARSNIP correctly reproduces test sentences reflecting
deep center-embedded patterns which it has never seen before while failing to reproduce
multiply center-embedded patterns.?®

While Hanson and Kegl concede that their model has certain psycho-
logically implausible features (such as insensitivity to temporal factors),
they maintain that

there are important parallels between the task given to PARSNIP and the task that arises
for children as they learn a natural language. Both PARSNIP and the child are only
exposed to sentences from natural language, they both must induce general rules and
larger constituents from just the regularities to which they are exposed, both on the basis
of only positive evidence. PARSNIP’s ability to generalize knowledge of constituent
structure has been extracted from its experience with natural language sentences.?’

A number of connectionist models attempt to account for aspects of
language that have been difficult to capture in more conventional rule-
based systems. It appears that sensitivity to several different sources of
information (such as cues from phonetic, semantic, and contextual
factors) is much easier to implement in connectionist networks with
distributed encodings and parallel processing. One system exploiting
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this type of architecture was designed by McClelland and Kawamoto
(1986) to assign correct case roles to constituents of sentences. The
model invokes word order and semantic constraints to determine case
assignments and to select contextually appropriate readings of ambigu-
ous words. A similar but more complex model of semantic processing
developed by St. John and McClelland (1988) learns mappings between
words in particular contexts and concepts, and predicts additional mean-
ings implicit in the sentence.

While these systems focus primarily on semantic aspects of language
comprehension, a number of connectionist models have been developed
to account for syntactic, phonological, and other non-semantic compo-
nents of language processing. For example, Fanty (1985) has developed
a connectionist parser that incorporates all levels of the parse tree at
the same time, producing the surface structure of the sentence as its
output. Other efforts at connectionist parsing include models by Cottrell
(1985), Waltz and Pollack (1985), Selman and Hirst (1985), and Char-
niak and Santos (1986). Rumelhart and McClelland (1986b) have pro-
duced a network designed to model the acquisition of English past-
tense verbs. The most intriguing feature of this model is its ability
to replicate putative aspects of human past tense learning such as
overgeneralization of regular past-tense forms to irregular forms with-
out incorporating the sort of discrete symbolic rules commonly assumed
to account for such phenomena.?® Elman (1988) has produced a model
that learns to divide an unbroken stream of input into phonemes,
morphemes, and words, a capacity often claimed to be largely innate.
The model also produced representations of lexical classes through
cxposure to word order alone, distinguishing nouns and verbs, for
example, and arranging their representations into various semantic hier-
archies.

It should be clear from this (by no means exhaustive) survey that
connectionist language modeling is a robust and thriving area of re-
search. As we noted at the outset, it is too soon to tell just how
successful such work will ultimately be. However, our concern here is
not to debate the superiority of connectionist models but to explore
how the arguments for nativism will fare if connectionist models prove
to be empirically accurate accounts of the mechanisms underlying lan-
guage acquisition and linguistic competence. That is the issue we’ll
tackle in the section to follow.
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4. CONNECTIONISM AND NATIVISM

In Section 2 we detailed three versions of the poverty of the stimulus
argument that yield three distinct conclusions making progressively
stronger nativist claims. There are two ways in which it might be
thought that advances in connectionist language modeling could
threaten those arguments. The first focuses on the output of the lan-
guage acquisition process, the second on the nature of the process itself.
We’ll begin by sketching both of these challenges, and then go on to
ask how much damage they do to each version of the argument from
the poverty of the stimulus.

4.1. The First Connectionist Challenge: Adult Competence Is Not Sub-
served by a Grammar

As set out in Section 2, all three versions of the argument from the
poverty of the stimulus begin with the assumption that when a person
learns a language he or she ends up with an internally represented
grammar of that language, where a grammar is taken to be a system
of generative rules built out of an appropriate symbolic vocabulary.
The Chomskian defense of this assumption is that “it’s the only game
in town”” for explaining language competence. But, as we saw in Section
3, connectionist models don’t readily accommodate the sorts of sym-
bolic rules exploited by generative grammarians. Thus, if it turns out
that connectionist models of adult linguistic competence can account
for a wide range of linguistic judgments and abilities, Chomskians will
no longer be able to claim that a theory positing an internalized gram-
mar is the only option available. And if connectionist models of linguis-
tic competence prove to be empirically superior to models invoking
internalized grammars, the poverty of the stimulus arguments will have
to do without the assumption that the output of the acquisition process
includes an internally represented grammar.

4.2. The Second Connectionist Challenge: Connectionist Learning
Algorithms Can Model Language Acquisition

All three versions of the poverty of the stimulus argument conclude
that the mechanism responsible for language acquisition must be biased
in favor of certain outcomes and against others. On the anti-empiricist
version of the argument, the biases are claimed to be incompatible with
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the account of the mind envisioned in the empiricist tradition. On the
rationalist version, the biases are further claimed to be specific to
language and applicable only in the domain of language acquisition.
But suppose it could be shown that a system using back propagation
or another connectionist learning algorithm can do a good job at model-
ing some impressive part of the child’s accomplishment in learning a
language. Suppose, for example, that a connectionist acquisition model
could mimic the language learner’s projection from primary linguistic
data to judgments about sentences that he or she has never heard.
We might imagine the hypothetical connectionist acquisition model
behaving as follows: When provided with a sample of primary linguistic
data from any natural language (i.e., a large set of utterances of the
sort that a child learning the language might be exposed to, perhaps
accompanied by some information about the setting in which the utter-
ance occurs) the model learns to distinguish grammatical sentences in
that language from ungrammatical ones with much the same accuracy
that a human learner does.

It might well be thought that the existence of such a model would
refute all three versions of nativism. For, it might be argued, back
propagation and other connectionist learning algorithms, far from being
restricted to language, appear to be enormously general in their domain
of application. Back propagation has been used successfully in training
networks to perform very diverse tasks — from transforming written
text into phonemes to distinguishing sonar echoes of rocks from those
of undersea mines.?” Thus the learning model we have imagined ap-
pears to pose a direct challenge to the doctrine we have been calling
‘rationalism’. Moreover, connectionist learning algorithms like back
propagation seem to be very much in the spirit of the simple, general-
purpose learning mechanisms envisioned in the empiricist tradition.
Historically, back propagation can be viewed as a variant on a simple
learning rule suggested by Hebb.?® And the (unmodified) ‘delta rule’
was first proposed by Sutton and Barto as part of their theory of
classical conditioning.?! So if the sort of connectionist acquisition model
we have been imagining could actually be built, it would appear to pose
a challenge to the doctrine we have been calling ‘anti-empiricism’. It
might even be urged that the existence of such a model would threaten
minimal nativism, since back propagation and other connectionist learn-
ing algorithms seem remarkably free from biases of any sort. This
may be what Sampson has in mind when he writes: “[T]he knowledge
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eventually stored in the system, in the pattern of weights, is derived
entirely from the input”. “The system’s only contribution is to react in
a passive, mechanical way to individual data items” .

These challenges make it sound like connectionism is on a collision
course with Chomsky’s nativism. On the one hand, if empirically suc-
cessful connectionist models of adult linguistic competence can be built,
a central assumption of the arguments from the poverty of the stimulus
will be undermined. On the other hand, if connectionist learning algo-
rithms can project from the primary linguistic data in the way the child
does, the conclusions of all three arguments are threatened. However,
on our view, even if things turn out well for connectionism, the chal-
lenge it will pose to Chomskian nativism will be far from devastating.
It is true that in the wake of the connectionist achievements we have
been imagining all three versions of the argument from the poverty of
the stimulus would come unglued. But this alone would not refute any
of Chomsky’s nativist conclusions. As we’ll see in the section to follow,
we can readily formulate a new version of the argument for minimal
nativism that sidesteps both connectionist challenges. The argument for
anti-empiricism can also be reconstructed, as we’ll see in Section 4.4,
though it will require a sort of empirical evidence rather different from
that exploited in Section 2.2. And, as we shall argue in Séction 4.5,
even Chomskian rationalism may turn out to be compatible with our
hypothesized connectionist achievements.

4.3. Connectionism and Minimal Nativism

For argument’s sake, let’s grant that, despite Chomsky’s argument to
the contrary, the mechanisms subserving the linguistic skills of a com-
petent speaker do not exploit an internally represented grammar.
Rather, we’ll suppose that a trained up connectionist network underlies
a speaker’s ability to judge sentences as grammatical or ungrammatical,
etc. On this assumption, the job of the language acquisition mechanism
will be to produce an appropriate network, one which judges sentences
the way other speakers of the language do. The input available to the
acquisition mechanism will be a typically untidy body of primary linguis-
tic data drawn (mostly) from the language being acquired. And, of
course, the network that is the output of the acquisition mechanism
will have to respond appropriately to a vast class of sentences that the
acquisition mechanism was never exposed to.
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But now just as there are indefinitely many grammars which are
comparably compatible with any given body of primarily linguistic data,
though they diverge in the judgments they make about sentences not
in that body of data, so too there are indefinitely many connectionist
networks that agree, near enough, in their judgments about a given
body of primary linguistic data, while diverging in their judgments
about sentences not included in the data. Thus the language acquisition
mechanism must somehow reject an indefinitely large class of networks
all of which are comparably compatible with the data. To do this,
obviously the mechanism will have to be strongly biased in favor of
acquiring certain networks and against acquiring others. And that is
just what minimal nativism maintains. All of this is quite independent
of any assumption we might make about the algorithm used by the
acquisition mechanism. If a connectionist acquisition mechanism using
back propagation can in fact produce a trained up network that makes
the right judgments about vast numbers of sentences not included in
the primary linguistic data, then the conclusion to be drawn is not that
minimal nativism is false, but rather that the learning algorithm being
used is strongly biased in favor of certain projections and against others.
This should be no surprise. The task of the language acquisition me-
chanism is an inductive learning task. And as Goodman and others
demonstrated long ago, any successful inductive learning strategy must
be strongly biased.*

4.4. Connectionism and Anti-empiricism

While minimal nativism claims merely that the language learning me-
chanism must be biased, the Chomskian argument for anti-empiricism
maintains that simplicity and other methodological principles of the
sort that a scientist might use in deciding among theories will not suffice
in explaining the child’s success in learning language. Recall that to
make this point, the anti-empiricist argument outlined in Section 2.2
needed some sophisticated linguistic evidence. It required us to find
cases in which a pair of grammars that are near enough equal with
respect to simplicity and other methodological virtues also agree in
their judgments about typical bodies of primary linguistic data. If these
grammars disagree in their judgments about cases not likely to be found
in the primary linguistic data, then the competent scientist trying to
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duplicate the child’s accomplishment would have no way of deciding
among them.

This argument for anti-empiricism clearly requires that the mecha-
nism underlying linguistic competence be a grammar, since it rests upon
very specific claims about the formal properties of grammars. But as
we saw in Section 4.1, the success of connectionism would challenge
this assumption. Since connectionist models of competence do not use
anything like a grammar, the fact that different grammars are compat-
ible with the data and equally simple would not suffice to establish anti-
empiricism, if those connectionist models turn out to be right. Hence,
the sort of connectionist models of linguistic competence that we have
been imagining undermine the standard Chomskian formulation of the
argument for anti-empiricism. This hardly constitutes a refutation of
anti-empiricism, however, since it is possible to reconstruct an anti-
empiricist argument parallel to Chomsky’s which assumes that linguistic
competence is subserved by a connectionist network.

Since we are assuming that adult linguistic competence is subserved
by a connectionist network rather than a grammar, we will have to
assemble cases in which a pair of connectionist networks have the
following properties:

(i) the networks make much the same judgments about sen-
tences likely to show up in the primary linguistic data;
(ii) the networks make significantly different judgments about

sentences that are not likely to show up in the primary
linguistic data; and

(i) on intuitive measures of simplicity (and on other methodol-
ogical grounds) the networks are much the same.

Since connectionist studies of language are of very recent vintage, and
since many researchers in the area are skeptical about nativism, there
has been no systematic effort to find such examples. Thus the data
needed to secure our reconstructed anti-nativist argument are not avail-
able. But there is certainly no a priori reason to suppose that the
evidence required cannot be found. And in assessing the threat connec-
tionism poses for anti-empiricism, this last point is the crucial one.
What it shows is that even if the suppositions in Sections 4.1 and 4.2
are correct, the truth of anti-empiricism will remain an open issue, to
be decided by further empirical work. If the appropriate linguistic
evidence can be found, and if the language acquisition mechanism is
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mdeed a connectionist device exploiting back propagation, then the
conclusion to be drawn is not that anti-empiricism is mistaken, but that
the connectionist acquisition mechanism embodies biases different from
those invoked in the empiricist tradition. More specifically, if the data
turn out right, then the connectionist acquisition mechanism must be
using something different from simplicity and other intuitive methodol-
ogical principles. For ex hypothesis the acquisition mechanism is prefer-
ring one network to another, even though they are comparably simple
and equally compatible with the data. Of course, if the data turn out
the other way — if the appropriate linguistic examples are not to be
found — then we will have no reason to regard anti-empiricism as true.

Before leaving the topic of anti-empiricism, there is one final point
that needs attention. As we noted in Section 4.2, back propagation,
the most widely used connectionist learning algorithm, was inspired by
Hebbian learning rules and by work on classical conditioning. And
while back propagation is significantly more sophisticated than Hebb’s
rule, or the (unmodified) delta rule invoked in the explanation of
classical conditioning, it clearly shares a strong family resemblance with
them. But, it might be argued, Hebb’s rule, and the processes of
classical conditioning are surely of a piece with the sort of mental
processes that have been posited in the empiricist tradition. So if, as
we have been assuming, a connectionist language acquisition device
using back propagation could project from the data the way a child
does, why should we not conclude that an empiricist acquisition device
could succeed in learning language?

As we see it, the issue that is being raised here is how the notion of
an ‘empiricist’ learning mechanism is best understood. Chomsky and
his followers have adopted the competent scientist gambit as the acid
test for empiricism. Any acquisition mechanism that can reliably do
things a competent scientist cannot do does not count as an empiricist
mechanism. And on this test it may well turn out that connectionist
devices exploiting back propagation are not empiricist mechanisms. The
alternative account of the notion of an ‘empiricist’ learning mechanism
rejects the competent scientist standard, with its appeal to intuitive
simplicity and other intuitive methodological considerations, and opts
instead for the family resemblance criterion. On this account connec-
tionist devices exploiting back propagation probably are empiricist me-
chanisms. As we see it, the dispute here is largely a verbal one. It will
be an interesting and important fact if the competent scientist account
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of empiricism and the family resemblance account turn out not to
coincide. But if this happens, who gets to keep the word ‘empiricist’ is
a matter of very little moment.

4.5. Connectionism and Rationalism

Rationalism, as we have been using the term, is the thesis that the
innate language learning mechanism embodies biases or constraints that
are specific to the task of language learning, and of no use in other
domains. The Chomskian justification for this thesis relies on the claim
that there are no plausible alternatives. Thus in 1980, before the
flourishing of connectionism, Wexler and Culicover wrote:

At the present the constraints we need are quite specifically linguistic. More general
theories would be intriguing, as insightful generalization always is, but until we have
reason to believe the generalizations (or to formulate them coherently), we must remain
skeptical .3

Here again, the connectionist achievements we’ve posited undermine
the Chomskian argument. For, as we have noted, connectionist learning
algorithms are anything but specifically linguistic. They have been used
successfully in a wide variety of domains. So if a connectionist acqui-
sition device could project from the primary linguistic data in the way
the child does, Chomskians can no longer claim that rationalist acqui-
sition models are the only game in town.

Undermining Chomsky’s version of the argument for rationalism
does not, however, show that rationalism is false; nor does it show
that connectionism is incompatible with rationalism. For there are a
great variety of connectionist learning devices that exploit back propa-
gation. Some of them require idiosyncratic architectures or a great deal
of pre-wiring and pre-tuning before they will do an acceptable job of
learning in the task domain for which they are designed.*® And as
McClelland and Rumelhart note, such models are “clearly consistent
with a rabidly nativist world view” .2 While connectionist research has
produced learning strategies that are not domain specific, the extent
to which these strategies can succeed in language acquisition without
exploiting special architectures is currently unknown. If the only suc-
cessful connectionist language acquisition devices are of a sort that
require language specific architectures and/or language specific pre-
tuning, then even the rationalist version of nativism will have nothing
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to fear from connectionism. Recently Rumelhart and others have been
¢xploring ways in which connectionist learning algorithms themselves
can be modified so as to bias learning in one direction or another.?” If
the best connectionist models of language acquisition exploit a learning
algorithm that is particularly adept at language learning and largely
uscless in other domains, then again rationalism and connectionism will
turn out to be comfortably compatible.

Of course, it is also conceivable that connectionist learning models
will be able to duplicate significant aspects of the language learner’s
accomplishment without invoking idiosyncratic architectures, special-
ized pre-tuning or domain specific learning algorithms, and that much
the same models will be able to master significant cognitive tasks in
domains far removed from language. If such non-domain-specific mod-
cls were to be developed, they would pose a genuine challenge for
Chomskian rationalism.

5. CONCLUSION

The central claim of this last section has been that the putative incom-
patibility between connectionism and nativism has been much exagger-
ated. If adult linguistic competence is subserved by a connectionist
network, and connectionist learning devices can duplicate the child’s
projection from primary linguistic data, all three versions of Chomsky’s
argument from the poverty of the stimulus will be undermined. How-
cver, parallel arguments for minimal nativism and anti-empiricism are
casy to reconstruct. On our view, the argument for minimal nativism
is entirely conclusive. The argument for anti-empiricism depends on
empirical premises whose plausibility requires further investigation.
‘There is no comparable reconstruction of the Chomskian argument for
rationalism. However, if the only connectionist language acquisition
models capable of projecting the way the child projects invoke language
specific algorithms or architectures, then even rationalism will be sus-
tained.

One final point is worth stressing. If it should turn out that non-
domain specific models, like those envisioned at the end of Section 4.5,
are capable of duplicating significant aspects of the child’s accomplish-
ment, and if the argument against empiricism can be successfully recon-
structed, then our account of language acquisition would be located in
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the seldom explored terrain between rationalism and empiricism. It is
here, perhaps, that connectionism may hold the most exciting potential
for contributing to the nativism debate.

NOTES

! Fodor (1981), p. 258

2 Hornstein and Lightfoot (1981b).

3 Chomsky (1972), p. 88.

4 Papert (1987), p. 8.

5 Parts of this section are borrowed from Stich (forthcoming).

¢ Chomsky (1969), pp. 155-56.

7 Chomsky (1980a), p. 48.

8 Chomsky (1980b), p. 12.

9 It is important to note that the relation between the primary linguistic data and a set
of possible grammars is, in many ways, analogous to the abductive relation between
evidential data and a set of different explanatory hypotheses. It is a truism in the
philosophy of science that abductive inference — the projection from a body of data to
an hypothesis that goes beyond the data — cannot be based upon the evidence alone. It
requires an appeal to inferential principles or methodological criteria not included in the
data. Similarly, since a child’s primary linguistic data is compatible with a number of
different grammars, his projection must be guided by some antecedent bias or set of
constraints. For more on projection and language acquisition, see Gold (1967), Peters
(1972), Wexler and Culicover (1980), and Morgan (1986).

1071969, p. 95).

11 Actually, this understates the difficulty that the scientist confronts since, as noted
earlier, the primary linguistic data will typically be messy data, containing all sorts of
sentences and sentence fragments that the correct grammar will not generate. So the task
the scientist confronts is to locate the correct grammar from the enormous class of
grammars that are largely (though not necessarily entirely) compatible with the primary
linguistic data.

12 Hornstein and Lightfoot (1981b). See also Hornstein, 1984, Chapter 1.

13 See, for example, Lightfoot (1982) pp. 51-57, and the essays in Hornstein and Light-
foot (1981a).

14 Actually, what is important here is not that all the correct grammars share certain
properties, but only that they are all members of some quite restricted class. Since the
distinction makes little difference to our current concerns, we shall ignore it in what
follows.

15 Lightfoot (1982), p. 21.

16 Searle (1974), p. 22.

17 Chomsky (1972), p. 88.

18 For more on the contrast between discrete and distributed representations, see Ram-
sey, Stich and Garon (forthcoming).

19 Prior to connectionism there were some dissenting voices. See, for example, Stich
(1971), Cummins (1977) and Stabler (1983). However, a common response to the critics
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was the question: ‘What else could it be?” Thus, for example, Berwick writes, “I don’t
share Stabler’s fear that ‘we ought to worry about whether we can justify the current
cmphasis on program-using systems in theories about how people process language’. 1t’s
the only game in town” (1983, p. 403).

" Rumelhart, Hinton, and Williams (1986).

" For more on connectionist learning techniques, see Rumelhart and McClelland
(1986a), Chapters 5, 7, 8, and 11. See also Hinton (1987).

" Chomsky (1980c), p. 238.

" Hanson and Kegl (1987).

" An auto-associator network is one that attempts to reproduce on the output nodes
whatever input it receives on the input nodes. Hence, its input also serves as its teacher
and source of the error signal during the training period.

> Tt should be noted here that Hanson and Kegl do not feel their model supports anti-
nativist conclusions; rather, they believe it helps to delineate those aspects of grammatical
structure which can be extracted from the data.

** Hanson and Kegl (1987), p. 106.

Ibid., p. 117.

For a critical analysis of this network, see Pinker and Prince (1988).

" Sejnowski and Rosenberg (1987); Gorman and Sejnowski (forthcoming).

¥ See Rumelhart, Hinton and McClelland (1986), p. 53

' See McClelland, Rumelhart and Hinton (1986), p. 43.

* Sampson (1987a), p. 877. Sampson (1987b), p. 643.

* See Goodman (1965). Compare Morgan (1986), p. 15: “It is fairly trivial to demon-
strate that no unbiased inductive mechanism can reliably succeed in solving this sort of
projection problem.”

" Wexler and Culicover (1980), p. 10.

' We are indebted to Jeffrey Elman for convincing us of the importance of this point.

** Rumelhart and McClelland (1986¢), p. 140.

7 Rumelhart (personal communication).

g 5

3

REFERENCES

Berwick, R.: 1983, ‘Using What You Know: A Computer—Science Perspective’, Be-
havioral and Brain Sciences 6, 402-403.

Charniak, E. and E. Santos: 1986, ‘A Connectionist Context-free Parser which is not
Context-free, but then it is not Really Connectionist Either’, Department of Computer
Science, Brown University.

Chomsky, N.: 1965, Aspects of the Theory of Syntax, MIT Press, Cambridge, Massachu-
setts.

Chomsky, N.: 1966, Cartesian Linguistics: A Chapter in the History of Rationalistic
Thought, Harper and Row, New York.

Chomsky, N.: 1969, ‘Comments on Harman’s Reply’, in S. Hook (ed.), Language and
Philosophy, New York University Press, New York, pp. 152-159.

Chomsky, N.: 1972, Language and Mind, Harcourt Brace Jovanovich, New York.

Chomsky, N.: 1975, Reflections on Language, Pantheon Books, New York.



30 WILLIAM RAMSEY AND STEPHEN STICH

Chomsky, N.: 1980a, Rules and Representations, Columbia University Press, New York.

Chomsky, N.: 1980b, ‘Rules and Representations’, Behavioral and Brain Sciences 3, 1-61.

Chomsky, N.: 1980c, ‘Recent Contributions to the Theory of Innate Ideas: Summary of
Oral Presentation’, in H. Morick (ed.), Challenges to Empiricism, Hackett, India-
napolis, pp. 230-40.

Chomsky, N.: 1986, Knowledge of Language, Praeger, New York.

Chomsky, N.: 1988, Language and Problems of Knowledge, MIT Press, Cambridge,
Massachusetts.

Cottrell, G.: 1985, ‘Connectionist Parsing’, in Proceedings of the Seventh Annual Cogni-
tive Science Society, pp. 201-11.

Cummins, R.: 1977, ‘Programs in the Explanation of Behavior’, Philosophy of Science
44, 269-87.

Elman, J.: 1988, ‘Finding Structure in Time’, CRL Technical Report 8801.

Fanty, M.: 1985, ‘Context-Free Parsing in Connectionist Networks’, Technical Report
No. 174, Department of Computer Science, University of Rochester.

Fodor, J.: 1981, Representations, MIT Press, Cambridge, Massachusetts.

Gold, E. M.: 1967, ‘Language Identification in the Limit’, Information and Control 10,
447-74.

Goodman, N.: 1965, Fact, Fiction and Forecast, 2nd ed., Bobbs Merrill, Indianapolis.

Gorman, R. and T. Sejnowski: forthcoming, ‘Learned Classification of Sonar Targets
Using a Massively Parallel Network’, to appear in IEEE Transactions: Acoustics,
Speech, and Signal Processing.

Hanson, S. and J. Kegl: 1987, ‘PARSNIP: A Connectionist Network that Learns Natural
Language Grammar from Exposure to Natural Language Sentences’, in Proceedings
of the Ninth Annual Conference of the Cognitive Science Society, pp. 106-19.

Hinton, G.: 1987, ‘Connectionist Learning Procedures’, Tech Report No. CMUCS-87-
115.

Hornstein, N.: 1984, Logic as Grammar, MIT Press, Cambridge, Massachusetts.

Hornstein, N. and D. Lightfoot: 1981, Explanations in Linguistics, Longman, London.

Hornstein, N. and D. Lightfoot: 1981b, ‘Introduction’, in Horastein and Lightfoot
(1981a), pp. 9-31.

Lightfoot, D.: 1982, The Language Lottery, MIT/Bradford Press, Cambridge, Masssachu-
setts.

McClelland, J., D. Rumelhart, and D. Hinton: 1986, ‘The Appeal of Parallel Distributed
Processing’, in Rumelhart and McClelland (1986a), Vol. I.

McClelland, J. L., and A. Kawamoto: 1986, ‘Mechanisms of Sentence Processing:
Assigning Roles to Constituents’, in Rumelhart and McClelland (1986a), Vol. II.
Morgan, J.: 1986, From Simple Input to Complex Grammar, MIT Press, Cambridge,

Massachusetts.

Papert, S.: 1988, ‘One Al or Many?’, Daedalus 117, 1-14.

Peters, S.: 1972, ‘The Projection Problem: How is a Grammar to be Selected?’, in Goals
of Linguistic Theory, Prentice-Hall, Englewood Cliffs, New Jersey.

Pinker, S., and A. Prince: forthcoming, ‘On Language and Connectionism: Analysis
of a Parallel Distributed Processing Model of Language Acquisition’, to appear in
Cognition.

Quine, W. V.: 1969, ‘Linguistics and Philosophy’, in S. Hook (ed.), Language and
Philosophy, New York University Press, pp. 95-98.



CONNECTIONISM AND THREE LEVELS OF NATIVISM 31

Ramsey, W., D. Rumelhart, and S. Stich: forthcoming, Philosophy and Connectionist
Theory, Lawrence Erlbaum Associates, Hillsdale, New Jersey.

Ramsey, W., S. Stich and J. Garon: forthcoming, ‘Connectionism, Eliminativism and
the Future of Folk Psychology’, to appear in Ramsey, Rumelhart, and Stich.

Rumelhart, D., G. Hinton and J. McClelland: 1986, A General Framework for Parallel
Distributed Processing’, in Rumelhart and McClelland (1986a), Vol. 1.

Rumelhart, D., G. Hinton and R. Williams: 1986, ‘Learning Internal Representations
by Error Propagation’, in Rumelhart and McClelland (1986a), Vol. 1.

Rumelhart, D. and J. McClelland: 1986a, Parallel Distributed Processing: Explorations
in the Microstructure of Cognition, Vols. 1 & II, MIT/Bradford Press, Cambridge,
Massachuseftts.

Rumelhart, D. and J. McClelland: 1986b, ‘On Learning the Past Tense of English Verbs’,
in Rumelhart and McClelland (1986a), Vol. II.

Rumelhart, D. and J. McClelland: 1986c, ‘PDP Models and General Issues in Cognitive
Science’, in Rumelhart and McClelland (1986a), Vol. 1.

Sampson, G.: 1987a, ‘Review Article. Parallel Distributed Processing’, Language 63,
871-86.

Sampson, G.: 1987b, ‘A Turning Point in Linguistics’, Times Literary Supplement, June
12, p. 643.

Searle, J.: 1974, ‘Chomsky’s Revolution in Linguistics’, in Gilbert Harman (ed.), On
Noam Chomsky: Critical Essays, Doubleday, New York, pp. 2-33.

Sejnowski, T. C. Rosenberg 1987, ‘Parallel Networks that Learn to Pronounce English
Text’, Complex Systems 1, 145-68.

Selman, B. and G. Hirst: 1985, ‘A Rule-Based Connectionist Parsing System’, Proceed-
ings of the Seventh Annual Conference of the Cognitive Science Society.

St. John, M. F. and J. L. McClelland: 1988, ‘Learning and Applying Contextual Con-
straints in Sentence Comprehension’, in Proceedings of the 10th Annual Cognitive
Science Society Conference, Lawrence Erlbaum Associates, Hillsdale, New Jersey.

Stabler, E.: 1983, ‘How Are Grammars Represented?’, Behavioral and Brain Sciences 6,
391-421.

Stich, S.: 1971, ‘“What Every Speaker Knows', Philosophical Review 80, 476-96.

Stich, S.: forthcoming, “The Dispute Over Innate Ideas’, to appear in M. Dascal et al.
(eds.), Sprachphilosophie: Ein Internationales Handbuch Zeitgenossischer Forschung.
Waltz, D. L. and J. B. Pollack: 1985, ‘Massively Parallel Parsing: A Strongly Interactive

Model of Natural Interpretation’, Cognitive Science 9, 51-74.

Wexler, K. and P. W. Culicover: 1980, Formal Principles of Language Acquisition, MIT

Press, Cambridge, MA.

Dept. of Philosophy
University of Notre Dame
Notre Dame, 46556
U.S.A.

and

Dept. of Philosophy

Rutgers, The State University of New Jersey
New Brunswick, NJ 08903

US.A.






PART1
CONCEPTS AND CONTENT






DAVID BRADDON-MITCHELL AND JOHN FITZPATRICK

EXPLANATION AND THE LANGUAGE OF
THOUGHT*

ABSTRACT. In this paper we argue that the insistence by Fodor et. al. that the Language
of Thought hypothesis must be truc rests on mistakes about the kinds of explanations
that must be provided of cognitive phenomena. After examining the canonical arguments
for the LOT, we identify a weak version of the LOT hypothesis which we think accounts
for some of the intuitions that there must be a LOT.

We then consider what kinds of explanation cognitive phenomena require. and con-
clude that three main confusions lead to the invalid inference of the truth of a stronger
LOT hypothesis from the weak and trivial version. These confusions concern the relation-
ship between syntax and semantics, the nature of higher-level causation in cognitive
science, and differing roles of explanations invoking intrinsic structures of minds on the
one hand, and aetiological or evolutionary accounts of their properties on the other.

A potential problem in philosophy is that metatheorists and theorists
rarely talk to each other. Sometimes this is no problem: plausibly, in
the case of ethics, a metaethical theory is tested against its success in
accounting for ethical practice or at least substantive ethical theory. In
the philosophy of psychology, though, it may well be a problem. Views
in the philosophy of explanation should, we think, have considerable
bearing on substantive explanations in the philosophy of psychology.

In this paper we examine Jerry Fodor’s famous Language of Thought
(hereafter sometimes LOT) hypothesis in the light of some of our views
about explanation. Roughly, we will argue that if you have the right
views about psychological explanation, then you don’t need the Lan-
guage of Thought to explain any of the available data. This is not to
say that the Language of Thought hypothesis is wrong — we take that
to be an empirical matter for sorting out by psychologists not of the
armchair persuasion. Rather, we argue that there is no prima facie case
for it to be made out by philosophers or psychologists of a philosophical
bent.

The plan is as follows: in section one we will outline what the substan-
tial Language of Thought hypothesis is, and we will run through the
currently canonical list of Fodorian arguments for it. We also take
passing swipes at some of these, so as to leave the substantial arguments
for the rest of the paper.
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In section two we run through a weak version of the Language of
Thought hypothesis, and explain why it might be the plausibility of this
which has led to such acceptance as the substantial Language of
Thought hypothesis has had.

Sections three and four deal with questions in the theory of explana-
tion and how they bear on the strong version of the hypothesis. In
section three we argue that there may be no call for synchronic struc-
tural explanations of the behaviour of complex organisms at all. This,
we argue, is because of the possibility that here may be diachronic
explanations of the behaviour, which do not support the hypothesis
that there are elegant synchronic structures. Section four is crucial:
here we argue that if supervening state ascriptions (such as mental
states) are not required to causally interact with one another, then
while they may in some way explain behaviour they do not cause it. If
they do not cause it, then there is no need to take them to be intrinsic
states. Thus the argument for the strong LOT is blocked, though not
the weak one. We conclude that it is Fodor’s insistence that high level
structural states must not only explain but also cause behaviour, which
generates the strong Language of Thought from the weak one.

1. THE LANGUAGE OF THOUGHT

The Language of Thought hypothesis, as it was first introduced, made
two claims: that we needed to postulate an internal representational
system (probably innate) which was rich enough to support complex
linguistic and cognitive skills, and that this system of representation
had a particular structure much like that of a language. The gist of the
former claim goes for the most part unargued these days; just about all
of us are representationalists of some sort. It's the latter claim that
remains a point of in-house debate among representationalists. In this
section we detail this latter claim and summarize the arguments for it.

1.1. What is the Lot Hypothesis?

The LOT is made up of three subclaims. First the claim that mental
representations: !

... have a combinatorial syntax and semantics, in which (4) there is a distinction between
structurally atomic and structurally molecular representations; (b) structurally molecular
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representations have syntactic constituents that are themselves either structurally molecu-
lar or atomic; and (c) the semantic content of a (molecular) representation is a function
ol the semantic contents of its parts together with its constituent structure. (Fodor and
Pylyshyn 1988, p. 12)

When Fodor says that mental representations have ‘constituent struc-
ture’ he is talking about (a) to (c). Because mental states are constituted
in part by structured representations, cognitive processes may be de-
fined in terms of those representations. A cognitive process is the
transformation of “‘any mental representation that satisfies a given struc-
tural description...into a mental representation that satisfies another
structural description™ (Fodor and Pylyshyn 1988, p. 13). An obvious
example of this structure sensitivity of a mental process is that of
inference. It is a process of inference, for example, that will transtorm
a representation of the form ‘P & Q’ into a representation of the form
‘P

The LOT also makes a substantive commitment to the physical in-
stantiation of structured representations. Mental representations:

.. . are assumed to correspond to real physical structures in the brain and the combinato-
rial structure of a representation is supposed to have a counterpart in structural relations
among physical propertics of the brain. For cxample, the relation “part of, which holds
between a relatively simple symbol and a more complex one, is assumed to correspond
to some physical relation among brain states. (Fodor and Pylyshyn 1988, p. 13)

The requirement that the properties of mental representations proposed
by the LOT are instantiated in the brain makes the LOT a considerably
strong thesis. In order for a cognitive system to qualify as instantiating
the LOT, it must possess more than mere input-output properties. In
fact, the LOT is an even stronger thesis since it is also committed to
the claim that:

... the physical propertics onto which the structure of the symbols is mapped are the
very properties that cause the system to behave as it does. In other words the physical
counterparts of the symbols, and their structural properties, cause the system’s behaviour.
(Fodor and Pylyshyn 1988, p. 16)

As we shall soon see, this final claim regarding the causally efficacious
structure of mental representations is crucial for the current work.
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1.2. Arguments for the LOT

We should accept the LOT if there are good arguments in its support.
The arguments currently on offer, found in ‘Fodor’s Guide to Mental
Representation” and Psychosemantics (Fodor 1985 and 1987) and Fodor
and Pylyshyn’s ‘Connectionism and Cognitive Architecture: A Critical
Analysis’ (1988), come in two basic kinds: arguments from the explana-
tion of cognitive capacities and a methodological argument. In the
remainder of this section we review these arguments with the aim of
assessing their support for the LOT in the next section.

1.2.1. Explaining Cognitive Capacities. There are four arguments from
the explanation of cognitive capacities.” As Fodor himself admits, all
these arguments are really very much the same (Fodor and Pylyshyn
1988, p. 48). So, a description of two of them will suffice in order to
give a flavour of the style of argument. Cognitive capacities exhibit two
properties — productivity and systematicity.® Cognitive capacities are
productive because we are constantly thinking new and novel thoughts
and believing and desiring new and novel things. Cognitive capacities
are systematic because our ability to think some thought or believe
some proposition is intrinsically connected to the ability to think or
believe certain other thoughts and propositions. It is in virtue of this
property that you don’t come across cognitive systems with the ability
to think that Jill loves Mary without the ability to think that Mary loves
Jill.

The strategy Fodor uses to explain these capacities derives from the
work of Chomsky (1968). Chomsky thought that linguistic capacities
are also productive and systematic. To account for this, he claimed that
the structures underlying linguistic competence are generative. That is,
one’s (tacit) knowledge or cognizing of a language consists in the mas-
tering of a combinatorial syntax and semantics. It is out of this syntax
and semantics that the entities over which linguistic capacities range
(sentences and utterances) are constructed. Fodor’s argument for the
constituency of the representations over which cognitive processes
range immediately follows. Since we explain the productivity and sys-
tematicity of linguistic capacities by postulating the constituency of
sentences, and assuming the psycholinguistic premise that we use lan-
guage to express our thoughts, then we make the same inference in the
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cognitive case as we do in the linguistic case: viz., that the productivity
and systematicity of cognitive capacities is explained by the constituency
of mental representations. Mental representations have constituent
structure because there is a combinatorial syntax and semantics for
cognition. In short, productivity and systematicity are explained by
there being a Language of Thought.

This argument style rests heavily on the assumption that the Chom-
skian enterprise will be vindicated. By citing Chomsky in the premise
of his arguments, Fodor uses it as evidence for accepting the LOT. But
why should we let Fodor use Chomsky to lend credibility to the LOT
story? There are two reasons why we shouldn’t. First, it is surely still
an open question as to whether or not grammars are psychologically
real entities in the way Chomsky maintains. We shouldn’t let the plausi-
bility of one contentious empirical hypothesis depend upon the truth
of another contentious empirical hypothesis.

The second reason why one shouldn’t take the linguistic case as
evidence for the cognitive case is that both the linguistic and cognitive
cases would seem to be two sides of the same coin. In both cases we
are trying to explain a particular capacity of a subject by postulating
some intrinsic psychological fact about that subject. The fact that we
do seem to use language to express our thoughts, and that both thoughts
and sentences are representational, semantically evaluable, etc., would
suggest that these hypotheses are closely related. Indeed, they are
probably closely enough related so that they both either stand or fall
together. Of course, by taking one as a datum and using it in an
argument for the other, the latter follows and vice versa. But that’s
because they are essentially the same style of answer to similar prob-
lems.

We can assume that in some sense the LOT can explain productivity
and systematicity. But Fodor’s claim in the argument from the explana-
tion of cognitive capacities is stronger than this implies. He claims that
only LOT can explain these properties of cognitive capacities, since
you have to have structured representations in order to get these two
properties. To see why Fodor and Pylyshyn think this, let’s take a look
at an alternative to the LOT which postulates unstructured representa-
tions to see how it tries to account for systematicity and productivity.

The alternative view is that of Connectionism or Parallel Distributed
Processing (PDP).* Connectionism is described as the ‘new wave’ of
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cognitive science. It proposes models of cognitive architecture which
are highly parallel instead of serial and are ‘brain-styled’ to the extent
that they build models based in part upon the properties of neurons and
neuronal organizations. With Connectionism one doesn’t get structured
representations that have a combinatorial syntax and semantics. In-
stead, one gets a network of atomic nodes with each connexion having
its own excitatory and/or inhibitory thresholds, according to which the
spread of activation within the network occurs. Some Connectionists®
want to interpret the nodes featuring in a network semantically. They
might interpret nodes to be representations such as ‘A & B’, *A’, ‘B’,
etc. Although the nodes are labeled in this way as being structured,
this labeling is in fact irrelevant to the properties of the nodes; they're
unitary. All they have are causal powers defined relationally with re-
spect to other nodes via the internodal connexions. They have no
intrinsic structure relevant to their semantic interpretation. In order for
‘A’ to be represented in addition to ‘A & B’, the Connectionist cognitive
architect must separately build A’ into the architecture, unlike a LOT
architecture where once one has ‘A & B’ represented one automatically
has A’ represented.

From this description Fodor and Pylyshyn draw some implications
for productivity and systematicity. While the Connectionist can model
a finite performance mental history, that very model is not going to
generate an infinite capacity. In such a model, the architect also has
the option of constructing a model in which you get, say, the thought
that Mary loves Jill without the thought that Jill loves Mary. Of course,
the Connectionist architect can build her network so as to be consistent
with a finite and systematic mental life; you can build Connectionist and
LOT architectures which are input-output equivalent. Fodor claims,
however, that it is just as likely that there are mental lives which do
not satisfy systematicity, say, at this input-output level. If Connectionist
models are accurate, then we should expect there to be gaps in cognitive
competence since the systems don’t have representations with syntactic
structure; the systematicity of the system doesn’t follow from the archi-
tecture. Connectionist architecture treats mental representations as a
list instead of a generated set. Where the list happens to differ, then
cognitive gaps may appear. Cognitive gaps, however, don’t seem to
appear. For these reasons Fodor and Pylyshyn believe that only a LOT
architecture can truly explain the properties of our cognitive capacities.
Sections three and four address this argument directly.
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1.2.2. The Methodological Argument. The second argument which
Fodor cites in support of the LOT is the methodological argument.
This argument provides a methodological basis for the inference to the
types of structures required by a LOT architecture from the capacities
of the system evident in the argument from cognitive capacities. The
argument goes like this. Fodor comes up with what he takes to be a
plausible (not surprisingly, given his interests) principle of nondemon-
strative inference:

Principle P: Suppose there is a kind of event cl of which the normal effect is a kind of
event el; and a kind of cvent ¢2 of the which the normal effect is a kind of event e2:
and a kind of event ¢3 of which the normal effect is a complex event el & e2. Viz.:

cl—el
c2-—-e2
c3—-el &2

Then, ceteris paribus, it is reasonable to infer that ¢3 is a complex event whose constituents
include cl and c2. (Fodor 1987, p. 141)

For example, if el is the raising of my hand and e2 is the hopping on
my right foot, then we infer that the cause of my simultaneously doing
el and e2 is the conjunction of cl and c2, i.e., c3, and not some other
cause c4. Fodor’s claim is that unless we accept the LOT we are going
to flout this principle. If mental representations are not structured (as
in the case with Connectionism) then whenever we think the thought
that ‘A & B’, that thought has a different etiology from the thought
that ‘A’.

Just when principle P ought be invoked is crucial. One is required
to ascertain that the event being explained is in fact complex. If the
event in question is not complex, then the principle should not be
invoked. In the case of my raising my arm and hopping on my right
foot, it seems unquestionable that this seemingly joint action is a con-
junction of two other physical events. So, the adherence to principle P
would be recommended. However, in the case of the outputs of our
cognitive system, although it seems that our thoughts and beliefs have
constituent structure, we had better be careful in adopting principle P,
since automatically concluding that they have constituent structure
might be to beg the questions at issue in favour of the LOT.

This can be seen in Fodor’s own example of synergism (1987, p.
143). Synergisms are behaviours which, although appearing to be com-
plex, are in fact behavioural wholes; the elements are in effect tused to
one another. One way in which synergisms develop is through learning.
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Perhaps an organism’s raising its arm and hopping on one foot is a
synergism because it was learned as part of a rudimentary system of
communication, the behavioural elements of the language having a
different etiology from that of the individual pieces of behaviour ‘fused’
to form the linguistic behaviour. Invoking principle P in this case would
lead us astray since we need some independent account of whether or
not some behaviour is to count as a synergism.

The same applies in the case of cognitive capacities. We need some
story as to which behaviours are synergisms and which are not. Only
then can we apply principle P in support of the LOT. What about the
case of beliefs? Does the etiology of the belief that P & Q have as a
component that of the belief that P? Suppose we want to know whether
an agent’'s uttering ‘P & Q’ is just a composite of the separate etiologies
of an agent’s uttering ‘P’ and ‘Q’ separately. According to Fodor,
principle P would suggest that the proximal causes are the same, viz.,
{P, O} — ‘P’ and Q" and {P, Q} — ‘P & Q’. There is at least one impor-
tant sense, though, in which this may not be true.

Contrary to the Fodorian principle that systematic behaviour should
just “follow from™ the architecture, we do not think that all conse-
quences of an agent’s belief set are automatically believed by the agent.
Consider the case of closure under adjunction. Someone may believe
that P, Q. R, and S, but if asked in a quiz whether a sufficiently long
conjunction is true, she may have to form a belief token that P & Q
& R & S. And she does this by considering the evidence in the same
way as she would for any other belief, even if the evidence on which
she bases her judgement is her own several epistemic states. This is a
special case of the realization in Al that allowing beliefs to be closed
under deduction in general will lead to the inability to distinguish
between the deductive consequences of a given belief set which have
actually been generated, where they are likely to be useful in future
proofs, and those which have not been explicitly generated.® This sug-
gests the following alternative model of the proximate etiology of our
agent’s uttering ‘P & Q’, viz., {P, O} — ‘P" and ‘Q’ whereas {P &
Q}—'P & Q’. In this case the proximate etiology varies across the
utterances, despite Fodor’s principle.

Fodor might reply that the belief that P & Q has as its proximate
cause P and Q in which case the model looks like this: {P, Q} - {P &
Q}— ‘P & Q. In this way, one’s citing of the proximate causes will
conform to principle P. There would, however, seem to be no necessity
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to go back that extra causal step in explaining the utterance of 'P &
Q’, since the reason why that utterance is made is because the agent
believes that P & Q. The only reason to cite the extra step would be
to ensure that principle is adhered to, and hence get a LOT. But opting
for the extra causal step needs to be argued for independently, not
from the assumption that we want to secure the LOT.

Whatever one thinks of this argument, though, it makes Fodor’s
Principle P less convincing as an argument for the LOT; since if the
LLOT is true and there is constituent structure, then the methodological
argument is applicable. If, however, it is not true, and the argument
for distinct etiologies of apparently constituent behaviours goes
through, then the methodological argument is inapplicable. In sum, if
perhaps a little too strongly, the methodological argument is good in
the case of psychology if and only if the LOT is true — and there is
no independent way to establish the validity of the methodological
argument.

2. HOw NOT TO GET A LOT FOR FREE

The LOT hypothesis as described in the previous section is essentially
the claim that there is a combinatorial syntax and semantics for mental
representations with the ensuing constituent structure being mapped
onto the physical properties of the brain. This raises the following
question: in virtue of what does such a mapping exist?

One way of getting such a mapping is to construe the LOT hypothesis
as postulating an algorithm for generating our productive and systematic
capacities. Such an algorithm might be the neatest and simplest way
of describing those capacities. Of course, constituent representational
structure might feature in that algorithm. If you think that no matter
how the brain actually operates it is that algorithm which is realized,
no matter how irregularly it maps on to the actual structure of the
brain, then you can have, trivially, a Language of Thought. On such a
view it is an input-output specification which is constitutive of some
algorithm’s being realised.

There are, however, any number of algorithms which could account
for our behaviour. There are as many algorithms as you like for perfor-
ming the functions of a pocket calculator, let alone a human mind. If
you cull these by saying that any algorithm that does the same thing —
i.e., is an algorithm for a human brain or a pocket calculator — is the
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same algorithm, then you have returned to the mere top level of input
and output.

Fodor wants more than this; he thinks that it is internal functional
role which will identify internal states (1987, Chap. 2). This at least
sounds like he does not want it to be a mere mapping of the top (input-
output) level. So we need some extra, independent, motivation for
supposing that some algorithm or architectural description which is
compatible with the description at the level of input and output is the
real one. If a taxonomy of the system motivated in some other way
reveals similar structures which could be said to realize the algorithm,
then perhaps that would do.

Fodor makes of lot of the fact that token states are syntactic states.
In the next section we consider whether a syntactic analysis could
provide such a motivation.

2.1. Syntax and Semantics

Fodor takes constituent structure to be syntactic structure. But on this
construal of structure, a LLOT can be had, if not for free, then very
cheaply. We can see this by examining the relation between syntax and
semantics. We have two related claims to make: first, that if you have
a semantic interpretation and something to map it on to, then you can
generate a trivial syntax; and second, that you can’t have a syntax
properly so described without a prior semantics of which it is the syntax.

The LOT requires that mental representations have syntactic struc-
tures realized in the brain. The problem here is what is going to count
as syntactic structure. Syntax and semantics are intimately related. The
practice of logicians to behave as though the syntax comes first and
then an interpretation is applied puts the cart before the horse. A
syntax is a simple, if not the simplest, description of a supposedly
meaning-bearing system, given its intended meaning. A syntactic con-
stituent of such a system is that which makes some uniform semantic
contribution to that system. What this means is that a syntactic item is
taken to be a syntactic item because it stands in a signifying relation to
some semantic interpretation.

Now suppose that the One True Cognitive Science is completed, and
we have state descriptions of the brain which we can pair off with
attributions of mental state content given the standard semantics. The
important question, then, is what kind of similarity between these
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descriptions is required to get an account of what the syntactic tokens
which represent the same content are. One possible syntax — perhaps
the crudest and hence useless, but a syntax nevertheless — would be a
disjunctive one. Simply disjoin all the state descriptions which are true
whenever a given content attribution is made, and count the disjunction
as a syntactic token. This disjunctive state would then be the syntactic
token of the mental state. In such a case you can get a syntax just by
virtue of applying a semantics to something which you stipulate is
representational, just in the same way as you can, if you must, map

rincipia Mathematica onto the Canberra Telephone Directory. What
is more, you can come up with a syntax in which various addresses and
numbers represent thrilling theorems of meta-arithmetic, and, with a
massively gerrymandered account of similarity relations among syntac-
tic tokens, you can get constitucnt structure off the ground. So it seems
that the first claim — that whenever you have a semantic interpretation
and something to map it on to you can get a trivial syntax — looks fairly
plausible.

In fact, we are neutral about whether such a syntax is a trivial syntax
or no syntax at all; what is worth insisting on is that an account has to
be given of what makes something a ‘real’ syntax or a nontrivial onc.
If trivial syntax is what you appeal to, then syntax will not do the job
of getting the strong LOT hypothesis from the weak one. It will not
provide the independent motivation that we mentioned in our last
section: the kind of motivation which will make the syntax a bona fide
structural realizer. Some kind of independent taxonomy will be required
on to which it could turn out as a matter of empirical fact that the
ascribed syntax maps.

In their more a prioristic moods (especially toward the end of Fodor
and Pylyshyn 1988), Pylyshyn and Fodor seem to think that they can
provide an independent and intrinsic structural account of the mind by
simply taking the trivial syntactic story and forgetting about the seman-
tics whence it came. The assumption seems to be that if you have
mapped the semantics on to the brain, and you are left with a taxonomy
which gives you syntactic tokens, that there is no problem in then
determining whether the syntactic tokens have constituent structure.

Having got these tokens, however, how do we go about deciding
whether the tokens whose content is constituent are a constituent part,
qua syntactic token, of other syntactic tokens? What is crucial here is
that there is one way which is too easy. If the taxonomy of syntactic
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tokens comes from their being the token states that are realized when
certain content attributions are made, then they can be described as
having constitutive structure in virtue of their relationships to the as-
cribed content.

This allows you to stubbornly insist that it is syntactic tokens that
you are talking about, while there is nothing intrinsic about the brain
which determines which token is a constituent part of another token in
any given situation. What has happened at this point is that the move
decomposes the syntactic tokens from a story about the semantic con-
tent of the tokens, and then posits relations among the tokens which
come only from the interpretation provided by the semantic content.
The temptation then is to think, that you have structure even if you
jettison the semantic story which led to the taxonomy of those syntactic
tokens. But in effect, we don’t have any syntactic tokens in the absence
of the semantic content.” For a substantial syntactic account to be
given, two factors are required: a semantics, to ensure that it really is
a syntax that is being given rather than any other kind of description,
and an independent motivation for the taxonomy of syntactic tokens,
so as to avoid the merely trivial kind of syntax described above.

The upshot of this is that we can get mental representations with
some form of syntactic structure which in some way gets realized in the
brain but which does not satisfy the demands of Fodor’s strong version
of the LOT.

If this is the version of the LOT that one finds convincing, then it's
easy to see how the arguments from cognitive capacities and methodol-
ogy support the LOT. The cognitive inquirer chooses a syntax, or more
accurately imposes a syntax, upon a cognitive system in order to account
as neatly as possible for the capacities of the system such as productivity
and systematicity. The methodological argument’s principle P provides
a general strategy for imposing neatness onto our explanations in much
the same way as the weak LOT does. Again, though, we have not
generated the strong LOT hypothesis.

3. EXPLANATION I: SYNCHRONIC AND DIACHRONIC
EXPLANATIONS

We do not think that the traditional arguments which have been out-
lined bear on the strong version of the Language of Thought hypothesis,
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partly because it is not at all clear what kind of explanation the LOT
is supposed to be. In this section we attempt to determine what type
of explanation the LOT is providing. Fodor thinks that we need the
LOT because in order to explain putative capacities such as productivity
and systematicity, a mechanism or a particular state of an organism must
be postulated in order to guarantee the presence of those capacities. If
there is a LOT then we get thesc capacities automatically. If there is
not, claims Fodor, then it is unlikely that these capacities would be
evident. While other architectures may allow systematicity and pro-
ductivity, none guarantee it. Our claim is that the presence of these
capacities can be adequately explained without the postulation of some
specific mechanism or state of the organism which neatly and elegantly
captures features of the organism which are visible at the behavioural
level. Such an explanation is to be had from, roughly, the pressure of
evolutionary forces. An evolutionary style of explanation raises the
probability that a cognitive system generates systematicity and pro-
ductivity without making the commitment to a specific mechanism such
as the LOT. We then go on to claim that such evolutionary explanations
can place constraints on what remains to be explained by other kinds
of explanation.

We start by distinguishing diachronic explanations from instantiation
theory or synchronic explanations.® The diachronic explanations, in-
cluding evolutionary explanations, are concerned to give a causal ac-
count of how a system came to be in its present state. Thec most usual
explananda are states of a system or states of affairs, and the usual
explanantia are earlier states of the system or states of affairs together
with transition laws which describe the generation of the later state
from the earlier.

The second kind of explanation which might be asked for — which
we contend the LOT hypothesis is providing — is of the synchronic or
instantiation theory kind. In this kind of explanation we are concerned
to give an account of what it (actually) is for a system to have a certain
property in terms of the structural states of that system. An explanation
of the ductility, colour, and conductivity of gold by appeal to its atomic
structure and the interaction of its outer electron shells with other
gold atoms would, for example, be an explanation of the observable
properties of gold by appeal to the structural properties of the system
which instantiates gold. It is no part of such an explanation to claim
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that anything which has the phenomenal properties of gold must have
the underlying properties that gold does have, but rather that in fact
the phenomenal properties of gold are explained by the structure it
actually has.

Are the facts that the friends of a LOT are trying to explain explicable
by a diachronic explanation? A diachronic explanation requires only
that some previous state of the system together with some transition
laws entail the explanandum state. This will be trivially possible if
physicalism is true; some complete neurological description coupled
with a list of inputs and the right neurological laws will provide an
account of why some new state is the way it is. Can we get an explana-
tion of productivity and systematicity of thought out of all this?

We can certainly get something which looks like an explanation of
productive and systematic behaviour in each instance, which is why the
question of exactly what is being explained is so crucial. But the friends
of the LOT want more; they want an account of why, in general, the
behaviour is (almost) always systematic or productive. In short, they
want an explanation of the systematicity and productivity of the system
as a whole. This is why we should see what the friends of the LOT are
engaged in as a kind of synchronic explanation. They want an account
of what property of the system it is which realizes these capacities.

Must we provide a synchronic explanation of these capacities as the
friends of the LOT seem to imply? We think not.

First it is far from the case that the bare story about neurophysiolog-
ical states and laws exhausts what diachronic theories can say about the
mind. You can jump up a level, and ask of the system as a whole how
it came to have the behavioural properties — or the functional properties
at the highest level - that it does. And the best kind of candidate for
that, it seems to us, is some kind of evolutionary account.

We do not have such an account on offer here; we do, however,
think that there must be some such account of how the mind has been
tailored to be what it is now. Nor do we need such an account in detail;
that one is required is common ground between us and the LOTers (if
the LOT hypothesis is true then a diachronic story will tell us why there
is a LOT which can be used to synchronically explain why cognitive
capacities are the way they are). Our claim is rather that this sort of
story removes the surprise with which both Fodor and Pylyshyn think
we should greet the news that minds are, more or less, productive and
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systematic. So we think that the objection — that diachronic stories
(or neurophysiological or connectionist ones supplemented with an
ctiological account) do not explain because it is a mere accident that
the system is productive and systematic — is misjudged. It is no accident:
it was selected to be that way, and this selection plays an important
part in diachronic explanation of minds if the time dimension is long
cnough.

So the Language of Thought hypothesis rests on an explanatory
imperative to provide a simple, elegant synchronic explanation of the
structural properties of the brain in virtue of which it displays its pro-
ductivity and systematicity of output. If there is an empirically adequate
low-level account of the operations of the brain forthcoming, and if
any surprise at high level regularities which it displays can be removed
by some evolutionary account, then there is no requirement to produce
the necat synchronic account.

The imperative to produce a neat synchronic architecturc of the mind
in which, in Fodor’s and Pylyshyn's words, systematicity simply “follows
from” the architecture, rests on a confusion between the roles of diach-
ronic and instantiation explanations, this being caused by a neglect of
other routes to eliminating the surprise which the Language of Thought
hypothesis attempts to reduce. Synchronic instantiation explanations
are not required to be neat. With complex systems it is often the case
that the details of their operation, cven at a functional level, are messy.
When we explain the properties of a chemical by its physical structurc,
we do not look for analogues in this structure of the phenomenal
properties that we seek to explain. It is enough that these structures
account for, more or less regularly, the explanandum properties. In the
thought case it may indeed be surprising that the complex physical
system displays these properties, but having given this instantiation
account, why are we obliged to try to rcmove the surprise at the
instantiation theory level? This seems to be the hidden requirement
that lurks in some versions of the LOT argument. Instantiation theories
explain simply by describing the actual mechanism; in some sense it is
a fairly weak explanation, but that is all they do. Surprise at what they
do is often best removed by a diachronic account. In the case of the
mind and the productivity of thought, we have a candidate in the form
of evolutionary pressure; the need to remove this surprise by appeal to
some structural feature of the mind mistakes the purpose of instant-
iation theories of the mind.
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3.1. A Slightly Stronger Claim

Our slightly stronger claim is that an etiological or evolutionary explana-
tion can not only remove the requirement that a synchronic explanation
of a certain kind be provided; it can also actually constrain the sort of
account we should give.

We propose two constraints on an evolutionary explanation of how
our cognitive capacities got to be the way they are:

(H That whatever the explanation, it must account for the conti-
nuity or discontinuity between the apparent systematic and
productive capacities of human minds, and whatever capaci-
ties are exhibited by infraverbal mentation

and

(2) that the minds which have evolved must have done so in
incremental stages; however the mind works it got that way
by additions and changes of an ad hoc nature, much the way
a tree which is pruned to look like a giraffe gets that way.
Each change does not proceed according to a plan; it is only
the overall direction of change which is determined.®

Something in the spirit of these constraints has been used by, for
example, Dennett (1984) to argue against (or at least motivate the
arguments of others against) computationalism as a doctrine of the
mind. Regardless of whether they bear on computationalism (whatever
that really is) we think they do put constraints of some kind on a
synchronic theory of the mind. Consider the following passage from
Fodor and Pylyshyn:

It’s possible to imagine a Connectionist being prepared to admit that while systematicity
doesn’t follow from — and hence is not explained by — Connectionist architecture, it is
nevertheless comparible with that architecture....The only mechanism that is known to
be able to produce pervasive systematicity is Classical architecture (Fodor and Pylyshyn
1988. p. 49).

The thing to notice about this claim is that it is supposed to be an
advantage of classical theories that they and their attendant LOT simply
guarantee systematicity: thus the classical picture removes all possible
surprise at systematic behaviour. The constraints on an evolutionary
account which we give above, however, suggest that it might even be
a disadvantage that systematicity and productivity are guaranteed.
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A theory of the functioning of minds which allowed, more or less,
systematicity to appear according to how they evolve, without that
property being guaranteed by the basic architecture, would make the
mind’s etiology more credible. In much the same way, a theory of the
structure of trees which shows how it is possible to trim them to look
like giraffes is going to be more illuminating than an account of the
structure of a giraffe-tree on which its giraffe shape is guaranteed, even
though a trivial theory of that kind is to be had for the asking — or at
Icast the measuring.

4. EXPLANATION II: IMPLEMENTATION AND LEVELS OF
EXPLANATION

It seems that Fodor believes that taking a Connectionist approach to
the explanation of our apparently productive and systematic capacities
is to make a kind of mistake about explanatory levels. We take it that
this kind of objection might also be leveled at our claim that an etiolog-
ical explanation will go a fair way toward being sufficient for the expla-
nation of these properties.

The idea is that there are lots of different levels of explanation. Of
course, the changing states of the brain can be explained by some
neurophysiological story, and perhaps some etiological account can be
given of why certain high level regularities appear in these state changes
when viewed from some high level. But neither of these is a psychologi-
cal explanation of the supposed productivity and systematicity of
thought, for that would have to be at the psychological level; and the
only explanation going at that level is the Language of Thought. As
Fodor and Pylyshyn write:

It seems certain that the world has causal structure at very many different levels of
analysis, with the individuals recognized at the lowest levels being, in general, very
small and the individuals recognized at the highest levels being, in general, very large.
Thus there is a scientific story to be told about quarks; and a scientific story to be told
about atoms; and a scientific story to be told about molecules... ditto rocks and stones
and rivers... ditto galaxies. And the story that scientists tell about the causal structure
that the world has at any one of these levels may be quite different from the story that
they tell at the next level up or down. The methodological implication for psychology is
this: if you want to have an argument about cognitive architecture, you had better specify
the level of analysis that’s supposed to be at issue. (Fodor and Pylyshyn 1988, p. 9)

This, then, is the Fodor and Pylyshyn doctrine about levels of explana-
tion. We can agree that the world is organized at many levels, many
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of which are scientifically (or otherwise) interesting. But notice that for
Fodor and Pylyshyn there must be causal structure at many levels. The
Big things at the high levels cause things to happen to other Big things,
just as the little 'uns cause things to happen to other little "uns, while
the Big things are composed of the little things to tie the whole story
down respectably. We think that it is this requirement that causation
proceeds at every level which, in a very subtle way, commits Fodor
and Pylyshyn to the Language of Thought before all the evidence is
in.

It is perhaps timely to consider a diagram made famous in Chapter
1 of Fodor’s The Language of Thought (1975, ch. 1) which describes
the relationship of the special sciences to physics.

Law-like relation between
S1 - objects in the domain of a
special science.

Law-Like causal relations between the lower level
realizers of S1, and the lower level realizers of S2

There are two ways of reading a diagram like this. The lawlike
relations which hold between S1 and S2 can be taken to be causal laws
that justify the claim that S1 caused S2 or else in a less orthodox way
that S1 may in some circumstances explain S2. In this case, S1 would
explain S2 by virtue of its being a good description of genuine regulari-
ties in the world and by virtue of the fact that in general one of its
realizations will cause one of the realizations of S2.

We think that there are good reasons for preferring an account in
which the high level properties do not do the causing. First, if there is
some lower level causal interaction going on which is sufficient for the
state changes of the system, then the high level causal interactions are
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idle. What purpose would overdetermination of the causal history have?
The second, and related reason is that the higher level properties are
related to the lower level ones by relations of supervenience and multi-
ple instantiability. But in each particular case only the actual instant-
iation of the higher level property is present, so to claim that the higher
level property is causally efficacious seems to rely on the other possible
but nonactual realizations doing some causal work. But in fact, it does
not matter to the particular case what is nonactual.

The motivation for Fodor’s claims about causation proceeding at the
high level is, of course, to avoid reductionism. He wants to preserve
the special sciences as genuine fields of inquiry, not reducible to physics.
This can be achieved, though, by noting that regularities can be ob-
served at high levels which may not be observable at lower levels. And
if high-level entities can explain, partly in virtue of the fact that they
token the existence of a causal process at a lower level, that may be
cnough.

4.1. Why High-Level Causation Brings on the Language of Thought

Fodor and Pylyshyn believe that the scientifically explanatory higher
level properties are causally efficacious ones. Psychological properties
are certainly high-level, and they take it as uncontroversial that they
are causally efficacious. The methodology is this. Look for high-level
generalizations, and if one is found which looks like it has the desirable
properties of simplicity and power, then find the causally efficacious
items in that domain which explain phenomena at that level. In the
psychological case, you start with content (which even Fodor admits,
is an extrinsic property, and is causally neutral with respect to behav-
iour) and then look for the things at a high level which have the content
— the semantic tokens which are realized in the brain. Now there are
various behavioural regularities which need to be explained, and they
are regularities when seen from the perspective of content. Content is
not causally effective, so it must be whatever has that content which is
causally significant. So a taxonomy of the mind is given in which it is
mapped, at some high level, in a way which mirrors the content (see
Fodor 1987, pp. 12-17 and 1985, 93-94).

So far so good. In fact at this point we could have our Language of
Thought, although it would be the too easy one described in section 2.
It would be an extrinsic property of the brain; it would be the mere
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mapping of our semantics on to the brain to create a stipulatory syntax.
The crucial move comes when it is assumed that high-level true powerful
generalizations must have causal structure. As soon as this is required,
Fodor must insist that his too easy Language of Thought is pretty close
to the Real Thing. If our stipulatory syntax is to have causal structure,
then it had better not be an extrinsic property of the brain; no constitu-
tively extrinsic properties are going to have causal powers over narrow
behaviour. If one of our syntactic states is required to cause another,
then it just has to have intrinsic causal powers.

This: may be what underlies Fodor and Pylyshyn’s insistence that
etiological explanations or connectionist explanations are making a
level mistake. If causation proceeds at every level, then a causal expla-
nation at one level will not nearly exhaust our requirement to explain
causally. And if explanations at the psychological level are bound to
be causal, and if the psychological level mirrors our semantics in the
way Fodor thinks it does, then intrinsic entities which can enter into
the right kind of causal relations specified by that schema are required. "
If we had to have those, maybe a strong Language of Thought would
indeed be required.

This requirement can be sidestepped if, as above, we do not require
that all the high-level properties be causally efficacious ones. Removing
that requirement allows us to assess unblinkeredly whether or not the
kinds of token syntactic states postulated by the Language of Thought
are likely to feature as part of the intrinsic furniture of the mind.

4.2. The Fallacy of the Implementation Fallacy

It is the concern about levels of explanation that we believe underlies
Fodor and Pylyshyn’s argument that connectionism could only be a
theory of cognitive implementation, not of cognitive architecture. They
take it that even if it turns out that the kinds of networks that connec-
tionists hypothesize actually exist, this would be no argument for con-
nectionism as a cognitive architecture. Rather, they take it that this
would merely show that the classical architecture (complete with Lan-
guage of Thought) was implemented in a connectionist network.
Fodor and Pylyshyn make much of the fact that different computer
programs are able to be emulated by others, or that machines of one
kind can be emulated by machines of another kind. The actual physical
instruction set of one machine can be emulated by operations which
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consist of a series of operations in the instruction set of the other
machine. The emulated machine is said to be a virtual machine.

Just as in the language and grammar case, Fodor and Pylyshyn take
vicews from an area where the philosophical problems abound as a
piven. After all, under what conditions are assertions about the real
logical architecture of a machine assertable? If the architecture of one
machine is emulated on another, then in virtue of what is the logical
architecture of the emulated machine the ‘true’ architecture of the
machine? There are certainly pragmatic considerations that make the
notion of the true architecture useful and perhaps explanatory. A
number of considerations might be brought to bear.

(1) It is when the machine’s output is described as the output
of the logical architecture — not as the indescribably complex
and apparently patternless output of the machine architec-
ture — that the machine is intelligible to us.

(2) The machine is designed to be input/output equivalent to
the actual machine that the virtual machine is emulating.
3 Perhaps a little stronger: the algorithm which underlies the

virtual machine’s design, or even the design specification of
the virtual machine’s architecture, features causally in the
creation of the machine emulation. The programmer looked
at the design of the first machine, and the causal process
which made the emulation was mediated by that design.
Even here, though, this doesn’t guarantee that anything is
left intrinsically after the programs have been compiled and
all trace of the original structure other than its input/output
equivalence is lost. Perhaps the design’s having featured
causally is a good criterion for asserting that the virtual
architecture is the true architecture, but that wouldn’t
guarantee the kind of intrinsic causally efficacious states that
Fodor demands.

None of these provides very strong or robust criteria for being intrinsic
causal realists about the states in computers which map onto high-level
languages — the folk languages, if you like. Even if you think they
are immensely powerful criteria, they don’t seem to have plausible
or sufficientiy powerful analogues in the case of psychology. No one
programmed us by following a Language of Thought implementation
manual, so the Language of Thought wasn’t instrumental in our being
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intrinsically structured the way we are. In case (2) it is not true that,
even if we do act in a (more or less!) input/output equivalent way to a
Language of Thought inspired architecture, it does not follow that it is
the only architecture to which we act in an input/output equivalent
way; and (1) is just too weak to give us the Fodorian goods.

More than any of these points, though, we want to stress that this
talk of connectionism (or any other architecture) being just an im-
plementation doesn’t solve any problems about the Language of
Thought, it merely sweeps them into another area. In fact we think
that it remains almost exactly the same problem in its new cybernetic
home. It just reemerges as the problem of the causal efficacy of repre-
sentational syntactic states in complex and abstract computing environ-
ments. A definitive philosophical answer to the one problem will cer-
tainly help the other, but it does no good at all to just pretend that the
problem is solved in one arena, and apply it in another.

The philosophical diagnosis of why it is that Fodor and Pylyshyn
think it is so obvious that the problem is solved in the machine case —
i.e., that virtual machine architecture is the true architecture at that
level — is much the same as in the Language of Thought case proper.
By insisting that high-level generalizations are true in virtue of causal
connexions between high level entities, they become committed to a
real, intrinsic causal structure at that level, even in the absence of any
independent intrinsic structural motivation.

This does not mean that we think having features which are directly
involved in causation is a necessary condition which true structural
architectures must meet, but rather that in the absence of this condition
we are owed an account of why we should favour one architecture over
another in intrinsic terms.

6. CONCLUSION

We see the points made above as having a significant bearing not just on
the Language of Thought hypothesis, but on traditional functionalism as
a whole. Certainly you can have a functionalism at the highest level —
that of inputs and outputs under a certain description — but, for better
or for worse, that is rather like a kind of behaviourism. It is when the
taxonomies created at this high level are turned back on the brain, and
it is assumed that there are structural features which implement the
high-level story in a way which mirrors that high level taxonomy, that
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I'odor’s strong Language of Thought is born. This is when our worries
set in.

0.1. A Final Conjecture

We have said nothing about what counts as a sufficient motivation for
something being a bona fide intrinsic structural property,"* though we
think that the following is, at least, a pretty good methodological heuris-
tic. When investigations with very different interests end up taxonomiz-
ing things in similar ways, it is not a bad bet that there is some structural
property at work. Physiology, for example, is often concerned with
relatively abstract functions; but often physiologically significant taxo-
nomies postulate entities which are realized by objects which appear in
anatomical taxonomies with their quite different interests and guiding
motivations. This is perhaps enough to say that, although ‘heart’ is a
functional term, hearts are in fact structurally realized. There are func-
tional hearts which are not anatomical hearts, and there could be
anatomical hearts which are not functional hearts — imagine, for exam-
ple, that some animal had two hearts, one of which played no part in
the circulatory system. Despite the fact that anatomical hearts and
functional hearts are independently identifiable in this way, neverthe-
less, some of their properties map on to each other neatly. And it is
this mapability of the merely functional description on to the anatomical
description which supports the view that the functional heart is in fact
structurally realized.'?

The same follows for psychology and the Language of Thought. With
a proper conception of what needs explaining, and how it is to be
explained, the fact that the Language of Thought is a neat functional
specification of (some of the capacities of) minds is not enough. To
give us the strong version of the hypothesis, we need an independently
motivated taxonomy of the mind perhaps from the neurosciences — to
come up with taxonomies the objects of which turn out, as a matter of
fact, to realize the syntactic tokens beloved of Fodor. These partial
isomorphisms between the objects postulated by different explanatory
enterprises is just what will constitute the confirmation of the structural
realization of the higher level’s postulated entities. The strong Language
of Thought hypothesis is, after all, an empirical hypothesis; its confir-
mation or disconfirmation must rely upon the discovery of such isomor-
phisms. Will they be forthcoming? We await with great interest the
answer to that question.
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NOTES

* We are indebted to Frank Jackson, Philip Pettit, Huw Price, and Kim Sterelny for
their generous and useful comments on an earlier draft of this paper, and to discussions
with Martin Davies on these and related issues.

! Fodor sometimes speaks as if he takes the LOT to be a doctrine about mental states
rather than mental representations. He says:

LOT claims that mental states — and not just their propositional objects — typically
have constituent structure. So far as I can see, this is the only real difference between
LOT and the sorts of Intentional Realism that even Aunty admits to be respectable.
So a defence of LOT has to be an argument that believing and desiring are typically
structured states. (Fodor 1987, p. 136.)

The intuition that mental states have constituent structure (for example, the view that
the belief that Becker is playing at Wimbledon and will win, somehow has the belief that
he will win as a component, and the belief that he is playing at Wimbledon as a
component) could be preserved without buying in to the strong LOT hypothesis, if you
have an account of mental states in which they are not narrow states of the brain. On
the other hand, if with Stalnaker (1984) you do not think that even content has structure,
you may not want to preserve the intuition at all.

2 They are the argument from productivity, the argument from systematicity, the argu-
ment from compositionality and the argument from inferential coherence.

3 The argument from productivity gets played down by Fodor these days in favour of
the argument from systematicity. The reason he gives is that because of our mortality
only a finite proportion of our putative potentially infinite cognitive capacity in fact gets
used. In order for a cognitive system to be truly productive we must idealize from the
finite performances to infinite capacities. By refusing to idealize, one may claim that we
are constantly thinking and believing new things while denying productivity; if we only
lived long enough then we might well run out of novel things to think and believe. Fodor
now favours the argument from systematicity because he claims we do not have to
idealize:

You can make these points about the systematicity of language without idealizing to
astronomical computational capacities. Productivity is involved with our ability to
understand sentences that are a billion trillion zillion words long. But systematicity
involves facts that are much nearer to home: such facts as the one...that no native
speaker comes to understand the form of words ‘John loves Mary’ except as he also
comes to understand the form of words ‘Mary loves John’ (Fodor 1987, p. 150).

Contra Fodor, our claim is that systematicity is generated only when all cases of relevant
word forms have the requisite properties. You might think that whenever we understand
‘aRb’ we also understand ‘DRa’ and yet deny systematicity by failing to idealize to all
the other possible cases. So some idealization is also required in the case of systematicity.
The facts associated with systematicity appear closer to home. That’s because all the
speakers we've come across can think both ‘John loves Mary’ and ‘Mary loves John'.
But at best this is systematicity on local scale since we are dealing only with finite
performances. However, in order for capacities to be systematic we want systematicity
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on a global scale, and to get that we are required to idealize. If idealization detracts from
the argument from productivity then it’s also going to detract from the argument from
systematicity. For the sake of argument, we will assume, along with Fodor and Pylyshyn,
that cognitive capacities are systematic.

" A useful introduction to the cluster of views that goes under the name of Connectionism
v Smolenskys ‘On the Proper Treatment of Connectionism’ (1988).

" The Connectionist label encompasses many different styles of cognitive models. Some
models, such as those examined by Fodor and Pylyshyn, semantically interpret the nodes,
whereas others do not. These latter models are ones in which information in the network
is represented in a highly distributed manner. Following Fodor and Pylyshyn, we concern
ourselves here with those models that interpret the nodes of the networks semantically.
" Recent automated theorem provers which attempt to model natural deduction, such
as those by John Pollock (forthcoming) and Jeff Pelletier (1982) represent as separate
cutities those formulae which, at the semantic level, seem to be composed of constituent
lormulae. For a discussion of the problem of all deductive consequences being generated
in the context of the Frame problem in Al, see (Dennett 1984).

" This obviously has repercussions for the Syntactic Theory of the Mind proposed by
Stich (1983), since on the syntactic account of cognitive science, syntax might be derived
Irom a semantics in just this way. Interestingly, the issue of how strong a claim the LOT
hypothesis is making, and whether there is a LOT, applies to Stich’s syntactic programme
just as much as Fodor’s; the only difference between them would be whether or not the
syntactic states over which the LOT quantifies, if there were one, are representational.

“ This is possibly a similar distinction to that between transition state and instantiation
theory explanations in Chapter 1 of (Cummins 1984), except that we mean something a
little more general than Cummins’s notion of transition state explanation, since also
included amongst diachronic explanations are long scale etiological explanations such as
cvolutionary ones.

Y If it turns out that some kind of punctuated equilibrium account in which evolutionary
change often or mostly does not proceed by incremental changes is right (see Eldredge
and Gould 1972; Gould 1980), then this point will go by the wayside. This would still
not, however, be evidence for the LOT architecture being selected.

'""If you have a sufficiently weak view of supervenient causation, then high level proper-
ties might be able to be causally efficacious without having intrinsic structure, just so
long as there is intrinsic structure picked out by the basic causal properties on which they
supervene. Thus you might be able to buy into our account while believing with Jaegwon
Kim (1979) in supervenient causation at high levels. You might also be able to have high
level causation and yet do without the need for intrinsic structures at that level if you
agree with Peter Menzies’ more freewheeling account of high level causation in (Menzies
1988) in which he argues for the causal efficacy of relational properties, unhampered by
the requirement that they be reducible to the causal properties of a base state. For
arguments against these two positions, however, see chapter 5 of Braddon-Mitchell
(1988).

" One of us offers the beginnings of an answer in chapter 4 of Braddon-Mitchell (1988).
2 Our point is not one regarding how the expressions in the vocabulary of some explana-
tory enterprise — viz., different scientific theories — manage to refer to the same objects.
Our point is, rather, that it is when two different theories, which seem to taxonomise
the world differently, end up displaying some significant similarities that we should infer
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that there is some bona fide intrinsic structural property at work. Perhaps, in the LOT
case, the one theory mentions structural realizers of properties featuring in the second.
This may be in some ways similar to the concerns of Philip Kitcher (1978) and Richard
Burian (1986).(we are indebted to an anonymous referee for noticing this possibility).
Kitcher and Burian are concerned with successive theories which seem intuitively to be
about the same things at the same levels, and have replaced each other. We, on the
other hand, are concerned with concurrent theories which are concerned with properties
of things at different levels — such as cardiological and anatomical theories of the heart.
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CHARLES E. M. DUNLOP

CONCEPTUAL DEPENDENCY AS THE LANGUAGE
OF THOUGHT!

The rule of the game, therefore, is not for the reader
to say ‘You can’t do that’, because what we describe
can be and has been done, to varying degrees of suc-
cess. Rather, you may say, “That isn’t quite right’,
or ‘You've oversimplified a very deep philosophical
problem’. . ..

(Rieger 1975, p. 195)

Al must come to terms with the fact it is concerned with
many issues that are also of interest to philosophers. 1
hope that the cooperation here will be of more-use
than was the head-butting that has gone on between
Al people and linguists.

(Schank 1980, p. 178)

ABSTRACT. Roger Schank’s research in Al takes seriously the ideas that understanding
natural language involves mapping its expressions into an intcrnal representation scheme
and that these internal rcpresentations have a syntax appropriate for computational
operations. It therefore falls within the computational approach to the study of mind.
This paper discusses certain aspects of Schank’s approach in order to assess its potential
adequacy as a (partial) model of cognition. This version of the Language of Thought
hypothesis encounters some of the same difficulties that arise for Fodor’s account.

Two influential and much-discussed themes in the philosophy of mind/
cognitive science literature are (1) that understanding natural language
involves mapping its expressions onto some kind of internal representa-
tion scheme, and (2) that the resulting representations exhibit a syntax
such that they are susceptible to computational operations. These ideas
have been taken seriously in Roger Schank’s artificial intelligence
projects at Yale University, where a variety of computer programs
have been based upon them. Schank’s ultimate research goal is not
only to build Al systems that exhibit human-like linguistic behavior,
but also to provide a psychologically accurate computer model of
various human mental processes involved in the understanding of
language. His work, therefore, falls squarely within the ‘computational’
approach to the study of mind.

63

J. H. Fetzer (ed.), Epistemology and Cognition, 63-84.
© 1991 Kluwer Academic Publishers. Printed in the Netherlands.



64 CHARLES E. M. DUNLOP

Although computational theories of mental phenomena are commit-
ted to the apparatus of internal representations, they are often quite
vague as to the nature of those representations. Schank’s work has
the merit of describing the hypothesized representation scheme in
considerable detail. Since he regards it as providing a psychologically
accurate necessary condition for the use of natural language, his theory
may be viewed as one version of the Language of Thought hypothesis
(which Schank calls ‘Conceptual Dependency’ theory, abbreviated as
CD). ‘

This paper discusses some aspects of Schank’s representation scheme,
with an eye toward assessing its adequacy as a (partial) model of
cognition.? I shall begin by outlining various features of the theory, and
at points later on I shall try to connect it with recent philosophical work
by Jerry Fodor and others. Schank’s own account, I shall argue, con-
tains many of the same pitfalls that may be found in the philosophical
discussions of the Language of Thought. Some of these pitfalls will be
familiar to philosophers with an interest in the computational approach
to mind; others, I believe, have received little if any treatment in the
literature.

1. A PRELIMINARY ARGUMENT

Considerations of parsimony, Schank believes, argue for some sort of
universal, internal representation scheme in the processing of sentences
(Schank 1975, p. 28; Schank and Riesbeck 1981, pp. 14~16). To illus-
trate, suppose that the representation scheme was not universal, but
rather language-specific. In that case, a speaker of English would map
sentences onto English-specific representation structures, while a
speaker of French would do the same vis-a-vis French-specific struc-
tures. Let E stand for some English sentence, and F for its French
equivalent, while R(F) stands for the internal representation of E, and
R(F) for its French counterpart. Then, a translation of £ to F would
require (i) mapping E onto R(E); (ii) correlating R(E) with R(F); and
(iii) mapping R(F) onto F. Assuming that R(E) is not identical to R(F),
an increasing number of representations along with language-specific
correlation rules of type (ii) would be required as more languages
entered the picture. Matters would be considerably simpler, however,
if one universal representation scheme underlay a variety of languages.
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In that case, translation of an English sentence into its French equiva-
lent would require only mapping E onto R, and then R onto F.

This appeal of an interlingual representation scheme, incidentally,
was recently noted in a Time Magazine account of Japanese language-
translating machines. The Fujitsu Company has developed devices that
provide at least rough translations between English, Japanese, French,
and German (additional languages are planned as well). As a researcher
from Fujitsu put it: ‘If we did not use interlingua, then each pair of
languages would require the development of a specific set of grammat-
ical rules and a bilingual dictionary. Interlingua acts as the hub of a
wheel’.?

Of course, the utility of an interlingua for machine translation does
not prove that monolingual speakers employ a language of thought,
although it does explain why Schank, whose projects include trans-
lation, might find it appealing. Further arguments will be considered
later on. Note also that the argument just canvassed on behalf of an
interlingual representation scheme is silent as to the nature of that
scheme. But Schank goes on to say a good deal about that topic. His
account is distinctive in its commitment to the primacy of meaning over
syntax; Conceptual Dependency is essentially 2 meaning representation
scheme. Thus, Schank’s language-processing systems do not attempt to
build separate syntactic representations of natural language sentences;
in fact, syntactic considerations come into play only when required in
order to help resolve ambiguities, find linguistic units that have been
predicted by semantic features, etc.

2. CONCEPTUAL DEPENDENCY THEORY: VOCABULARY

Schank’s work on natural language understanding has focused primarily
on the representation of actions — broadly construed so as to include
natural forces as ‘agents’. Thus, ‘John hit Mary” and ‘Hurricane Gilbert
hit Mexico’ fall under the purview of actions, so conceived. With an
eye toward obvious objections to this view, Schank emphasizes that
his aim is to capture how ordinary speakers conceptualize the world,
irrespective of whether such an account will withstand close ontological
scrutiny (Schank 1973a, p. 206; Schank 1975, p. 41; cf. Rieger 1975,
p. 187). It remains to be seen, of course, whether ordinary speakers
do in fact view the world in the way that Schank’s account dictates. If
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they do, and their view harbors some incoherence, then a computer
model of their view will naturally exhibit the same incoherence.

The core of Schank’s internal representation scheme, Conceptual
Dependency, involves an ACT, which is an action performed on some
OBJECT. The actor is known as a PICTURE PRODUCER (PP).
ACTs are directed toward a LOCATION, which indicates their DI-
RECTION, and may result in an OBJECT’s being in a particular
STATE, or a RECIPIENT’s coming to possess an OBJECT. From
these ingredients, a conceptualization may be formed, i e., a representa-
tion structure which indicates what was done by whom, to what, etc.

These ingredients of CD theory sound suspiciously close to categories
of natural language, but Schank takes pains to insist that the conceptual
level is extralinguistic:

We have required that the meaning representation that we use be language-free . . . . [W]e
began to believe that language and thought were separable structures (Schank 1975, p.
7).

What does this mean? In its most benign sense, the point would appear
to be that internal representations are not identical to natural language
sentences. But while this may be true under a narrow interpretation,
Conceptual Dependency vocabulary bears a striking relationship to
familiar terms in natural language. Consider, for instance, the eleven?
primitive ACTs in CD theory (Schank 1975, pp. 40-44; Schank 1981,
pp. 17-25):

Physical ACTS

PROPEL Apply a force to

MOVE Move a body part

INGEST Take something to the inside of an animate
object

EXPEL Take something from inside an animate ob-
ject, and force it out

GRASP To physically grasp an object

ACTS That Cause State Changes

PTRANS To change the location of something
ATRANS To change an abstract relationship
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ACTS Used Primarily as Instruments of other ACTS

SPEAK To produce a sound
ATTEND To direct a sense organ toward a particular
stimulus

Mental ACTS

MTRANS To transfer information
MBUILD To create or combine thoughts

Schank’s assumption is that the meaning of action-sentences can be
captured by way of these eleven primitives. Consider, for example, the
sentence ‘John ate a frog’. Its CD analysis looks like this (Schank 1975,
p. 24):

— mouth John
JOHN <= INGEST «2froge2— -
LY MOVE
0
hand
TJL
Y mouth

JOHN is the PP; INGEST is the ACT, and the symbol ‘<=’ marks a
mutual dependency relation. The OBJECT of the ACT is designated
by ‘frog’; ‘D’ indicates the ACT’s DIRECTION; and the INSTRU-
MENT of John’s ACT is yet another ACT in which JOHN MOVEd
his hand.

In what sense is this representation scheme ‘extralinguistic’? To be
sure MTRANS and MBUILD are not (so far as 1 know) terms of any
natural language, and MOVE is defined more restrictively than its
English language counterpart, although the meaning of INGEST offers
no surprise. JOHN, according to Schank, is not the English name
‘John’, but rather a pointer to all the information that we have about
John (apparently, a reduction of objects to bundles of properties is
ultimately envisaged®). But if the categories just outlined actually repre-
sent the categories in which we think, there is little evidence that it is
‘language-free’; indeed, it seems perverse to maintain that category
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terms that can be defined are extralinguistic. Moreover, Schank offers
no argument for such a requirement. The success of his computational
models does not derive from that assumption, and other considerations
(philosophical, psychological, linguistic) may point in the opposite di-
rection. Jerry Fodor once suggested that ‘the language of thought may
be very like a natural language’ (Fodor 1975, p. 156).

The MTRANS primitive, denoting transfer of information, deserves
special notice. Information conveyed in an MTRANS is always a com-
plete conceptualization (corresponding to a proposition), with
MTRANS taking the recipient case. Information transfer here is
thought of in terms of a proximate source and a receiver. The eye, for
example, may be regarded as the proximate information source. What
is the ‘receiver’” here? Schank answers that information first goes to a
Conceptual Processor, where all conscious thoughts occur. This CP,
then, is viewed as the recipient. From the Conceptual Processor, infor-
mation may go to an Intermediate Memory (as when we remember a
telephone number just long enough to dial it), or to Long Term Memory
(in cases where we need the telephone number on a later occasion).
These sorts of mental categories have been argued for by various cogni-
tive psychologists, and some interesting experiments have been cited
in support of them. But I want to focus here for a moment on an odd
restriction that Schank imposes on Long Term Memory, or LTM. He
writes that it

contains all the information that is known by a person. We postulate that only true facts
are stored in LTM and that false things are derived from them. (Schank 1975, p. 44)

Schank’s ‘postulate’ (that only truths are stored in Long Term Mem-
ory), besides being unnecessary, has little to recommend it. After all,
whether or not something is true often cannot be perceptually discrimi-
nated by an observer, and there is no reason to suppose that false beliefs
arising in such circumstances cannot get into Long Term memory.® To
clarify, suppose that I read in an encyclopedia that Abraham Lincoln
was the sixteenth President of the United States, and suppose also that
someone else (owing to a misprint) reads in a different encyclopedia
that Lincoln was the fifteenth President. It is scarcely plausible to
suppose that the information / got goes into my L'TM. while the other
person’s information does not get represented in LTM; our relation-
ships to our respective sources of information were virtually identical.
Well, perhaps Schank means that what goes into each of our LTMs is
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not the encyclopedia’s information simpliciter, but rather the infor-
mation that the encyclopedia reported the information. (This might pro-
vide the basis for Schank’s claim that falsehoods are derived from our
stock of stored truths.) There may, of course, be situations where
this occurs, but no plausible psychological theory can insist that all
information stored in L'TM is of this kind; we frequently fail to re-
member where we got a particular piece of information. In such cases
it is the information, not the source + report, that we normally retain
in long term memory. There is evidence that Schank agrees, for he
represents the sentence ‘John read about Nixon in the Encyclopedia’
as follow (Schank 1975, p. 61):

Nixon CP(John) John
John <> MTRANS «2— [ { J-f A ke
|-< eye(John) ATTEND
fo
cye

N
ID

[

encyclopedia

Schank adds that “What John MTRANsed here were assorted unknown
facts about Nixon’; he does not say that John MTRANSed the fact that
the encyclopedia was reporting facts about Nixon. Since the putative
facts may be incorrect, but may nonetheless be accepted by John, the
‘postulate’ that Long Term Memory contains only truths is untenable.
In terms of our example, we should say also that at least some of what
goes into John’s Long Term Memory is not knowledge.

Why, then, does Schank endorse the curious doctrine that Long
Term Memory contains only truths? The primary reason, I suggest, is
that he takes himself to be proposing a knowledge representation
scheme. In Schank’s words, “*Know” is represented as “being in the
LTM of”’ (Schank 1975, p. 62). Moreover, I suggest, Schank realizes
that knowledge requires truth. Thus, in order to accommodate these
two ideas — (1) that a knowledge representation scheme is being pro-
posed, and (2) that knowledge requires truth — it is stipulated that the
system’s Long Term Memory only contains truths. From here it is not
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too difficult to conclude (as Schank in fact does conclude) that knowl-
edge and belief are ‘virtually identical’.

Although this treatment of knowledge representation is quite com-
mon in the artificial intelligence literature, it fares rather badly on two
grounds. First, by requiring that all stored propositions be true, it
ignores the question of how misrepresentation is possible, although this
is a question that models of human cognition can scarcely afford to
dismiss. And second, it fails to recognize that knowledge representa-
tion, properly conceived, involves considerably more than just the well-
organized storage of true propositions. To determine just what else is
needed comes as no easy task, as post-Gettier epistemology has made
clear. But knowledge representation systems that ignore this question
are, I submit, parading under a false banner.

Earlier, it was mentioned that CD theory provides a computational
advantage for translation from one language to another. The primitive
ACTs of CD theory are also interesting insofar as they allow for a
common representation of sentences that have significant overlapping
conceptual content. This too has a computational advantage, insofar as
allowable inferences associated with ACT primitives only need to be
stored once in the system. For example, (1) ‘John gave Mary a book’,
(2) ‘Mary received a book from John’, (3) ‘John bought Mary a book’
and (4) ‘John stole a book for Mary’ would all be diagrammed using the
ATRANS primitive (for abstract transfer of possession). This ATRANS
primitive serves as the common connecting point for probable infer-
ences concerning transfer of possession (Who has the object now? Who
had it before? Did John want Mary to have a book?), thereby obviating
the need to store the same inference rules redundantly. Of course, the
four sentences in this example have important differences of meaning
also. Such differences would tend to be brought out by different Instru-
mental case diagrams (indicating the means by which the ACT was
accomplished).

Despite the inferential (computational) advantage accruing to ACT
primitives, there are times when this approach does not work very well.
For example, one of the inferences from EXPEL is that the EXPELIled
object was previously INGESTed. But the sentence ‘John spat at Mary’
is represented in terms of John’s EXPELling saliva (Schank 1975, p.
58), although in most instances saliva is manufactured, not INGESTed.
It is hardly surprising that a mere eleven ACT primitives should fail to
capture the core meaning of most natural-language action verbs. The
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problem becomes particularly acute, however, for action terms which
operate against a background of social institutions and conventions. As
Schank acknowledges, ‘if we have ‘John kissed Mary’, our mapping of
kiss into ‘MOVE lips towards’ will not simplify the problem one bit’
(Schank 1975, p. 81). Similar points could be made about ‘“The police-
man gave me a parking ticket’ and ‘My friend has been married and
divorced three times’. In all such cases, ACT primitives appear to be
of little service; what is needed in these particular cases is knowledge
of appropriate social institutions.

Schank does not indicate how he thinks we come to possess our
representation language. Suppose, as some writers have, that it is in-
nate. In that case, one would expect its ACT categories to be universal.
This need not imply that all the categories of CD are employed in every
possible culture: in discussing the notion of transfer of ownership,
Schank remarks that ‘it is possible to conceive of a culture and therefore
a language that would have a different set of those abstract relations
or none at all (and thus no ATRANS)’ (1975, p. 55). In such an
instance, the universal ACT primitive ATRANS would simply not get
actualized. But another speculation suggests that CD might not turn
out to be universal after all: ‘If in fact, there exists a culture where life
is viewed as a continuum rather than a series of distinct actor-action
events, Conceptual Dependency would not do as a conceptual model
of such a culture’ (Schank 1973a, p. 206). In that case, Schank’s re-
course would presumably be either to hold (1) the (very unparsimoni-
ous) view that each of us has multiple innate representation languages,
perhaps only one of which actually gets employed by a given individual,
or (2) that the representation language is not innate. On the latter
alternative, one’s representation language would presumably be ac-
quired in a linguistic environment, which raises the suspicion that it
may not really be a necessary condition for the understanding of natural
language (cf. Fodor 1975, Chap. 2, for further arguments). For if the
representation language itself could be acquired (without an underlying
language), why could a natural language not be acquired this way also?

3. CONCEPTUAL SYNTAX

Despite the subordination of natural-language syntax t» meaning in
Schank’s sentence analyzer, there is considerable emphasis given to the
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formal structure of Conceptual Dependency diagrams. Here are some
examples (Schank 1975, pp. 38-9):

(1) PP > ACT

(0]
(2) ACT <—— PP

—> PP,
3) ACT <«

—> PP,

—> PP,
4) ACT <

— PP,

72N
(5) ACT «

Y

Rule (1) says that Picture Producers (usually, animate agents) can
perform actions; Rule (2) means that ACTs can have objects; Rule (3)
means that ACTs can have directions (a variable in place of PP, or PP,
indicates an unknown position). Rule (4) indicates that ACTs can have
recipients. And Rule (5) says that ACTs have instruments that are
themselves complete (completeness is shown by the double lines be-
tween two arrowheads). Rules (2) through (5) collectively represent
conceptual cases — modifiers of ACTs — and a specific number of them
(either two or three) is required by every ACT.

In some instances, the CD syntax rules permit a particular structure;
in other cases they require it. One such requirement involves the
Instrumental case. Returning to the CD representation of ‘John ate a
frog’, notice that while the Instrumental case depiction is a reasonable
inference, it does not represent information explicitly given in the
sample sentence (John could have done this even though he possessed
no hands). In fact, although Schank will insist that ACTs always have
instruments, he frequently omits their depiction in instances where the
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instrument was not expressly specified, and cannot be known with
virtual certainty.” If the instrument is not filled in by the analysis of a
sentence into CD, it can be obtained by an inference mechanism that
relies on default judgments.

Whether or not instrumental ACTS are explicitly shown, however,
the requirement that every ACT must have an Instrumental case en-
counters a familiar logical difficulty.® Since the instrument of an ACT
is itself a complete (and distinct) conceptualization, the occurrence of
one ACT will actually require an infinity of ACTs. For example,
suppose that John eats ice cream, and that the instrumental ACT is
his moving a spoon to his mouth. Now, the conceptual representation
of ‘John moves a spoon to his mouth’ will itself require an instrument,
c.g., ‘John activates the muscles in his arm’, and so on. The problem
is that if the performance of any given one ACT presupposes an infinity
of ACTs, no ACTs will be possible at all. Schank, unfortunately,
views the Instrumental case requirement only as providing a notational
inconvenience:

Since an analysis of this kind is not particularly useful and is quite bothersome to write,
we do not do so. Rather, whenever we represent a conceptualization we only diagram the
main conceptualization and such instrumental conceptualizations as might be necessary to
illustrate whatever part we are making (Schank 1975, p. 33; cf. Schank 1973a, p. 201).

He continues:

|Tihe ACT in a conceptualization is really the name of a set of sequential actions that it
subsumes (and are considered to be part of it). These instrumental conceptualizations
are not causally related sincc they are not actually separable from each other. In actuality,
they express one event and are thus considered to be part of one conceptualization. The
rule is then, that one conceptualization (which may have many conceptualizations as part
of it) is considered to be representative of one event (/bid., p. 34, italics added).

It is certainly plausible to maintain that the name of an event somehow
encompasses its constituents, as the phrase ‘the third game of the 1988
World Series’ might subsume a variety of events making up that baseball
game. It is true also that in ordinary circumstances we do not carry the
analysis of an act into its constituents very far. But these points do
not obviate the fact that the Instrumental case requirement is logically
committed to an infinity of constituents for any ACT. Each of those
constituents must in turn be an ACT performed by an agent. Moreover,
it is not at all clear what Schank means in claiming that the subsumed
instrumental conceptualizations are not ‘actually separable’, since he
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also maintains that they are sequential. If they are sequential, they
certainly are separable, and they should therefore at least be candidates
for causal interaction. In short, the universal requirement of Instrumen-
tal cases is highly problematic.”

4. PERCEPTION AND IMAGE-REPRESENTATION

As noted earlier, MTRANS involves the movement of a conceptual-
ization into an agent’s CP, IM, or LTM, either from the CP of some
other agent, or perhaps through memory or sense perception. So, if
Mary informed Bill that his car had been wrecked, a conceptualization
is ‘transferred’ from Mary’s CP to Bill's, although the term ‘transfer’
is something