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Preface

Life and death are topics that no one takes lightly. In the cell, death by apoptosis is just as
fundamental as proliferation for the maintenance of normal tissue homeostasis. Too much or
too little apoptosis can lead to developmental abnormality, degenerative diseases, or cancers.
Although apoptosis, or programmed cell death (PCD), has been recognized for more than 100
years, its significance and its molecular mechanisms were not revealed until recently.

We have witnessed rapid progress in apoptosis research in the last decade. Apoptosis can
now be defined not only by morphology, but also by molecular and biochemical mechanisms.
As a result, there has been an information explosion in the field. On one hand, this has dramati-
cally expanded our understanding of the role of apoptosis in both biology and medicine; on the
other hand, it has made the study of apoptosis quite complicated, and sometimes confusing.
One often wonders whether findings from other laboratories can be generalized or whether the
methods used can be made applicable to other systems.

Studies of apoptosis are unusual in that the common focus on a basic process that is driven
by specific sets of biochemical machinery is studied in an array of very diverse research areas.
Investigators from different fields have documented their views of apoptosis in numerous
review articles. These reviews, published in various scientific journals, are aimed at either
summarizing the latest findings or providing brief introductions to apoptosis. However, essen-
tial information about apoptosis, such as its mechanisms and pathophysiological roles, has yet
to be presented in a systematic and concise way. This has posed a great hurdle to many
investigators who want to enter this field or to apply the knowledge to their own research, and
are not sure where and how to begin.

Essentials of Apoptosis: A Guide for Basic and Clinical Research serves as a starting point
for those investigators who are relatively new to apoptosis research. Therefore, instead of
describing detailed findings in one specific field, we present the concepts, the molecular
architecture (the molecules and the pathways), and the pathophysiological significance of
apoptosis. Controversial results are presented only if they are related to the essential process.
In addition, standard biochemical and cellular approaches to apoptosis research are described
as a guideline for bench work. Essentials of Apoptosis: A Guide for Basic and Clinical
Research is intended to provide readers with the basics of apoptosis in order to stimulate their
interests and to prepare them for the commencement of apoptosis-related research in their
chosen areas. We hope that Essentials of Apoptosis: A Guide for Basic and Clinical Research
will prove useful reading for all those interested in apoptosis research.

Xiao-Ming Yin, MD, PhD

Zheng Dong, PhD
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1
Caspases

Structure, Activation Pathways,
and Substrates

Brona M. Murphy and Seamus J. Martin

INTRODUCTION

Apoptosis, or programmed cell death (PCD), is an important counterpart to mitosis for the regula-
tion of cell numbers during development, in homeostatic cell turnover in the adult, and in many other
settings (1). Apoptosis is characterized by a series of distinct morphological and biochemical alter-
ations to the cell such as DNA fragmentation, chromatin condensation, cell shrinkage, and plasma-
membrane blebbing (2). Although it can be readily appreciated that large numbers of cells die during
development—during the sculpting processes that shape organs or form cavities, for example—it is
often less readily appreciated that cells die on a vast scale in mature organisms.

For example, billions of erythrocytes are released from the bone marrow every day, and it follows
that a corresponding number must be eliminated to make way for these new arrivals. In a similar
manner, millions of neutrophils are also replaced daily and the cells of the skin and gut epithelia are
under constant renewal. Within the adaptive immune system, activated T and B lymphocytes clonally
expand to produce many millions of effector cells upon each encounter with foreign antigen. Although
a proportion of these cells are retained as “memory” cells to help fight subsequent infections, most
are rapidly eliminated through apoptosis. For this reason, T- and B-cell numbers are maintained at
relatively constant levels throughout our lives despite almost continuous clonal expansion of specific
lymphocyte subpopulations in response to antigenic challenge.

The huge scale of this ongoing cell death would present a major problem for multicellular organ-
isms were it not for the existence of a mechanism that prevents the escape of cellular constituents
from dying cells and ensures safe removal of the dead cell corpses (3). Significantly, the phenotypic
changes that occur during numerous instances of programmed cell death, from nematodes to man, are
strikingly similar. This suggests that the molecular machinery that controls this process has been
preserved through evolution.

Studies conducted over the past 7–10 years have revealed a complex web of molecules (the death
machinery) that regulates apoptosis. The death machinery can be activated by diverse stimuli and has
as its central components a group of proteolytic enzymes, called caspases (cysteinyl aspartate-
specific proteases). Upon activation, the cooperative actions of the caspases produce the alterations
to the cell that we recognize as the apoptotic phenotype (4–10). Here, we discuss the caspases, how
they become activated during apoptosis, some of the controls placed upon them, and finally their
cellular substrates.
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DISCOVERY OF THE CASPASES

The discovery of a role for the caspases in apoptosis has its origins in observations made by
Horvitz’s group on the regulation of programmed cell death during development of the nematode
worm Caenorhabditis elegans (11). C. elegans is an ideal organism for the study of cell fate because
these animals have relatively few cells and are transparent, making it a relatively simple task to track
the appearance and disappearance of cells in the living animal. Initial studies established that, of the
1090 somatic cells formed during the development of an adult hermaphrodite worm, 131 of these
died during the process and were engulfed by neighboring cells. Because these cell deaths occurred at
precise locations and times during worm development, they were considered to be genetically pro-
grammed. A mutagenesis screen for genes involved in regulating programmed cell death in C. elegans
yielded a series of 14 worm mutants (ced-1 to ced-10, nuc-1, ces-1, ces-2, egl-1) that exhibited defects
in various aspects of the cell death process (reviewed in 11) (see Chapter 9).

Three of the genes that were discovered using this approach—ced-3, ced-4, and ced-9—were
found to occupy a particularly central position in the programmed cell-death pathway. Mutant worms
carrying defective ced-3 or ced-4 genes exhibited almost no developmentally related cell deaths and
so possessed many extra cells. This suggested that ced-3 and ced-4 were positive regulators of the
cell-death program—their genes either encoding toxic proteins or somehow activating molecules
lethal to the cells in which they were expressed. In contrast, mutations that inactivated the ced-9 gene
were lethal owing to extensive death of cells that would have normally survived, suggesting that the
ced-9 gene product was a negative regulator of cell death. Further support for this interpretation was
provided by observations on animals carrying a gain of function ced-9 mutation in which all pro-
grammed cell deaths were blocked.

Sequence analysis of the ced-3 and ced-4 genes did not provide any major clues concerning their
function until it was discovered in 1993 that ced-3 was homologous to a then recently cloned human
gene that encoded interleukin-1β (IL-1β)-converting enzyme (ICE), an aspartate-specific protease
that was responsible for conversion of pro-IL-1ß to its mature form (12,13). Although it was soon
reported that ectopic expression of Ice in rodent cells resulted in apoptosis (14), the significance of
this observation was undermined by experiments that demonstrated that the introduction of almost
any protease into cells resulted in a similar outcome (15).

More convincing evidence for protease involvement in apoptosis was provided by observations by
a number of groups that certain proteins were specifically proteolysed during apoptosis, typically
after aspartate residues (16–20). Further supportive evidence for a role for ICE in apoptosis derived
from studies that utilized tetrapeptide inhibitors (YVAD) of this protease (21–23). Exposure of cells
to aldehyde or ketone derivatives of this tetrapeptide partially protected from apoptosis in a number
of contexts. Moreover, a naturally occurring inhibitor of ICE—the poxvirus-derived CrmA protein—
was also found to be a potent inhibitor of several forms of apoptosis (24,25). However, considerable
doubt was cast upon the view that ICE played a central coordinating role in apoptosis when it was
found that ICE null mice were phenotypically normal, with few, if any, defects associated with cell
death regulation (26,27). These and other observations stimulated a search for other ced-3/ICE
homologs (now called caspases) that played a more direct role in the regulation of mammalian
apoptosis and several were soon discovered.

THE CASPASES: AGENTS OF CELLULAR DEMOLITION

Caspases are proteases that use cysteine as the nucleophilic group for substrate cleavage and cleave
peptide bonds on the carboxyl side of aspartic acid residues (6,8,9,28). To date, 11 human caspases
have been identified and these proteases appear to comprise a complex proteolytic system, rather like
the clotting or complement systems (7,30). Stimuli that trigger apoptosis all appear to do so through
caspase activation. Activated caspases can promote activation of other members of the caspase fam-
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ily and proteolysis of a diverse array of cellular proteins, all of which contributes to the controlled
collapse of the cell.

Caspases are synthesized as inactive proenzymes that require proteolytic processing at internal
Asp residues for full catalytic activity (Fig. 1). Structurally, the caspases are organized into a
prodomain region, a large subunit, and a small subunit. Upon activation, the large and small caspase
subunits are released from the proenzyme by cleaving an Asp-X bond between the prodomain and
large subunit. Similarly, the large and small subunits are separated via a second cleavage event at an
Asp-X bond between these two domains. The presence of Asp residues at the internal cleavage sites
enables certain caspases to auto-activate or to be activated by other caspases as part of an amplifica-
tion cascade (discussed in detail later). Active caspases are generally tetrameric, comprised of two
large and two small subunits, and therefore possess two active sites. All caspases contain a pentapep-
tide surrounding the active site cysteine of general structure QACXG, where X is R, Q, or G.

The mammalian caspases can be divided into two broad families; those that are thought to play a
central role in apoptosis (caspases-2, -3, -6, -7, -8, -9, -10, and -12) and those most closely related to
caspase-1 (ICE), whose primary role seems to be in cytokine processing (caspases-1, -4, -5, and -11).
The caspases involved in apoptosis can be further subdivided into either upstream/initiator caspases
or downstream/effector caspases based on the length of their prodomains. The basic premise of this
classification is that long prodomain caspases (such as caspases-2, -8, -9, and -10) are more likely to
act as initiator caspases as they can be recruited to caspase-activating molecules (such as FADD or
Apaf-1) through CARD (caspase recruitment domain) or CARD-like motifs in their pro-domain
regions. Short prodomain caspases (such as caspases-3, -6, and -7) that do not possess CARD motifs
are therefore less likely to be proximally activated in cell-death pathways. Such a scheme, however,
oversimplifies caspase classification. For example, although caspases-8 and -9 do act as initiator
caspases, caspase-2 has yet to be shown to play a decisive role as an upstream initiator caspase in any
context. In fact, studies using CASP-2–/– mice have revealed that these mice develop normally and
their cells die normally via apoptosis in response to various stimuli (31). In addition, in the mitochon-
drial pathway of caspase activation, caspase-3 (a short prodomain caspase) plays a key role in dis-
seminating and amplifying the caspase cascade (32). Moreover, CASP-3–/– mice exhibit perinatal
mortality owing to a gross accumulation of cells in the brains of these animals, arguing that caspase-

Fig. 1. Caspase domain structure. Caspases typically under proteolytic processing between their large and
small subunits during activation.
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3 participates in an upstream “decision to die” capacity during brain development (33). The latter
observation highlights the importance that this “effector” caspase plays in embryonic development.
Nonetheless this classification scheme does help when attempting to assign likely hierarchical posi-
tions to caspase molecules within uncharacterized activation pathways.

CASPASE ACTIVATION

The common strategy adopted to achieve apical caspase activation appears to be the formation of
complexes containing several caspase zymogens (34). This is achieved through recruitment of apical
caspases into complexes by specific adaptor proteins. This appears to facilitate activation of the
apical caspase, because “inactive” caspase zymogens possess low but detectable catalytic activity
that is sufficient to process other caspases in circumstances where sustained close proximity between
the zymogens is achieved. There are many contexts in which cells die by apoptosis and it is still
unclear as to how caspases become activated in all of these situations. However, many stimuli that
promote apoptosis appear to engage the caspases in one of three main ways, which we briefly discuss
here.

The Mitochondrial Pathway to Caspase Activation
Mitochondria act as important sensors of cellular damage (see Chapter 6). Various forms of cellu-

lar stress such as DNA damage, heat shock, and oxidative stress result in an increase in the perme-
ability of the outer mitochondrial membrane. This allows certain proteins, such as cytochrome c, to
be released from the mitochondrial intermembrane space into the cytosol. Upon release into the cyto-
sol, cytochrome c then binds to Apaf-1, a mammalian homolog of the C. elegans CED-4 protein
(35,36). The binding of cytochrome c, in association with ATP/dATP, results in a conformational
change in Apaf-1 that promotes its oligomerization (37,38). Procaspase-9 molecules can then bind to
each of the Apaf-1 monomers via CARD-CARD interactions between both proteins. This high mo-
lecular-weight complex is called the apoptosome and its formation promotes caspase-9 activation
due to the increase in the local concentration of caspase-9 zymogens. In addition, Apaf-1 appears to
act as an allosteric regulator of caspase-9, because free proteolytically processed caspase-9 possesses
little enzymatic activity. Recent evidence suggests that there are in fact seven Apaf-1 monomers in
the apoptosome, each of which has a caspase-9 dimer bound to it (38). In addition, it appears that only
one monomer of each caspase-9 dimer is catalytically active (38,39) (see Chapter 4).

Upon activation within the apoptosome, caspase-9 then propagates the caspase cascade through
activation of caspases-3 and -7. Caspase-3 in turn activates caspases-2 and -6 and the latter then
promotes activation of caspases-8 and -10 downstream (32). Caspase-3 also participates in a feed-
back amplification loop to further process caspase-9 (32,40). Thus, it is evident that once caspase-9 is
activated within the apoptosome, there is a rapid amplification of the death signal through activation
of a panoply of other caspases (Fig. 2).

Ligation of Death Receptors
Members of the death receptor family include Fas/Apo-1/CD95, tumor necrosis factor-α (TNF-α),

DR4 (TRAIL-R1), DR5 (TRAIL-R2), and DR6 (41) (see Chapter 5). The death receptors are a subset
of the TNF/NGF receptor family that contain a conserved motif, termed the death domain (DD),
within their cytoplasmic tails. These DD are responsible for recruiting adaptor molecules that, in
turn, recruit caspases to the receptor complex. In most cases, the recruited caspase is caspase-8;
however, caspase-10 may substitute in certain cases (42,43). Once again, as in the apoptosome con-
text, caspase-8 activation in the context of death-receptor signaling is thought to be owing to the
increase in concentration of caspase-8 zymogens through aggregation (44). For example, binding of
Fas ligand to the Fas receptor leads to recruitment of the adaptor molecule FADD to the cytoplasmic
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tail of Fas through DD–DD interactions. This complex is referred to as the death-inducing signaling
complex (DISC; ref. 45). FADD in turn binds to the prodomain of procaspase-8, through interactions
involving CARD-like death-effector domains (DED) within both proteins.

At this point, the death signal diverges in different cell types (46). The precise pathway followed
appears to be determined by the ability of caspase-8 to activate sufficient quantities of caspase-3
downstream. In type I cells caspase-8 can activate sufficient procaspase-3 and there is no require-
ment for mitochondrial participation. Active caspase-3 can then either cleave caspase-9 or directly
process caspases-2 and -6 to further disseminate the caspase cascade. In type II cells, caspase-8
activation appears insufficient to directly activate procaspase-3. Instead caspase-8 cleaves the BH3–
only protein, Bid, to generate an active ~15kDa C-terminal fragment termed tBid (47,48). tBid appears
to engage the mitochondrial pathway by stimulating cytochrome c release via Bax and/or Bak oligo-
merization and insertion into mitochondrial membranes (49). Once in the cytoplasm, cytochrome c
activates caspases as previously described for the apoptosome pathway.

Granzyme B-Induced Caspase Activation
Cytotoxic T lymphocytes (CTL) and natural killer (NK) cells contain granules that are released

onto the surface of target cells, such as transformed or virally infected cells (50). These granules
contain a variety of cytotoxic enzymes, but of particular importance are granzyme B and perforin.
Perforin is a pore-forming protein whose likely function is to facilitate the entry of other granule
components into target cells. Granzyme B is a serine protease that cleaves following aspartate resi-
dues, making caspases attractive targets. Caspase-3 was the first caspase identified as a substrate for
granzyme B (51,52). Subsequently, several other caspases have been identified as substrates for this

Fig. 2. Order of caspase activation events downstream of cytochrome c release into the cytosol (see text for
further details).
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CTL granule component in vitro (53). However, only caspases-3 and -8 have been shown to be major
substrates of granzyme B in intact cells (54,55).

In addition to caspases, granzyme B can also cleave Bid into active gtBid, which can then translo-
cate to mitochondria and provoke cytochrome c release (56–58). Indeed, from in vitro comparisons
of granzyme-B-mediated cleavage of Bid, caspase-8, and caspase-3, Bid appears to be the preferred
substrate of this CTL protease (58,59). Therefore, even though granzyme B is capable of activating
caspases directly, its physiological means of triggering apoptosis may be through activation of the
mitochondrial pathway, via Bid.

CASPASE SUBSTRATE PROTEINS

Active caspases are responsible for producing the distinctive morphological changes associated
with apoptosis through targeting several proteins within the cell for activation or inactivation.
Caspases typically recognize tetrapeptide (P4–P3–P2–P1) motifs in their substrates (e.g., DEVD,
YVAD, DEAD), the scissile bond occurring between the P1 amino acid residue and the adjacent C-
terminal amino acid in the peptide chain (8–10). Caspases have an absolute requirement for aspartate
at the P1 position, however, it is the residue at the P4 position that is the most critical in determining
the substrate specificity of the individual caspases. A list of caspase substrates with DXXD cleavage
sites is presented in Table 1. However, many substrates lacking this motif are also known (Table 2).

The list of identified substrates of the caspase family has grown rapidly and is likely to contain
several hundred proteins upon completion (see ref. 28 for a recent review). These substrates represent
an eclectic group of proteins and it is likely that only a relatively minor subset of caspase substrates
are specifically targeted during apoptosis. Thus it is likely that the majority of caspase substrates are
“innocent bystanders” and that their proteolysis contributes little to the process. For this reason, the
consequences of many of the substrate cleavage events that take place during apoptosis are still the
subject of speculation at present. However, evidence is accumulating to link specific caspase-
mediated proteolytic events with the stereotypical destructive changes that have long been known to
take place in the cell during apoptosis. The overall picture is one where the cell is coordinately
dismantled in preparation for recognition and removal by phagocytic cells. Some of the caspase
substrates that have been identified are discussed below.

Several cytoskeletal proteins such as gelsolin, fodrin, nuclear lamins A and B, Gas 2, keratin 18,
and ß-catenin are well-established caspase substrate proteins (60–66). Cleavage of such proteins may

Table 1
Caspase Substrates Possessing DXXD Cleavage Sites

Substrate Cleavage Site

PARP DEVD
SREBP DEPD
αII-Fodrin DETD
βII-Fodrin DEVD
Hsp90 DEED
Rb DEAD
Gelsolin DQTD
IκB-α DRGD
DFF45/ICAD site I DETD
DFF45/ICAD site II DAVD
Bcl-2 DAGD
Acinus DELD
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contribute to the dramatic reorganization of the cell body that takes place during apoptosis. Some of
these proteolytic event may also contribute to the production of intact cell fragments (apoptotic bod-
ies) that is seen during apoptosis.

DFF45 (DNA fragmentation factor 45 kDa) or ICAD (inhibitor of caspase-activated DNase) is a
particularly well-studied caspase substrate (67,68). The latter protein is an inhibitor of a DNase termed
DFF40/CAD (caspase-activated DNase). During apoptosis, ICAD/DFF45 is cleaved, which results
in CAD activation and subsequent degradation of DNA, a hallmark of apoptosis.

Many other caspase substrates are known but preliminary proteomic analyses of apoptotic cells
suggest that the total number may well exceed 500. Clearly much work remains done before the final
demolition phase of apoptosis is fully understood. In addition, the specific array of substrates that
each caspase is capable of targeting is still largely undefined. However, studies using cell-free extracts
depleted of specific caspases suggests that caspase-3 is the primary executioner caspase with rela-
tively few physiological substrates for caspases-6 and -7 thus far identified (69).

CONCLUSION

A major focus in the cell-death field at present is on understanding the complex mechanisms of
caspase activation and regulation within mammalian cells. Many key questions still remain to be
answered, however. For example, it is still not clear how important triggers of caspase activation,
such as p53 or c-Myc, activate the cell-death machinery. We do not understand how caspases trigger
the membrane changes that ultimately result in removal of apoptotic cells by phagocytes. It remains
unclear what proportion of the cellular proteome is targeted by caspases during demolition phase of
apoptosis. Answers to these and other questions will shed considerable light upon this fundamental
biological process. Furthermore, understanding the molecular control of apoptosis will undoubtedly
yield a new generation of drug targets for the manipulation of apoptosis in disease contexts.
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Bcl-2 Family Proteins

Master Regulators of Apoptosis

Xiao-Ming Yin, Wen-Xing Ding, and Yongge Zhao

INTRODUCTION

Apoptosis is an active process of cellular self-destruction with distinctive morphological and bio-
chemical features (1). Two major apoptotic pathways have been defined in mammalian cells: the
death-receptor pathway and the mitochondrial pathway. In the mitochondrial pathway, the Bcl-2
family proteins are perhaps the most important regulators. These proteins can also be responsible for
bridging signals from the death-receptor pathway to the mitochondrial pathway.  The Bcl-2 family of
proteins consists of both anti-apoptosis and pro-apoptosis members. While the pro-apoptosis mem-
bers serve as sensors to death signals and executors of the death program, the anti-apoptosis members
inhibit the initiation of the death program. The Bcl-2 family proteins are evolutionarily conserved,
but may accomplish these tasks by different mechanisms in different species. In addition, multiple
cellular signals can modify the activities and locations of these proteins, thus forming an intracellular
signaling network that maintains the delicate balance between life and death.

EVOLUTIONARY CONSERVATION OF BCL-2 FAMILY PROTEINS

Bcl-2, the prototype of the Bcl-2 family proteins, was the first defined molecule involved in
apoptosis. It was initially cloned from the t(14;18) breakpoint in human follicular lymphoma (2–4).
Although its role as a proto-oncogene was quickly realized, its biological function as an anti-apoptosis
gene was not realized until some years later (5,6). A number of proteins were soon discovered that
share sequence homology with Bcl-2, but only some of those engage in anti-apoptosis activities;
others actually promote apoptosis (see Table 1).

Notably, this family of proteins is evolutionarily conserved. A number of viruses encode Bcl-2
homologs, including most, if not all, gamma herpes viruses (7). Most of these viral homologs are
anti-apoptotic, probably because viruses need to keep the infected cells alive for latent and persistent
infection (7,8). The nematode Caenorhabditis elegans has its own sequence and functional homologs
for a death antagonist, CED-9 (9), and a BH3-only death agonist, EGL-1 (10). On the other hand,
only prodeath homologs (dBorg-1/Drob-1/Debcl and dBorg-2/Buffy) have been described in the
Drosophila (11). These homologs are discussed in details in Chapters 9 and 10, respectively.
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One of the key features of the Bcl-2 family proteins is that members share sequence homology in
four domains—the BH1, 2, 3, and 4 domains—although not all members have all the domains
(12–15) (see Table 1 and Fig. 1). Mutagenesis studies have revealed that these domains are important
for the various molecular functions and for protein interactions among the family members. The BH1
and BH2 domains are necessary for the death-repression function of the anti-apoptosis molecules,
whereas the BH3 domain is required for the death-promotion function of the prodeath molecules
(16,17). In addition, the BH4 domain, which is present mainly in the anti-apoptosis molecules, is also
important for death-inhibition functions (14, 15).

The prodeath molecules can be further divided into those with only the BH3 domain and those
with multiple domains. It seems that the so-called “BH3-only” molecules, such as Bid, Bim, and Bad,
are sensors for the peripheral death signals and are able to activate the “multidomain” executioner
molecules, Bax or Bak (17–20). This process in some ways resembles the caspase cascade, in which
the initiator caspases activate the effector caspases.

BCL-2 FAMILY PROTEIN INTERACTIONS AND THEIR FUNCTIONAL
SIGNIFICANCE

Protein Interactions Among Bcl-2 Family Members
The Bcl-2 family proteins can interact with each other and also with several other proteins. In fact,

the first pro-apoptosis Bcl-2 family protein, Bax, was cloned based on its interaction with Bcl-2 (21).
Many other Bcl-2 family proteins were also cloned based on this type of interaction. A number of
methods have been utilized to determine such interactions, including yeast two-hybrid, co-immuno-
precipitation, and GST pull-down assay. Interpretation of the protein–protein interactions observed
in vitro sometimes can be complicated. For example, it was found that the in vitro interaction of Bax
with Bcl-2 occurred only in the presence of detergent, which caused a conformational change of Bax
(22). It is not certain whether or not interactions among other Bcl-2 family proteins in vitro will be

Table 1
The Bcl-2 Family Proteins

Function Organisms Members BH domainsa

Anti-apoptosis Mammals Bcl-2, Bcl-XL, Bcl-W, Mcl-1, Multidomain
A1/Bfl-1, Boo/Diva,
Bcl-B/Bcl-2L-10/Nrh

C. elegans CED-9
Virus E1B-19K (Adenovirus), BHRF-1(EBV),

KS-Bcl-2 (HHV8), ORF16 (HSV),
LMW5-HL (ASFV)

Xenopus XR1, XR11
Pro-apoptosis Mammals Bax, Bak, Bok/Mtd, Bcl-xS, Bcl-GL Multidomain

Bad, Bid, Bik/Nbk, Blk, Hrk/DP5, BH3-only
Bim/Bod, Bmf, Nip3/BNIP3,
Nix/Bnip3L, Noxa/APR, PUMA, MAP-1,
Bcl-GS

C. elegans EGL-1 BH3-only
Drosophila dBorg-1/Drob-1Debcl, dBorg-2/Buffy Multidomain

aMultidomain family proteins may contain more than one BH domain, whereas BH3-only members contain the BH3
domain only. Domain structures of representative Bcl-2 family proteins are depicted in Fig. 1.
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affected by the detergent. However, the authenticity of such interactions may be verified by an in
vivo interaction system, such as the yeast two-hybrids, which do not involve the use of detergent
(23,24). In addition, interactions among the family members, such as Bcl-2 and Bax, likely occur on
membranes in vivo, where a proper conformation enabling them to interact may be formed as the
result of activation by death signals (22,25–28).

Based on these analyses, several interaction types can be defined. The most common type is the
interaction between the antideath and prodeath members, such as Bcl-2 vs Bax (21) or Bid (29). This
interaction can result in antagonistic action of the two types of molecules and thus could set a rheostat
control of the death program (30). Interestingly, not all antideath molecules can interact with all
prodeath molecules. It seems that some members of one group will preferentially bind to some mem-
bers of the other group. For example, the antideath molecule Bcl-B binds to Bax, but not to Bak (31).
On the other hand, the prodeath molecule Bok/Mtd binds to Mcl-1 and to BHRF-1, but not to Bcl-2,
Bcl-xL, or Bcl-W (32). Correspondingly, these molecules may only antagonize the function of those
molecules to which they bind (31,32). This type of selectivity suggests that specific amino acids
required for particular interactions may only exist in some but not all of the family members. In
addition, it may also suggest that in certain tissues and for certain death stimuli, a specific set of
Bcl-2 family proteins is critically involved.

The second type of interaction occurs between two prodeath members, usually one BH3-only
molecule and one multidomain molecule, such as Bid to Bax (29) or Bak (33), MAP-1 to Bax (34),
and BimS or BimAD to Bax (35). Such interactions could be important for the activation of the multi-
domain executioner molecules, Bax or Bak, by the BH3-only sensor molecules (28,33). A further
discussion of the functional significance of this type of interaction is given below.

The third type of interaction is multimerization of the same molecule. This has been observed in
both antideath molecules, such as Bcl-2 or Bcl-XL (12,23,24,36), and prodeath molecules, such as
Bax, Bak, and MAP-1 (25,33,34,37). The ability of Bax or Bak to oligomerize has been considered
an important factor in their role as a mitochondrial channel for releasing mitochondrial apoptotic
factors such as cytochrome c (33,37). A more detailed discussion can be found in Chapter 6.

The Importance of BH Domains in Bcl-2 Family Protein Interactions
BH domains are critically involved in protein interactions among family members.  The BH1 and

BH2 domains of the antideath molecules seem to interact with the BH3 domain of the prodeath
molecules (12,13,29), with the latter serving as the donor for the “pocket site” of the former, as
suggested by the structural studies (see ref. 16 and next section). Similarly, the domains involved in
the interactions between two prodeath proteins, such as Bid and Bax, are the BH3 domain of the
BH3-only molecule and the BH1 and/or BH2 domain of the multi-domain molecules (29). Mutations
at one of the domains can usually disrupt such interactions. However, it may be necessary to intro-
duce mutations in all the BH domains of a particular antideath molecule to disrupt its interaction with
a prodeath molecule (34). At other times, regions outside of the BH domain may be required for
interactions, such as the interaction between BNIP1 and Bcl-XL (38). Critical amino acids have been
defined in each BH domain, such as Gly145 in the BH1 domain, Trp188 in the BH2 domain of Bcl-2,
and Gly94 in the BH3 domain of Bid (12,29).

Interestingly, certain amino acids are used selectively in one molecule for interacting with differ-
ent partners, and this selective use is of functional significance. For example, although Bcl-XL can
bind to both BH3-only molecules (such as Bid and Bad) and multidomain molecules (such as Bax
and Bak), certain amino acids (Phe131 and Asp133) seem to be important for binding to BH3-only
molecules, but not to Bax (20,39). The mutant (F131V, D133A) will bind to Bid, Bad, or BimL, but
not to Bax. The mutant, however, retains the antideath function, and it may block the activity of the
BH3-only molecules (20). In addition, variations in certain key amino acids could result in different
affinities in binding to the same molecule, which occurs with two Bcl-2 isoforms in binding to Bak or
Bad-derived BH3 peptides (40).
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Interactions Between Bcl-2 Family Proteins and Other Proteins
The Bcl-2 family proteins can also interact with several other proteins. On one hand, some of these

proteins can sequester the BH3–only molecules in the cytosol; specifically, 14–3–3ε binds to phos-
phorylated Bad and prevents it from translocating to the mitochondria (41). In addition, the dynein
light chain complex 1 or 2 retain BimEL/BimL or Bmf in the microtubular dynein motor complex or
actin filamentous myosin V motor complex, respectively (42,43). On the other hand, some of the
binding partners can be regulated by the Bcl-2 family proteins for their functions. These may include:
CED-4, as inhibited by CED-9 (44); calcineurin, as inhibited by Bcl-2 (45); calcineurin, as inhibited
by Bcl-XL (46); and VDAC, as activated by Bax (47). In these cases, the Bcl-2 family proteins prevent
caspase (CED-3) activation (44), inhibit cell-cycle progression (45), prevent FasL transcription (46),
or induce mitochondrial permeability transition (47), respectively. Finally, a group of proteins may
serve as bridges between the Bcl-2 family proteins and other cellular proteins. For example, Bcl-XL

may bind to BAR to regulate the activity of caspase-8 (48), and may bind to Aven to regulate the
activity of Apaf-1 (49). Bcl-2 or Bcl-XL may also bind to Bap 31 at the site of the endoplasmic
reticulum to regulate the activity of caspase-8 (50).

THE CRYSTAL AND SOLUTION STRUCTURE OF BCL-2 FAMILY PROTEINS

The crystal and solution structures of several Bcl-2 family proteins, Bcl-XL, Bcl-2, Bax and Bid,
have been defined (see refs. 40,51–56 and Chapter 4). One of the common structural features is that
these proteins are all composed of alpha helices and assume a similar conformation (Fig. 1). The
alpha helical structures consist of central hydrophobic helix (helices) surrounded by multiple
amphipathic helices. Such an arrangement of alpha helices is similar to that of the membrane-translo-
cation domain of bacterial toxins, in particular diphtheria toxin and the colicins, which suggests that
the Bcl-2 family proteins may have a pore-forming function. Indeed, all four proteins tested showed
channel activities in vitro on lipid bilayers or liposomes. This activity may relate to the function of
these molecules in regulating mitochondrial permeability (see Chapter 6).

One major structural difference between the multi-domain proteins, Bcl-2, Bcl-XL and Bax, and
the BH3-only protein, Bid, is that the BH1, BH2, and BH3 domains form a hydrophobic pocket in the
multi-domain proteins, but not in the BH3-only proteins. This suggests that the BH3 domain of Bid
or any other BH3-only protein may function as a “donor” in its interaction with the multi-domain
proteins, whose hydrophobic pocket can serve as an “acceptor.” Indeed, when a BH3 peptide derived
from Bak is in complex with Bcl-XL, it binds to this hydrophobic pocket (52).

Differences in the structural topology and electrostatic potential of the hydrophobic pocket exist
between Bcl-2 and Bcl-XL, despite their overall similarity in solution structure. This is consistent
with the finding that the two molecules have different affinities to various interacting molecules
(40,51,56). Such a difference even exits between two different isoforms of human Bcl-2 (40), and
between the human Bcl-2 and its viral homolog, KSHV Bcl-2 (56). These variations within an overall
conserved structure are compatible with the conserved anti-apoptosis function, but are also indicative
of emphasis on different strategies to achieve this function.

The multidomain prodeath molecule, Bax, has a structure very similar to that of Bcl-XL (55). It is
not clear how Bax functions in opposition to the antideath molecules. One clue from the structural
study is that the full-length Bax actually has a conformation similar to that of C-terminal-truncated
Bcl-XL binding to a Bak BH3 peptide. The transmembrane domain of Bax is actually occupying its
own hydrophobic pocket. It is known that Bax needs to be activated through conformation change for
its pro-apoptotic function (22,28), and it is likely that the solution structure of an activated Bax would
be quite different from that of a quiescent Bax. The transmembrane domain of Bax may be released
when Bax changes its conformation, thus freeing the hydrophobic pocket for interaction with other
Bcl-2 family proteins, such as Bid, and/or exposing the BH3 domain to exercise the prodeath func-
tion. The latter possibility is further confirmed in Bid, which has assumed an overall conserved struc-
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ture before activation (53,54). However, activation of Bid by proteolysis can cause the exposure of its
BH3 domain for its killing function (16,54). In contrast, the anti-apoptosis molecules usually have
their BH3 domain buried, which may explain why they are not apoptotic. It can be postulated that if
their BH3 domain is ever exposed, these molecules may also assume pro-apoptotic functions. Indeed,
when Bcl-2 or Bcl-XL are cleaved by caspase-3 to remove the N-termini, they are endowed with
apoptotic abilities (see below) (57,58).

REGULATION OF BCL-2 FAMILY PROTEINS

Regulation of Expression
Because of the potent effects of Bcl-2 family proteins on the balance of life and death, cells impose

strict regulations on the expression and activity of these molecules. Whereas certain antideath or
prodeath molecules are expressed constitutively in cells, others are expressed only following death
stimuli. This is particularly true for a number of pro-apoptosis molecules. For example, DNA damage
can induce the expression of Noxa and PUMA in a p53-dependent manner (59–61). Upregulation of
prodeath molecules can also be developmentally regulated; an example is EGL-1, which is required
for the death of the HSN neurons in the male C. elegans (10) (see Chapter 9). Similarly, deprivation
of nutritional factors can also induce expression of pro-apoptosis molecules. For example, Hrk/DP5
or BimEL can be induced in cultured sympathetic neurons following NGF withdrawal (62). Whereas
the death signals for the upregulation of BH3-only molecules may be specific, those that can
upregulate the multidomain molecule, Bax, are often more diverse, suggesting that Bax is involved in
the common death pathway (see below).

Expression of anti-apoptosis molecules can be induced by survival signals or inflammatory sig-
nals, which may occur in a cell-specific or time-specific manner. For example, Mcl-1 can be
upregulated by GM-CSF in myeloid cells (63,64), and A1 can be induced in endothelial cells or
neutrophils in response to phorbol esters, LPS, tumor necrosis factor-α (TNF-α), interleukin-1
(IL-1), or G-CSF (65–67). Expression of Bcl-XL and Bcl-2 in thymocytes and mature T-cells is a
good example of how homeostasis can be maintained by differential expression of these genes in a
temporal-specific manner (68). Thus Bcl-XL, but not Bcl-2, is preferentially expressed in immature
CD4/CD8 double-positive cells. On the other hand, Bcl-2, but not Bcl-XL, is expressed in mature
CD4 or CD8 single-positive cells. However, expression of Bcl-XL is upregulated in activated mature
T-cells. This probably allows the activated cells to survive for their immune functions (69).

Regulation Through Alternative Splicing
A puzzling fact of the regulation of the Bcl-2 family protein is alternative splicing. A number of

these proteins, including pro- and antideath members, can be expressed in different forms. For some,
the different spliced forms can have opposite functions, such as Bcl-XL vs Bcl-XS (70), and Mcl-1L vs
Mcl-1S (71). For others, alternative splicing does not alter the prodeath or antideath nature of the
product, only its potency. The long form of Bcl-2, Bcl-2α, is more potent than the short form, Bcl-2ß
(72); however, the short form of Bim, BimS, is much more potent than the long form, BimL, or the
extra-long form, BimEL (73). BimS and another newly defined Bim splicing variant, BimAD, may
also activate the mitochondria by different mechanisms from other forms of Bim (see below). In no
case is it clear how the alternative splicing is regulated. Tissue-specific or signal-specific mecha-
nisms may be involved. For example, Bcl-GL is widely expressed, but Bcl-GS is only found in testis
(74). Thus, it is possible that splicing variants could regulate apoptosis in a temporal- and/or spatial-
specific way.

Regulation Through Post-Translational Modifications
Post-translational modification is probably the most significant mechanism regulating the activi-

ties of the Bcl-2 family proteins. This is particularly important for those prodeath molecules that are
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normally expressed in a healthy cell. These modifications often occur in response to death or survival
signals and mainly include proteolytic cleavage and phosphorylation. In addition, protein conforma-
tion changes or degradation could be also induced as a post-translational event in response to the
signals.

Subcellular Translocation of Prodeath Molecules Resulting from Activation by
Post-Translational Modifications

One of the main outcomes of the post-translational modifications is the translocation of the modi-
fied death agonists to the mitochondria, as in the case of Bax, Bid, Bim, and Bad. In such cases, the
Bcl-2 family proteins serve as sensors to the external death signals and transmit those signals to the
mitochondria.

The first type of post-translational modification is conformation change, which, for Bax, is the
first step in response to death signals (22,27,74a). This change may be due to an elevated cytosolic
pH (26). Cellular alkalinization may alter the ionization of key amino acid residues at the N- and C-
termini, thus breaking the intra-molecular interactions maintained by the ionic force. The conforma-
tion change allows the exposure of the two termini, and the availability of the hydrophobic C-terminus
now confers on the molecule the ability to target the mitochondrial membrane (26). The insertion of
Bax seems to be also greatly facilitated by the presence of another prodeath molecule, Bid, which
may induce further conformational change of the molecule (37,75).

Translocation of Bid is dependent on caspase cleavage, which is the second type of post-
translational modification. Bid is a BH3-only pro-apoptosis Bcl-2 family protein normally present in
the cytosol (29). Bid is activated by caspase-8, usually following the activation of Fas or TNF-R1
(76–78). The cleavage occurs at the so-called “loop region” (aa 43–77) (53) (Fig. 1), which is also
susceptible to cleavage by granzyme B (Asp75) and lysosomal enzymes (Arg65) (79). The 15 kD
carboxy-terminal caspase-8-cleaved fragment of Bid (aa 60–195), called tBid, can be further
myristoylated at Gly60 near the N-terminus (80). The modified Bid can now efficiently translocate to
mitochondria. This newly acquired ability may be owing to the appearance of a large hydrophobic
surface that was previously buried but revealed by the protease cleavage (16,54). The changes in
hydrophobic exposure and the related surface charges, together with the myristoylation, contribute to
the translocation and integration of tBid into the mitochondrial membranes.

The third type of post-translational modification that results in subcellular translocation is phos-
phorylation and dephosphorylation. This is exemplified by Bad, which is also a BH3-only prodeath
molecule (81). The subcellular localization of Bad depends on its phosphorylation status. In the pres-
ence of a growth factor, such as IL-3, Bad can be phosphorylated (41). There are two main phospho-
rylation sites in Bad. While Ser136 seems to be mainly phosphorylated by Akt/PKB, a serine-threonine
kinase (82,83), the site of Ser112 is phosphorylated by a cAMP-dependent kinase (84). When phos-
phorylated, Bad binds to a cytosolic protein, 14–3–3, and is trapped in the cytosol. Subsequent to a
death stimulus, such as IL-3 deprivation or calcium influx, dephosphorylation occurs through certain
phosphatases, such as calcineurin (85). De-phosphorylated Bad disassociates from 14–3–3 and trans-
locates to mitochondria, contributing to cell death (41).

There are other mechanisms to induce translocation of Bcl-2 family proteins. For example, trans-
location of BimEL/BimL from the microtubule-associated dynein motor complex to the mitochondria
can be induced by cytokine withdrawal, chemicals such as taxol, or ultraviolet (UV)-irradiation (43).
Another BH3-only molecule, Bmf, can be activated by anoikis or UV-irradiation. Bmf is released
from myosin V motor complex and translocated to the mitochondria (42). In both cases, it seems that some
noncaspase proteases are involved to release these molecules from their normal location in cells.

Post-Translational Modification Inactivating Bcl-2 Family Proteins
There are no reports indicating that post-translational modifications can affect the subcellular

locations of the antideath Bcl-2 family proteins, which are usually present either exclusively or par-
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Fig. 1. Schematic representation of Bcl-2 family proteins. The structural features of three Bcl-2 family members, Bcl-XL, Bax, and Bid are shown. They
represent the three subgroups of the family proteins: the multidomain anti-apoptosis molecules, the multidomain pro-apoptosis molecules, and the BH3-only pro-
apoptosis molecules, respectively (see Table 1). These molecules are composed of alpha helical structure with 1–2 central hydrophobic helix (helices) surrounded
by 6–8 amphipathic helices (51,53–55). The α7 helix of Bcl-XL (55) is also called α6’ helix (56). A large, flexible loop is present in all three molecules, with a
length of 18–67 amino acids. The loop is known to be a regulatory domain, sensitive to protease or kinase effects. The Bcl-2 homology domains 1–4 are
distributed either in one alpha helix or across two alpha helices. They are involved in protein-protein interactions. Other alpha helices are involved in membrane
binding (the TM domain in Bcl-XL or Bax), membrane targeting (the alpha helices 4–6 in Bid), or pore-forming (the alpha helices 5–6 in Bcl-XL). Overall the
structural features are conserved among the Bcl-2 family members, but variations are present as to the number of alpha helices, the arrangement of the helices, the
length of the loop, and the number of BH domains. See text for details.
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tially in intracellular organelles. But modifications do occur in response to death stimuli, which can
result in inactivation of the molecules or even convert them to prodeath molecules.

Both Bcl-2 and Bcl-xL can be phosphorylated by death stimuli. The phosphorylation seems to
occur on serine residuals in the so-called loop region, which is between the first and second alpha
helices (Fig. 1) (51,86–88). The phosphorylation results in decreased anti-apoptotic activities of either
Bcl-2 or Bcl-XL (88), e.g., by reducing their ability to interact with Bax (89). The chemothera-
peutic drug taxol is well-known for its ability to inactivate Bcl-2 by inducing its phosphorylation
(86,88).

Recently, Hardwick and colleagues found that both Bcl-2 and Bcl-XL could be also subject to
caspase cleavage (57,58). Caspase-3 is the main caspase that cleaves these molecules, again at the
loop region. The cleavage does more than merely inactivate the function of these molecules; it actu-
ally confers on them an ability to induce apoptosis. Thus, the C-terminal fragment of Bcl-2 or Bcl-XL

(tBcl-2 or tBcl-XL) is able to induce apoptosis. Furthermore, cleavage-resistant molecules, which are
engineered through site-directed mutagenesis to delete the caspase-3 recognition site, exhibit stron-
ger anti-apoptotic activity (57,58). It seems that the altered tBcl-2 or tBcl-XL may not contribute to
cell death at the early initiation stage, because the modification occurs only after caspase activation.
However, these truncated molecules can further accelerate the death process.

The prodeath molecules can also be inactivated by post-translational modifications. Bid can be
phosphorylated by casein kinase I or II at the loop region (Ser61 and Ser64), which results in the
resistance of Bid to being cleaved by caspase-8 (90). Phosphorylation-resistant mutant (S61A, S64A)
is more cytotoxic than the wild-type molecule, reflecting that this type of phosphorylation could
probably be physiologically relevant. In another example, phosphorylation of Bad causes the mol-
ecule not only to be trapped in the cytosol by 14–3–3 (see above) but also to be inactivated. The latter
is accomplished through phosphorylation at Serine155, which is in the middle of the BH3 domain.
This can render Bad unable to interact with Bcl-XL, thus losing its activity (91,92).

CONTROL OF APOPTOSIS BY BCL-2 FAMILY PROTEINS

Mitochondria as the Major Targets
The Bcl-2 family proteins can be localized in the mitochondria either constitutively or by induc-

tion (16,17). This is consistent with the current knowledge that the Bcl-2 family proteins regulate
apoptosis mainly via their effects on mitochondria. Certainly, Bcl-2 molecules have also been found
in other subcellular locations such as endoplasmic reticulum (ER) and thus can regulate the contribu-
tions of these organelles to apoptosis (93). However, Bcl-2 proteins seem to be most important for the
mitochondria apoptosis pathway.

The activation of the mitochondria pathway is signified by the release of mitochondrial apoptotic
proteins and by mitochondrial dysfunction (16,94). Both processes are inhibited by the death antago-
nists (Bcl-2, Bcl-XL, etc.) but promoted by the death agonists (Bax, Bak, Bid, Bad, etc.). A detailed
discussion of the mitochondria activation and mechanisms can be found in Chapter 6. Briefly, the
release of the mitochondrial apoptotic proteins is due to an increase in outer membrane permeability,
which may be owing to the opening of the mitochondria permeability transition pore, the pore formed
by the Bcl-2 family proteins, such as Bax or Bak, or a pore made of the components of the two.
However, another possibility is that the Bcl-2 family proteins may regulate the transportation of key
metabolites, such as ADP and ATP, across the mitochondria and thus indirectly regulate the mito-
chondrial functions (95).

Activation of Multidomain Bax and/or Bak by BH3-Only Molecules to Induce
Mitochondrial Apoptosis

The multidomain prodeath proteins, Bax or Bak, are responsible for the induction of mitochon-
drial apoptosis. Deletion of both Bax and Bak (but not of just one of them) renders the cell completely
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resistant to all major mitochondrial death signals, including DNA damage, growth factor deprivation,
and ER stress, and to the extrinsic pathway signals mediated by Bid (18–20,96). Mice deficient in
both Bax and Bak also have defects in developmentally regulated apoptosis ([96]; also see Chapter
11). It should be noted, however, that Bax and Bak may not be completely redundant in serving their
functions. For example, in the human colon carcinoma cell line HCT116, which has mismatch repair
deficiency, apoptosis induced by nonsteroidal anti-inflammatory drugs (NSAIDs; sulindac or
indomethacin) or tumor necrosis factor-related apoptosis-inducing ligand (TRAIL) is dependent on
Bax, but not Bak (97,98). In addition, genetic deletion of Bax alone is sufficient to render sympa-
thetic neurons resistant to neuronal growth factor (NGF)-deprivation-induced apoptosis (99). One
may keep in mind that Bax is usually localized in the cytosol in healthy cells and translocated to the
mitochondria in response to death stimuli, whereas Bak seems to constitutively reside in the mito-
chondria. This distinction may contribute to the differential stimulation of Bax and Bak in certain
cases.

It now seems clear that Bax and Bak are activated by the BH3-only molecules, which are activated
by the peripheral death signals (18–20). Two models, a direct activation model and an indirect activa-
tion model, have been proposed to explain how the BH3-only molecules can activate Bax or Bak,
based on whether they interact with each other or not.

In the first model, the BH3-only molecules can directly activate the multidomain molecules, Bax
and Bak, to initiate the mitochondrial events. This model is mainly supported by the observation that
Bid induces Bax insertion into the mitochondrial membranes and its oligomerization (28,37), as well
as Bak oligomerization (33). Bid can interact with Bax, Bak, and Bcl-2 (28,29,33); however, its
apoptosis-inducing capability is dependent on its ability to interact with the prodeath multidomain
molecules but not with the antideath Bcl-2 or Bcl-XL (29). Conversely, although Bcl-XL can interact
with both Bid and Bax/Bak, its effects seem to be more dependent on its binding to Bid than to Bax,
based on the use of Bcl-XL mutants that can differentially bind to Bid and Bax (20,39). BimL was also
found to be able to induce Bak oligomerization just as Bid (20). Similarly, it seems that BimL and Bad
can also be sequestered by Bcl-XL and lose their ability to bind to Bak or Bax (20).

According to the second model, the BH3-only molecules, once translocated to the mitochondria,
may not affect Bax/Bak directly, but rather bind to the antideath Bcl-2 family proteins to antagonize
their function or to convert them to Bax/Bak-like molecules for oligomerization with Bax or Bak-
(17,19). Perhaps the best evidence for this hypothesis is that in C. elegans, the BH3-only molecule,
EGL-1, binds competitively to the antideath molecule, CED-9, so that CED-4 is released from the
binding with CED-9 to activate the caspase homolog, CED-3 (44). Whether such a mechanism oper-
ates in the mammalian system is still unknown, although it has been speculated based on the interac-
tion pattern of some of the molecules. From this aspect, it is found that BimEL (35) or Bmf (42) does
not bind to Bax, although whether they bind to Bak is not known. BimL may be able to interact with
Bak, because it can cause Bak oligomerization (20). In addition, it is not known whether Bad or Noxa
is able to interact with Bax or Bak. However, all these molecules are able to interact with Bcl-2 or
Bcl-XL, and their ability to induce apoptosis seems to depend on Bax and/or Bak (19,20,42,59,73,100).
Therefore, it is possible that these molecules may work through the second mechanism. Interestingly,
the different spliced forms of Bim may work through different mechanisms. Thus, both BimS, which
is more potent than BimEL and BimL and does not bind to the dynein motor complex, and another
newly defined Bim spliced variant, BimAD, can actually bind to Bax and cause Bax conformation
change (35). Although both BimS and BimAD can also interact with Bcl-2, mutants of BimAD that
bind to Bax but not to Bcl-2 are still apoptogenic, suggesting that BimAD can directly activate Bax
without interacting with Bcl-2 (35).
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THE PHYSIOLOGICAL ROLES OF THE BCL-2 FAMILY PROTEINS IN
DEVELOPMENT AND HOMEOSTASIS

Because of the critical functions that Bcl-2 family proteins perform in the regulation of apoptosis
induced by a variety of death signals, these proteins are important to organisms for their physiologi-
cal functions in both embryonic development and homeostasis in adult life.

Bcl-2 family proteins play a critical role in programmed cell death. The term programmed cell
death (PCD), initially defined by developmental biologists, describes the temporally and spatially
controlled death of cells during development (101). The genetic pathway of PCD was first systemi-
cally characterized in the nematode C. elegans by Horvitz and colleagues (102). The antideath mol-
ecule CED-9 is essential to the normal development of the worm, so that the loss of function mutation
of this molecule causes normally surviving cells to die, which results in embryonic lethality (103).
This essential role of antideath molecules has also been observed in mammals. Inactivation of some
mammalian anti-apoptosis genes, bcl-xL or mcl-1, leads to embryonic lethality. Whereas bcl-XL seems
to be important for the development of the neuronal and hematopoietic systems (104), mcl-1 is criti-
cal to the development of trophectoderm, important for the implantation of embryos to the uterus
(105). Although deletion of Bcl-2 from the mouse genome only results in partial lethality so that
some mice survive through the term, these mice nevertheless have significant developmental defects,
including thymic atrophy, polycystic kidney disease, and melanocyte maturation arrest that leads to
hypopigmentation (106). A number of nonlethal developmental defects have also been observed in
other genetic models where the Bcl-2 family genes were deleted by gene-targeting techniques. For
example, both bcl-lw- and bax-deficient male mice, although surviving through the term, are infertile
owing to abnormal spermatogenesis (107,108). More examples are given in Chapter 11.

Another key function of apoptosis for multicellular organisms is to maintain cellular homeostasis
during adult life. The Bcl-2 family proteins are particularly important in this aspect. For example,
many types of stem cells express Bcl-2 for long-term survival (109). Long-lived plasma cells and
memory B cells also express a high level of Bcl-2 so that they will be available to counteract any
future invasion of the organism (110). This ability of Bcl-2 to maintain cell survival over a long
period may be dangerous if it is not under tight control; indeed, the abnormal expression of this gene
can lead to oncogenesis. A chromosomal translocation (14;18) that results in a deregulated expres-
sion of Bcl-2 may be responsible for the etiology of 85% of follicular lymphomas and 20% of diffuse
B-cell lymphomas in humans (111). This finding leads to the definition of a new type of proto-
oncogene, represented by bcl-2, which does not cause abnormal cellular proliferation but affects cell
death (112). This type of proto-oncogene, when collaborating with the traditional proto-oncogenes
such as myc, could lead to highly malignant, rapidly progressive tumors as demonstrated in several
murine models (113,114). Conversely, the prodeath Bcl-2 family proteins, such as Bax or Noxa,
could serve an anti-tumor function by inducing cell death. Indeed, both Bax and Noxa are transcrip-
tional targets of the tumor-suppressor gene p53 and could mediate its tumor-suppressing function
(59,115–117). A recent study has also demonstrated that induction of apoptosis is the only mecha-
nism required for p53 to suppress tumorigenesis (118). The concept that cell death genes serve a role
in neoplasm is also helpful in dealing with cancers that have developed a resistance to chemotherapy.
Many of these cancers express high levels of anti-apoptosis Bcl-2 family proteins that inhibit
apoptosis induced by the drugs (111).

The Bcl-2 family proteins are important in enabling organisms to perform their physiological
functions in their responses to certain endogenous or exogenous stimuli. One example is that short-
lived T-cells, when activated by foreign antigens, begin to express Bcl-XL, which allows the activated
T-cells to survive for a sufficient period of time to mature for their immune functions (119). An
expression of a prodeath gene, bim, may ensure the death of these cells later on to avoid autoimmu-
nity (120). Mice with the deletion of the bim gene actually manifest autoimmune symptoms (121). In
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fact, Bim has been shown to be important to both central and peripheral tolerance of T-cells and
B-cells (122).

A similar process occurs in myeloid cells, where the anti-apoptosis molecule Mcl-1 is induced
when a differentiation process starts (63,64), and in some TNF-sensitive cells, where another anti-
apoptosis molecule, A1, is induced to prevent the toxicity of TNF (123). This temporal regulation of
the expression of selected antideath genes allows the cells to perform their specific functions without
committing suicide. On the other hand, constitutional expression of certain prodeath proteins, such as
Bax in sympathetic neurons (99), and Bid in hepatocytes (75,124), may ensure that an effective death
program is exercised when the environment becomes hostile. However, the physiological benefits of
such an arrangement to the host are not quite clear.

Finally, because Bcl-2 family proteins can interact with other proteins, they may participate in
other kind of cellular functions. One notable example is the regulation of cell-cycle progression,
which can be inhibited by the antideath molecules Bcl-2 or Bcl-XL (68) but promoted by the prodeath
molecules Bax (125) or Bad (126).

CONCLUDING REMARKS

The Bcl-2 family proteins include both anti-apoptosis and pro-apoptosis members. Despite their
significant sequence diversities, they share homology in certain BH domains. This group of proteins
is important to a number of physiological functions during normal embryonic development and dur-
ing maintenance of homeostasis. The molecular mechanisms of these proteins in regulation of
apoptosis could be as diverse as the members of the family. However, it seems that their central
function is to regulate the mitochondrial physiology to inhibit or promote cell death. In this role, the
pro- and antideath molecules may directly or indirectly antagonize each other’s function. In addition,
other functions have been indicated beyond apoptosis regulation for some of the family members.
The role of Bcl-2 family proteins as a molecular sensor in many different pathophysiological con-
texts has yet to be fully explored. Thus, the future work with these proteins will focus on these critical
issues.
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Inhibitors of Apoptosis

Proteins

Peter Liston, Wai Gin Fong, and Robert G. Korneluk

INTRODUCTION

The preceding decade has witnessed a genuine revolution in our understanding of the regulation of
cell homeostasis in health and disease. Apoptosis has emerged as the fundamental mechanism of cell
loss in most, if not all, genetic disorders and injury states, and has also resulted in a fundamental
change in our understanding of the molecular basis of cancer. At the molecular level, the evolving
description of mitochondrial dysfunction and caspase activation as central elements of apoptosis
have transpired to challenge our underlying assumptions of cellular function. Of the many break-
through discoveries over the preceding decade, the discovery and characterization of the caspases
represents a milestone in our understanding of cellular processes. Consequently, the control of caspase
activity now holds tremendous therapeutic potential and is under intense investigation in academic
and pharmaceutical company laboratories worldwide.

Activation and control of the caspase cascade is central to several cellular processes, extending
beyond classical cell death to include proliferation and terminal cellular differentiation. Controlled,
limited caspase activation has been demonstrated to be essential for the proliferation of T lympho-
cytes (1,2), as well as in the generation of mature erythrocytes (3), monocytes (4), and epidermal
cells (5). The maintenance of caspase control is thus essential for both homeostasis and cellular
differentiation. The pivotal role of caspase activation in virtually all cell death events suggests that
strategies that prevent or limit their activation will find utility in the treatment of numerous disease
and injury processes. The inhibitors of apoptosis (IAPs) are proteins that function as intrinsic regula-
tors of the caspase cascade. Cellular proteins have been identified that inhibit specific “upstream” or
initiator caspases, but the IAPs are the only known endogenous proteins that regulate the activity of
both initiator (caspase-9) and effector caspases (caspases-3 and -7). Controlled expression of the
IAPs has been shown to influence cell death in a variety of contexts, including in vivo models of
neurodegenerative disorders, as well as in hyper-proliferative disorders, such as cancer and autoim-
mune diseases.
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DISCOVERY OF THE IAPS

The IAPs are a family of proteins characterized by one or more 70–80 amino acid Baculoviral IAP
Repeat (BIR) domains. The BIR domain is a characteristic cysteine and histidine-rich protein folding
domain that chelates zinc and forms a compact globular structure consisting of four or five alpha
helices and a variable number of anti-parallel B-pleated sheets. The core of a BIR domain consists of
the variable consensus sequence CX2CX6 WX3DX5HX6C, where X is any amino acid. The first IAPs
were identified in baculoviruses (reviewed in ref. 6), but have since been extended to Drosophila and
numerous vertebrate species. The characterization of IAP proteins indicates a role for these proteins
as endogenous caspases inhibitors, as well as in participating in cell-cycle regulation and the modu-
lation of receptor-mediated signal transduction. The subsequent identification of BIR-containing pro-
teins in unicellular organisms, such as yeast, that do not possess a cell-death program, has necessitated
a more strict definition of an IAP than the mere presence of a BIR domain(s). Members of the larger
family are now termed BIRPs, for BIR containing proteins, of which two major subfamilies have
been described (reviewed in ref. 7). The IAP group consists of those members possessing one or more
BIRs and to which have been ascribed an anti-apoptotic activity. Other members of the BIRP family
generally contain only a single BIR domain, and appear to function in cytokinesis and chromatin
segregation. This chapter reviews the structural and biochemical features of the IAPs, their regula-
tion, their role in signal-transduction pathways, and their potential as therapeutic targets in a variety
of disease states.

Table 1

Alternative Caspase Other Chromosome
IAP names Domains specificity binding proteins location

NAIP BIRC1 BIR(3) Caspase-3, -7 Hippocalcin 5q13.1
NOD
LRR

XIAP BIRC4 BIR(3) Caspase-3, -7, -9 Smac/DIABLO Xq25
API3 RING Omi/HtrA2
MIHA XAF1
ILP-1 TAB1

NRAGE
c-IAP1 BIRC2 BIR(3) Caspase-3, -7, -9 Smac/DIABLO 11q22

API1 CARD Omi/HtrA2
MIHB RING TRAF1
HIAP2 TRAF2

c-IAP2 BIRC3 BIR(3) Caspase -3, -7, -9 Smac/DIABLO 11q22
API2 CARD Omi/HtrA2
MIHC RING TRAF1
HIAP2 TRAF2

Bcl10
Survivin BIRC5 BIR Caspase-3, -7 β-tubulin 17q25

API4 Coiled-coil
TIAP (mouse) Smac

Livin BIRC7 BIR Caspase-3,-7, -9 Smac 20q13.3
KIAP RING
ML-IAP

Ts-IAP BIRC8 BIR Caspase-9 19q11.3
ILP-2 RING



The IAPs 31

STRUCTURE AND FUNCTIONAL DISSECTION OF THE IAPS

The concomitant identification of the IAPs in independent laboratories has led to multiple names
being conferred on virtually all of the family members, and is summarized in Table 1. The most
frequently cited nomenclature has been used in this chapter. The first mammalian IAP homolog to be
identified was Neuronal Apoptosis Inhibitory Protein (NAIP), which was isolated during a positional
cloning effort to identify the causative gene for spinal muscular atrophy (SMA, ref. 8). In contrast to
the baculoviral IAPs, which possess two BIR domains and a carboxy terminal RING zinc finger,
NAIP has three BIR domains and a very large and unique carboxy terminus with homology to mem-
bers of the NACHT subfamily of NOD (Nucleotide binding, Oligomerization Domain) proteins
(reviewed in ref. 9). SMA is a neuromuscular degenerative disease characterized by progressive loss
of motor neurons leading to wasting of the voluntary muscles. Despite the fact that there are at least
three phenotypic variants of SMA, (types I, II, and III), distinguished by the severity of symptoms
and age of onset, a single genetic locus at chromosome 5q13 (10) had been implicated in all cases.
The loss of an apoptotic inhibitor at this locus is in accordance with pathological continuation of
neuronal apoptosis beyond that normally required for the generation of a functional neuromusculature.
Concurrent with the isolation of naip, a second candidate gene, Survival Motor Neuron (smn; 11),
was identified in the immediate chromosomal vicinity. Although naip deletion has since been ruled
out as the primary mutation event in SMA, deletions of the neighboring smn gene that encompass
naip appear to lead to greater disease severity, suggesting that NAIP may have a modulating role

Fig. 1. The human IAP family.
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(reviewed in ref. 12). Subsequent to the identification of NAIP, the IAP family was rapidly expanded
with the identification of c-IAP1 (cellular IAP1), c-IAP2, and XIAP (X-linked IAP), all of which
contained three BIR domains and a carboxy terminal RING finger (13–16). The family continued to
expand with the identification of Survivin (single BIR, carboxy-terminal coiled-coil domain; 17),
Livin (single BIR and carboxy terminal RING finger; 18–20), and Ts-IAP (Testis-specific IAP; single
BIR and carboxy terminal RING finger; 21,22). Table 1 summarizes the names, domain structure,
and interactions of the IAP family members, which are illustrated schematically in Fig. 1.

Function of the BIR Domains
Cell-culture transfection experiments initially indicated that the IAPs could suppress or delay

apoptosis in a wide variety of cell-death paradigms (reviewed in refs. 23,24). Without any under-
standing of mechanism, results showed that both intrinsic and extrinsic pathways of apoptosis were
inhibited. At the same time, the importance of the caspases was emerging with the identification and
characterization of the multiple mammalian homologs of the Caenorhabditis elegans ICE-like pro-
tease CED-3. It was not until 1997 that the two stories were reconciled with the demonstration that
the IAPs could directly inhibit some of the caspases (25,26). Subsequent work established that the
BIR domains alone could inhibit the caspases (27), and in some cases, deletion of the carboxy termi-
nal RING finger actually improved the potency of the protein.

The BIR domains of the IAPs are the most characterized functional units of the IAPs. Each BIR
domain folds into a functionally independent structure that chelates a zinc ion, and consists of a
globular head and an unstructured tail derived from the amino terminal “linker” region located
upstream of the individual BIR domains (see Chapter 4). The majority of IAP interactions have been
mapped to the BIR domains, including inhibition of caspases, binding of c-IAP1 and 2 to tumor
necrosis factor (TNF) receptor associated factors (TRAFs), and XIAP interaction with the TAB1
protein. Specific interactions with initiator (–9) and effector (-3 and -7) caspases have been mapped
to individual BIR domains. In general, IAPs with multiple BIR motifs use the third BIR domain to
inhibit caspase-9, and the second BIR domain functions to inhibit caspases-3 and -7 (26–28). Within
the single BIR-containing proteins, Ts-IAP inhibits caspase-9 (21), whereas the single Survivin BIR
domain inhibits caspases-3 and -7 (29). Interestingly, the single BIR domain in Livin has been
reported to inhibit caspases -3, -7, and -9 (18,20), and thus appears to have a broader range of activity
than any other single BIR domain.

Despite the overall similarity of the BIR domains, the mechanisms of caspase inhibition differ
significantly. Most of these studies have focused on XIAP, but are believed to hold true for the other
IAPs as well. X-ray crystallographic (30–32) as well as mutagenesis studies (33,34) on XIAP BIR2
complexed with caspases-3 or -7 revealed that the linker region proximal to BIR2 is far more impor-
tant than the BIR domain itself. The linker region is stretched across the active site of caspases-3
or -7 and precludes substrate entry. Furthermore, the peptide is positioned in the reverse orientation
relative to peptide inhibitors and natural substrates of the caspases, and is thus very distinct from
other known protease inhibitors. Although caspases-3 and -7 are very closely related, and the linker
region inhibits both enzyme catalytic sites, there are differences. The linker region accounts entirely
for the inhibition of caspases-3, and BIR2 can be replaced by an irrelevant protein such as GST
(31,32). In contrast, the XIAP BIR2 domain makes contact with the amino terminus of capase-7 and
stabilizes the interaction of the linker in the catalytic groove. As a consequence, XIAP-mediated
inhibition of caspase-3 is competitive, whereas inhibition of caspase-7 occurs by both a competitive
and noncompetitive mechanism (35). The domain structure and interactions of XIAP are shown sche-
matically in Fig. 2.

The BIR3 domains of XIAP, c-IAP1, c-IAP2 (36,37), and the single BIR domains in Livin (20)
and Ts-IAP (21) have been demonstrated to bind and inhibit caspase-9. The mechanism of caspase-9
inhibition has again been best-characterized for the XIAP protein, and is very distinct from the bind-
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ing to caspases-3 or -7. Caspase-9 becomes catalytically active through a conformational change
when bound by Apaf1 (Apoptosis Protease Activating Factor-1), and thus appears to be distinct among
the caspases in that it lacks a requirement for proteolytic activation. In addition to its ability to pro-
teolytically process caspase-3, caspase-9 can undergo a self-cleavage event in the linker region
between the p20 and p10 subunits at Asp315. The XIAP BIR3 domain directly engages caspase-9 by
binding to this newly exposed amino terminus, thereby occluding the caspase active site. A second
cleavage event can be catalyzed by caspase-3 at Asp330, 15 amino acids from the initial cleavage site.
This feedback proteolysis does not alter the enzymatic activity of caspase-9, but rather removes the
peptide sequence that binds XIAP, thereby preventing IAP inhibition (38).

There are thus distinctly different mechanisms of inhibition for each of the three known caspase
targets of the IAPs. Caspase-3 is inhibited by the BIR1–2 linker region exclusively, caspase-7 is
inhibited by a combination of the BIR1–2 linker and the BIR2 domain, and caspase-9 is inhibited by
BIR3, without the apparent contribution of the upstream linker region. Finally, it should be noted that
the BIR1 domains of XIAP, c-IAP1, c-IAP2, and NAIP, do not display any caspase-inhibiting activ-
ity, and are the least conserved of the three BIR domains. Nevertheless, their presence in each of
these IAPs suggests that some unknown function remains to be identified.

Function of the RING Finger
RING fingers are a subclass of zinc-finger domains that chelate two zinc ions in a characteristic

cross-brace arrangement, and are usually found at the amino terminus of proteins that function as E3
ubiquitin ligases. RING finger-containing proteins function as adapters, recruiting target proteins to
a multi-component complex containing an E2 enzyme, and provide specificity for ubiquitin-conju-
gating activity, and hence proteosomal degradation (reviewed in ref. 39). Initial studies on the RING-
finger domains of XIAP and c-IAP1 suggest that this domain provokes the ubiquitination and
degradation of IAP proteins in response to apoptotic stimuli (Fig. 2). Treatment of cells with gluco-
corticoids or etoposide results in the rapid degradation of these IAPs, which can be blocked by
proteosome inhibitors (40). Later work established that c-IAP2 and XIAP can trigger the

Fig. 2. Functional map of XIAP interactions.
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ubiquitination of caspases-3 and -7 (41,42), suggesting that targeting of caspases to the proteosome
may be one of the anti-apoptotic mechanisms of the IAPs. It remains unclear whether the RING
finger domain actually contributes to the anti-apoptotic activity of the protein, or whether it in fact
antagonizes this activity, and conflicting results have been obtained using RING-finger deletion
mutants of the IAPs (40,42,43). A third possibility is that the RING-finger functions to suppress
apoptosis in conditions of low apoptotic stimulus (via ubiquitination of caspases), whereas higher
levels of apoptotic stress trigger self-degradation of the IAPs and hence apoptosis. Other potential
targets of RING mediated ubiquitination, such as the XAF1, Smac, Omi, or the TNF receptors (see
below) have not been investigated.

Function of CARD, NOD, and Coiled-Coil Domains in Some IAP Family Members
The CARD (Caspase Recruitment Domain) domain is a type of protein fold that typically medi-

ates oligomerization with other CARD-containing proteins, as well as mediating homodimerization
(reviewed in refs. 44,45). Both c-IAP1 and c-IAP2 have a CARD domain between the BIR domains
and the RING zinc finger (Fig. 1). The location of the CARD domain in the middle of these proteins
is unusual. CARDs, death domains (DDs) and death effector domains (DEDs), which are all structur-
ally related, are almost universally located in the amino terminus of the protein. To date, no function
has been ascribed to the CARD domains of either c-IAP1 or c-IAP2.

The unique carboxy terminus of NAIP consists of a nucleotide-binding oligomerization domain
(NOD) followed by a distal cluster of five leucine rich repeats (LRR) of 20–29 amino acids each.
NOD-containing proteins are organized and function in a similar manner: the centrally located NOD
domain mediates self-association, triggering induced proximity of proteins bound by the amino ter-
minal domain (reviewed in ref. 46). Activation of the NOD cassette is controlled by a carboxy termi-
nal “sensor” domain. Apaf1 is the prototype of these proteins, in which cytochrome c binding to the
WD40 repeats in the “sensor” domain triggers NOD-mediated oligomerization and a conformational
change that exposes the amino terminal CARD domain for recruitment of caspase-9. Additional NOD
proteins have been identified that recruit caspases (NOD1/CARD4, Ipaf/CLAN/CARD12) and/or
activated the NF-κB pathway (Ipaf, NOD2/CARD15). Like NAIP, the “sensor” domains of NOD1,
NOD2, and Ipaf1 are LRRs, and are structurally related to a series of plant pathogen resistance (R)
proteins. All of these LRR proteins bind intracellular lipopolysaccharide (LPS) secreted by bacterial
pathogens, and are involved in host responses such as cytokine production and NF-κB activation.
The mouse naip gene cluster, which consists of at least six copies of naip (47), maps to the legionella-
susceptibility locus (48), again providing intriguing indications that NAIP may be unique among the
IAPs in playing a role in the host cell response to intracellular bacterial infection. We propose that
NAIP binds LPS via the LRR domain, which triggers NOD oligomerization and exposure/activation of
the BIR domains. Although this model accounts for the conservation of the carboxy terminal domain of
NAIP, oligomerization and BIR domain activation in response to LPS has yet to be demonstrated.

The coiled-coil domain found in the carboxy terminus of Survivin projects from the “bow tie”
structure of the dimeric Survivin protein (49). Survivin is expressed at the G2/M point in the cell
cycle and associates with the mitotic spindle apparatus. This association is believed to be mediated
by coiled-coil domain interaction with β-tubulin, and may recruit additional proteins to the kineto-
chore (50). Single BIR containing proteins in C. elegans (BIR-1) as well as in yeast appear to play
critical roles in cell-cycle progression through the G2/M checkpoint. Interference with yeast BIR
proteins results in aberrant mitosis and cytokinesis, resulting in multinucleated cells. In mammalian
cells, inhibition of Survivin expression also results in polyploidy, aberrant mitosis, and defective
cytokinesis. It was originally proposed that survivin monitors the success of mitosis and chromatin
segregation, functioning to inhibit a default program that would otherwise activate caspases and
apoptosis (50). Although this is consistent with the embryonic lethal phenotype of the knockout
mouse, and the expression of Survivin in many human cancers (reviewed in refs. 51,52), it does not
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account for the chromosomal defects that occur in tissue-culture cells when Survivin expression is
ablated. One would have predicted quite the opposite, in that removing a caspase inhibitor should
result in massive apoptosis as soon as cell-cycle checkpoints are reached, and not the accumulation of
multinucleated and polyploid cells. There are obviously many questions that need to be addressed in
terms of caspase activation during cell-cycle progression and the role of nuclear caspases and IAPs.

PROTEOLYTIC PROCESSING
In addition to inhibiting caspases, XIAP and c-IAP1 can also serve as substrates for these pro-

teases. Apoptosis triggered by a variety of mechanisms results in the appearance of proteolytic frag-
ments of XIAP (53). In vitro protease reactions suggest that a number of caspases, including
caspases-3, -6, -7, and -8 can cleave XIAP. The initial processing event occurs at Asp242, located in
the linker region between BIR2 and BIR3, and generates two products; a BIR1–2 fragment, and a
BIR3-RING fragment. The BIR1–2 product, when synthesized in bacteria, retains the ability to inhibit
caspase-3, and the corresponding coding region expressed from a plasmid will inhibit Fas-induced
apoptosis. This inhibition does not appear to be as effective as full-length XIAP protein, and the
BIR1–2 fragment is further degraded to small peptide fragments during apoptosis. The BIR3-RING
fragment appears to be longer-lived, and retains the ability to inhibit caspase-9 and Bax-induced
apoptosis. The physiological significance of XIAP processing remains uncertain. A model was pro-
posed in which the modular nature of the XIAP protein was capitalized on by separating the two
functional regions of the protein, allowing independent targeting of caspases (53). However, in all
instances, the proteolytic fragments have only been observed in apoptotic cells (53–55; H. Gibson
and R.G. Korneluk, unpublished observations), suggesting that overwhelming caspase activation
resulting in XIAP cleavage is a way of eliminating these apoptotic inhibitors. Cells exposed to a
sublethal apoptotic stress do not appear to accumulate XIAP fragments, suggesting that cleavage is
not a significant pathway in enhancing XIAP-mediated protection. It is also noteworthy that XIAP
fragments appear late in the apoptotic process, as much as 8 h after the initiation of apoptosis using
anti-Fas antibody (53). At this point, all of the morphological and biochemical characteristics of
apoptosis are well-progressed, and the cell is past the point of no return.

c-IAP1 can also be cleaved by caspase-3, at Asp351, just distal to the BIR3 domain. The evidence
to date suggests that the carboxy terminal fragment, consisting of the CARD domain and RING
finger, is pro-apoptotic (43), whereas the amino terminal fragment consisting of the three BIR
domains is rapidly degraded. Precedent for caspase cleavage converting an anti-apoptotic protein
into a pro-apoptotic protein is well-established with the Bcl-2 and Bcl-XL proteins. Both the mecha-
nism by which the CARD-RING fragment of c-IAP1 triggers apoptosis and the physiological signifi-
cance of caspase cleavage is unknown.

INHIBITING THE INHIBITORS: NEGATIVE REGULATORS
OF IAP FUNCTION

Currently, there are three proteins that have been identified that bind IAPs and suppress their
activity. These proteins have been termed XAF1 (XIAP-Associated Factor1), Smac (Second mito-
chondrial Activator of Caspases, a.k.a Diablo), and Omi (a.k.a HtrA2). The XAF1 protein was iden-
tified by two-hybrid screening with XIAP, and encoded a novel, zinc finger-rich protein. In vitro
experiments using purified, recombinant proteins demonstrate that XAF1 can directly bind XIAP and
interfere with XIAP-mediated caspase-3 inhibition (56). Cell-culture experiments using recombinant
adenoviruses demonstrate that XAF1 reverses XIAP-mediated protection against chemotherapeutic
drugs such as etoposide or cisplatin. XAF1 protein accumulates in the nucleus, whereas XIAP is
predominantly cytosolic. However, XAF1 can trigger the re-localization of XIAP from the cytosol to
the nucleus, perhaps as a means of sequestering XIAP. Interestingly, XAF1 is ubiquitously expressed
in normal tissues, but found at extremely low levels (less than 1% of control normal tissues) in the
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majority of the NCI 60 cell-line panel of cancer cells (57). This loss of XAF1 expression in trans-
formed cells has been proposed to contribute to apoptosis suppression by allowing unrestricted IAP
activity.

Unlike XAF1, the Smac protein resides in the mitochondria of healthy cells, and is released upon
apoptotic stress with similar kinetics to cytochrome c. In the process of being released from the
mitochondria, the 55 amino acid mitochondrial localization-signal peptide is proteolytically removed
(58,59). The mechanism of Smac release has not been entirely resolved. Treatment of apoptotic cells
with caspase inhibitors allowed cytochrome c release, but blocked release of Smac, suggesting egress
by separate mechanisms (60). The relatively small cytochrome c (approx 12 kDa) protein has been
proposed to escape through Bax- or Bak-formed membrane pores. By comparison, released of the
Smac dimer (approx 100 kDa) may require further development of mitochondrial pathology second-
ary to caspase activation.

Smac has been demonstrated to bind all of the IAPs tested to date, including XIAP, c-IAP1,
c-IAP2, Survivin (58), and Livin (61). Although Smac can bind to either BIR2 or BIR3 of XIAP,
thereby interfering with either caspases-3 and -7 or caspase-9 inhibition, the binding is considerably
stronger with BIR3 (62,63). The crystal structure of Smac revealed that the protein forms a long,
bridge-like structure consisting of three extended alpha helices bundled together, and an unstructured
amino terminus (64) (see Chapter 4). Smac homodimers form via a large hydrophobic interface, and
this homodimerization appears to be required for activity (65). The unstructured, newly generated
amino terminus of Smac makes critical contacts with XIAP BIR3 and mediates XIAP inhibition.
Additional contacts with the helical bundles of Smac are predicted from the crystal structure, and are
more significant in interactions with the BIR2 domain (63). Co-crystalization of Smac and XIAP
BIR3 established that the amino terminal tetrapeptide sequence of Smac (Ala-Val-Pro-Ile) fits within
a surface groove of the BIR3 domain, with the alanine residue bound within a hydrophobic pocket.
Some, but not all of Smac’s ability to inhibit XIAP BIR3 function can be reconstituted with short
peptides. The surface contacts that Smac makes with XIAP BIR3 overlapped completely with a sur-
face map of BIR3/caspase-9 contacts (34). Furthermore, the similarity to the cleavage site in the
linker region of caspase-9 (Ala316-Thr-Pro-Phe) suggested a competition model in which Smac com-
petes for or displaces XIAP from caspase-9. A key component of this model was established when
Asp316 cleavage site mutants of caspase-9 were established. Mutant caspase-9 is fully active, but
cannot undergo proteolytic processing between the large and small subunits. XIAP cannot inhibit this
enzyme, demonstrating that a critical feature of XIAP-mediated inhibition is interaction with the
amino terminus of the linker region of partially processed caspase-9 (38,66).

The identification of Smac also provided a critical insight into the function of the pro-apoptotic
Drosophila proteins Reaper, Hid, and Grim. These proteins control virtually all cell death in the fly
and can all be antagonized by DIAP1, but share little or no sequence conservation (reviewed in ref.
67). However, the amino termini of these proteins all share homology with the Smac tetrapeptide
motif, and have been shown to bind a similar groove on the surface of BIR2 of DIAP1 (68).

Subsequent to the identification of Smac, a second mitochondrial IAP binding protein, called Omi
or HtrA2, was identified by several groups (69–73). Like Smac, the Omi protein is released from the
mitochondria of apoptotic cells and is processed to generate a Smac-like tetrapeptide motif at the
amino terminus. Direct binding to XIAP, and inhibition of XIAP-caspase interaction, appears to be
only one of Omi’s pro-apoptotic activities. The serine protease activity of Omi also contributes to
cell death in a noncaspase-dependent manner, though the cellular targets of the protease activity have
not been identified (70,71,73). By analogy to the Escherichia coli htrA2 protein, it was predicted that
the human Omi/HtrA2 protein would be involved in the proteolytic degradation of misfolded pro-
teins under conditions of cellular stress. Although no cytosolic targets have been identified, pro-
teolytic removal of the 155 amino acid mitochondrial targeting peptide of Omi is a self-catalyzed
event (74), raising the possibility that other mitochondrial leader sequences, including that of Smac,
may be processed by Omi.
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In a simplified version of the overall process of cell death as it relates to caspase activation and the
IAPs, the following model (Fig. 3) is proposed. Apoptotic stresses acting through the intrinsic path-
way triggers the expression and/or activation of pro-apoptotic Bcl-2 family members (see Chapters 2
and 6). The balance of pro- and anti-apoptotic Bcl-2 proteins constitutes the first decision point.
Given sufficient activation, the pro-apoptotic Bcl-2 proteins trigger the release of cytochrome c,
presumably via channel formation in the outer mitochondrial membrane. The release of cytochrome
c triggers a second decision point, in which levels of the IAPs determine the outcome. Pre-exposure
to apoptotic stress (see below) or pre-existing high levels of IAP expression may suppress newly
activated caspase-9 and any effector caspases that have become activated, and the ubiquitin ligase
activity triggers the disposal of activated caspases via the proteosome. However, if sufficient caspase-
9 activation occurs, caspases-3 and/or -7 are activated and removes the binding site for the IAPs on
caspase-9. In addition, activated caspases trigger the further permeabilization of the mitochondrial
membranes through the activation of the permeability transition pore, which allows the release of
Apoptosis-Inducing Factor (AIF), Smac, and Omi. AIF transits to the nucleus and triggers chromatin
condensation, while Smac and Omi bind and inhibit any further participation of the IAPs, thereby
allowing unrestricted caspase activity to proceed. In addition, the IAPs are themselves degraded by
the caspases (i.e., XIAP) or processed into pro-apoptotic fragments (i.e., c-IAP1).

Fig. 3. Role of IAPs in apoptotic pathways. The known caspase inhibiting abilities of the various IAPs are
shown. 1–NAIP, 2–c-IAP1, 3–c-IAP2, 4–XIAP, 5–Survivin, 6–Livin, 7–Ts-IAP.
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SPECIALIZATION AND REGULATION: IAPS ARE NOT AS REDUNDANT
AS THEY APPEAR

With the discovery that XIAP could inhibit only a subset of the caspases, the logical prediction
was that the other IAPs would display high affinities for the remaining members of the caspase
family. Quite the reverse has held true, and all IAPs appear to be restricted to inhibiting caspases-3
and -7, and/or -9, although their respective affinities do vary. This apparent redundancy ignores criti-
cal aspects of IAP expression and subcellular localization that make each IAP distinct. Some of the
unique attributes of individual IAPs have been defined, while others no doubt remain to be discov-
ered.

The most distantly related IAP, Survivin, is restricted to expression at the G2/M point in the cell
cycle, and is the only IAP to associate with chromatin structures (50). Survivin thus appears to play a
unique role in monitoring the success of chromosome replication and the suppression of caspase
activity in the nucleus. Livin has also been reported to localize in the nucleus, but does not appear to
be cell cycle-regulated nor does it associate with particular structures within the nucleus (18). One
possibility is that Livin serves a “housekeeping” function and prevents accidental caspase activation
in the nucleus.

Ts-IAP is an autosomal, retrotransposed, intronless copy of XIAP, and is expressed solely in the
testis (21,22). There are examples of other X chromosome-linked genes having retrotransposed auto-
somal copies. The PGK gene is one such example, in which the chromosome 19 copy contains no
introns and is expressed under the control of a promoter unrelated to the X-linked ancestral gene.
Like Ts-IAP, the PGK-2 gene is active only in testis, where it is required in order to compensate for
X chromosome inactivation during spermatogenesis (75). The distribution of Ts-IAP within the testis
has not been determined, and it will be interesting to determine if it is indeed expressed in sper-
matogonia.

Less clear is the need for multiple copies of the triple-BIR containing IAPs, NAIP, c-IAP1,
c-IAP2, and XIAP. The unique carboxy terminus of NAIP suggests that it may function in some way
related to host defense against intracellular parasites, but much remains to be discovered. Although
the remaining IAPs are all cytoplasmic and display similar activities, they have different tissue distri-
bution. XIAP mRNA is expressed in all tissues at a relatively constant level, but protein synthesis is
controlled by a unique mechanism. The XIAP transcript is approx 9 kb, yet the coding region accounts
for only 1.5 kb of this. The 5’ untranslated region (UTR) is at least 1.5 kb, as it has not been com-
pletely characterized. Such extraordinarily long 5’ UTRs are exceedingly rare in eukaryotic mRNAs,
and are predicted to constitute an insurmountable obstacle to normal scanning ribosome initiation.
Subcloning of the XIAP 5’ UTR into bicistronic expression vectors has demonstrated that the UTR
functions as an Internal Ribosome Initiation Site (IRES) element (76).

IRES elements were first identified in picornaviruses, which shut down host protein synthesis by
inactivating a key initiation factor necessary for cap-dependent translation. The IRES element recruits
ribosomes internally at the beginning of the ORF and thereby allows viral polyprotein synthesis to
continue. Cellular IRES elements are rare, but have been identified in a number of oncogenes and
growth-factor genes. IRES-containing transcripts thus continue to direct protein synthesis under a
number of cellular stress conditions in which cap-dependent translation is shut down. There are many
cellular stresses that trigger shut-down of scanning ribosome initiation, including serum starvation,
chemotherapeutic drugs, γ-irradiation, heat shock, viral infection, and stress in the endoplasmic reticu-
lum (ER) (reviewed in ref. 77). In some cases, the explanation is clear as to why the cell would do
this. For example, in heat-shocked cells unfolded proteins are not exported to the golgi and accumu-
late in the ER. When this happens, ER stress triggers the shut down of scanning ribosome initiated
protein synthesis, thereby halting the further accumulation of proteins in the ER. The cell then tries to
use this “time out” to correct the problem before resuming protein synthesis. Proteins that are initi-
ated by an IRES element and are thus resistant to this shutdown include chaperone proteins like BiP,
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which helps in the refolding of misfolded proteins, and XIAP, which helps the cell to survive this
period of cell stress. Thus the regulation of XIAP is distinct from that of the other IAPs, and may at
least partially explain the requirement for more than one IAP gene.

Two of the IAPs, c-IAP1 and c-IAP2, are components of the protein complex that forms on the
cytoplasmic tail of TNF-α receptor 2. This binding is not direct, and is mediated by two additional
proteins, TRAF1 and TRAF2 (13). In addition, c-IAP1 can also complex with TRAF2 and TRADD
on the TNFR1 cytoplasmic domain (78). Signal transduction from the TNF receptors is extremely
complex, resulting in either apoptosis or proliferation depending on the cell type and environmental
cues. In the simplest scenario, recruitment of TRADD and FADD results in the formation of a death-
inducing signaling complex (DISC) that recruits and activates caspase-8 by an induced proximity
activation mechanism. The formation of alternative complexes involving the TRAF and IAP proteins
favors NF-κB activation, which in turn transcriptionally activates several pro-survival genes, includ-
ing c-IAP1, 2 and XIAP (reviewed in ref. 79). In what appears to be a positive feedback loop, c-IAP2
and XIAP appear to be able to trigger the activation of NF-κB (55,80,81). The role of the IAPs in
TNF receptor complexes is not fully understood, and may be unrelated to direct caspase inhibition.
Interestingly, c-IAP1 and -2 are not as potent as XIAP in both biochemical assays of caspase inhibi-
tion (26), and in most cell-death models. The one exception to this is TNF-α-mediated cell death, in
which c-IAP1 outperforms the other IAPs (82), again suggesting specialized roles for each of the
IAPs.

THERAPEUTIC OPPORTUNITIES

Neuronal cell death in most neurodegenerative disorders, as well as in traumatic brain injury and
spinal-cord damage, exhibits most of the hallmarks of apoptosis (reviewed in refs. 83–85). Limiting
the extent of caspase activation in the target neuronal population may be therapeutically relevant in
slowing the progression of Alzheimer’s, Parkinson’s, ALS, and Huntington’s diseases, as well as in
retinal degenerations and in the injured central nervous system (CNS) (see Chapter 14). Given that
the IAPs have been demonstrated to suppress apoptosis initiated by virtually every trigger tested to
date in tissue-culture cells (reviewed in ref. 23), their utility has been explored in in vivo model
systems. Stereotactic injection of adenoviral expression vectors has been used to determine the pro-
tective effect of NAIP and XIAP in the rat hippocampus in the four-vessel occlusion global ischemia
model. Suppression of caspase activation shortly after the ischemic event, as well as long-term histo-
logical preservation of the vulnerable CA1 neurons, was observed. Perhaps most significantly, func-
tional rescue of memory and learning ability was demonstrated (86,87). Adenoviral vectors encoding
NAIP, c-IAP1, and c-IAP2 have been shown to suppress apoptosis in the sciatic-nerve axotomy
model (88,89), and adeno-XIAP in an optic-nerve axotomy model (90). Finally, NAIP overexpression
has been shown to be protective both histologically and functionally in the 6-hydroxy dopamine
model of Parkinson’s disease (91). These studies raise the hope that neurodegenerative disease inter-
vention may be possible using more advanced gene-therapy vectors encoding the IAPs.

Cancer is a disease that is extremely heterogeneous, in which many different tumor types can arise
from virtually any tissue. Numerous proto-oncogenes have been identified, which, when mutated or
aberrantly expressed, can contribute to the transformed phenotype. Despite the complexity of cancer
genetics, there are fundamental characteristics shared by all cancers, regardless of tumor origin. The
deregulation of most growth-promoting oncogenes triggers apoptosis in an otherwise normal cell
(reviewed in ref. 92) (see Chapter 12). As a consequence, the suppression of apoptosis is a fundamen-
tal and requisite change in all cancer cells, regardless of origin (93). Apoptosis is also the primary
means by which radio- and chemotherapy modalities kill cancer cells (reviewed in ref. 94). The
discovery that the Bcl-2 oncogene functions as an inhibitor of apoptosis revolutionized cancer biolo-
gists’ concepts of tumor initiation and progression, identifying apoptotic inhibition as a key event in
cancer formation, progression, and resistance to therapy.
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Given the central role of the IAPs in controlling apoptosis, it is not surprising that expression
studies have revealed elevated IAP levels in a wide variety of cancer-cell lines and primary tumor-
biopsy samples (17,20,23,57,95,96). Survivin-expression patterns provide the most dramatic example
of this, with expression largely restricted to embryonic tissues and many different tumor types, but
absent in most adult tissues (reviewed in refs. 51,52). Furthermore, patient biopsy samples displaying
Survivin expression indicate a poor prognosis, increased rates of treatment failure, and relapse
(reviewed in ref. 97). Detection of Survivin protein in urine is being developed as a diagnostic and
prognostic test for bladder carcinoma (98), and blood testing for other tumor types may be feasible
(reviewed in ref. 52). The prognostic significance of IAP overexpression is less clear for some of the
other IAPs. For example, XIAP protein levels correlate with disease severity and prognosis in acute
myelogenous leukemia (AML) (95), but not in nonsmall cell lung carcinoma (NSCLC) (99–101).

Beyond these correlative expression studies, direct genetic evidence is emerging that the IAPs can
function as oncogenes. Chromosome amplification of the 11q21–q23 region, which encompasses
both c-IAP1 and c-IAP2, has been observed in a variety of malignancies, including medulloblasto-
mas, renal-cell carcinomas, glioblastomas, and gastric carcinomas. Esophageal squamous-cell carci-
nomas frequently display this amplification, and transcriptional profiling has identified c-IAP1 as the
sole target gene that is consistently overexpressed in these tumors (102).

Additional direct genetic evidence for an oncogenic role of the IAPs is found in extranodal mar-
ginal zone mucosa-associated lymphoid tissue (MALT) B-cell lymphomas. Two recurrent transloca-
tion events have been documented in MALT lymphomas: t(11;18)(q21;q21), and t(1;14)(p22;q32),
both of which involve NF-κB activation and c-IAP2. Wild-type MALT1 binds Bcl-10 via a CARD-
CARD interaction, and this oligomerization triggers NF-κB activation (103,104; see Fig. 4). Phos-
phorylation of Bcl-10 also regulates the interchangeable interaction of TRAF2 and c-IAP2 in this
complex (105,106). Hyperphosphorylation of Bcl-10 triggers release of TRAF2 and association of
c-IAP2, and correlates with induction of apoptosis. The model presented in Fig. 4 proposes direct
interaction of TRAF2 with MALT1 that in turn binds to Bcl-10 and is responsible for NF-κB activa-
tion and the generation of pro-survival signals. We propose that this is due to CARD-CARD interac-
tions between Bcl-10 and c-IAP2, which in some way interferes with c-IAP2 activity.

The more frequent t(11;18) translocations that occur in up to 50% of extranodal MALT lympho-
mas (107), are unusual in that they invariably encode an in-frame chimeric protein consisting of the
c-IAP2 BIR domains (minus the CARD and RING domains), fused to the carboxy terminus of
MALT1 (103; Fig. 4). Significantly, the majority of gastric MALT lymphomas that do not respond to
antibiotic therapy display the c-IAP2–MALT1 translocation (108). This appears to be owing to a
feedback mechanism, in which the c-IAP2–MALT1 fusion protein triggers NF-κB activation, which
in turn transcriptionally upregulates the NF-κB responsive c-iap2 promoter (80,109,110; Fig. 4B).
Remarkably, Bcl-10 translocation to the immunoglobulin heavy chain locus is the basis of the less
frequent t(1;14) translocation event observed in MALT lymphomas, and again results in an NF-κB-
inducing gene being expressed under the control of an NF-κB-responsive promoter (Fig. 4C). These
positive feedback loops result in constitutive high-level expression of c-iap2 or the translocated gene
encoding the fusion protein, as well as other NF-κB inducible genes, several of which are anti-
apoptotic. A positive feedback loop also explains why tumor regression does not occur with antibi-
otic therapy, because there is no longer a requirement for exogenous pro-inflammatory signaling to
achieve chronic NF-κB activation.

Inhibition of IAP expression or function therefore has clear therapeutic potential in cancer therapy.
In addition to tumor types with underlying genetic alterations to the IAPs, a generalized approach for
increasing the apoptotic sensitivity of cancer cells using IAP inhibitors may prove effective. Aden-
oviral vectors encoding an antisense XIAP cDNA sensitize chemo-resistant ovarian-carcinoma cell
lines (96,111), as well as increasing the radiation sensitivity of NSCLC cells (112). A variety of
strategies have been employed to interfere with survivin expression or function, including antisense
cDNAs and oligonucleotides, and nonphosphorylatable mutants. Inhibition of Survivin induces
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apoptosis, decreases colony formation in soft agar, and sensitizes various tumor cells to chemothera-
peutic drugs (17,113–118). In addition, in vivo experiments using human breast-cancer xenograft
models suggest that survivin targeting is as effective as paclitaxel in suppressing tumor progression
(97). Together, these lines of evidence indicate that targeting IAP expression and/or function, alone
or in combination with conventional anti-cancer therapeutics, will enter clinical trials in the very near
future.

CONCLUSIONS

The process of apoptosis is controlled at multiple steps, each of which is influenced by both pro-
and anti-apoptotic proteins. The equilibrium between the cell death inducing caspase cascade and the
IAPs constitutes one such fundamental decision point. An ongoing debate in apoptosis research

Fig. 4. The role of c-IAP2 in MALT lymphoma. Translocation breakpoints within c-IAP2 occur within the
intron between exon 7 and exon 8, preserving the coding region proximal to the CARD domain (indicated  by
the arrow). The MALT1 break points map to several positions distal to the MALT1 CARD domain and proxi-
mal to the caspase homology domain (arrows). The t(11;18)(q21;q21) translocation generates a fusion protein
that is both anti-apoptotic and NF-κB activating through TRAF2 binding. A positive feedback amplification
loop exists in which the fused gene is expressed under the control of the c-IAP2 promoter, which contains
several NF-κB sites.
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concerns the so-called “point of no return,” after which the cell cannot be rescued. Many researchers
have proposed that mitochondrial permeability changes irreversibly commit the cell to die, and that
inhibition of downstream events, including caspase activation, will only delay apoptosis or result in
secondary necrotic cell death. However, there is evidence that some cell types can recover and resume
proliferation despite the transient activation of the caspase cascade and the appearance of apoptotic
morphology (reviewed in ref. 119). The recurrent upregulation of IAP expression in cancer-cell lines
and tumors also indicates that this decision point is crucial in determining overall cell fate. Experi-
mentally, overexpression of the IAPs blocks apoptosis and results in functional recovery in a number
of neurodegenerative model systems, again suggesting that the window for apoptosis intervention
may be larger than was previously assumed.

The IAPs not only control cell death, but also influence signal-transduction pathways, protein
turnover, and progression through cell cycle, although many aspects of IAP function in all of these
processes remain to be clarified. With the recognition of apoptosis as a fundamental aspect of so
many human disease states, IAPs and other anti-apoptotic proteins are now acknowledged as being
outstanding therapeutic targets.
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Structural Biology of Programmed

Cell Death

Yigong Shi

INTRODUCTION

Structural biology is an important and integral component of the modern experimental biology.
Insights revealed by X-ray crystallography, nuclear magnetic resonance (NMR), electron micros-
copy, and other biophysical methods have fundamentally changed our way of thinking and tremen-
dously improved our understanding of the biological system. Similar to other research disciplines,
the concept of apoptosis and many aspects of its mechanisms have been made crystal clear through
the last decade of structural and biochemical investigation (1,2).

In mammalian cells, apoptosis can be triggered by a wide spectrum of stimuli, from both intra- and
extracellular environments. The intracellular stimuli, such as DNA damage, generally cause the acti-
vation of the BH3-only Bcl-2 family proteins, which invariably leads to the release of pro-apoptotic
factors from the inter-membrane space of mitochondria into the cytoplasm. One of these factors,
cytochrome c, directly activates Apaf-1 and, in the presence of dATP or ATP, induces the formation
of a large multimeric complex “apoptosome.” The apoptosome recruits and mediates the auto-activa-
tion of the initiator caspase, caspase-9, which goes on to activate caspase-3 and caspase-7, triggering
a cascade of caspase cleavage and activation. The active caspases are subject to inhibition by the
inhibitor of apoptosis (IAP) family of proteins. Another mitochondria-derived protein, Smac/
DIABLO, physically interacts with multiple IAPs and removes IAP-mediated caspase inhibition dur-
ing apoptosis. Thus mitochondria play an indispensable role in the intrinsic form of apoptosis (see
Chapter 6).

The extracellular stimuli, such as withdrawal of growth factors, directly activate the death recep-
tors through ligand-induced trimerization and assembly of a large death-inducing signaling complex
(DISC) at the plasma membrane. Although the constituents of DISC have not been fully identified,
one adapter protein, the Fas-associated death domain or FADD, appears to be the obligate compo-
nent, which recruits and mediates the auto-activation of the initiator caspase, procaspase-8. The active
caspase-8 cleaves and activates caspase-3 and -7. Thus both extrinsic and intrinsic cell death results
in the activation of caspase-3 and -7.

One physiological target of the active caspase-8 is Bid, a BH3-only protein, which lacks a trans-
membrane region. After cleavage, the C-terminal fragment of Bid (truncated Bid or tBid) translo-
cates to the outer mitochondrial membrane and induces the release of pro-apoptotic factors. Thus Bid
mediates the crosswalk between the extrinsic and intrinsic forms of cell death.
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Structural information is now available on the death ligands and receptors, all three subfamilies of
the Bcl-2 proteins, both initiator and effector caspases, IAPs, Smac/DIABLO, several classes of sig-
naling motifs, and the apoptosome. These structures and associated biochemical studies have revealed
significant insights into the molecular mechanisms of the initiation, execution, and regulation of
programmed cell death.

DEATH RECEPTORS

Death receptors, located on the cell surface and characterized by multiple cysteine-rich extracellu-
lar domains, belong to the tumor necrosis factor (TNF) family of proteins (3) (see Chapter 5). They
transmit apoptotic signals initiated by specific death ligands. The best-characterized death receptors
include TNFR1 (also p55 or CD120a), Fas (also Apo1 or CD95), and DR3 (also Apo3 or Wsl1). Each
of the death receptors contains a single death domain in the intracellular compartment, which is
responsible for recruiting adapter proteins, such as FADD and TRADD, through homotypic interactions.

The activated death ligands are homo-trimeric and induces trimerization of the death receptors
upon binding. The associated adapter proteins further recruit other effector proteins. For example, the
death effector domain of FADD interacts with the prodomain of procaspase-8, thus bringing three
procaspase-8 molecules into close proximity of one another and presumably facilitating their auto-
activation.

Structures of the death ligands TNF-α and TNF-β have been determined in their trimeric forms,
which reveal a highly similar fold (4–6). Each monomer contains a β-sandwich with a canonical
jellyroll topology (Fig. 1A). Three monomers intimately associate to form a bell-shaped homo-trimer
(Fig. 1A). The extensive trimeric interface between adjacent monomers involves a mixture of hydro-
phobic contacts and hydrogen bond interactions. The co-crystal structure of the soluble extracellular
domain of TNFR1 in complex with TNF-β reveals the specific recognition of a death ligand and the
activated state of the death receptor (7). In this complex, the four cysteine-rich domains (CRDs)
within one TNFR1 molecule stack up vertically over a distance of 80 Å to form an elongated rod-like
structure (Fig. 1B). Each TNFR1 rod binds to two adjacent TNF-β monomers at their interface and
the three TNFR1 molecules do not directly interact with one another. Protruding loops from CRD2
(named the “50s loop”) and CRD3 (named the “90s loop”) bind to two distinct regions of TNF-β
(Fig. 1B). This structure allows the construction of a model, in which the cytoplasmic regions of the
receptors are proposed to cluster together.

Although TNFR1 contains four CRDs, only the second and third directly bind to the ligand.
Another death receptor DR5 contains only two CRDs. The structure of DR5 in a complex with another
death ligand TRAIL reveals a similar overall binding topology but significant differences that deter-
mine the specificity of this interaction (8,9). The two CRDs of DR5 correspond to CRD2 and CRD3
of TNFR1. Although CRD1 of DR5 interacts with TRAIL in a similar fashion as CRD2 of TNFR1,
CRD2 of DR5 binds to TRAIL in a different conformation compared to CRD3 of TNFR1. These
structural differences underlie distinct signaling specificity by different death ligands and may have
important ramifications for the design of specific therapeutic agents.

In addition to the ligand-bound activated death receptors, the structure of the isolated TNFR1 was
also reported (10,11). These structures reveal that the free receptors associate into dimers of two
distinct types (10). In one case, the two receptors are arranged in an anti-parallel fashion, which
would result in the separation of their cytoplasmic domains by a distance of over 100 Å (Fig. 1C).
Under this circumstance these death receptors would prevent the intracellular adapter proteins from
forming a productive signaling complex. Thus the structure of this dimeric TNFR1 may represent the
inactive form. In the other case, the two receptors are placed parallel to each other, with their TNF-
binding surfaces fully exposed (Fig. 1D). Each of the two receptors is capable of forming a trimeric
assembly upon ligand binding; thus this arrangement would result in clustering of TNF/TNFR1 trim-
ers, a scenario that may enhance signaling efficiency.
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Fig. 1. Structure of death ligand, receptor, and their complex. (A) Structure of the trimeric TNF-β. Two
perpendicular views are shown. (B) Structure of a complex between the soluble extra-cellular domain of TNFR1
and TNF-β. The four CRDs as well as the two important loops are labeled. (C) The suggested inactive form of
a dimeric TNFR1 (extracellular domain). This configuration presumably prevents the formation of a productive
intracellular signaling complex. (D) The suggested active form of a dimeric TNFR1 (extracellular domain). All
figures were prepared using MOLSCRIPT (71).



50 Shi

BCL-2 FAMILY OF PROTEINS

The Bcl-2 family of proteins controls the mitochondria-initiated intrinsic apoptosis and regulates
the death receptor-initiated extrinsic cell death. More than two dozen Bcl-2 family proteins have
been identified in multicellular organisms examined to date (12) (see Chapter 2). On the basis of
function and sequence similarity, the diverse Bcl-2 members can be grouped into three subfamilies.
The anti-apoptosis subfamily, represented by Bcl-2/Bcl-XL in mammals and CED-9 in worms, inhib-
its programmed cell death by distinct mechanisms. For example, Bcl-2/Bcl-XL functions by prevent-
ing the release of mitochondrial proteins, whereas CED-9 binds CED-4 and prevents CED-4-mediated
activation of CED-3. The pro-apoptosis proteins constitute two subfamilies, represented by Bax/Bak
and Bid/Bim. Members in the Bcl-2/Bcl-XL subfamily contain all four conserved Bcl-2 homology
domains (BH4, BH3, BH1, and BH2), whereas the Bax/Bak subfamily lack the BH4 domain and the
Bid/Bim subfamily only contain the BH3 domain. Most members of the Bcl-2 family contain a single
membrane-spanning region at their C-termini. Members of the opposing subfamilies as well as
between the two pro-apoptotic subfamilies can dimerize, mediated by the amphipathic BH3 helix.

The first structure of the Bcl-2 family of proteins was determined on Bcl-XL by both X-ray crystal-
lography and NMR spectroscopy (13). This structure reveals two centrally located hydrophobic α
helices (α5 and α6), packed by five amphipathic helices on both sides (Fig. 2A). Interestingly, the
Bcl-XL structure closely resembles the pore-forming domains of bacterial toxins such as diphtheria
toxin. This similarity raised an interesting hypothesis that the Bcl-2 family of proteins may form
pores at the outer mitochondrial membrane to regulate ion exchange. Indeed, this conjecture has been
proven for nearly all members of the Bcl-2 family examined in vitro. However, it is unclear whether
the pH-dependent ion-conducting property of Bcl-2 proteins occurs in vivo and, if so, how it contrib-
utes to the regulation of apoptosis.

Because most members of the Bcl-2 family associate with lipid membranes using their C-terminal
transmembrane region, it is important to examine the structure of membrane-associated Bcl-2 family
proteins. Unfortunately, no such structure is yet available due to technical difficulty. Towards this
ultimate goal, Bcl-XL was characterized in detergent micelles and, compared to the aqueous solution,
exhibited significant structural difference (14).

Bcl-XL or Bcl-2 interacts with the BH3-only subfamily of Bcl-2 proteins such as Bad, Bim, and
Bid. The recognition mode was revealed by the solution structure of Bcl-XL bound to a BH3 peptide
from Bak (15) (Fig. 2B). The BH3 peptide forms an amphipathic α helix and interacts with a deep
hydrophobic groove on the surface of Bcl-XL. The binding of the BH3 domain causes a significant
conformational change in Bcl-XL, including the melting of a short α-helix (α3).

The structures of the other two groups of Bcl-2 family members have also been determined. Bid,
containing only the BH3 domain and displaying very weak sequence homology with Bcl-XL, exhibits
a conserved structure with that of Bcl-XL (16,17). The minor differences include the length and rela-
tive orientation of several helices as well as an extra α helix between helices α1 and α2 (Fig. 2C). On
the basis of the structure, a model was proposed to explain how the caspase-8-mediated cleavage of
Bid (after residue 59) improves its pro-apoptotic function. In this mechanism, removal of the
N-terminal 59 amino acids leads to the exposure of the BH3 domain, which mediates binding to the
other two subfamilies of Bcl-2 proteins.

Similar to Bid, the structure of the full-length Bax in aqueous solution closely resembles that of
Bcl-XL (18). Intriguingly, the C-terminal membrane-spanning region folds back to bind a hydropho-
bic groove that normally accommodates the BH3 domain of another Bcl-2 protein (Fig. 2D). Thus
this structure may represent the inactive or closed form of the Bax/Bak group and suggests a regula-
tory role for their C-termini in the absence of apoptotic stimuli.

Bax and Bak exist as monomers in aqueous solution but can form homo-oligomers in the presence
of detergents. These large homo-oligomers are thought to form channels with a pore size large enough
to allow passage of proteins such as cytochrome c, though direct biochemical and structural evidence
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is lacking. Despite structural information on all three subfamilies of Bcl-2 members, how these pro-
teins regulate apoptosis remains largely unknown. Biophysical and structural characterization of the
Bcl-2 protein complexes under membrane-like conditions will likely reveal some surprising insights,
although it is also possible that other important regulators of Bcl-2 proteins are yet to be identified.

CASPASES: EXECUTIONERS OF APOPTOSIS

Caspases are a family of highly conserved cysteine proteases that cleave after an aspartate in their
substrates (19). The critical involvement of a caspase in apoptosis was first documented in 1993 (20),
in which CED3 was found to be indispensable for the programmed cell death in the nematode
Caenorhabditis elegans. Since then, compelling evidence has demonstrated that the mechanism of
apoptosis is evolutionarily conserved, executed by caspases from worms to mammals. At least 14
distinct mammalian caspases have been identified (21) (see Chapter 1).

Caspases involved in apoptosis are divided into two groups: the initiator caspases, which include
caspases-1, -2, -8, -9, and -10; and the effector caspases, which include caspases-3, -6, and -7. An

Fig. 2. Structure of the Bcl-2 family proteins. (A) Structure of Bcl-XL. The flexible loop linking helices α1
and α2 are represented by a dotted line. (B) Structure of Bcl-XL bound to a BH3 peptide from Bad. This Bad
peptide exists as an amphipathic helix, with the hydrophobic side binding to Bcl-XL. (C) Structure of the
uncleaved form of Bid. Cleavage after Asp59 results in the activation of Bid, presumably due to exposure of the
BH3 helix. (D) Structure of the full-length Bax. Note that the C-terminal amphipathic helix folds back to bind
a hydrophobic surface groove, resembling the Bcl-XL-bound Bad peptide.
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initiator caspase invariably contains an extended N-terminal prodomain (>90 amino acids) important
for its function, whereas an effector caspase contains only 20–30 residues in its prodomain sequence.
All caspases are synthesized in cells as catalytically inactive zymogens and must undergo proteolytic
activation. The activation of an effector caspase, such as caspases-3 or -7, is performed by an initiator
caspase, such as caspase-9, through internal cleavages to separate the large and small subunits. The
initiator caspases, however, are auto-activated under apoptotic conditions.

The first caspase structure was determined on caspase-1 (or ICE, interleukin-1β-converting
enzyme) bound with a covalent peptide inhibitor (22,23). Structural information is now available on
caspase-3 (24,25), caspase-7 (26), caspase-8 (27,28), and more recently, caspase-9 (29). In each case,
caspase is bound to a synthetic peptide inhibitor (Fig. 3A). These structures reveal that the functional
caspase unit is a homo-dimer, with each monomer comprising a large (~20 kDa) and a small (~10
kDa) subunit. Homo-dimerization is mediated by hydrophobic interactions, with six anti-parallel
β-strands from each monomer forming a single contiguous 12-stranded β-sheet (Fig. 3A). Five α
helices and five short ß strands are located on either side of the central ß-sheet, giving rise to a
globular fold. The active sites, highly conserved among all caspases and located at two opposite ends
of the β-sheet, are formed by four protruding loops (L1, L2, L3, and L4) from the scaffold.

Caspases recognize at least four contiguous amino acids, named P4–P3–P2–P1, in their substrates,
and cleave after the C-terminal residue (P1), usually an Asp. The binding sites for P4–P3–P2–P1 are
named S4–S3–S2–S1, respectively, in caspases. These sites are located in the catalytic groove. The
L1 and L4 loops constitute two sides of the groove (Fig. 3). Loop L3 and the following β-hairpin,

Fig. 3. Structural features of caspases. (A) A representative structure of the inhibitor-bound caspase-3 (PDB
code 1DD1). The bound peptide inhibitor is shown in black. The four surface loops that constitute the catalytic
groove of one hetero-dimer are labeled. The apostrophe denotes the other hetero-dimer. Note that L2’ stabilizes
the active site of the adjacent hetero-dimer. The substrate-binding groove is schematically shown above. (B)
The active-site conformation of all known caspases is conserved. Of the four loops, L1 and L3 are relatively
constant while L2 and L4 exhibit greater variability. The catalytic residue Cys is shown in black. Two perpen-
dicular views are shown.
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collectively referred to as L3, is located at the base of the groove. Loop L2, which harbors the cata-
lytic residue Cys, is positioned at one end of the groove with Cys poised for binding and catalysis.
These four loops, of which L1 and L3 exhibit conserved length as well as composition, determine the
sequence specificity of the substrates.

The S1 and S3 sites are nearly identical among all caspases. The P1 residue (Asp) is coordinated
by three invariant residues at the S1 site, an Arg from the L1 loop, a Gln at the beginning of the L2
loop, and an Arg at the end of the L3 loop. The Arg residue on the L3 loop also coordinates the P3
residue (Glu). The S2 and S4 sites are coordinated mainly by the L3 and L4 loops. Because the
sequence of L4 is most divergent among caspases, the P2 and P4 residues exhibit greater sequence
variation. For example, the L4 loop in caspases-1, -8, or -9 is considerably shorter than that in caspase-
3 or -7, resulting in a shallower substrate-binding groove. This observation is consistent with a bulky
hydrophobic residue as the preferred P4 residue for caspases-1, -8, or -9.

The conformational similarity at the active site is extended to surrounding structural elements. In
particular, loops L4 and L2 from one catalytic subunit are stabilized by the N-terminus (loop L2’) of
the small subunit of the other catalytic subunit, forming the so-called “loop-bundle” (30).

Most structural information is derived from the inhibitor-bound caspases, which share the same
topology at the active site. These observations give the impression that the substrate-binding grooves
of caspases are pre-formed. However, in the structure of the free caspase-7 (30), these loops are
flexible and quite different from those in the inhibitor-bound caspase-7 (Fig. 4), suggesting that the
inhibitor-bound state is transient and trapped by the covalent peptide inhibitors. Thus, substrate bind-
ing and catalysis may be a process of induced-fit, accompanied by some large conformation changes,
such as the back-and-forth flipping of the critical L2’ loop.

Why are procaspase zymogens (except procaspase-9) catalytically inactive? The answer was par-
tially provided by the crystal structure of procaspase-7 (30,31), which reveals significant conforma-
tional changes in the four active site loops (Fig. 4). Except L1, all three other loops move away from
their productive positions, unraveling the substrate-binding groove. Most notably, the loop-bundle
seen in the inhibitor-bound caspases is missing in the procaspase-7 zymogen as the L2’ loop is flipped
by 180 degrees, existing in a “closed” conformation. This closed conformation is locked by the un-
processed nature of the procaspase-7 zymogen.

The ability of L2’ to move freely in response to inhibitor/substrate binding is a decisive feature for
the active caspase-7. This ability is acquired through activation cleavage after Asp198 in procaspase-
7. Because L2’ is at the N-terminus of the small subunit, inverting the order of primary sequences of
the large and small subunits could free L2’ and hence constitutively activate caspases. Indeed, this
prediction was confirmed for caspases-3 and -6 (32) as well as for the Drosophila caspase drICE
(33).

In contrast to most other caspases, procaspase-9 exhibits a basal level of activity prior to pro-
teolytic activation (34). The surprising feature may be explained by the fact that procaspase-9 con-
tains an expanded L2 loop, which could allow enough conformational flexibility such that
procaspase-9 does not need an inter-domain cleavage to have the L2’ loop move to its productive
conformation.

INHIBITORS OF APOPTOSIS (IAP)

The inhibitor of apoptosis (IAP) family of proteins, originally identified in the genome of
baculovirus, suppress apoptosis by interacting with and inhibiting the enzymatic activity of mature
caspases (35) (see Chapter 3). At least eight distinct mammalian IAPs including XIAP, c-IAP1,
c-IAP2, and ML-IAP/Livin, have been identified, and they all have anti-apoptotic activity in cell
culture. A structural feature common to all IAPs is the presence of at least one BIR (baculoviral IAP
repeat) domain, characterized by a conserved zinc-coordinating Cys/His motif (CX2CX16HX6C).
Some IAPs, such as XIAP and ML-IAP/Livin, also contain a C-terminal RING finger, a C3HC4-type
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Fig. 4. Mechanisms of procaspase-7 activation and substrate binding. (A) Structure of an active and free caspase-7 (PDB code 1K88). The active-site loops are
flexible. Despite an inter-domain cleavage, the L2’ loop still exists in the closed conformation, indicating an induced-fit mechanism for binding to inhibitors/
substrates. (B) Structure of a procaspase-7 zymogen (PDB code 1K86). Compared to that of the inhibitor-bound caspase-7, the conformation of the active site
loops does not support substrate-binding or catalysis. The L2’ loop, locked in a closed conformation by covalent linkage, is occluded from adopting its productive
and open conformation. (C) Comparison of the conformation of the active site loops. Compared to the procaspase-7 zymogen or the free caspase-7, the L2’ loop
is flipped 180o in the inhibitor-bound caspase-7 to stabilize loops L2 and L4.
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zinc-binding module. Most mammalian IAPs have more than one BIR domain, with the different BIR
domains exhibiting distinct functions. For example, in XIAP, c-IAP1, and c-IAP2, the third BIR
domain (BIR3) potently inhibits the activity of processed caspase-9, whereas the linker region
between BIR1 and BIR2 selectively targets active caspase-3. The RING fingers were found to exhibit
ubiquitin ligase (E3) activity, which may regulate self-destruction or degradation of active caspases
through the 26S proteasome pathway.

The structures of various BIR domains, determined by both NMR and X-ray crystallography (36–
38), reveal a highly conserved topology, with a three-stranded anti-parallel β sheet and four α helices
(Fig. 5A). The three cysteine and one histidine residues, invariant in all BIRs, coordinate a zinc atom.
Although the BIR2 and BIR3 domains of XIAP share an identical fold, structure-based mutational
analysis revealed that different regions are involved in the interaction with and the inhibition of
caspases-3 and -9 (36,37). Several amino acids in the linker sequence preceding BIR2 were found to
be essential in targeting caspase-3, while residues on the surface of XIAP-BIR3 inhibited caspase-9.

The smallest IAP is survivin, with only one BIR domain and a C-terminal acidic stretch. In con-
trast to the relatively stable expression levels of other IAPs, expression of survivin oscillates with cell
cycle and peaks at the G2/M phase (39). Recombinant survivin does not inhibit caspase activity in
vitro and appears to play an important role in mitosis. Although the structures of survivin reveal that
the BIR domain adopts the canonical fold (Fig. 5B), two contrasting modes of dimerization were
proposed (40–42), each with supporting evidence.

CASPASE-IAP COMPLEX

The IAP-bound structures were determined for two highly conserved effector caspases, caspases-
3 and -7 (43–45) (Fig. 6A,B). In the structures, the linker peptide N-terminal to XIAP-BIR2 forms
highly similar interactions with both caspases-3 and -7 (Fig. 6C). Compared to the covalent peptide
inhibitors, the linker segment of XIAP occupies the active site of caspases, resulting in a blockade of
substrate entry. Four residues from the XIAP linker peptide, Gly144–Val146–Val147–Asp148,
occupy the corresponding positions for the P1–P2–P3–P4 residues of the substrates, respectively
(Fig. 6D). The P1 position is occupied by the N-terminal Gly144 of these four residues. Thus this
orientation is the reverse of that observed for the tetrapeptide caspase inhibitors, in which the P1
position is occupied by the C-terminal Asp. Interestingly, despite a reversal of relative orientation, a

Fig. 5. Structure of the BIR domains. (A) Structure of the BIR2 domain of XIAP. The bound zinc atom as
well as the four conserved Cys/His residues are labeled. (B) Superposition of the structure of XIAP-BIR2 with
that of human survivin.
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subset of interactions between caspases-7 or -3 and XIAP closely resemble those between caspases-
7 or -3 and its tetrapeptide inhibitor DEVD-CHO. Asp148 of XIAP binds the S4 pocket in the same
manner as the P4 residue of the covalent peptide inhibitors. In addition, Val146 makes a similar set of
van der Waals contacts to surrounding caspase residues as does the P2 residue.

Interestingly, although the linker sequence between BIR1 and BIR2 of XIAP plays a dominant
role in inhibiting caspases-3 and -7, this fragment in isolation is insufficient. However, an engineered
protein with the linker peptide fused either N- or C-terminal to BIR1 was able to bind and inhibit
caspase-3 while neither BIR1 nor BIR2 in isolation exhibited any effect (36). These observations
suggest that the linker peptide needs to be presented in a “productive” conformation by surrounding
BIR domains while their identities do not matter. In support of this hypothesis, the linker peptide
fused to glutathione S-transferase (GST) was able to inhibit caspases-3 and -7 (43,44). Nevertheless,
the BIR domains also contribute to the inhibition of caspases, as XIAP exhibits about 20-fold higher
potency than the GST-linker peptide fusion. Consistent with this observation, XIAP-BIR2 also makes
direct contacts to caspase-3 in the crystal structure (45) (Fig. 6B).

Fig. 6. Mechanisms of IAP-mediated inhibition of effector caspases. (A) Structure of caspase-7 bound with
an XIAP linker peptide preceding the BIR2 domain. (B) Structure of caspase-3 bound with an XIAP fragment
including BIR2 and its preceding linker peptide. (C) Superposition of the structures of caspases-3 and -7 together
with their bound XIAP fragments. The interactions primarily occur between a linker segment N-terminal to the
BIR2 domain of XIAP and the active site of caspases-3 or -7. (D) Close-up view of the active sites of caspases-
3 and -7 bound to their respective XIAP fragments. Two hydrophobic residues of XIAP, Leu141 and Val146,
make multiple van der Waals interactions with a conserved hydrophobic pocket on caspases-3 or -7. Asp148 of
XIAP, occupying the S4 pocket, hydrogen bonds to neighboring residues in caspases-3 or -7.
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Although the mode of IAP-mediated inhibition of the effector caspases is well-characterized, how
IAPs inhibit the initiator caspase, caspase-9, remain unclear. Nevertheless, biochemical investigation
has revealed an encouraging hint. Although both BIR2 and BIR3 of XIAP can inhibit caspase-9,
BIR3 displays tighter binding affinity and higher potency. Mutation of Trp310 or Glu314 in BIR3
completely abrogated XIAP-mediated inhibition of caspase-9 while amino acids outside of BIR3 are
unnecessary for this inhibition (37). In the structure, these two residues are located close to each
other, suggesting that this region is involved in binding and inhibiting caspase-9. Indeed, BIR3 of
XIAP binds to the N-terminus of the small subunit of caspase-9 that becomes exposed after pro-
teolytic processing (46). This binding presumably brings BIR3 close to the active site of caspase-9,
which may block substrate entry and subsequent catalysis. Supporting this hypothesis, when the
N-terminal four residues of the caspase-3 small subunit were replaced with those from caspase-9, the
resulting protein could be inhibited by BIR3. Because BIR3 binds the N-terminus of a flexible
20-residue loop in caspase-9, exactly how BIR3 prevents substrate entry remains to be investigated
by structural approaches.

CASPASE-P35 COMPLEX

IAPs are not the only natural inhibitors to caspases. In contrast to XIAP, which only affects
caspases-3, -7, and -9, the baculoviral p35 protein is a pan-caspase inhibitor, and it potently targets
most caspases both in vivo and in vitro (47). Caspase inhibition by p35 correlates with the cleavage
of its reactive site loop after Asp87, which leads to the translocation of the N-terminus of p35 into the
active site of caspases (48,49). The crystal structure of caspase-8 in complex with p35 reveals that the
catalytic residue Cys360 of caspase-8 is covalently linked to the Asp87 of p35 through a thioester
bond (50) (Fig. 7). Although a thioester bond is generally susceptible to hydrolysis, this bond is
protected by the neighboring N-terminus of p35, which occludes access by water molecules.

Compared with the structure of the uncleaved p35 (51), the cleavage after Asp87 of the reactive
site loop produces a dramatic conformational switch (50,52). The C-terminal end of the reactive site
loop flips 180 degrees and folds back to form a ß strand as part of an anti-parallel ß-sheet. The
vacated space is in turn occupied by the N-terminus of p35, which springs from a closed conforma-
tion into an open form, moving over a distance of 20 Å (Fig. 7C). Much of this conformational
change occurs in the absence of binding to caspase-8.

Another protein, the serpin CrmA derived from the cowpox virus, can also inhibit several caspases,
likely through similar covalent modification. This unique covalent mechanism adds to the complex-
ity of caspase inhibition by natural proteins. It is important to note, however, that the equivalent of
p35 in mammalian genome has not been identified.

SMAC/DIABLO

In normal surviving cells that have not received an apoptotic stimulus, aberrant activation of
caspases can be inhibited by IAPs. In cells signaled to undergo apoptosis, however, this inhibitory
effect must be suppressed. This process is mediated by a mitochondrial protein named Smac (second
mitochondria-derived activator of caspases) (53) or DIABLO (direct IAP binding protein with low
pI) (54). Smac, synthesized in the cytoplasm, is targeted to the inter-membrane space of mitochon-
dria. Upon apoptotic stimuli, Smac is released from mitochondria into the cytosol, together with
cytochrome c. Whereas cytochrome c directly activates Apaf-1 and caspase-9, Smac interacts with
multiple IAPs and relieves their inhibitory effect on both initiator and effector caspases.

Structural analysis reveals that Smac exists as an elongated dimer in solution, spanning over 130 Å
in length (55) (Fig. 8A). The wild-type Smac protein binds to both the BIR2 and the BIR3 domains of
XIAP but not BIR1. In contrast, the monomeric Smac mutants retain strong interaction with BIR3 but
can no longer form a stable complex with BIR2. Because the linker sequence immediately preceding
BIR2 is involved in binding and inhibiting caspase-3, Smac monomers cannot relieve the IAP-
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mediated inhibition of caspase-3. Despite maintenance of interactions with BIR3, the monomeric
Smac mutants also exhibit compromised activity in relieving IAP-mediated inhibition of caspase-9.

The N-terminal mitochondria-targeting sequence of Smac is proteolytically removed upon import.
The freshly exposed N-terminal residues play an indispensable role for Smac function; a 7-residue
peptide including these residues can remove the IAP-mediated inhibition of caspase-9. Strikingly, a
missense mutation of the N-terminal residue Ala to Met in Smac leads to a complete loss of interac-
tions with XIAP and the concomitant loss of Smac function (55).

Fig. 7. Mechanisms of p35-mediated pan-caspase inhibition. (A) An overall view of caspase-8 covalently
bound to its inhibitor p35. (B) A close-up view of the covalent inhibition of caspase-8 by p35. The thioester
intermediate is shown between Asp87 of p35 and Cys360 (active site residue). The N-terminus of p35 restricts
solvent access to this intermediate. (C) Superposition of the structure of uncleaved p35 with that bound to
caspase-8. The arrow indicates the position of proteolytic cleavage.
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Fig. 8. Smac structure and function. (A) Structure of the mature Smac. The disordered N-terminal residues
are shown as dotted lines. (B) Structure of a monomeric Smac bound to the BIR3 domain of XIAP. (C) A close-
up view of the Smac N-terminal tetrapeptide bound to the BIR3 surface groove. The BIR3 domain is shown
either by degree of hydrophobicity (left panel) or in ribbon diagram (right panel) to highlight the interactions.
The amino and carbonyl groups of the N-terminal Ala make several hydrogen bonds to conserved residues in
XIAP. (D) A conserved IAP-binding mode from mammals to fruit flies. The structure of DIAP1-BIR2 is super-
imposed with that of the XIAP-BIR3 domain, with their corresponding bound peptides Hid, Grim, and Smac/
DIABLO. (E) A conserved motif of IAP-binding tetrapeptides. The tetrapeptide motif has the consensus
sequence A-(V/T/I)-(P/A)-(F/Y/I/V/S). The Drosophila proteins have an additional binding component (con-
served 6th-8th residues).
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In fruit flies, the anti-death function of the Drosophila IAP, DIAP1, is removed by four pro-
apoptotic proteins, Reaper, Grim, Hid, and Sickle, which physically interact with the BIR2 domain of
DIAP1 and remove its inhibitory effect on Drosophila caspases (56). Thus Reaper, Grim, Hid, and
Sickle represent the functional homologs of the mammalian protein Smac/DIABLO. Although gen-
erally regarded as having similar functions in Drosophila development, Hid, Grim, Reaper, and Sickle
only share homology in the N-terminal four residues in their primary sequences. Interestingly, these
four residues are very similar to the N-terminal residues of mature Smac.

SMAC-IAP COMPLEX
The molecular explanation for the indispensable role of the Smac N-terminal sequences is pro-

vided by structures of XIAP-BIR3 bound to either a monomeric Smac protein (57) (Fig. 8B) or a
nine-residue Smac peptide (58). The Smac N-terminal tetrapeptide (Ala-Val-Pro-Ile) recognizes an
acidic surface groove on BIR3, with the first residue Ala binding a hydrophobic pocket and making
hydrogen bonds to neighboring XIAP residues (Fig. 8C). The next three residues also interact with
surrounding hydrophobic residues in BIR3. To accommodate these interactions, the N-terminus of
Smac must be free, thus explaining why only the mature Smac can bind to IAPs. Modeling studies
indicate that replacement of Ala by a bulkier residue will cause steric hindrance, whereas Gly substi-
tution may result in an entropic penalty as well as loss of binding in the hydrophobic pocket. This
analysis explains why mutation of Ala to Met or Gly abrogated interactions with the BIR domains.

The Smac-binding surface groove on XIAP-BIR3 comprises highly conserved residues among the
BIR3 domains of c-IAP1 and c-IAP2 and the BIR2 domain of DIAP1, suggesting a conserved bind-
ing mode. Indeed, the crystal structures of DIAP1-BIR2 by itself and in complex with the N-terminal
peptides from Grim, Hid, and Sickle reveal that the binding of these N-terminal tetrapeptides pre-
cisely match that of the Smac-XIAP interactions (59) (Fig. 8D). For Grim and Hid, the next three
conserved residues also contribute to DIAP1-binding through hydrophobic interactions.

Thus the tetrapeptides in the N-termini of the mammalian Smac/DIABLO and the Drosophila
Reaper, Grim, Hid, and Sickle define an evolutionarily conserved family of IAP-binding motif (Fig.
8E). Interestingly, caspase-9 also contains such a tetrapeptide motif (Ala-Thr-Pro-Phe) in the N-
terminus of the small subunit. Subsequent experiments confirmed that this sequence is indeed prima-
rily responsible for the interactions between the processed caspase-9 and XIAP (46). In the absence
of proteolytic processing, procaspase-9 is unable to interact with IAPs. Proteolytic processing of
procaspase-9 at Asp315 leads to the exposure of an internal tetrapeptide motif, which recruits IAPs to
inhibit caspase-9. The mature Smac binds IAPs, again using a similar N-terminal tetrapeptide. The
conserved IAP-binding motif in Smac competes with that in caspase-9 for the binding to IAPs and
thus releases caspase-9 from the inhibition by IAPs.

During apoptosis, caspase-9 can be further cleaved after Asp330 by downstream caspases such as
caspase-3. This positive feedback not only permanently removes XIAP-mediated caspase-9 inhibi-
tion but also releases a 15-residue peptide that is able to relieve IAP-mediated inhibition of other
caspases. This mechanism ensures that less than stoichiometric amount of Smac can remove the IAP-
mediated caspase-9 inhibition as transient activation of caspase-9 may lead to the activation of
caspase-3 and ensuing positive feedback.

Although the Smac tetrapeptide in isolation can remove IAP-mediated caspase-9 inhibition, it
plays a less direct role in the removal of IAP-mediated inhibition of effector caspases. The binding
site for this tetrapeptide motif maps to the surface of BIR2 or BIR3 whereas the fragment responsible
for inhibiting caspases-3 or -7 is located between BIR1 and BIR2 of XIAP. Although a conclusive
mechanism remains elusive, modeling studies of a Smac/BIR2/caspase-3 complex suggest that steric
clashes preclude XIAP-BIR2 from simultaneously binding to caspase-3 and Smac (43). In this model,
binding to the BIR2 domain requires not only the N-terminal tetrapeptide of Smac but also an exten-
sive surface available only in the wild-type dimeric Smac protein. This model is consistent with the
observation that monomeric Smac mutants only weakly interacted with BIR2 and were unable to
remove the IAP-mediated caspase-3 inhibition.
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SIGNALING MODULES IN APOPTOSIS

During apoptosis, caspase recruitment and activation require three highly conserved families of
signaling modules, the caspase recruitment domain (CARD), the death domain (DD), and the death
effector domain (DED) (1). These motifs share the same structural topology with different surface
features, which give rise to specific homotypic recognition.

Structures of representative members of these signaling motifs have been determined by both
NMR and X-ray crystallography (60–62). In each case, the topology consists of six anti-parallel
helices, with minor variation in inter-helical packing (Fig. 9). Mutational analyses on these domains
revealed critical residues important for interactions with other signaling motifs. In two cases, these
mutagenesis results were further confirmed with crystal structures of complexes, each involving two
similar domains.

The recognition of procaspase-9 by Apaf-1, primarily through a CARD-CARD interaction, is
essential to the formation of the apoptosome holoenzyme and subsequent activation of caspases. The
positively charged surface of procaspase-9 CARD formed by the helices H1a/H1b and H4 is recog-
nized by Apaf-1 CARD through a negatively charged surface formed by the helices H2 and H3 (63)
(Fig. 9D). In Drosophila, recruitment of the Ser/Thr kinase Pelle to the plasma membrane by the
adapter protein Tube is important for embryogenesis. The structure of a death domain complex
between Pelle and Tube reveals an interesting addition to the diverse recognition mechanisms by
these simple motifs (64) (Fig. 9E). Despite these advances, it is structurally unclear how these signal-
ing motifs function in the context of a large signaling complex such as the DISC or the apoptosome.

Fig. 9. Structure of signaling modules. (A) Structure of Apaf-1 CARD. The acidic residues important for
caspase-9 binding are shown in black. (B) Structure of the death domain (DD) of Fas. (C) Structure of the death
effector domain (DED) of FADD. (D) Structure of a hetero-dimer between the CARD domains of Apaf-1 and
caspase-9. Critical interface residues are shown. (E) Structure of a hetero-dimer between the death domains of
Pelle and Tube proteins in Drosophila.
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APOPTOSOME AND THE ACTIVATION OF INITIATOR CASPASES

The initiator caspases invariably contain one of two protein-protein interaction motifs, the CARD
or the DED. These motifs directly interact with similar motifs present on oligomerized adapter pro-
teins, thus bringing multiple initiator caspase molecules into close proximity of one another and
presumably facilitating their auto-activation. This hypothesis is summarized as the induced-proximity
model (65). For example, procaspase-8 contains two copies of the DED, which interact with the DED
of FADD. Through association with FADD, procaspase-8 is brought into the DISC, resulting in its
auto-activation. Another well-characterized paradigm involves procaspase-9 activation. During
apoptosis, cytochrome c is released from mitochondria into the cytoplasm, where it assembles Apaf-1
into an apoptosome in the presence of dATP or ATP (2). The primary function of the apoptosome is
to recruit procaspase-9 and facilitate its auto-activation.

The induced proximity model is consistent with a number of observations. For example, bacteri-
ally expressed caspases can be processed to their mature forms, presumably due to high local concen-
trations. In mammalian cells, forced oligomerization of procaspase-8 led to its activation and
subsequent apoptosis (66,67). Similar results were obtained for the mammalian caspase-9 and the C.
elegans CED3 (68).

Although induced proximity undoubtedly leads to caspase activation, it remains unclear whether
this is indeed how the initiator caspases are activated under physiological conditions. The strongest
supporting evidence for the induced proximity hypothesis also serves as a cautionary reminder. For
example, effector caspases can also be auto-activated through induced proximity; yet they are acti-
vated in vivo by the initiator caspases. In addition, unprocessed procaspase-9 is nearly as active as the
mature caspase-9 and the primary function of the apoptosome is to allosterically enhance caspase-9
activity rather than to facilitate its auto-activation. Furthermore, forced oligomerization of the initia-
tor caspases may not recapitulate the physiological context, in terms of protein expression levels, and
more importantly, in terms of the specific protein-protein interactions that are required for the precise
positioning and activation of the initiator caspases.

Surprisingly, the isolated caspase-9 is only marginally active in the absence of the apoptosome,
prompting the concept of a holo-enzyme (69). Through association with the apoptosome, the cata-
lytic activity of caspase-9 is enhanced about three orders of magnitude. Intriguingly, the unprocessed
caspase-9 can be similarly maintained in this “hyperactive” state, demonstrating that the proteolytic
processing is unnecessary for the activation of procaspase-9.

Although most other caspases exist exclusively as a homo-dimer in solution, caspase-9 was found
to exist mostly as a monomer at micromolar concentrations (29). Fractions corresponding to dimers
and monomers from gel filtration were separately analyzed for their catalytic activity, and only the
dimer fractions were found to be active. Biochemical as well as structural analyses revealed that
dimerization resulted in the formation of only one functional active site. Based on these observations,
it was proposed that dimer formation may drive the activation of caspase-9 (29).

The three-dimensional structure of the ~1.4 MDa apoptosome at 27 Å resolution reveals a wheel-
shaped heptameric complex, with the CARD domains located at the central hub and the WD40 repeats
at the extended spokes (70) (Fig. 10A). Docking of caspase-9 to this apoptosome resulted in a dome-
shaped structure in the center; however, the bulk of the caspase-9 was not visible in these EM studies
(Fig. 10B). The central domes were thought to be complexes involving the CARD domains from
Apaf-1 and caspase-9.

Based on structural information on caspase-9 and the apoptosome, a model was proposed to explain
the activation of procaspase-9 (70). In this model, a heptameric apoptosome binds seven monomers
of inactive caspase-9. The high local concentrations of caspase-9 within this apoptosome drive the
efficient recruitment of additional inactive caspase-9 monomers, which become activated upon bind-
ing. This interesting model has a strong assumption that caspase-9 activity in the active dimers is
identical to that in the apoptosome holoenzyme, which remains to be experimentally tested.
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CONCLUSION

The rapid progress in the characterization of apoptosis by structural biology has significantly
enhanced our understanding of the underlining mechanisms. However, many daunting tasks remain.
For example, we still know very little about the activation mechanisms of the initiator caspases. In
this respect, future effort should be directed at solving structures of higher-order protein complexes
and performing associated biochemical and biophysical analysis. Furthermore, the apoptotic mecha-
nisms will likely become more complex with the discovery and characterization of additional players
and pathways, which will present structural biologists exciting new challenges for years to come.
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The Death Receptor Family

and the Extrinsic Pathway

Maria Eugenia Guicciardi and Gregory J. Gores

INTRODUCTION

Death receptors are cell-surface cytokine receptors belonging to the tumor necrosis factor/nerve
growth factor (TNF/NGF) receptor superfamily that trigger apoptosis after binding a group of struc-
turally related ligands or specific antibodies (1–3). The members of this family are type-I transmem-
brane proteins with a C-terminal intracellular tail, a membrane-spanning region, and an extracellular
ligand-binding N-terminal domain. They are characterized by a significant homology in a region
containing one to five cysteine-rich repeats in their extracellular domains, and in a 60- to 80-amino
acid cytoplasmic sequence known as death domain (DD), which typically enables death receptors to
initiate the death signal.

Death receptors are activated through an interaction with their natural ligands, a group of comple-
mentary cytokines that belongs to the TNF family of proteins. With the exception of the soluble,
lymphocyte-derived cytokine Lymphotoxin alpha (LTα), these proteins (known as death ligands) are
type-II transmembrane proteins, comprised of an intracellular N-terminal domain, a transmembrane
region, and a C-terminal extracellular tail. Death ligands can also be released as soluble cytokines by
the cleavage of metalloproteases.

Signal transduction by death receptors is initiated by the oligomerization of the receptor triggered
upon juxtaposition of the intracellular domains that follows the engagement of the ligand to the
receptor’s extracellular domain. This event leads to recruitment of different adapter proteins, which
provide the link between the receptor and the cell-death effectors, namely, the so-called initiator
caspases (e.g., caspase-8 and caspase-10). Adapter proteins generally have no enzymatic activity of
their own, but are able to associate with receptors through homophilic interaction of the receptor’s
DD and an analogous DD on the adapter itself. Adapter proteins may also contain a death-effector
domain (DED) that mediates the recruitment of caspases through the association with a correspon-
dent DED or a caspase-recruitment domain (CARD) in the prodomain of the inactive initiator caspases
(e.g., caspase-8). The resulting complex is called the death-inducing signaling complex (DISC). The
proximity of several caspase molecules recruited to the receptor results in self-processing and activa-
tion of the caspase, likely through a mild proteolytic activity of the procaspase itself. The activated
initiator caspase subsequently starts a cascade of caspase activation by processing and activating the
so-called effector caspases (e.g., caspase-3, caspase-6, and caspase-7), which are directly or indirectly
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responsible for the cleavage and degradation of several crucial cellular proteins, and for the execu-
tion of cell death. Alternatively, initiator caspases may cleave other substrates, which induce mito-
chondrial dysfunction (e.g., cleavage of Bid), and activate the effector caspases through the release of
pro-apoptotic mitochondrial factors. After the apoptotic signal is triggered, the DISC is internalized,
where it dissociates at low pH.

Currently, six death receptors are known, including the well-characterized death receptors Fas
(also called CD95 or APO-1) and TNF-R1 (also called p55 or CD120a), TRAIL-R1 (also called
DR4), TRAIL-R2 (also called DR5 or APO-2 or KILLER), death receptor 3 (DR3; also called APO-
3 or TRAMP or WSL-1 or LARD), and death receptor 6 (DR6) (Fig. 1).

Since the cloning of the first death receptor about 10 years ago, hundreds of reports have been
published providing valuable information on these receptors, yet the understanding of the complex
signaling originating from them seems still to be incomplete. The purpose of this chapter is to pro-
vide an updated overview of the most important death receptors, and their role in both human and
animal physiology and patho-physiology.

Fig. 1. Structural comparison of the death receptors. Schematic models of the death receptors. The extracel-
lular domains are characterized by the presence of a variable number of cysteine-rich motifs (CRD), whereas
the intracellular tails contain the death domain (DD), essential for signaling apoptosis.
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FAS (CD95/APO-1) AND FAS LIGAND (FASL/CD95L)

Fas (CD95/APO-1)
Fas (CD95/APO-1) is a glycosylated cell-surface protein, consisting of 325–335 amino acids resi-

dues, with a molecular weight of 45–52 kDa. The gene encoding for Fas is located on the long arm of
chromosome 10 in humans and on chromosome 19 in the mouse. It is ubiquitously expressed in
various tissues, but is particularly abundant in thymus, liver, heart, kidney, and in activated mature
lymphocytes or virus-transformed lymphocytes. Although the membrane-bound form is largely pre-
dominant, several splice variants have been described that generate soluble forms of the receptor, the
function of which is still unclear (4). These soluble forms of the receptor may antagonize Fas-
mediated cytotoxicity by binding to and inactivating Fas ligand (FasL), thereby exerting an anti-
apototic effect. A tight regulation of Fas-mediated apoptosis is essential for the proper physiology of
the cell, and this is achieved through a variety of mechanisms, some of which are operated directly at
the level of the receptor. Fas localizes on the plasma membrane as well as in the cytosol, in particular,
in the Golgi complex and the trans-Golgi network (5,6). Translocation of Fas-containing vesicles to
the cell surface has been observed upon stimulation, providing an effective mechanism to regulate
the plasma-membrane density of the death receptor, and avoid its spontaneous activation (6,7). Fas-
mediated apoptosis can also be modulated by glycosylation of the receptor (8), as well as at the
transcriptional level, by directly regulating Fas expression. A composite binding site for the tran-
scription factor NF-κB has been described at position 295 to 286 of the Fas gene promoter, which
regulates activation-dependent Fas expression in lymphocytes (9). A p53-responsive element is also
located within the first intron of the Fas gene, and cooperates with three sequences in the promoter to
upregulate both Fas receptor and Fas ligand expression during drug-induced apoptosis of leukemic
and hepatocellular carcinoma cell lines (10–12). Other mechanisms of regulation of Fas-mediated
apoptosis signaling are described later in this chapter.

Fas Ligand (FasL/CD95L)
FasL (CD95L) is a 40 kDa type II transmembrane protein with homotrimeric structure (12a). It is

expressed on the cell surface of activated T cells and, together with its receptor, plays an important
role in the maintenance of the peripheral T- and B-cell homeostasis, and in the killing of harmful
cells, such as virus-infected cells or cancer cells (13–15). FasL can also be proteolytically cleaved by
a metalloprotease between Ser126 and Leu127 in its extracellular domain, generating a soluble, trim-
eric form whose biological activity remains controversial (16). Indeed, soluble FasL with apoptosis-
inducing ability has been described. However, serum FasL levels are often high in hepatitis, AIDS,
and several types of tumor without apparent consequences (17). Species-related differences in the
function of the soluble form are possible, as soluble human FasL is able to induce apoptosis, whereas
soluble mouse FasL is not (18). However, recent studies have demonstrated that the apoptotic-
inducing capacity of the soluble form is reduced by over 1000-fold compared to the membrane-
bound FasL, providing an explanation for the absence of tissue damage in diseases associated with
elevated circulating levels of FasL (16,19,20). In lymphoma cells, expression of soluble FasL does
not trigger apoptosis, but has been shown to suppress the inflammatory response (21).

Fas Signaling
Engagement of Fas by either agonistic antibodies or FasL leads to the formation of microaggregates

of the Fas receptor followed by recruitment of the adaptor molecule FADD (Fas-associated protein
with death domain)/MORT-1 (mediator of receptor-induced toxicity) (22). FADD/MORT-1 is a ubiq-
uitously expressed, 28 kDa cytosolic protein with a C-terminal death domain, and a DED at the
N-terminus. FADD associates with the receptor through its DD, while its DED is required for self-
association and binding procaspase-8. Recruitment and accumulation of procaspase-8 at the DISC
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results in spontaneous activation of caspase-8 via autoproteolytic cleavage, and initiation of the
apoptosis signal. Procaspase-10 has also been demonstrated to be recruited and activated at the Fas
DISC (Fig. 2). Recent studies have shown that procaspases-8 and -10 are processed with similar
kinetics, and both can initiate apoptosis independently of each other (23,24).

Several proteins encoded by viral genes are able to prevent apoptosis by inhibiting caspases. One
of the most potent inhibitors of caspase-8 is the viral serpin CrmA (cytokine response-modifier A), a
toxin produced by the cowpox virus, which blocks apoptosis by binding to the active protease, thus
preventing further activation of effector caspases. CrmA is widely used in apoptosis studies to effec-
tively block caspase-8-mediated cell death. It is still controversial whether CrmA also inhibits
caspase-10.

The signal downstream of DISC formation differs between cell types. Two classifications, type I
and type II, of Fas-mediated apoptosis-signaling pathways have been described (25) (Fig. 3). In type
I cells, large amounts of caspase-8 are activated at the DISC and closely followed by rapid cleavage
of caspase-3. Overexpression of the anti-apoptotic proteins Bcl-2 or Bcl-XL does not prevent activa-
tion of caspase-8 or caspase-3 in these cells, nor does it inhibit apoptosis, suggesting a mitochondria-

Fig. 2. The Fas/CD95 DISC. Schematic representation of the death-inducing signaling complex (DISC)
triggered by engagement of FasL/CD95L to Fas/CD95. The death domain (DD) on the adapter protein FADD
interacts with the receptor’s death domain, whereas the death effector domain (DED) binds the correspondent
death effector domain in the pro-domain of the initiator caspase.
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independent activation of a caspase cascade. In contrast, DISC formation in type II cells is strongly
reduced, and activation of caspases, including caspase-8, occurs mainly downstream of mitochon-
dria, because both caspase activation and apoptosis can be blocked by overexpression of Bcl-2 or
Bcl-XL. Notably, Fas triggers the activation of mitochondria in both type I and type II cells, and in
both cell types, the apoptogenic activity of mitochondria is blocked by overexpression of Bcl-2 or
Bcl-XL. However, only in type II cells, and not in type I cells, overexpression of Bcl-XL or Bcl-2
blocks apoptosis. Therefore, only in type II cells are mitochondria essential for the execution of the
apoptotic program, whereas in type I cells, mitochondrial dysfunction likely functions as an amplifier
of the apoptotic signal.

Mitochondrial dysfunction during Fas signaling is mediated by caspase-8 cleavage of Bid, a pro-
apoptotic, BH3-only, member of the Bcl-2 family of proteins. The resulting 15 kDa fragment (tBid)
translocates to the mitochondria and induces release of apoptogenic factors, such as cytochrome c,
AIF (apoptosis-inducing factor) (26) and the recently identified Smac/Diablo (second mitochondria-

Fig. 3. Fas/CD95-mediated apoptotic pathways. Schematic representation of Fas-mediated apoptotic path-
ways in type I and type II cells. See text for details.
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derived activator of caspases/direct IAP binding protein with low pI)(27,28). Once in the cytosol,
cytochrome c binds to the co-factor Apaf-1 (apoptosis-activating factor 1) and to procaspase-9, form-
ing a complex called apoptosome. Through an energy-requiring reaction, procaspase-9 is processed
to the mature enzyme and in turn activates caspase-3, starting a caspase cascade downstream the
mitochondrium (see Chapters 2 and 6).

Endogenous Inhibitors of Fas Signaling
A fine regulation of Fas signaling is required to avoid triggering unnecessary cell death and to

ensure proper functioning of the apoptotic machinery. Recently, a family of proteins of viral origin
with anti-apoptotic activity was identified and called v-FLIPs (viral FLICE-inhibitory proteins) (Fig.
4). v-FLIPs contain two DEDs that enable them to bind to the Fas DISC, as well as to several other
death receptors, and block caspase-8 activation (29). It has not been established yet whether v-FLIP
also inhibits caspase-10 activation. A human cellular homolog has also been identified and called c-
FLIP (also FLAME-1 or I-FLICE or Casper or CASH or MRIT or CLARP or Usurpin) (30). c-FLIP
occurs in a short and a long isoform, as a result of different splice variants. The short form, c-FLIPS,
consists only of two DEDs, and structurally resembles v-FLIP. The long form, c-FLIPL (also called
I-FLICE, for inhibitor of FLICE) consists of two DEDs and a caspase-like domain, and closely
resembles caspase-8, except that it contains an inactive enzymatic site. In particular, c-FLIPL lacks
the catalytic cysteine embedded in the conserved pentapeptide QACRG or QACQG motif present in
all caspases, and other key residues involved in catalysis and substrate binding, therefore showing no
cysteine protease activity. Both forms of c-FLIP are recruited and bind to the DISC upon stimulation

Fig. 4. Structural comparison of caspase-8 and FLIPs. Schematic models of caspase-8, c-FLIPS/L, and
v-FLIP. Each molecule contains two death effector domains (DED) at the N-terminal. Caspase-8 and c-FLIPL
also show high sequence homology in the C-terminal domain, containing both the large (p18–20) and the small
(p10–12) catalytic subunits. The pentapeptide QACQG (or QACRG), highly conserved in all caspases, but
lacking in c-FLIPL, is critical for the catalytic activity of the proteins.
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(31). Whereas c-FLIPS may competitively inhibit procaspase-8 recruitment to the DISC, c-FLIPL

allows procaspase-8 to be recruited to the DISC and even partially cleaved from a 55 kDa proform to
41 kDa and 43 kDa polypeptides. However, by unclear mechanisms, c-FLIPL prevents further pro-
teolytic processing of caspase-8 to generate the active 18 kDa (p18) and 10 kDa (p10) subunits (32).

Experimental Tools for Inhibiting Death Receptor-Mediated Apoptosis
From the previous overview, it is clear that several approaches can be used to inhibit Fas-mediated

apoptosis, or to implicate death receptor signaling in an apoptotic process (Table 1). The most com-
mon approaches include the inhibition of caspase-8 by a pharmacological inhibitor, IETD-fmk, or
transfection of the cells with an expression vector encoding CrmA. The assembly of the DISC can
also be disrupted by forced overexpression of FLIP, which ultimately prevents caspase-8 activation.
Likewise, the overexpression of a dominant negative FADD, which contains the death domain, but
lacks the DED and, therefore, cannot bind to caspase-8 or -10, also prevents DISC assembly. All of
these tools are frequently used in the laboratory to study the role of death receptors in an apoptotic
process.

Physiology and Pathophysiology
A balance between cell death and cell proliferation is required to maintain tissue homeostasis. Not

surprisingly, excess or lack of apoptosis always leads to disease pathogenesis. As long as death
receptors are appropriately expressed, they represent a powerful tool to execute apoptosis in a con-
trolled manner. However several diseases have been associated with either loss of function or
overexpression of death receptors, which results in too little or too much apoptosis, respectively. As
far as the Fas/FasL system is concerned, its crucial role in vivo was clarified by the study of two
spontaneous recessive mutations in mice, lpr (lymphoproliferation) and gld (generalized
lymphoproliferative disease). These mutations are phenotypically associated with systemic autoim-
munity, lymphadenopathy, and splenomegaly with significant accumulation of CD4– CD8– T-lym-
phocytes (33,34). Molecular analyses of lpr and gld mutations showed that they are loss of function
mutations in the Fas and FasL genes, respectively (35). Impairment of the Fas/FasL system causes
increased resistance of T-cells to activation-induced apoptosis, and as a result, mature CD4– CD8–

T-cells can no longer be eliminated, and therefore accumulate in lymph nodes and spleen (36,37). A
phenotype similar to that seen in lpr mice has also been described in humans affected by autoimmune
lymphoproliferative syndrome (ALPS) (38,39). These patients, most of which are children, carry a
heterozygous mutation in the Fas gene, which generates a defective protein that either lacks its nor-
mal function or works as dominant-negative when expressed with normal Fas. As a consequence,
ALPS patients are incapable of effectively downregulating the immune reaction, and develop
lymphoadenopathy, splenomegaly, hypergammaglobulinemia, and, in some cases, autoimmune dis-
eases such as hemolytic anemia, thrombocytopenia, and neutropenia, due to the production of anti-

Table 1
Experimental Tools to Inhibit Death Receptor-Mediated Apoptosis

Reagents Mechanism

IETD-fmk Caspase-8 inhibition
CrmA Caspase-8 inhibition
c-FLIP DISC disruption
DN FADD DISC disruption
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bodies against red blood cells and platelets. Indeed, abnormally prolonged survival of activated lym-
phocytes may result in persistent humoral immune responses and potentially harmful cross-reactions
with self-antigens, which can eventually lead to development of autoimmune diseases.

Downregulation or loss of Fas expression has also been observed in several tumors, often associ-
ated with constitutive expression of FasL. This adaptation allows the cancer cell to survive the attack
by cytotoxic T lymphocytes and natural killer (NK) cells by binding Fas on their surface and induc-
ing apoptosis, while at the same time increasing its own resistance to Fas-mediated apoptosis (40,41).
Consistently, the role of Fas in carcinogenesis is supported by the evidence that Fas-defective ani-
mals show increased risk of developing tumors.

On the other hand, unregulated overexpression the Fas/FasL system can be equally deleterious,
causing massive tissue destruction and even leading to death of the organism. Injection of an agonis-
tic anti-Fas antibody or recombinant FasL into mice has been shown to strongly activate the Fas
system in vivo and quickly kill the animals as a consequence of acute liver failure (42). The symp-
toms of the liver failure closely resemble those of fulminant hepatitis, which results from massive
hepatocyte apoptosis caused by the reaction between abnormally activated T-cells and hepatitis B or
C virus-transformed hepatocytes overexpressing Fas. Thus, overexpression of Fas may be a cause of
fulminant hepatitis. The best example of this in human pathology is a disease characterized by an
accumulation of copper in the liver. This transition metal promotes oxidative stress and de novo
expression of FasL in the liver. The FasL-expressing hepatocytes induce apoptosis in Fas-expressing
neighboring cells (fratricide killing) causing liver damage. Similar mechanisms may also be impor-
tant in alcoholic hepatitis. Overexpression of Fas is also known to play a role in AIDS.

TUMOR NECROSIS FACTOR-RECEPTOR 1 (TNF-R1) AND TNF-ααααα
TNF-R1

The TNF/TNF-receptor signaling system consists of two distinct receptors, TNF-R1 (also called
p55 or CD120a) and TNF-R2 (also called p75 or CD120b), and three ligands, the membrane-bound
TNF-α (mTNF-α), the soluble TNF-α (sTNF-α), and the soluble lymphocyte-derived cytokine (LTα,
also called TNF-β) (22). TNF-R1 and TNF-R2 are both type I transmembrane proteins containing an
amino-terminus, disulfide-rich, extracellular domain that recognizes TNF, a transmembrane helix,
and a cytoplasmic tail. However, TNF-R1 only, and not TNR-R2, possesses an intracellular DD, and,
therefore, is likely to be the sole mediator of the apoptotic signal. Both receptors are expressed ubiq-
uitously in cells; however, TNF-R1 expression seems to be constitutively low and controlled by a
noninducible promoter, whereas TNF-R2 expression is regulated inducibly by a number of extracel-
lular stimuli. TNF-R1 and TNF-R2 interact with both forms of TNF-α, as well as with LTα. None-
theless, TNF-R1 appears to be entirely responsible for TNF signaling in most cell types, and in vivo
studies in a TNF-R1-deficient mouse model showed that TNF-R1 is essential for TNF-induced
apoptosis of pathogen-infected cells.

TNF-ααααα
Tumor necrosis factor-α (TNF-α) was originally named for its ability to elicit hemorrhagic necro-

sis of transplanted mouse tumors and for its selective cytotoxicity for transformed cells. In the years
that followed, TNF-α was found to play a key role in inflammation and immunity. Moreover, TNF-
α is able to induce proliferation and differentiation of many different target cells. TNF-α is mainly
produced by macrophages, monocytes, and T cells in response to infection and inflammatory condi-
tions, but also by other cell types, such as B cells, fibroblasts, and hepatocytes. TNF-α is expressed as
a 26 kDa integral type II transmembrane protein with homotrimeric structure. From this precursor, a
17 kDa soluble form is released after cleavage by the metalloprotease TNF-α-converting enzyme
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(TACE) (43). Both soluble and membrane-bound TNF-α are biologically active, and while the soluble
form acts as an effector molecule at a distance from the producer cell, the membrane-bound form
likely has a specific role in localized TNF-α responses.

TNF-R1 Signaling
Intracellular signals originating from the TNF-R1 are extremely complex and can lead to multiple,

even opposite, cell responses, from cell proliferation to inflammation to cell death. Most cells treated
with TNF-α, however, do not undergo apoptosis unless protein or RNA synthesis is blocked, which
suggests the predominance of survival signals over death signals under normal circumstances, and
the requirement of neosynthesized proteins to suppress the apoptotic stimulus. The expression of
these anti-apoptotic proteins is likely to be controlled by the activity of the transcription factor
NF-κB, as inhibition of NF-κB sensitizes cells to TNF-α-induced apoptosis. JNK (c-Jun NH2-termi-
nal kinase)/SAPK (stress-activated protein kinase) is also activated by NF-κB, and considerable data
now suggest JNK induces the transcription of pro-apoptotic genes in many cell types (44,45). Indeed,
NF-κB complexes downregulate the JNK cascade through upregulation of gadd45β/myd118, a gene
associated with cell-cycle control and DNA repair, and xiap, which encodes the endogenous inhibitor
of apoptosis, XIAP, and promotes cell survival (44,45).

Engagement of TNF-R1 by TNF-α results in conformational changes in the receptor’s intracellu-
lar domain, resulting in rapid recruitment of several cytoplasmic DD-containing adapter proteins via
homophilic interaction with the DD of the receptor (22) (Fig. 5). The unstimulated TNF-R1 has been
found to be associated with the recently isolated SODD (silencer of death domains), which effec-
tively prevents self-aggregation of the DD and spontaneous initiation of signaling (46). Upon stimu-
lation, SODD promptly dissociates from TNF-R1, allowing the adapter protein TRADD
(TNFR-associated protein with death domain) to bind to the clustered-receptor DD (Fig. 6). TRADD
functions as a docking protein that recruits several signaling molecules to the activated receptor, such
as FADD, TRAF-2 (TNF-associated factor-2), RIP (receptor-interacting protein), and RAIDD (RIP-
associated ICH-1/CED-3-homologous protein with a death domain). These proteins have no enzy-
matic activity, except for RIP, which possesses serine-threonine kinase activity. The role of its kinase
activity in apoptosis, however, remains to be established; it may have a role, however, in mediating
death receptor-induced nonapoptotic cell death (47). FADD binds and activates caspase-8, promot-
ing apoptosis through a pathway similar, though probably not identical, to that triggered by Fas. RIP
binds RAIDD, which engages a death pathway by recruitment of caspase-2 through homophylic
interaction between homologous sequences in its amino-terminal domain and the prodomain of
caspase-2 (48). RIP also associates with TRAF-2, stimulating prosurvival pathways and regulating
the immune response. Two distinct pathways originate from the association of RIP and TRAF-2 to
the receptor (49). The first one signals through the activation of the protein kinase NIK (NF-
κB-inducing kinase), which further activates the catalytic IKK complex (IκB kinase complex), com-
prised of the three proteins IKKα (IKK1), IKKβ (IKK2), and IKKγ (NEMO), leading to phosphory-
lation of the NF-κB inhibitory protein IκBα. Phospho-IκBα is then degraded via the
ubiquitin-proteasome pathway, allowing NF-κB to translocate to the nucleus and initiate transcrip-
tion of target genes. The second pathway involves the mitogen-activated protein (MAP) kinases, and
leads to activation of JNK, via the consequential activation of MEKK-1 (mitogen-activated protein/
Erk kinase kinase-1), and JNKK (JNK kinase). JNK phoshorylates and activates of a number of
transcription factors, including c-Jun, ATF-2 (activating-transcription factor 2), and AP-1. More-
over, TRAF-2 has been shown to bind to the anti-apoptotic factors cIAP-1 and -2 (cellular inhibitor
of apoptosis-1 and -2), and TRAF-1, to form a receptor signaling complex that inhibits the apoptotic
TRADD/FADD/caspase-8 pathway, possibly by facilitating the ubiquitination and degradation of
caspase-8 (50,51).
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TNF-α also activates other MAP kinases, namely p38 and ERK kinase, but much less is known
about these signaling pathways in cell death. However, studies employing knockout animals suggest
that MKK-3 (MAP kinase kinase-3) is required for TNF-α-induced p38 activation (52).

Physiology and Pathophysiology
The TNF-α/TNF-R system is an important mediator in various physiological and pathophysi-

ological conditions. The complicated signaling pathways originating from the receptor complex,
indeed, impact different biological processes, such as cell proliferation, cell death, and inflammation.

After partial hepatectomy, biliary epithelial cells and venous endothelial cells rapidly secrete large
amounts of TNF-α, thus elevating the hepatic level of the cytokine. By signaling through TNF-R1,
TNF-α promotes the proliferative response of liver cells by both stimulating the transcriptional activ-
ity of AP-1 and NF-κB in the hepatocytes, and inducing secretion of another cytokine critical in
hepatic regeneration, interleukin-6 (IL-6), from Kupffer cells or other nonparenchymal cells (53).
IL-6, in turn, binds to its receptor on the hepatocytes and induces activation of a third transcription
factor, STAT-3 (54). As a result of this concerted transcriptional activity, hepatocytes are forced to
leave G0 and enter the proliferative stages of the cell cycle. Thus it seems TNF-α acts as an initiator
and potentiator of hepatocyte proliferation and liver regeneration. Consistently, liver regeneration is
severely impaired in TNF-R1 knockout mice (54).

The role of TNF-α as mediator of cell death as been described in a wide variety of liver diseases.
Serum TNF-α levels are elevated in patients with alcoholic hepatitis and directly correlate with
increased mortality. In these patients, TNF-α has been show to signal via the TNF-R1 pathway,
inducing both apoptosis and necrosis of the hepatic parenchyma (55). Serum TNF-α levels are also
higher in patients with both fulminant and chronic hepatitis, and seem to correlate, at least in fulmi-
nant hepatitis, with the severity of the disease. The serum levels of soluble TNF-R1 and TNF-R2 are
also significantly elevated in chronic hepatitis B. A massive production of TNF-α by blood mono-
nuclear cells has been observed in chronic hepatitis-B patients undergoing interferon-α (IFN-α)-

Fig. 5. The TNF-R1 DISC. Schematic representation of the death-inducing signaling complex (DISC) trig-
gered by engagement of TNF-α to TNF-R1. See text for details.
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treatment at the time of successful antigen seroconversion, suggesting that TNF-α may be involved
in viral clearance (56).

The study of genetic models of knockout animals demonstrated the crucial role of the TNF/TNF-
R1 system in immune and inflammatory responses. The apparently normal phenotype of TNF-R1
and TNF knockout mice suggest that TNF is not essential for embryonic development. However,
mice lacking TNF-R1 show some abnormalities in the lymphoid organs, such as lack of Peyer’s
patches, and impaired differentiation of follicular dentritic cells and formation of germinal centers.
They also produce a reduced antibody response after immunization, and display an increased suscep-
tibility to Listeria monocytogenes and Mycobacterium tuberculosis, infections usually controlled by
the mice (57–59). TNF knockout mice show essentially the same characteristics, except that they do
develop Peyer’s patches (60). Those genetic models allowed the demonstration that TNF has a dual
role during the inflammatory process: a pro-inflammatory role in the initial phase of infection and
inflammation, and an anti-inflammatory/repair function after the infectious or toxic agent has been
localized and controlled (60).

Fig. 6. TNF-R1-mediated signal transduction pathways. Simplified representation of TNF-R1-mediated
apoptotic and anti-apoptotic pathways in the cell. See text for details.
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Several human immune diseases have been found to be associated with a dysregulation of the
TNF/TNF-R system. In a genetic disease called TNF receptor-associated periodic syndrome
(TRAPS), heterozygous dominant alleles of TNF-R1, with amino acid changes in the extracellular
domain, cause a decrease in TNF-R1 shedding, and enhancement of the pro-inflammatory effects of
TNF, which results in severe localized inflammation and development of familial periodic fever (61).
TRAPS has been successfully treated with soluble TNFR2–Ig fusion protein constructs, which act as
decoy receptors for the cytokine. Fusion constructs containing immunoglobulin or leucin zipper oli-
gomerization domains allow to achieve a high-level activity of the soluble ligand or receptor.

Overproduction of TNF has been associated with several autoimmune conditions. Elevated levels
of TNF-α have been detected in diseases such as rheumatoid arthritis (RA), inflammatory bowel
disease (IBD; Crohn’s disease), multiple sclerosis (MS), and systemic lupus erythematosus (SLE).
Several clinical trials for the treatment of RA and Crohn’s disease have utilized anti-TNF-α MAbs to
neutralize the pro-inflammatory cytokine with successful results, demonstrating that this approach
may be an effective therapeutic option in the treatment of chronic inflammatory diseases (62).

TRAIL RECEPTORS AND TRAIL

TRAIL Receptors
Since the identification of the new member of the TNF family, TNF-related apoptosis-inducing

ligand (TRAIL, also called APO-2L), five different cognate receptors have been shown to bind it
(Fig. 7). Two of them, TRAIL-R1 (also called DR4) and TRAIL-R2 (also called DR5 or Killer or
TRICK2) are considered actual death receptors, as engagement of TRAIL with these receptors results
in apoptosis. TRAIL-R1 and TRAIL-R2 are plasma-membrane receptors consisting of an extracellu-
lar region containing two cysteine-rich domains, which enable the receptors to bind TRAIL, a trans-
membrane domain, and a cytoplasmic tail containing a DD essential for transducing the apoptotic
signal. TRAIL-R1 is expressed in most human tissues, including spleen, thymus, liver, peripheral
blood leukocytes, activated T cells, small intestine, and some tumor cell lines (63). TRAIL-R2
expression has a ubiquitous distribution both in normal tissue and tumor cell lines, but is particularly
high in spleen, peripheral blood leukocytes, and activated lymphocytes. Two other receptors, TRAIL-
R3 (also called DcR1 or TRID or LIT) and TRAIL-R4 (DcR2/TRUNDD), are so-called decoy recep-
tors. Although quite similar to TRAIL-R1 and TRAIL-R2 in their extracellular and transmembrane
regions, TRAIL-R3 and TRAIL-R4 lack a death domain, or possess a nonfunctional death domain,
respectively, therefore binding of TRAIL to these receptor fails to trigger apoptosis. TRAIL-R3 and
TRAIL-R4 transcripts are almost ubiquitously expressed in healthy human tissues, but not in most
cancer cell lines (63). The preferential distribution of the decoy receptors in normal tissues, together
with their ability to compete with the death receptors for binding to TRAIL, has been thought to
account for the higher resistance of normal cells to TRAIL-induced apoptosis. However, recent stud-
ies suggest intracellular regulation of TRAIL signaling more likely accounts for the resistance of
healthy cells to TRAIL-mediated apoptosis, rather than the surface density of decoy receptors. The
fifth identified receptor for TRAIL is the soluble osteoprotegerin receptor (OPG), which also binds
the osteoclast differentiation factor (ODF), another member of the TNF family. OPG also can act as
a decoy receptor, because it efficiently binds TRAIL, but does not induce apoptosis. At 37°C, TNR-
R2 has the highest affinity for TRAIL, whereas OPG has the weakest (64).

TRAIL
TRAIL/APO-2 was first identified in 1995 through screening of DNA databases based on sequence

homology with other members of the TNF family (65,66). In particular, among the TNF family,
TRAIL was found to share the highest sequence homology with FasL, but did not bind Fas or any of
the other previously known receptors of the TNF-R-family. TRAIL gene is located in chromosome 3,
and its mRNA is expressed constitutively in many tissues. Like the other ligands of the same family,
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TRAIL is a type II transmembrane protein (281 amino acids) that can also be cleaved by
metalloproteases to generate a soluble form (63,67). Its carboxy-terminal extracellular domain shows
significant homology to other TNF family members, whereas the cytosolic amino-terminus is consid-
erably shorter and not conserved among species. The biologically active form of TRAIL is a
homotrimer with the cysteine residues in position 230 coordinating a zinc ion, essential for proper
folding, trimer association, and activity of the cytokine itself. TRAIL seems to trigger apoptosis more
specifically in tumor cell lines and tumor xenografts rather than in normal cells, although the reason
for this differential sensitivity has not yet been explained.

TRAIL-R1 and TRAIL-R2 Signaling (Fig. 5)
Like Fas, activated TRAIL-R1 and TRAIL-R2 recruit FADD and caspase-8 and caspase-10 to

their respective DISCs (68). FADD and caspases-8/-10 not only are integral components of the TRAIL
receptor DISC, but are also essential for TRAIL-induced apoptosis. Therefore, TRAIL-R1 and
TRAIL-R2 seem to trigger apoptosis through a pathway similar to that activated by Fas (69) (Fig. 7).
Like Fas, TRAIL-induced apoptosis is effectively inhibited by overexpression of c-FLIP, which
appears to be the key factor in determining cell sensitivity to TRAIL-induced apoptosis (70).

Several reports also show that TRAIL, in addition to inducing cell death, promotes activation of
NF-κB and JNK through distinct, independent pathways. In particular, TRAIL-R1, TRAIL-R2, and

Fig. 7. TRAIL receptors and the TRAIL DISC. Schematic representation of TRAIL receptors and the signal-
ing complex triggered by engagement of TRAIL to TRAIL-R1 or TRAIL-R2. Because TRAIL-R3 and TRAIL-
R4 lack a functional death domain, they do not induce cell death and function as decoy receptors. Further details
are found in the text.
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TRAIL-R4 have been shown to activate NF-κB via a TRAF-2–NIK-IKKα/β-dependent signaling
cascade, whereas TRAIL-R1 induces JNK activation via a TRAF-2-MEKK1-MKK4-dependent path-
way. This suggests a bifurcation in the signaling pathway at the level of TRAF-2 similar to that
described for TNF-R1. Because TRAF-2 does not directly associate with any of the TRAIL recep-
tors, it is conceivable that this pathway requires a still-unidentified adapter protein other than TRADD
or FADD (71). Interestingly, activation of NF-κB is not sufficient to block TRAIL-induced apoptosis,
suggesting that this might be just an epiphenomenon (70).

Physiology and Pathophysiology
The unavailability of genetic models of mice overexpressing or defective in the TRAIL receptors

or TRAIL renders more difficult to establish the importance of the TRAIL-R/TRAIL system in the
pathogenesis of human and animal disease. Unpublished data, however, suggest TRAIL knockout
mice are phenotypically normal.

A recent study provided the first evidence supporting a physiological role of TRAIL as a tumor
suppressor (72). Indeed, TRAIL has been found to be constitutively expressed in a large number of
mouse liver NK cells, and likely accounts for the anti-metastatic function of liver NK cells against
TRAIL-sensitive tumor cells. As TRAIL has been shown to be regulated by endogenously produced
interferon-γ (IFN-γ), it appears to be, at least in part, responsible for the IFN-γ-dependent pathway of
NK-cell-mediated anti-tumor immunity.

The apparent selectivity of TRAIL to kill tumor cells renders it a promising candidate for cancer
therapy. Initial studies seemed to suggest that the tumoricidal activity of TRAIL was not accompa-
nied by any significant systemic toxicity when administered to mice and nonhuman primates (73,74).
However, a recent report on a study testing TRAIL cytotoxic effects in vitro on isolated hepatocytes
from different species, showed significant species-related differences in TRAIL sensitivity, and
warned about a possible substantial liver toxicity if TRAIL were used in humans (75). These studies,
however, were performed using a tagged TRAIL to induce apoptosis. Studies using nontagged,
soluble zinc-replete form of TRAIL do not appear to be hepatotoxic (76). Further studies are there-
fore required to establish whether or not TRAIL could be safely used as a cancer therapeutic.

DEATH RECEPTOR 3 (DR3/APO-3/TRAMP/WSL-1/LARD) AND APO-3L

DR3 has been identified and characterized in 1996 by its high homology with TNF-R1, particu-
larly in its DD (77–79). DR3 is a 393 amino acid protein of approx 47–54 kDa. Like the other death
receptors, DR3 has an extracellular, N-terminal domain, which contains four cysteine-rich motifs,
followed by a transmembrane domain, and a 193 amino acid long, C-terminal cytosolic tail. Its mRNA
has been detected in spleen, thymus, and peripheral blood lymphocytes, but not in heart, brain, pla-
centa, lung, liver, skeletal muscle, kidney, or pancreas. A natural ligand of DR3 was identified shortly
after the receptor, and was named Apo3L (80). Apo3L is a 249 amino acid protein with a molecular
weight of approx 27 kDa, and, like the other ligands of the TNF family, is a type II transmembrane
protein. Like their receptors, Apo3L and TNF also share high protein sequence identity. However,
their localization is substantially different, as Apo3L is ubiquitously expressed in fetal and adult
tissues, whereas TNF is expressed mainly in activated macrophages and lymphocytes. The responses
and signaling, triggered either by overexpression of DR3 or binding of DR3 to Apo3L, resemble that
mediated by TNF-R1. Indeed, DR3 activates NF-κB through TRADD, TRAF-2, RIP, and NIK, and
also induces apoptosis, through a pathway mediated by TRADD, FADD, and caspase-8. The differ-
ent expression of the ligands and receptors, however, suggests that, despite the similarities in the
signaling mechanisms, DR3 and TNF-R1 likely have distinct biological roles. Indeed, negative selec-
tion and anti-CD3-induced apoptosis have been found to be significantly impaired in DR3-null mice,
suggesting a unique, nonredundant role for this receptor in the removal of self-reactive T cells in the
thymus (81).
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DEATH RECEPTOR 6 (DR6)

DR6 has been identified as a novel death receptor in 1998 based on the presence of the character-
istic extracellular cysteine-rich domain and the intracellular DD (82). However, unlike the other
death receptors, the DD is not localized at the C-terminus, but it locates adjacent to the transmem-
brane domain, followed by a 150 amino acid tail. Following the DD, there is a putative leucine zipper
sequence overlapping with as proline-rich region, whose functional relevance is still obscure. DR6 is
highly expressed in thymus, spleen, and lymphoid cells.

The signaling pathway originating from this receptor has been poorly defined so far. No cognate
ligand for DR6 has yet been identified. DR6 engages a cell-death pathway in mammalian cells differ-
ent from those initiated by the other known death receptors, as it seems not to associate with
DD-containing adaptor molecules such as TRADD, FADD, RAIDD, or RIP. Upon overexpression,
DR6 is a potent inducer of JNK and NF-κB activation. The ability to activate the JNK pathway and
the predominant expression in lymphoid organs suggest that DR6 may have a role in the immune
system. In particular, studies employing DR6 knockout mice demonstrated that DR6 works through
JNK to regulate the differentiation of naïve CD4+ into Th1 and Th2 cells (83).

CONCLUSIONS

In summary, multiple death receptors are expressed differentially in mammalian cells. Their role
in maintaining tissue homeostasis through regulation of cell death and survival is crucial, as demon-
strated by the apparent redundancy of their signaling pathways. The death receptors do not have
catalytic activity, but they undergo oligomerization by binding to selective, noncrossreacting ligands,
and recruit adapter molecules by interaction of their common cytoplasmic death domains. The adapter
molecules, in turn, recruit initiator procaspases, which undergo self-processing in the receptor com-
plex, likely, by induced proximity and weak, but intrinsic catalytic activity. The activated caspases
then initiate complex cell-signaling cascades culminating in cell death by apoptosis. Several intrinsic
cell proteins (i.e., cFLIPs, cIAPs) and survival signaling pathways (i.e., NF-κB) can inhibit death
receptor-mediated apoptosis. The ultimate fate of the cell depends upon the cell context, simulta-
neous signaling events, and other stimuli. Death receptors are particularly important in immune regu-
lation and tissue injury in disease states, and they have already been targeted for the treatment of
several human inflammatory and autoimmune diseases. Purposeful induction of apoptosis by death
receptors may ultimately be useful also in cancer therapy. Much remains to be learned about the
complexity of death-receptor signaling in health and disease.
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The Mitochondrial Apoptosis Pathway

Bruno Antonsson

INTRODUCTION

Multicellular organisms are dependent on the removal of damaged or unwanted cells both during
their development and in the adult life. This is ensured by apoptosis or programmed cell death.
Apoptosis is an active energy (ATP) requiring process where cells are eliminated in an ordered man-
ner. A large variety of different stimuli, both extracellular signals and signals generated from inside
the cell itself can initiate the apoptosis signaling cascades. Two intracellular apoptosis signaling
pathways have been identified, the death-receptor pathway and the mitochondrial pathway. Apoptosis
is accompanied by characteristic morphological and biochemical changes, such as chromatin con-
densation, DNA degradation, nuclear fragmentation, exposure of phosphatidylserine on the outside
of the plasma membrane, and finally cellular fragmentation into apoptotic bodies. Although, apoptosis
is an essential process, it is also involved in a wide range of pathologies. Increased apoptosis has been
associated with stroke; myocardial infarct; reperfusion injury; arteriosclerosis; heart failure; infertil-
ity; diabetes; AIDS; hepatitis; renal failure; and neurodegenerative diseases like multiple sclerosis
(MS); amyotropic lateral sclerosis (ALS); and Alzheimer’s, Huntington’s, and Parkinson’s diseases
(1–5). On the other hand, impaired apoptosis is associated with various forms of cancer and autoim-
mune diseases (6).

THE MITOCHONDRIA

Mitochondria are intracellular organelles whose primary function is to provide energy for the
cellular functions. Without the energy, in the form of ATP, produced by the mitochondrial respira-
tory chain, cells are not able to survive under normal conditions. The mitochondria has a complex
structure, they are composed of an outer membrane, an inner membrane, an intermembrane space,
cristae structures formed by the folding of the inner membrane, and the mitochondrial matrix inside
the inner membrane (Fig. 1). The inner and outer membranes are different in terms of lipid and
protein composition. The outer membrane is a fairly permeable membrane allowing free passage of
molecules of a molecular weight of less than 1.5 kDa. The inner membrane, on the contrary, is a
tightly sealed barrier. However, both membranes contain large channels or pores, which allow for a
selective passage of large molecules, including nucleotides and proteins, into the intermembrane
space and the matrix. The two main channels in the outer membrane are the voltage-dependent anion
channel (VDAC) and the protein import channel, the translocase of the outer membrane (TOM). The
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inner membrane contains the adenine nucleotide translocator (ANT) and the protein translocase of
the inner membrane (TIM) (7).

Normal functioning mitochondria have an electrochemical gradient (∆Ψm) across their inner mem-
brane. The gradient is created through the efflux of H+ ions from the matrix to the intermembrane
space driven by the complexes of the respiratory electron transfer chain in the inner membrane. The
disequilibration in H+ ions concentration results in a pH and voltage gradient across the membrane.
The F0F1-ATPase/H+ pump is also contributing to the H+ ions balance across the membrane. Under
normal conditions, the ATPase converts ADP into ATP, whereby the driving force is the flux of H+

ions from the intermembrane space into the matrix. However, in the absence of a H+ ions gradient,
the enzyme works in the reverse direction, hydrolyzing ATP into ADP, thereby pumping H+ ions
from the matrix to the intermembrane space. In addition, several other ion channels have been iden-
tified in the inner membrane, including the H+/K+ antiporter, Cl–/HCO3

– antiporter, Na+/H+ exchanger
and uncoupling proteins, which also contribute to maintaining the ion-flux balance (8,9).

Mitochondrial dysfunction is associated with both necrotic and apoptotic cell death. During
necrosis, mitochondrial function is compromised through the loss of the mitochondrial membrane
potential, leading to an incapacity of the organelle to synthesis ATP and provide the cell with energy.
The loss of the membrane potential is a result of opening of large pores across the inner membrane,
resulting in mitochondrial permeability transition. The mitochondrial permeability transition pore
(PTP) is a multiprotein complex present at the contact sites between the outer and the inner mem-
branes. The complex is spanning from the matrix to the cytosol and it is thought to contain VDAC in
the outer membrane, ANT in the inner membrane, the matrix protein cyclophilin D, creatine kinase

Fig. 1. The main mitochondrial structures. The outer membrane containing channel-forming proteins, such
as VDAC, TOM, Bak, and Bcl-2. The inner membrane containing ANT; TIM; the complexes I, III, and IV of
the respiratory electron-transfer chain; and the F0F1-ATPase. The permeability transition pore complex formed
by VDAC, creatine kinase, ANT, and cyclophilin D is formed at the contact sites between the outer and the
inner membranes. The intermembrane space with cytochrome c attached to the outside of the inner membrane.
The cristae structures formed by the folding of the inner membrane and the matrix inside the inner membrane.
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from the intermembrane space, and cytosolic hexokinase (10,11). However, VDAC, ANT, and
cyclophilin D are often considered the core proteins of the pore. In apoptosis, mitochondrial dysfunc-
tion appears to be mainly the result of a specific permeabilization of the outer mitochondrial mem-
brane to large molecules, including cytochrome c. The loss of cytochrome c from the outer side of the
inner membrane results in impairment of mitochondrial respiration, effectively blocking the electron
transport between complex III (cytochrome c reductase) and complex IV (cytochrome c oxidase).
This not only results in a disturbance of the membrane potential across the inner membrane, but it
also increases the production of reactive oxygen species (ROS), which results in increased lipid
peroxidation.

APOPTOSIS SIGNALING PATHWAYS

Two intracellular apoptosis-signaling pathways have been identified, the death-receptor pathway
and the mitochondrial pathway. The receptor pathway is activated through ligand binding to recep-
tors in the plasma membrane, such as the Fas/CD95, tumor necrosis factor-α (TNF-α) and TNF-
related apoptosis-inducing ligand (TRAIL) receptors (12) (see Chapter 5). The mitochondrial pathway
is controlled by the Bcl-2 proteins. When activated, the multidomain pro-apoptotic proteins
permeabilize the outer mitochondrial membrane and trigger the release of pro-apoptotic proteins,
including cytochrome c, from the intermembrane space. Several stimuli, including hypoxia, ROS,
ultraviolet (UV) or gamma irradiation, growth-factor deprivation, kinase inhibitors like staurosporine,
and several cytotoxic compounds have all been shown to activate this pathway. However, how the
individual stimuli, which are very different in nature, at the molecular level initiate and activate the
signaling cascade upstream of the Bcl-2 proteins remains unknown.

The receptor and the mitochondrial pathways initially appeared to be two independent pathways.
However, it is now clear that a crosstalk between the two pathways exist. This is mediated by a
member of the Bcl-2 protein family, the “BH3 domain only” protein Bid (13).

STRUCTURE AND CHANNEL FORMING ACTIVITY OF THE BCL-2 PROTEINS

The Bcl-2 protein family contains over 20 members (see Chapter 2). The proteins have either pro-
or anti-apoptotic activity and they control the mitochondrial apoptosis pathway. The three-
dimentional structures are available for four Bcl-2 family proteins. Two anti-apoptotic members
(Bcl-XL and Bcl-2) and two pro-apoptotic proteins, one from the multidomain subgroup (Bax) and
one of the “BH3 domain only” group (Bid) (14–18). The overall structures of all the proteins are very
similar, despite their totally opposite activity in regulation of apoptosis. The proteins show a fairly
compact globular structure with two hydrophobic central helixes (α5 and α6) surrounded by
amphipathic helixes. The helixes are connected by flexible loop structures, which show a larger
variation among the proteins.

The structural similarity of the Bcl-2 proteins to diphtheria toxin and colicins suggested that the
proteins could possess channel-forming activity. Surprisingly, both the pro- and the anti-apoptotic
proteins have channel-forming activity in artificial lipid membranes (19). The anti-apoptotic proteins
have channel-forming activity only at low pH, below pH 5.5 (20,21). The pro-apoptotic proteins have
channel-forming activity at neutral pH, although the activity is enhanced at lower pH.

Channels formed by oligomeric Bax have multiconductance levels, ranging from a few pS up to
4–5 nS, are pH-sensitive, slightly cation-selective, and Ca2+-insensitive (19,20). Monomeric Bax
does not possess channel-forming activity. Oligomerization of Bax can be induced artificially by
several detergents (22). Recombinant Bax or cytosolic Bax exposed to Triton X-100 or octyl gluco-
side form oligomers with a molecular weight of 80 kDa (23). These oligomers are able to form at
least dimers resulting in oligomers of 160 kDa. This would correspond to Bax tetramers and octamers.
Oligomerization only appears to take place when the detergent is present over the critical micelle
concentration. This is supported by the nuclear magnetic resonance (NMR) structure study where a
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low octyl glucoside concentration did not induce any significant changes in the structure; however, at
a concentration of 0.6%, Bax structure changed dramatically, indicating aggregation or oligomer
formation (17). In a study by Saito et al., it was shown that Bax oligomers were able to release
cytochrome c from liposomes (24). The structure was estimated to be Bax tetramers. In a recent study
monomeric Bax incubated with caspase-8 cleaved Bid in the presence of artificial lipid membranes
formed low-conductance, highly cation-selective channels, which were permeable to small molecules
but not to cytochrome c (25). One study indicated that Bax could destabilize lipid membranes through
reducing the linear tension without forming ion channels (26). These might indicate that Bax, and
maybe other multidomain proteins, can form different types of channels and permeabilize the outer
mitochondrial membrane by various mechanisms.

ACTIVATION OF THE PRO-APOPTOTIC MULTIDOMAIN BCL-2 PROTEINS

Regulation of the pro-apoptotic multidomain protein activities appears to be mainly on the post-
translational level, although Bax levels have been reported to change during apoptosis (27,28). How-
ever, in most, if not all cells, the multidomain proteins are present as inactive forms.

In normal cells or tissues, Bax is predominantly localized in the cytosol as a monomer (22,23).
After apoptotic stimulation, Bax translocates from the cytosol specifically to the mitochondria (29).
Activation of Bax has been shown to be accompanied by conformational changes in both the C- and
the N-terminal domains of the protein resulting in changes in its quaternary structure (17,30,31).
After activation Bax is found inserted into the outer mitochondrial membrane as large oligomers
(32,33). Bcl-2 inhibits Bax activation and oligomerization (32–34).

Bak is found inserted in the outer mitochondrial membrane of normal cells (35). Similar to Bax,
activation of Bak has been shown to be associated with changes in its tertiary and quaternary struc-
ture (35,36). Combined, these results show that activation of the pro-apoptotic multidomain proteins
is associated with conformational changes in the proteins.

The “BH3 domain only” proteins appear to function mainly through activation of the multidomain
proteins (see Chapter 2). A few years ago, Bid was shown to provide a shunt between the death receptor
and the mitochondrial pathway (37). Caspase-8 activated through the receptor pathway cleaves Bid
generating a C-terminal fragment (tcBid), which interacts with Bax and Bak triggering activation of
these proteins and the mitochondrial pathway. This mechanism functions as an amplification loop of
the receptor pathway. Fibroblasts from Bax and Bak double-deficient mice were completely resistant
to tcBid-induced cell death (38). Thus, at least in this system Bid acts exclusively through activation
of the multidomain proteins. However, in artificial membrane systems tcBid has a membrane-desta-
bilizing effect (39). Whether such an activity is also present under physiological conditions remains
to be elucidated. It is conceivable that tcBid, through destabilization of the mitochondrial membrane,
could facilitate insertion of the multidomain proteins and so promote their activity.

Other “BH3 domain only” proteins have been shown to activate the multidomain proteins in an
indirect way. For example, unphosphorylated Bad binds to Bcl-2 and Bcl-XL neutralizing their anti-
apoptotic activity (40). Survival factors like interleukin-3 or NGF have been shown to induce phos-
phorylation of Bad, which then dissociates from Bcl-2 and Bcl-XL allowing the proteins to interact
with the multidomian proteins, thereby preventing their pro-apoptotic activity. Another “BH3 domain
only” protein Bik has also been found to be phosphorylated and in this case phosphorylation reduced
its pro-apoptotic activity (41). The “BH3 domain only” protein Bim is bound to the microtubulin-
associated dynein complex through interactions with the LC8 dynein light chain in normal cells.
After induction of apoptosis by various stimuli, including UV irradiation, staurosporine, γ-irradia-
tion, or growth-factor deprivation, Bim was released from the microtubuli complex (42). In the cyto-
sol Bim is thought to bind to anti-apoptotic proteins inhibiting their activities.
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HOW ARE PROTEINS RELEASED FROM THE MITOCHONDRIAL
INTERMEMBRANE SPACE?

The first report indicating that mitochondria are essential for apoptosis was by Newmeyer et al.
using a cell-free model system (43). Subsequently, using cell extracts, Liu et al. demonstrated that
cytochrome c could activate the apoptosis-signaling cascade in vitro. They also showed an increased
cytochrome c concentration in the cytosol from apoptotic cells (44). It is now clear that the pro-
apoptotic Bcl-2 proteins execute their function at the mitochondria, although controversy persists
over the molecular mechanisms. At the mitochondria, the multidomain proteins trigger the release of
several proteins from the intermembrane space, including cytochrome c, apoptosis-inducing factor
(AIF), adenylate kinase, endonuclease G, Smac/Diablo, and HtrA2/Omi (45–51).

The controversial question is how Bax and other multidomain proteins induce the release of cyto-
chrome c and the other proteins. Two mechanisms have been suggested that would result in
permeabilization of the outer mitochondrial membrane: 1) formation of specific channels or pores in
the outer membrane; or 2) opening of the permeability transition pore (PTP), resulting in mitochon-
dria matrix swelling and rupture of the outer membrane. Several models have been proposed (Fig. 2):
1) Bax and Bak form channels themselves; 2) Bax forms chimeric channels with VDAC; 3) Bax
destabilizes the mitochondrial membrane inducing “lipid holes” (26); and 4) Bax triggers opening of
the mitochondrial PTP.

Bax Channels
As described earlier, recombinant Bax is able to form channels in artificial membranes without

any additional proteins (19). These “Bax alone” channels are able to permeabilize lipid membranes to
cytochrome c (24). During apoptosis, Bax specifically translocates to the outer mitochondrial mem-
brane. In the mitochondrial membrane, both Bax and Bak have been shown to form large oligomers
(36). Bax oligomers extracted from mitochondria of apoptotic HeLa or HEK cells have molecular
masses of 96k and 250 kDa (32). The Bax oligomers did not comigrate with either VDAC or ANT,
showing that these proteins are not part of the stable Bax oligomers. In a study by Mikhailov et al.,
Bax oligomers, up to hexamers, were identified in rat kidney cells deprived of ATP to induce
apoptosis (34). These results show that Bax oligomers formed in the outer mitochondrial membrane
in cells undergoing apoptosis are larger than those shown to be required to permeabilize liposomes to
cytochrome c, and could be the cytochrome c-conducting channel in the outer mitochondrial
membrane.

In a recent study, a new high-conductance channel was identified in mitochondria from apoptotic
cells (52). The channel was localized in the outer mitochondrial membrane and its activity correlated
with the onset of apoptosis. The mitochondrial apoptosis-induced channel (MAC) has a conductance
of 2.5 nS, shows cation selectivity and the pore size was estimated to 4 nm. This size would allow the
passage of cytochrome c and even larger proteins. The electrophysiological properties of the channel
resemble those of the high-conductance Bax channel, but are clearly distinct from the main outer
membrane channels VDAC and TOM. These results provide the first proof for a specific apoptosis
related channel in the outer mitochondrial membrane.

Several studies have indicated that the mitochondrial structures are not damaged during the release
of proteins from the intermembrane space during apoptosis. When Bax is activated through NGF
deprivation in SCG neurons, cytochrome c release is induced without mitochondria swelling; on the
contrary, the mitochondria are smaller compared to untreated cells (53). Furthermore, in the presence
of caspase inhibitors, the cells are rescued and, after re-addition of growth factor, the mitochondria
regain their normal cytochrome c content and size, indicating that no irreversible damages, such as
rupture of the outer membrane, have been inflicted. Finucane et al. showed that Bax induced cyto-
chrome c release when overexpressed in cells or added to isolated mitochondria. However, no mito-
chondrial swelling was detected, demonstrating that opening of PTP was not involved (54).
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In a study by von Ahsen et al., isolated mitochondria treated with Bax or Bid and cells treated with
UV-irradiation or staurosporine were depleted of cytochrome c; however, the mitochondria retained
a fully intact protein import machinery (55). Mitochondrial protein import is dependent on the ∆ψm
and ATP. Thus, these results show that although the outer membrane has been permeabilized to allow
the passage of cytochrome c, the inner membrane remains intact. By single-cell analysis it has been
shown that in the presence of caspase inhibitors, the release of cytochrome c results in a drop in ∆ψm.
However, over the following 30–60 min the potential recovered to its original level (56). When the
downstream caspase cascade is inhibited, the mitochondria remain functional long after cytochrome
c has been released, indicating intact mitochondrial structures. Furthermore, the membrane-
permeabilizing activity of Bax is not inhibited by the PTP inhibitors cyclosporin A, EDTA, or Mg2+.
In fact, Mg2+ enhances the cytochrome c-releasing activity of Bax (57).

Fig. 2. Models for permeabilization of the outer mitochondrial membrane during apoptosis. Several models
have been proposed for how the pro-apoptotic multidomain proteins, such as Bax and Bak, induce the release of
proteins, including cytochrome c, from the intermembrane space. (A) A channel is formed by Bax oligomers.
Whether these oligomers in the mitochondria are composed of Bax only or contain other not-yet-identified
proteins is unclear. However, the Bax oligomers do not contain VDAC or ANT. (B) Bax forms a chimeric
channel with VDAC. (C) Insertion of Bax destabilizes the membrane, inducing “lipid holes” in the membrane.
(D) The multidomain proteins trigger opening of the permeability transition pore, which results in matrix swell-
ing and rupture of the outer membrane. The models (A) and (B) propose formation of specific channels, which
could induce release of specific proteins, whereas models (C) and (D) would permeabilize the membrane in an
unspecific way, releasing proteins in an uncontrolled manner.
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Combined, these results strongly suggest that Bax and Bak can form ion channels in the outer
mitochondrial membrane and trigger cytochrome c release independent of PTP or its components
(Fig. 2).

Bax-VDAC Channels
The involvement of VDAC in Bax-induced apoptosis has been suggested by some studies. Shimizu

et al. showed that Bax and Bak could induce cytochrome c release from liposomes in which VDAC
had been incorporated, whereas neither of the proteins was active alone (58). Conversely, Sato et al.
have shown that Bax oligomers alone are able to form cytochrome c-conducting channels in lipo-
somes (24). The difference might be due to the quaternary structure of the Bax protein, because Bax
monomers do not have channel-forming activity. Priault et al. showed that Bax induced cytochrome

Fig. 3. Model for the release of mitochondrial proteins during apoptosis. The activated pro-apoptotic
multidomain Bcl-2 proteins (Bax) form high-conductance channels in the outer mitochondrial membrane. This
results in permeabilization of the outer membrane and release of proteins normally residing in the intermem-
brane space into the cytosol. In the cytosol, these proteins induce apoptosis-signaling cascades. Several proteins
have been shown to be released. In the cytosol, cytochrome c forms a complex with Apaf-1, dATP and pro-
caspase-9. Upon complex formation, caspase-9 is activated. Caspase-9 subsequently activates executioner
caspases, such as caspase-3, ultimately leading to apoptotic cell death. In the cytosol, a group of proteins known
as IAPs binds to activated caspases and inhibit their activity. Two proteins released from the mitochondrial
intermembrane space, Smac/DIABLO and HtrA2, bind to IAPs, preventing them from binding to the active
caspases, thus promoting caspase activity and apoptosis. AIF and endonuclease G are also released from the
mitochondria. These two proteins translocate to the nucleus after their release, where they induce DNA degra-
dation in a caspase-independent manner.
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c release in yeast deficient of VDAC as efficient as in wild-type yeast. The release was prevented by
Bcl-XL (59). A study by Gross et al. also concluded that VDAC was not required for Bax killing
activity in yeast (60). In a recent study, antibodies against VDAC were shown to prevent Bax-induced
apoptosis. It was further shown that binding of Bax and Bak to red blood cells was dependent on a
plasma membrane VDAC protein (61). Although these results suggest the involvement of VDAC in
multidomain protein activity, they do not show that VDAC is part of the channel-forming structure.
VDAC might function as a receptor protein in the mitochondria membrane. This could explain the
specific targeting of Bax to mitochondria during apoptosis.

The Permeability Transition Pore
The mitochondrial permeability transition pore (PTP) is a multiprotein complex spanning over the

two mitochondrial membranes. The core proteins of the pore are thought to be VDAC in the outer
membrane, ANT in the inner membrane, and the matrix protein cyclophilin D (10). Ca2+ ions trigger
opening of the pore, whereas the ANT ligand bongkrekate, cyclosporin A, which is interacting with
cyclophilin D, Mg2+ ions, ADP, and ATP, block the pore (11). PTP opening permeabilize the inner
mitochondrial membrane to molecules up to 1500 Da. This results in matrix swelling, leading to
rupture of the outer mitochondrial membrane and an unspecific release of proteins, including cyto-
chrome c, from the intermembrane space (62).

The main arguments for the involvement of PTP in apoptosis are early observations that apoptosis
is accompanied by a loss of the transmembrane potential across the inner mitochondrial membrane,
and that cytochrome c release could be inhibited by the PTP inhibitor cyclosporin A (63,64). Further-
more, Bax was found to co-immunoprecipitate with ANT and interactions between the two proteins
were detected in yeast two-hybrid experiments (65). However, the decrease in membrane potential
detected during apoptosis is merely a result of loss of cytochrome c and it appears to be transient
(56,66). Addition of exogenous cytochrome c can re-establish the potential, indicating that the inner
membrane remains intact (67). The PTP inhibitors cyclosporin A and Mg2+ have now been shown not
to inhibit cytochrome c release (57). Furthermore, it now appears clear that, at least in most forms of
apoptosis, the mitochondrial structures remain intact. These would suggest that activation of the PTP
is not involved. However, the intracellular ATP concentration has been shown to influence whether a
cell is dying by apoptosis or necrosis (68). It is therefore possible that cells starting to die by the
apoptosis pathway, if depleted of ATP, could switch to necrotic death, thus activating the PTP.

ACTIVITIES OF MITOCHONDRIAL PROTEINS RELEASED

Several proteins normally residing in the mitochondrial intermembrane space are released during
apoptosis (Fig. 3). Although the mitochondrial activity of some of these proteins remains unclear,
others such as cytochrome c, have well-defined essential functions. However, once in the cytosol, all
these proteins initiate or promote apoptosis-signaling cascades. The proteins released can be divided
into two groups. One group, cytochrome c, Smac/DIABLO, and HtrA2/Omi, activate or promote the
activity of caspases. The second group, endonuclease G and AIF, translocate to the nucleus and
induce DNA degradation in a caspase-independent manner. Thus, it appears that the mitochondrial
proteins released can trigger at least two different death-signaling pathways.

Cytochrome c
Cytochrome c is in the cells found attached to the outer surface of the inner mitochondrial mem-

brane where the protein functions in the respiratory electron transfer chain. Several pools of cyto-
chrome c with different conformations have been described (69). One conformation of cytochrome c
is loosely attached to the lipids, primary cardiolipin, through electrostatic interactions, whereas other
pools are more tightly bound involving hydrophobic interactions or they are partly inserted into the
membrane. Cytochrome c is, to a great extent (80–90%), localized in the cristae structures, which are
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connected with the narrow intermembrane space directly facing the outer membrane through narrow
junctions (70,71). During apoptosis, cytochrome c is released into the cytosol. Using green fluores-
cent protein (GFP)-tagged cytochrome c, Goldstein et al. showed that cytochrome c release is a fast
process. Once the release has been initiated, all mitochondria in the cell lose their cytochrome c
within approx 5 min (72). Recent studies have suggested that cytochrome c release is a two-step
process. First, cytochrome c is detached from the inner membrane and then the solubilized protein is
subsequently released after permeabilization of the outer membrane (73). An intriguing question is
how can cytochrome c residing in the cristae structures be released from the mitochondria within a
few minutes. A recent paper by Scorrano et al. shows that mitochondria exposed to tcBid undergoes
fast morphological rearrangements of the cristae membrane, allowing the diffusion and release of
cristael cytochrome c (74). The tcBid-induced cristae remodeling was not BH3 domain-dependent,
and Bak was not required.

The central role of cytochrome c in the mitochondrial apoptosis-signaling pathway has been shown
in cell-free systems in vitro, through injection of cytochrome c into cells, and in apoptotic cells
(44,75,76). Murine embryos deprived of cytochrome c are, as expected, not viable and die by
midgestation. However, cell lines derived from the cytochrome c knockout embryos can be main-
tained in culture. These cells show decreased activation of caspase-3 compared to wild-type controls.
They are resistant to stress-induced apoptosis, such as UV irradiation, serum withdrawal, or
staurosporine (77). On the contrary, they are more sensitive to apoptosis induced through the death-
receptor pathway.

In the cytosol cytochrome c binds to Apaf-1, a homolog to the C. elegans Ced-4 protein (78).
Apaf-1 is a cytosolic protein containing a caspase-recruitment domain (CARD) and a nucleotide
binding site. Complex formation with cytochrome c increases the affinity for dATP, which now
binds to Apaf-1, and induces conformational changes in the protein leading to oligomerization and
exposure of the caspase recruitment domain (CARD). This result in the recruitment of procaspase-9
to the complex, which is referred to as the apoptosome (79). Once bound to the complex procaspase-
9 is proteolyticly autoactivated (80). The active caspase-9 then activates downstream executioner
caspases, such as caspases-3 and -7. These caspases subsequently cleave various substrates, leading
to the characteristic morphological changes associated with apoptosis, such as DNA fragmentation,
chromatin condensation, externalization of phosphatidylserine, and ultimately formation of apoptotic
bodies and cell death. In contrast to cytochrome c knockouts, mice deficient in Apaf-1 developed
normally to adult life, apart from an increased number of neurons and male sterility (81,82). Cells
isolated from these animals died when exposed to stress-apoptotic signals (81), although no activa-
tion of caspase-3 was detected.

Smac/DIABLO
Smac/DIABLO is a 25 kDa protein, which, when released into the cytosol, binds to inhibitor of

apoptosis proteins (IAPs) (48,49). IAPs are a group of proteins that binds to both procaspases and
activated caspases to inhibit their activation and activity, respectively (83) (see Chapter 3). The IAP
proteins contain at least one baculoviral IAP repeat (BIR). These are 70–80 amino acid stretches
containing a zinc-finger motive that coordinates a zinc atom (84). The BIR domains are essential for
interactions with active caspases and with Smac/DIABLO (85). Smac/DIABLO is nuclear-encoded,
synthesized in the cytosol, and imported into the mitochondria. The protein contains a 55 amino acid
mitochondrial-signal sequence that is removed during the mitochondrial import process, yielding the
mature protein (49). The mature protein migrates as a 100 kDa protein on gel filtration, indicating
that the protein forms multimers. Only the mature protein binds to active caspases. The first four
N-terminal amino acids (Ala-Val-Pro-Ile) of mature Smac/DIABLO have been shown to interact
with the BIR domains of the IAP proteins (86–87). Modifications of the N-terminal amino acid
sequence abolished binding to XIAP. On the contrary, deletions at the C-terminal did not affect the
activity (86).
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XIAP contains 3 BIR domains with a high sequence homology. However, Smac/DIABLO was
shown to interact with BIR 2 and 3 only (86). Furthermore, it has been shown that XIAP binds to the
N-terminal tetrapeptide of the caspase-9 linker peptide after activation of the enzyme (85). The four
amino acids of the N-terminus of the linker peptide is highly homology to the N-terminal sequence of
Smac/DIABLO. Binding of Smac/DIABLO to the BIR3 domain of XIAP prevents the latter from
binding to the linker peptide. This would suggest that Smac/DIABLO enhance caspase-9 activity
through sequestering XIAP, preventing its binding to the activated caspase-9.

The presence of IAPs in the cytosol ensures that the apoptosis-signaling cascade is not acciden-
tally induced, for example, by damaged mitochondria in a cell. However, when a massive release of
cytochrome c and Smac/DIABLO from the mitochondria occurs during apoptosis, inhibition of IAPs
by Smac/DIABLO ensures a fast propagation of the caspase cascade and execution of the apoptosis
death program.

HtrA2/Omi
HtrA2/Omi is a highly conserved protein with serine protease activity present from bacteria to

mammals (88). The protein has been found in the endoplasmic reticulum, nucleus, and most recently
in the mitochondria. The protein is synthesized as a 50 kD precursor, which is processed to the 36 kD
mature protein in the mitochondria through removal of the 133 N-terminal amino acid peptide (45).
The mature protein was shown to be released from mitochondria in cell undergoing apoptosis induced
by anti-Fas antibodies (89). The release was completely blocked in cells overexpressing Bcl-2. Nei-
ther was any release detected in cells dying by necrosis after TNF stimulation. Furthermore, when
isolated mitochondria were treated with tcBid, the protein was released. The N-terminal amino acid
sequence of the mature HtrA2/Omi protein is AVPS, which is almost identical to the N-terminal
sequence of Smac/DIABLO (45,90). The protein was shown to bind to and inactivate IAPs in a way
similar to Smac/DIABLO (45,89). However, binding to IAPs did not interfere with the serine pro-
tease activity of the protein. Both binding to IAPs and serine protease activity appears to be associ-
ated with the proapoptotic activity of HtrA2/Omi (91). N-terminal deletional mutation, which
abolished IAP binding, and mutation of the catalytic serine residue both reduced the activity. How-
ever, the double mutant was completely inactive. When the mature protein was overexpressed
extramitochondrially in cells, no increase in caspase activity was detected and the cells were dying by
a caspase-independent pathway (45). A mutant lacking serine protease activity was inactive, indicat-
ing that the protease activity was required for induction of this atypical cell death.

Endonuclease G

Endonuclease G is a nuclear encoded protein with a molecular mass of 30 kDa (50). The protein is
synthesized in the cytosol with a 48 amino-acid mitochondrial signal sequence and subsequently
imported to the mitochondria, where the signal sequence is removed, generating the mature protein.
It has been suggested that the protein is normally involved in mitochondrial DNA processing by
generation of RNA primers required for DNA synthesis (92). During apoptosis, endonuclease G is
released from the mitochondria together with other apoptogenic factors. This was demonstrated
through UV irradiation of isolated cells and treatment of isolated mitochondria with tcBid (50). Fur-
thermore, injection of anti-Fas antibodies into mice triggered the release of endonuclease G in liver
cells (93). The release was prevented in mice overexpressing Bcl-2. tcBid treatment induced the
release of endonuclease G without release of Hsp70, a matrix protein. This indicates that a substantial
amount of the protein is present in the intermembrane space and not in the matrix where the DNA
processing occurs. After the protein has been released into the cytosol, it translocates to the nucleus.
In the nucleus, the endonuclease cleaves chromatin DNA into fragments (50,93). In classical
apoptosis, DNA is fragmented by a nuclease called CAD (caspase-activated DNAse) (94). In normal
cells, CAD is bound to an inhibitor ICAD. During apoptosis activated caspase-3 cleaves ICAD,
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resulting in the release of active CAD (95). CAD is sufficient to induce DNA fragmentation and
nuclear chromatin condensation in isolated nucleus. In contrast to CAD, endonuclease G does not
require caspase activation. It induces DNA fragmentation in a caspase-independent manner (93). This
suggests that the mitochondrial apoptosis pathway can activate a parallel caspase-independent pathway.

Recent studies have identified a gene in Caenorhabditis elegans, cps-6, with strong similarities to
the mammalian endonuclease G (96,97). Mutations in the protein affected DNA degradation and the
development of the worm. Cps-6 is the first mitochondrial protein shown to be involved in apoptosis
in C. elegans, reenforcing the importance of mitochondria in apoptosis signaling.

AIF
The apoptosis-inducing factor (AIF) is a 57 kDa flavoprotein normally residing in the mitochon-

drial intermembrane space, although its natural function remains unknown (98). During apoptosis,
AIF is released into the cytosol. Once in the cytosol, the protein translocates to the nucleus, where it
has been shown to induce large-scale DNA fragmentation and chromatin condensation. The protein
possesses NADH oxidase activity. However, this activity is not required for its apoptotic function
(97). Neither is AIF induced DNA fragmentation caspase-dependent.

Disruption of the aif gene in mice resulted in a disturbed early embryonic development (99).
Furthermore, embryonic stem cells lacking AIF were resistant to cell death induced by growth-factor
deprivation. However, whether these effects are attributed to its apoptogenic activity only is unclear,
because the protein possesses both oxoreductase and apoptogenic activities. AIF does not exhibit any
detectable DNAse activity. It thus remains unclear how the protein induce DNA fragmentation and
chromatin condensation. Whether the protein interacts with or activates other proteins, such as
nucleases, is unknown.

EFFECTS ON MITOCHONDRIAL RESPIRATION DURING APOPTOSIS

Besides inducing permeabilization of the outer mitochondrial membrane, Bax has been suggested
to have effects on components of the respiratory chain in the inner mitochondrial membrane. Activa-
tion of the mitochondrial apoptosis pathway induces matrix alkalinization and cytosolic acidifica-
tion. This could be a result of a disturbance of the mitochondrial respiration, or the ATPase activity.
Oligomycin, an inhibitor of F0F1-ATPase, has been shown to inhibit apoptosis involving the mito-
chondrial pathway, suggesting that the ATPase could be involved (100,100). Furthermore, when Bax
was expressed in wild-type yeast, cytosolic acidification, matrix alkalinization, and cell death was
seen, but no effects were detected in F0F1-ATPase/H+ pump-deficient yeast (101).

Other components of the respiratory electron transfer chain also might be affected in Bax trig-
gered apoptosis. In a study of Bax toxicity on yeast, it was shown that mutations of mitochondrial
proteins required for oxidative phosphorylation, which make the cells respiratory incompetent,
decreased Bax toxicity (102). On the contrary, mutations in mitochondrial proteins unrelated to the
oxidative phosphorylation machinery did not affect Bax toxicity. A study by Mootha et al. showed
that in tcBid-induced apoptosis, the initial respiratory dysfunction could be restored by addition of
exogenous cytochrome c (103). However, over time an irreversible respiratory impairment devel-
oped. Taken together, these results suggest that Bax, and perhaps other multidomain proteins, in
addition to their permeabilizing effect on the outer mitochondrial membrane, also have effects on
components of the inner membrane, interfering with the respiration and/or ATPase activity. Whether
these effects are reversible remains unclear. In a recent study, neurons and HeLa cells were exposed
to apoptotic stimuli in the presence of BAF, a broad-spectrum caspase inhibitor (104). Although, the
caspase inhibitor assured short-term survival, mitochondria were selectively eliminated from the cells
without any apparent effects on other intracellular structures. Cells deprived of mitochondria were
irreversibly committed to death. In neurons, elimination of mitochondria was completely prevented
by expression of Bcl-2, which works upstream of the mitochondria.
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CONCLUSION

 The role of mitochondria in apoptosis is now well-established. That the Bcl-2 proteins control the
mitochondrial pathway and that permeabilization of the outer mitochondrial membrane is triggered
by the multidomain proteins is also undisputed. However, at the molecular level, how the mitochon-
drial proteins are getting out from the intermembrane space remains controversial. The events down-
stream of the mitochondria are well-characterized. On the contrary, the upstream pathways between
the initiating stimuli and activation of the multidomain proteins remain largely unknown. The mito-
chondrial pathway can be activated by a wide range of stimuli. A number of key questions remain to
be answered. How are these signals detected by cells and how are they propagated to activate the
multidomain proteins? Are the various multidomain proteins involved in specific apoptosis-signaling
pathways, activated by specific stimuli, or are they redundant proteins with identical function? It
would be surprising to find that these proteins are actually only redundant.
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7
From Caspases to Alternative

Cell-Death Mechanisms

Marja Jäättelä and Marcel Leist

INTRODUCTION

Programmed cell death (PCD) is essential for the development and maintenance of multicellular
organisms. Many eukaryotic cells that die and are removed in a programmed way undergo an aston-
ishingly stereotypical series of biochemical and morphological changes, the most defining features
of which are the activation of caspases, chromatin condensation, and the display of phagocytosis
markers on the cell surface (1–4). The underlying death process has been called apoptosis to delin-
eate it clearly from other death programs. A single family of proteases, the caspases, has been consid-
ered the pivotal executioner of all programmed cell death. However, recent findings of
evolutionary-conserved, caspase-independent, controlled-death mechanisms have opened new per-
spectives on the biology of cell demise, with implications in particular for neurobiology, cancer
research, and immunological processes (4–7).

DEFINITIONS OF PROGRAMMED CELL DEATH

The unclear definitions of the alternative death pathways have been the major obstacles to their
better understanding. When PCD is used as a synonym of apoptosis and defined by caspase activation
(8), then alternative caspase-independent PCD pathways are evidently not possible. In contrast, the
below classification sorts the described modes of death into three major categories of PCD, all clearly
distinct from necrosis or accidental lysis. The intention is to facilitate the cell-death discussion while
taking into account the implications of the death mode for the surrounding tissue, and leaving space
for different mechanistic observations and alternative interpretations. Remarkably, modifications in
the mode of death do not necessarily affect the efficient removal of dying cells (9,10). Thus, some of
the alternative caspase-independent death pathways may have evolved to serve the same purpose as
proposed for the classical apoptosis; that is, to guarantee a safe and noninflammatory removal of
corpses. In this vein, we present here a differentiated view on PCD based not on the activation of
caspases, but rather the morphology and fate of dying cells.

Apoptosis
Apoptosis is defined by stereotypic morphological changes, especially evident in the nucleus,

where the chromatin condenses to very compact and apparently simple geometric (globular, cres-
cent-shaped) figures (1,4). Other typical features include phosphatidylserine exposure, cytoplasmic
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shrinkage, zeiosis, and formation of apoptotic bodies (with nuclear fragments). In its most classical
form, apoptosis is observed almost exclusively when caspases, in particular caspase-3, are activated.
When death can be blocked by inhibition of any signal or activity (e.g., caspases) within the target
cell, then the simplest (but most essential) condition for PCD is met. Apoptotic morphology results
from one of the most elaborate forms of PCD, and it may be viewed as a far end of a continuum of
death modes, with varying contributions of the cellular machinery.

Apoptosis-Like PCD
Apoptosis-like PCD is used here to describe forms of PCD with chromatin condensation that is

less compact/complete than in apoptosis (geometrically more complex and lumpier shapes), and with
display of phagocytosis-recognition molecules before lysis of the plasma membrane. Any degree and
combination of other apoptotic features can be found. Most published forms of caspase-independent
apoptosis fall into this class. Notably, also some of the classic caspase-dependent apoptosis models,
such as tumor necrosis factor (TNF)-induced death of MCF-7 cells, have this morphology. For com-
parative examples, see ref. (4).

Necrosis-Like PCD
Necrosis-like PCD is used here to define PCD in the absence of chromatin condensation, or at best

with chromatin clustering to lose speckles (11–16). Varying degrees of apoptosis-like cytosolic fea-
tures, including externalization of phosphatidylserine, may occur before the lysis (14,15). Necrotic
PCD usually involves specialized caspase-independent signaling pathways. However, caspase-8 may
be activated (17), and caspase-1-driven necrosis has also been observed (18). A subgroup of necrotic
PCD models are often classified as aborted apoptosis; that is, a standard apoptosis program is initi-
ated, then blocked at the level of caspase activation, and finally terminated by alternative, caspase-
independent routes (19).

Accidental Necrosis/Cell Lysis
Accidental necrosis/cell lysis is the conceptual counterpart to PCD, because it is prevented only

by removal of the stimulus. It occurs after exposure to high concentrations of detergents, oxidants,
ionophores, or high intensities of pathologic insult (19). Necrosis is often associated with cellular
“edema” (organelle swelling). The necrotic tissue morphology is in large part due to post-mortem
events (occurring after the lysis of the plasma membrane) (19).

THE GRAIN OF DOUBT: IS CASPASE ACTIVATION REALLY IDENTICAL
WITH APOPTOSIS?

The unexpected ability of certain cells to survive the activation of pro-apoptotic caspases (20–28)
demonstrates a remarkable plasticity of the cellular death program, and argues against the idea that
caspases alone are sufficient for the induction of mammalian PCD (Fig. 1). Furthermore, recent evi-
dence indicates a diversification of the apoptosis program in higher eukaryotes with respect to the
necessity and role of caspases. Apoptosis-like cell death can occur in the absence of effector caspase
activation (29–36), and signals emanating from the established key players of apoptosis, including
death receptors and caspases themselves, may result in a nonapoptotic death (11–13,17) (Fig. 1).

EVOLUTION OF CELL DEATH PRINCIPLES
The driving evolutionary pressures for the development of multiple cell-death programs have been

increasing in parallel with the increased complexity and lifespan of the organisms (37). But when in
the evolution did the caspase-independent death mechanisms arise? Caspase-coding sequences are
absent from the known genomes of many nonanimal species (37). Nevertheless, such organisms—
including plants and a number of single-celled eukaryotes—undergo PCD under conditions of stress
(38,39) (Table 1) (see Chapter 8).
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For instance, in yeast this apoptosis-like death is associated with DNA-fragmentation, zeiosis,
phosphatidylserine exposure, and chromatin condensation (38), and can be selectively triggered or
blocked by Bax-like or ced-9 related genes, respectively. Furthermore, programmed paraptosis-like
death is well-characterized in caspase-deficient slime molds (45).

The introduction of the caspases, and especially of the mitochondrial CED-9/Bcl-2-related death
switches (37,39), may represent a decisive refinement of the old caspase-independent death pro-
grams. The relative importance of different death mechanisms seems to have been optimized subse-
quently in various ways. One form of extreme specialization is exemplified by the somatic cell death
in the nematode Caenorhabditis elegans. The requirements for PCD in C. elegans are adapted to its

Fig. 1. Are caspases always the mediation of PCD?
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specific needs, and have diverged widely from those of mammals (37). Because the environmental
pressure to provide flexible death responses is very low in this short-lived organism, evolutionary
optimization has resulted in a single caspase-dependent apoptosis program. In contrast to mammals,
control by mitochondrial proteins may play a minor role, and some degradative enzymes are supplied
by the phagocytosing cell rather than by the dying cell itself (2,3). Apoptosis in C. elegans is com-
monly cell-autonomous, i.e., it is not signaled or controlled from outside, and the entire system of
death receptors appears to be absent. In accordance with this minimalist program, somatic PCD is not
essential for the survival or development in C. elegans (46). Rudimentary remainders of alternative
apoptotic programs are, however, still found in the male linker cell, where a possibly Ced-3-indepen-
dent PCD is triggered from outside (46), and also a role of endonucleotidase derived from mitochon-
dria might be conserved from worm to man (47,48).

The mammalian system of death programs could represent an opposite form of evolutionary direc-
tion, where besides the multiple caspases, many other cysteine proteases and mitochondrial factors
have taken additional roles in development and life (3,49). The essential nature of some factors
(knockout lethality [36,49]) combined with redundancy of others (difficulty with interpretation of
knockouts [49]) has made the study of their specific role in PCD technically challenging. In addition
it has remained unclear which mechanisms are essential for commitment to death, and which ones
only determine the phenotypic outcome (19).

PCD CAN TAKE MANY FORMS

If one keeps to the strict morphological criteria of apoptosis, including the geometrical shape of
chromatin after its condensation (Fig. 2), caspases seem indispensable for apoptosis. However, there
are many forms of apoptosis-like PCD where the chromatin condenses to less geometric shapes, and
where phagocytosis markers on the plasma membrane are displayed before cell lysis. An array of
well-characterized cell-death models occurring in the absence of caspase activation falls into this
category (25,29–34,36,50) (Fig. 1). Furthermore, an analysis of cell-membrane dynamics in different
death models has revealed that an important apoptosis hallmark, zeiosis, can occur independently of
caspase activation (25,51). PCD can also occur in the absence of chromatin condensation (12–15).
Such necrosis-like PCD is the result of active cellular processes that can be intercepted by, for

Table 1
Programmed Cell Death in Naturally Caspase-Deficient Cells

References

• Mature red blood cells: noncaspase cysteine proteases, shrinkage, blebbing,
phosphatidylserine exposure, phagocytosis (40)

• Yeast: no caspases; most classical apoptotic features; control by
ectopic Bcl-2 (38)

(N.B. The yeast metacaspase Yor197w/YCA1 might take the role of caspases)
(Mol. Cell (2002) 9, 911)

• Leishmania: noncaspase cysteine proteases; phosphatidylserine exposure (41)
• Platelets: calpain-mediated phosphatidylserine exposure (42)
• Plants: no caspases; different PCD mechanisms (43)
• Ced-3 deficient C. elegans:

CEP-1 overexpression (44)
Mec-4 induced death followed by phagocytosis (9)

• Dictyostelium: vacuolization, phosphatidylserine exposure; AIF-release from
 mitochondria (41,45)
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instance, oxygen-radical scavengers (12,13,52), inhibition of poly(ADP) ribose polymerase (PARP)
(53), or mutations in intracellular signaling molecules (15). Further caspase-independent modes of
PCD include autophagy, characterized by the formation of large lysosome-derived cytosolic vacu-
oles (35,54,55), and dark cell death in specialized cells such as chondrocytes (56) or neurons (57).

Contrary to earlier expectations, the inhibition of caspase activation does not necessarily protect
against cell-death stimuli (Fig. 1). Instead it may reveal, or even enhance, underlying caspase-
independent death programs. These programs may resemble apoptosis-like PCD (25,58–60), autoph-
agy (61), or even necrosis (11,12,13,15,51,62–64). In many experimental apoptosis models, including
those triggered by death receptors (12,13,15,64), cancer drugs (65), growth-factor deprivation (61),
staurosporine (58), anti-CD2 (58), oncogenes (51), colchicine (60), GD3 (66), or expression of Bax-
related proteins (51,67), the existence of back-up death pathways has been uncovered following inhi-
bition of caspase activity by pharmaceutical pan-caspase inhibitors. However, several lines of
evidence support the relevance of such second-line mechanisms also for normal physiology and
pathology. In addition to pharmacological inhibitors, caspase pathways can namely be inactivated by
other factors such as mutations (63), energy depletion (11), nitrative/oxidative stress (17), other pro-
teases that are activated simultaneously (68,69), members of the inhibitor of apoptosis protein (IAP)
family (3,70), or an array of viral proteins that can silence caspases (3).

Upon caspase inhibition, the alternative death pathways surface also in vivo. They are involved in
processes such as the negative selection of lymphocytes (71,72), embryonic removal of interdigital
webs (63), tumor necrosis factor (TNF)-mediated liver injury (73), and the death of chondrocytes
controlling the longitudinal growth of bones (56). These examples may represent just the tip of the
iceberg with regard to the complexity of death signaling in vivo. And the overlapping death pathways

Fig. 2. Nuclear alterations in different forms of PCD. The use of chromatin condensation as a criterion to
distinguish apoptosis from apoptosis-like PCD has been inconsistent in the scientific literature, and the poten-
tial for overlapping definitions and errors is large. Electron-microscopic examples of classical apoptosis and
apoptosis-like PCD (4) or the above schematic drawings might provide a general guideline. Control chromatin
is speckled showing areas of eu—and heterochromatin, and mostly one—several more condensed micronuclei
(top middle). Caspase-dependent chromatin compaction and fragmentation to crescent- or spherical-shaped
masses at the nuclear periphery is shown at left. Caspase-independent chromatin margination triggered directly
by microinjection of AIF or in a number of models of apoptosis-like death (4) is shown at the bottom. Many
intermediate forms and also transitions to necrosis are possible. Necrotic morphology is also observed in mod-
els where caspases are inhibited before apoptosis is completed (aborted apoptosis).
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initiated by a single stimulus seem to be the rule rather than the exception (15,36). The examination
of potential crossovers of death pathways that lead eventually to different phenotypical outcomes
may open a chance to understand which events really determine commitment to death, and which
ones are rather involved in upstream signaling or downstream execution.

THE MEANING OF THE PROGRAM: REMOVAL OF CELLS

Cell biology research has focused considerably on the mechanisms by which caspases kill cells
(Fig. 3A), before it became clear that killing might not be the only idea behind PCD. A much less
complicated machinery would be required to permeabilize the plasma membrane. The classic caspase-
dependent program is in fact optimized to ensure that signals for phagocytosis are displayed well
before cellular constituents might be released (3,74) (Fig. 3B). In extreme cases, there is in fact a
feedback control of phagocytosis on the death program itself to insure that death only occurs when
phagocytosis has been initiated (26,27) (Fig. 3C,D). Does this also apply to caspase-independent
programs? A dominant uptake signal in mammalian cells is the translocation of phosphatidylserine to
the outer leaflet of the plasma membrane. Also this “eat-me” indicator is uncoupled from caspase
activation in many model systems (10,14,25,31,38), and nonapoptotically dying eukaryotic cells can
be efficiently phagocytosed (10). Mechanisms that can lead to the translocation of phospatidylserine
and phagocytosis in cells undergoing caspase-independent death include disturbances of cellular cal-
cium homeostasis and protein kinase C (PKC) activation (10,60). Noncaspase cysteine proteases
might be involved not only in the alternative death execution (Fig. 3E), but also in alternative phago-
cytosis signal pathways. For instance, cathepsin B activity is required for the translocation of
phospatidylserine in TNF-challenged tumor cells (25). In the apoptosis-like death of platelets,
phagocytosis signals are selectively blocked by calpain inhibitors (42). Finally, genetic analysis in C.
elegans has shown that the same phagocytosis recognition molecules are involved in removing
corpses produced by caspase-dependent apoptosis and caspase-independent necrosis (9).

CASPASE-INDEPENDENT PCD: EMERGING MECHANISTIC CLUES

Several molecular mediators of classical caspase-mediated apoptosis pathways were character-
ized during the last decade (2,3,75), whereas the description of most alternative death routines
remained limited to the phenomenological level. Now, recent mechanistic findings have opened a

Fig. 3. Widening concept on the role of death mechanisms and phagocytosis.
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new era for this field. Like classical apoptosis, alternative death programs can be mediated by pro-
teases and switched on by death receptors or mitochondrial alterations.

Noncaspase Proteases
Caspase-mediated cleavage of specific substrates explains several of the characteristic features of

apoptosis, i.e., cleavage of inhibitor of caspase-activated DNase leads to chromatin changes, lamins
to nuclear shrinkage, cytoskeletal proteins to cytosolic reorganization, and p21-activated kinase-2 or
Rho-activated serine/threonine kinase to blebbing (2,76). The question thus arises: what brings about
the apoptotic features observed in cells dying in caspase-independent manner? The first guess is,
naturally, other proteases (e.g., cathepsins, calpains, serine proteases, and the proteasome complex)
(Fig. 4). Indeed, accumulating data based on activity measurements, protease inhibitors, and/or
genetic depletion support their role as essential co-factors, either upstream or downstream of caspases,
in a number of death paradigms (20,25,29,77–86). Furthermore, many noncaspase proteases can
cleave at least some of the classical caspase substrates, suggesting that they may also mimic the
cellular effects of caspases (4,5,81,87–90).

There is evidence for the ability of other proteases to induce apoptosis-like PCD completely in the
absence of caspase activation; for instance, cathepsin D and B in camptothecin-induced death of liver
cancer cells (29), cathepsin B in TNF-treated fibrosarcoma cells (25), the proteosome in colchicine-
treated neurons (85) and calpains in vitamin D-treated breast cancer cells (our own unpublished
observation). The definition of the role of the individual proteases in the complex process of PCD
still requires much careful work. The dependence on certain proteases might be extremely cell type-
and stimulus-specific and depend on the relative expressions, activations, and inactivations of pro-
teases and protease inhibitors (Fig. 5). Genetic approaches need to be combined with meticulous
pharmacological titration of inhibitors (25), because it turns out that pan-caspase inhibitors, as well
as many active site inhibitors of other proteases, are highly unspecific at concentrations widely used
to test their role in PCD (5,25,81,87).

Death Receptors as Triggers
The best-studied members of the death-receptor family are TNF receptor 1 (TNF-R1) and Fas

(also known as CD95 or Apo-1) (see Chapter 5). Whereas it has long been known that TNF-induced
death can take the shape of either apoptosis or necrosis (91), the ability of Fas to induce necrosis-like
PCD has been described only recently (11–13,15,17,92). In activated primary T lymphocytes, this
caspase-independent necrosis-like PCD seems, at least in some cases, to be the dominant mode of
death (15). This may explain why inhibition of caspase activity in mouse T lymphocytes in vivo does
not induce lymphadenopathy and/or autoimmune disease usually manifested in mice with inactivat-
ing mutations in Fas or Fas ligand (71). The complexity of death receptor-induced apoptotic and
necrotic signaling networks exceeds by far that of the simple linear pathway originally suggested by
the discovery of the receptor-triggered caspase cascade. Just as with the different protease families,
the concentration of adapter proteins such as FADD might be one of the switches deciding on the
apoptotic or necrotic pathway triggered by TNF (Fig. 6).

Mitochondria as Integrators
Many models of PCD involve some form of mitochondrial control, and it is useful to consider the

signaling phases up- and downstream of these organelles separately. The pro-apoptotic Bcl-2-related
proteins—such as Bax, Bak, Bid, and Bim—play a dominant role at the mitochondrial stage of PCD
signaling (2,3) (see Chapters 2 and 3). These proteins translocate to the mitochondria, or change their
conformation and interaction partners on the mitochondria, in response to a variety of death stimuli.
The regulatory counterparts at this level include the anti-apoptotic members of the same family (Bcl-
2, Bcl-XL and so on). Eventually, the ratio of death and survival signals sensed by the Bcl-2–family
proteins determines whether the cell will live or die (2,3,19).
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Fig. 4. Death by more than 1000 cuts.
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Mitochondria as Triggers
The apoptosome-caspase pathway leading to classical apoptosis (3,75) is initiated by the release

of cytochrome c from the mitochondrial intermembrane space (see Chapter 6). Together with other
essential factors (e.g., ATP), it triggers assembly of the apoptosome complex, which forms the tem-
plate for efficient caspase processing. The formation of the apoptosome and the start of the caspase
cascade is controlled by caspase-inhibitory factors (IAPs, XIAP). Before the execution caspases can
become fully active and produce the typically apoptotic morphology (2,3), these apoptosis-dampening
“safety catches” need to be removed by additional proteins (DIABLO/SMAC or Omi/HtrA2) released
from mitochondria.

The second mitochondrial death pathway leads to necrotic PCD, without necessarily activating
caspases. A prominent example is TNF-induced necrosis-like PCD mediated by mitochondria-derived
reactive oxygen species (ROS) (52). Intracellular control of this pathway is indicated by its suscepti-
bility to attenuation by anti-oxidants (12,13,52).

A third distinct pathway from mitochondria is the release of the apoptosis-inducing factor (AIF)
from the intermembrane space (99,102,103). Recent genetic evidence indicates that this factor con-
trols PCD in early development—that is, all the hallmarks of early morphogenetic death, including
cytochrome c release, are prevented by deletion of AIF (36). AIF induces caspase-independent for-
mation of large (50-bp) chromatin fragments, whereas oligonucleosomal DNA fragments are gener-
ated only when caspase-activated DNase (CAD) is activated (3,102). This biochemical difference is
reflected by slight morphological differences in the shape of the condensed chromatin (Figs. 2 and 8).

Often, more than one pathway seems to be activated simultaneously (22,75,99,102). The cell fate
(and death mechanism) is then determined by the relative speed of each process in a given model
system, and by the antagonists of the individual pathways differentially expressed in different cell
types. AIF, caspases, and ROS can feed back on mitochondria, causing enough structural and func-
tional damage to trigger the release of other death factors, independent of the upstream signals
(3,19,75,102).

Defects in any step of the cytochrome c or AIF pathways will switch apoptosis to death with a
necrotic morphology (11,51,104). This death would still fulfill the criteria of PCD, as it is blocked by
the anti-apoptotic oncogenes Bcl-2 or Bcr-Abl (65,104) or by the deletion of pro-apoptotic Bax (105).

Fig. 5. Interaction of proteases during PCD. Frequently an inactive or weakly active zymogen (preprotease)
is activated by cleaving off of a prodomain (PD) (first level of protease family interaction, examples shown in
italics). Intracellular protease activity is prevented by specific antiproteases (AP), and ultimate activation
requires inactivation of AP (often by proteolysis, second level of protease family interaction). Further proteoly-
sis can lead to inactivation of the active protease and eventually degradation (third level of protease family
interaction). The balance of all players in this circle determines which proteases dominate the death process.
Pharmacological inhibition of one protease easily shifts the balance to another pathway.
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Fig. 6. Multiple death pathways triggered by death receptors. Death-receptor signaling is initiated by ligand-induced receptor trimerization. (A) Receptor
death domains (DD) of Fas then recruit FADD, RIP, and/or Daxx to the receptor complex. Caspase-8 is activated after recruitment to FADD via death effector
domain (DED) interaction, and triggers effector caspases either directly or through a Bid-mediated mitochondrial pathway (3) (black arrows). RIP initiates a
caspase-independent (red arrows) necrotic pathway mediated by the formation of reactive oxygen species (ROS) (15). Daxx activates the ASK1–JNK kinase
pathway leading to caspase-independent apoptosis (93–96). (B) Tumor necrosis factor receptor-1 (TNF-R1) signaling differs from that of Fas on the following
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Also, caspase inhibition changes the mode of death, but not its extent, once the signal has arrived at
mitochondria (11,19,51,65,67,104–106). Thus it seems that in many models of cell death the master
controllers of PCD operate at the mitochondrial level, whereas the decision on the shape of death is
taken on the level of caspase activation (19).

There are, however, certain cases where Bcl-2 expression is not protective, and where mitochon-
dria may not have a regulatory role (34,35,55,107,108). Although alternative control mechanisms are
not well-characterized, emerging candidates include different chaperone systems, such as heat-shock
proteins (22,34,95) or ORP150 (109). Organelles that have not received much attention recently,
such as the endoplasmic reticulum and lysosomes, might also take an essential role in the control of
death (75,110,111).

COMPLEX CONTROL OF TUMOR CELL DEATH

Paradoxically, the cell proliferation induced by enhanced activity of oncoproteins (such as Myc,
E1A, E2F, and CDC25) or inactivation of tumor-suppressor proteins (retinoblastoma protein, for
example) is often associated with caspase activation and accelerated apoptosis (112). The coupling of
cell division to cell death has thus been suggested to act as a barrier that must be circumvented for
cancer to occur (70,112). Indeed, high expression of anti-apoptotic proteins (Bcl-2, Bcl-xL, survivin,
Bcr-Abl) and/or inactivation of pro-apoptoic tumor-suppressor proteins (p53, p19ARF, PTEN) control-
ling caspase-dependent apoptosis pathways are often seen in human tumors (70,112).

Alternative Death Pathways in Cancer
Despite showing severe defects in classical apoptosis pathways, cancer cells have not lost the

ability to commit suicide. On contrary, spontaneous apoptosis is common in aggressive tumors, and
most of them respond to therapy (113). One explanation may be that defects in the signaling path-
ways leading to caspase activation may still allow caspase-independent death pathways to execute
tumor cell death.

In addition, the alternative death pathways may be enhanced by transformation (Fig. 9). For
example, oncogenic Ras can induce caspase- and Bcl-2-independent autophagic death (55), and
tumor-associated Src family kinases are involved in caspase-independent cytoplasmic execution of
apoptotic programs induced by adenovirus protein E4orf4 (114). Furthermore, a transformation-
associated caspase-, p53-, and Bcl-2-independent apoptosis-like death program can be activated in
tumor cell lines of different origins by depletion of a 70-kDa heat-shock protein (Hsp70) (34,115).
This death is preceded by a translocation of active cysteine cathepsins from lysosomes to cytosol, and
inhibitors of their activity partially protect against death. Interestingly, cysteine cathepsins, as well as
other noncaspase proteases, are highly expressed in aggressive tumors (116). Thus, expression of
protease inhibitors may increase a cancer cell’s chances of survival by impairing alternative death
routes (4,25,117).

Alternative death pathways can also function at an initial step of tumorigenesis to limit tumor
formation. Bin1, a tumor-suppressor protein that is often missing or functionally inactivated in human
cancer, can activate a caspase-independent apoptosis-like death process that is blocked by a serine
protease inhibitor or simian virus large T antigen, but not by overexpression of Bcl-2 or inactivation

steps. 1) Binding of FADD and RIP to the receptor complex requires the adaptor protein TRADD (3). 2) Bind-
ing of Daxx to TNF-R1 has not been demonstrated and the Ask1–JNK pathway is activated by ROS (94,97)
(blue line, caspase involvement unclear). 3) The RIP-mediated necrotic pathway is inhibited by caspase-8 (15).
4) TNF-R1 can initiate a caspase-independent direct cathepsin B-mediated pathway (25). 5) Cathepsin B can
enhance the mitochondrial death pathway (79). 6) The final execution of the death—that is, phosphatidylserine
exposure, chromatin condensation, and loss of viability—is brought about by effector caspases, the serine pro-
tease AP24, or cathepsin B in a cell-type-specific manner (3,20,25,79).

Fig. 6. (continued)
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Fig. 7. Mitochondria as integrators in caspase-independent PCD. Death triggers upstream of mitochondria usually do not require caspases (exception: some
death receptor signaling). They include a variety of chemotherapeutics, neurotoxins related to 1-methyl-4-phenylpyridinium (MPP) or the retinal cytotoxic
pigment A2E, and lipid mediators such as ceramide or the disialoganglioside GD3 (65,66,98–100). Most signals can be blocked by anti-apoptotic Bcl-2 family
members or survival kinases that act on this level (3). Also metabolic factors and drugs can block caspase-independent apoptosis steps at the mitochondrial level
(e.g., cyclosporine A), whereas the mitochondrial protein Bar might be involved in caspase scavenging (101).
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Fig. 8. Mitochondrial as effectors in caspase-independent PCD. Fundamentally different and initially independent signals emanate from mitochondria. (A)
Cytochrome c leads to caspase activation in the apoptosome, and thus triggers classical apoptosis (2,3). For full activation of caspases (de-inhibition XIAP of),
often the release from mitochondria of Omi/HtrA2 and SMAC/Diablo is also required. (B) reactive oxygen species (ROS) and Ca2+ induce necrotic PCD (19,75).
(C) The apoptosis inhibitory factor (AIF) is released from mitochondria and triggers apoptotic-like death associated with chromatin condensation and margin-
ation, but not advanced chromatin compaction and nuclear fragmentation (102). (D) Omi/HtrA2 can, apart from displacing XIAP, also act as serine protease
triggering caspase-independent cellular apoptotic changes. (E) Endonuclease G released from the mitochondrial matrix might play a role in caspase-independent
DNA-fragmentation. Some of the released factors (AIF, ROS) may feed back to mitochondria, affecting their function and structure, and therefore trigger one
another (3,75,102). Lack of essential co-factors for AIF or the proteasome pathway will convert them to necrosis (4,19).
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of p53 (35). Similarly, promyelocytic leukemia PML/RARA oncoprotein also inhibits caspase-
independent PCD induced by the PML tumor-suppressor protein (118). Interestingly, cytoplasmic
apoptotic features induced by ectopic expression of PML can even be enhanced by pan-caspase
inhibitors (118). It should, however, be noted that PML/RARA can also interfere with caspase activa-
tion in some death models (119).

Designing New Therapies Based on Alternative PCD Pathways
Whereas many cancer therapies induce classical apoptosis (113), potential drugs engaging other

death routines are emerging (Fig. 9). For instance, the topoisomerase inhibitor camptothecin induces
cathepsin D/B-mediated apoptosis-like PCD in hepatocellular carcinoma cells (29); activation of a
thrombospondin receptor (CD47) triggers programmed necrosis in B-cell chronic lymphoma cells
(14); interferons and arsenite initiate a caspase-independent death pathway, possibly mediated by
PML (118); and EB 1089, a synthetic vitamin D analog, kills breast cancer cells through a caspase-
independent apoptosis-like PCD (33) mediated by calpains (own unpublished observation). More-
over, increased tumor cell death observed in vitro when combining stimuli that activate different
death-inducing proteases suggests that therapies activating various PCD pathways simultaneously
may also be effective in clinics (120,121).

Experimental gene-therapy approaches also point to alternative death pathways as promising tar-
gets for tumor therapy. Expression of Bin1 or adenovirus protein E4orf4 as well as depletion of
Hsp70 result in mainly tumor-specific induction of caspase-independent apoptosis-like PCD
(30,34,35,115).

ALTERNATIVE CELL DEATH IN THE NERVOUS SYSTEM

Caspase-driven neuronal apoptosis strictly following the classical apoptosome pathway is best
documented during development of the nervous system (49), where many superfluous cells are pro-
duced and turned over (122), and in vitro cultures of cells derived from developing brain (75). Evi-
dence is scarce for adult neurons, and here caspase-dependent mechanisms may yield to alternative
death pathways (123). Notably, a re-evaluation of cell death in caspase knockout mice showed that
apoptosis is reduced during development, but cell death in many brain regions proceeds to the same
extent in a caspase-independent paraptosis-like fashion (124). Cell suicide in the adult nervous sys-
tem has serious implications for the whole organism, because turnover is classically very limited.
Thus a rapid caspase cascade, which is advantageous for efficient elimination of unwanted or rapidly
replaceable cells, is dangerous in the developed brain and must be tightly controlled. For instance,
neurons can survive cytochrome c release from mitochondria if they do not simultaneously receive a
second signal leading to competence to die (125). Neuronally expressed apoptosis inhibitor proteins
(IAP, NAIP) buffer the caspase system, and need to be inactivated before classical apoptosis can be
executed (2). This buffering capacity may allow for localized caspase activation (75) (within syn-
apses or neurites, for example) or sequestration of active caspases (126), without a build-up of the
death cascade affecting the entire neuron. Stressed neurons might also acquire a temporary resis-
tance, which allows them to withstand otherwise lethal insults, e.g., by excitotoxins (127). Such
circumstances favor activation of slow, caspase-independent elimination routines, where damaged
organelles are digested within a stressed cell, and the chance for rescue and reversibility is main-
tained until the process is complete (128–130).

Although some caspase-dependent apoptosis might occur in adult brain (75), at least part of PCD
in chronic neurodegenerative disease follows alternative mechanisms and results in different mor-
phologies (16,57,105,126,129,131–133) (Fig. 10) (see Chapter 14). Further variation is observed in
acute insults such as ischemia or traumatic brain injury (TBI). Here, neurons within one brain region
are exposed to different intensities of stress that trigger different death programs. Some of the main
excitotoxic processes, such as mitochondrial impairment and dissipation of cell membrane potential,
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Fig. 9. Alternative death pathways as regulators of tumor cell survival and as putative targets for cancer therapy. (Left) Transformation is associated with
upregulation of proteins that sensitize cells to caspase-independent PCD (55,114,116). As a defense line, death-promoting proteins are inactivated or expression
of survival proteins is enhanced (4,35,70,118). Analogous changes in proteins regulating caspase-dependent apoptosis have also been demonstrated in cancer
(70,112). (Right) Strategies of cancer therapy aimed at facilitating alternative death pathways (14,25,29,30,33–35,114,118).
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Fig. 10. Common modes of PCD. Developmental cell death occurs by caspase-dependent apoptosis (75) or
morphologically and mechanistically distinct autophagy. In various human diseases or animal models of them,
the dominant form of neuronal disease is, for example, dark cell death in a Huntington’s disease model (57) or
paraptosis in a model of amyotrophic lateral sclerosis (ALS) (16). Selective neurite degeneration occurs inde-
pendently of caspase activation in different situations, and may eventually lead either to caspase-dependent
apoptosis of cell bodies or to nonapoptotic death with irregular chromatin condensation (60,107). Excitotoxic
death may take many shapes and mechanisms depending on the intensity of insult, the age of the animal, and the
brain region affected (131,132). It often results in mixed apoptotic–necrotic features (19), including cellular
swelling; blebbing; nuclear pyknosis; display of phosphatidylserine; and some autophagic processes, such as
uptake of mitochondria into lysosomes.

differentially impair various secondary routines of PCD (19,131,132). For instance, rapid ATP deple-
tion or disturbance of the intracellular ion composition impair cytochrome c-induced caspase activa-
tion, and massive production of nitric oxide (NO) or calpain activation directly inactivate caspases
(19,69). Accordingly, cell death has mixed features of apoptosis and necrosis, and might rely on
either caspases or calpains as the dominant execution proteases (85,90), or the activation of PARP
(53) as a controller of programmed necrosis. Another group of proteases implicated as executors of
ischemic death are the cysteine cathepsins (83). It is possible that they interact with calpains, and
notably there is massive PCD in the brains of mice lacking the cathepsin inhibitor cystatin B (134).

The special shape of neurons (with projections up to 40,000 times longer than their cell bodies)
allows degradative processes to be localized to a part of neurons and different death processes to be
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activated in different subsections of the cell (19,75). For instance, synaptic damage and neurite
regression can occur by Bcl-2- and caspase-independent mechanisms (60,107,135) and be initially
reversible (128), whereas final elimination of cells may depend on caspases or proteasomal activities
(60). The role of caspases as enhancers of the final phase of cell degeneration may apply to many
common diseases. The longevity of neurons, combined with their dependence on effective intracellu-
lar transport, makes them sensitive to a slow form of death associated with the formation of intracel-
lular polypeptide aggregates involving the amyloid-ß precursor protein (APP), ataxins, presenilins,
huntingtin, tau, and alpha-synuclein (75). As most of these proteins are caspase targets (136) and
become more toxic after cleavage, caspases might contribute to the accelerated death of neurons at
the end of a caspase-independent degeneration phase, or vice versa, make neurons sensitive to alter-
native mechanisms without directly participating in death execution (137).

OUTLOOK

The discovery and understanding of alternative death pathways will open new perspectives for the
treatment of disease (Fig. 9); one of these therapies (vitamin D analogs) has already advanced into
clinical Phase III trials. New options and targets are also emerging for the prevention of death pro-
cesses in neuro-degenerative disease. Prominent examples that have reached the stage of clinical
trials target, for example, PARP in necrosis or calpains in excitotoxicity (53,90,123).

On a more general biological level, the mode of cell death may differentially affect the surround-
ing tissue (74). The important roles of caspase-independent/alternative death for development of
tumor immunity are just emerging (reviewed in ref. 10). Most recent evidence shows that the mode of
cell demise controls the horizontal spread of oncogenic information (138) and of infection (18).
Because these processes can be favored by caspase-activation, the classical apoptosis pathways can,
in fact, be detrimental to the organism. This may explain the need for extremely tight control of
caspase-activation by the cellular energy level (11). The apparent paradox that death-bound ATP-
depleted cells are not “allowed” to activate caspases may then be explained by the fact that such cells
would release activated caspases into the extracellular space upon premature lysis (139). Thus,
nonapoptotic death may not only be a passive accidental event, but also in some cases a desirable
death option for long-lived organisms having to deal with tumors, infections, and other nonlethal
tissue insults throughout their life span.
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Apoptosis in Plants, Yeast, and Bacteria

Ron Mittler and Vladimir Shulaev

INTRODUCTION

Apoptosis is a highly organized and genetically controlled mode of programmed cell death (PCD)
in animals, crucial for the development and homeostasis of metazoan organisms. For a long time,
apoptosis or PCD were mainly thought to occur in multi-cellular organisms. Recently, apoptosis-like
cell death was described in both prokaryotic and eukaryotic unicellular organisms including bacteria,
yeast, slime molds, kinetoplastid parasites, ciliate, and dinoflagellate, suggesting the existence of an
ancient, genetically controlled, cell-death machinery conserved throughout the biological kingdom.
In addition, recent studies suggest that PCD in plants may be very similar to apoptosis in animals.

PCD IN BACTERIA

It has been postulated that, similar to multicellular organisms, many developmental processes in
bacteria involve PCD (1). Processes such as lysis of mother cells during sporulation of Bacillus
subtilus, lysis of vegetative cells during fruit body formation in myxobacteria, and death of damaged
cells, include PCD as part of a genetically controlled program.

One of the most studied examples of PCD in bacteria includes death of mother cells during sporu-
lation of Bacillus subtilus (1). During sporulation in B. subtilus the mother cell is actively lysed by
the autolysins CwlB, CwlC, and CwlH, produced prior to spore release. Lysis can be induced by
various environmental stimuli including nutritional status, cell density, heat-shock, and cell-cycle
signals. These activate a signal-transduction cascade involving the SpoA transcription factor, which
in turn activates a cascade of interdependent sporulation-specific sigma factors. The expression of
the autolysins CwlC and CwlH by sporulation-specific EσK RNA polymerase is controlled by a ter-
minal σK factor and requires the coat protein transcriptional activator GerE. This process is tightly
controlled genetically and several mutants affecting autolysis have been identified and characterized.

An additional example of PCD in bacteria is autolysis during fruit body formation in Myxococcus
bacteria (1). Autolysis is induced by “autocides,” compounds that are bactericidal to the producing
bacteria but have no effect on other bacteria. Several classes of “autocides,” including fatty acids and
glucosamine, can trigger autolysis.

Similar to apoptotic death of damaged metazoan cells, cell death in bacteria also occurs in response
to many damaging agents, such as penicillin, cephalosporin, and glycopeptides. Simple genetic
screens designed to identify genes preventing cell lysis in the presence of these agents have identified
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several genes that control cell death and survival, and have provided intriguing data on the molecular
mechanisms of PCD in bacteria. In general, the binding of a bactericidal antibiotic to its target sig-
nificantly inhibits bacterial growth but does not directly cause cell death. A complex signal-transduc-
tion cascade within the bacterial cell is required to activate lytic enzymes such as LytA in
Streptococcus pneumoniae that subsequently dissolve the cell wall during autolysis.

Using S. pneumoniae as a model, Novak et al. (2) showed that binding of penicillin to its target
initiates an intrinsic two-component sensor-regulator system, VncR/S, that triggers multiple cell-
death pathways, and proposed a model for the control of bacterial cell death. A screen of transposon-
mutagenized S. pneumonia collection led to the identification of 10 candidate genes responsible for
penicillin tolerance. A sensor gene, named VncS, was found to encode a histidine kinase and is
homologous to VanS, a kinase regulating vancomycin resistance in Enterococcus faecalis. A muta-
tion in this sensor gene led to bacterial survival in the presence of multiple antibiotics with unrelated
mode of action (involving cell wall, ribosome, and DNA gyrase inhibitions). VncS regulates the
expression of another protein, named VncR, which activates autolysin LytA responsible for lysis
of bacterial cell walls. The signal that triggers the VncR/S system was recently identified as
Pep27, a secreted peptide containing 27 amino acids that initiate the cell-death program (2). Pep27

is constantly produced by bacteria and is secreted by a dedicated ABC-transporter, but it takes a
critical concentration threshold for this peptide to activate VanS and trigger PCD. Most likely,
antibiotics like penicillin and vancomycin increase the production of a Pep27 peptide leading to
the activation of PCD.

PCD can also be controlled in bacteria via “addiction modules,” a unique genetic system consist-
ing of two genes (3). One gene encodes a stable toxin whereas the other encodes a labile antitoxin.
Addiction modules were originally discovered on extrachromosomal elements of Escherichia coli
and were thought to be a very precise mechanism for preventing plasmid loss. Two classes of addic-
tion modules were identified in E. coli depending on whether both toxin and antitoxin are proteins, or
toxin is a protein and antitoxin is an unstable antisense RNA molecule. Additional homologous mod-
ules were discovered on the bacterial chromosome, suggesting that PCD is inherent in bacteria.
Among the best-characterized addiction modules are extrachromosomal elements ccdAB of plasmid
F, pemI/K of plasmid R100, kis/kid of plasmid R1, parDE of RK2/RP4, and those located on the
bacterial chromosome mazEF system (3). The mechanism by which these systems execute cell death
is very similar. Usually addiction module consist of two adjacent genes (e.g., MazE and MazF genes
of the chpA locus) that are co-expressed. These encode a stable toxic component and liable antitoxic
component. When the two genes are expressed and both toxin and antitoxin products are synthesized,
they form a complex and prevent cell killing by the toxin. When the continuous expression of the
liable antitoxin is inhibited, the toxin remains uninhibited and causes cell death. Addiction modules
can be triggered by various stimuli that induce PCD in bacteria. It was shown that the E. coli mazEF
module can be triggered by several antibiotics (rifampicin, chloramphenicol, and spectinomycin)
that are general inhibitors of transcription and/or translation, implicating PCD as the possible mode
of action for this group of antibiotics (4).

The evolutionary significance of PCD in bacteria and other unicellular organisms is being widely
discussed (1). The existence of a genetic program for PCD in unicellular prokaryotic organisms like
bacteria may be advantageous on the population level, considering the fact that many bacterial spe-
cies live in highly differentiated bacterial communities. Multicellularity is now generally accepted as
a common bacterial trait (5). There is a significant body of evidence suggesting that different cells in
bacterial communities are able to communicate via sophisticated transducing mechanisms involving
diverse classes of signal molecules. The beneficial role of PCD may include the elimination of dam-
aged or mutated cells, limiting the replication of viruses and phages, or reducing competition for
nutrients. PCD can therefore be an altruistic event serving to benefit the survival of a population as a
whole.
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PCD IN YEAST

Initial database searches indicated that the yeast genome lacks genes with obvious homology to
many critical components of metazoan apoptotic death machinery, including Bax/Bcl-2 family, Apaf-
1/Ced-4, p53, or caspases. This led to a conclusion that PCD does not exist in yeast. However, new
evidence has accumulated recently implying that yeast can undergo PCD and that many components
of the yeast PCD and the metazoan apoptosis may be conserved. In addition, more detailed analysis
of the yeast genome has shown that several yeast proteins share homology with metazoan apoptotic
proteins and may be members of an evolutionary conserved family of cell-death proteins.

Evidence suggesting that at least part of the apoptotic machinery may be present in yeast comes
from studies on the overexpression of mammalian apoptotic genes in yeast. Owing to the absence of
obvious homologs of major genes involved in apoptosis, the yeast system was used extensively to
study the role of individual molecular components in apoptosis. Surprisingly, expression of several
proteins involved in metazoan apoptosis induced cell death in both the budding yeast Saccharomyces
cerevisiae and the fission yeast Schizosaccharomyces pombe (6). Heterologous expression of the
pro-apoptotic Bcl-2 family proteins Bax and Bak, caspases, CED-4/ApaF-1, or p53 in yeast triggered
apoptosis-like cell death. Furthermore, cell death induced by proapoptotic genes was suppressed by
anti-apoptotic Bcl-2 family proteins. Co-expression of several members of Bcl-2 family that are anti-
apoptotic in animals, including Bcl-XL, Bcl-2, Mcl-1, and Al, suppressed yeast lethality induced by
Bax and Bak.

The identification of specific mutation (S565G) in the cell-division cycle gene CDC48 (7) that can
trigger cell death further indicated the presence of genetically controlled PCD machinery in yeast.
Cell death in the CDC48 mutant resembled many features typical to apoptosis: exposure of
phosphatidylserine at the outer layer of the cytoplasmic membrane, DNA fragmentation, and chro-
matin condensation and fragmentation. PCD has also been implicated as a mechanism of eliminating
of senescing yeast mother cell (8).

Reactive oxygen intermediates (ROI) are important mediators of cell death in many organisms. It
has recently been suggested that ROI play a central role in the induction and execution of PCD in
yeast (6,7). Cell death can be triggered in yeast by various treatments that result in ROI production
such as low external doses of hydrogen peroxide or depletion of glutathione, lipid hydroperoxide
or exposure to acetic acid. Cell death induced by these ROI-generating stimuli can be prevented
by oxygen-radical depletion or hypoxia. Moreover, inhibition of translation by cyclohexamide
inhibited cell death induced by H2O2, suggesting the active participation of a cellular machinery
in this cell-death process (7). Additionally, the apoptotic phenotype of CDC48S565G is due to the
accumulation of ROI (7). The human Bcl-2 protein can also prevent cell death in some mutant
yeast caused by oxidative stress, further implying that some components of PCD may be evolu-
tionary conserved.

ROI may play an important role in the yeast aging process as well. A recent study indicated that
deletions of genes coding for superoxide dismutase (SOD) or catalase, as well as changes in atmo-
spheric oxygen concentration, resulted in ROI accumulation in yeast mother cells and significantly
shortened their life span (8). The addition of the antioxidant glutathione, on the other hand, increased
the life span of yeast cells. Accumulation of ROI in the mitochondria of aging mother cells was
accompanied by phenotypic markers of yeast apoptosis.

Mitochondria play a crucial role in apoptosis in animals (9). Disruption of mitochondrial mem-
branes releases apoptogenic factors such as cytochrome c and apoptosis-inducing factor (AIF) acti-
vating either caspases-dependent or caspase-independent cell-death pathways. Evidence is
accumulating in support of a central role for mitochondria in yeast PCD. This points to the presence
of a mechanism of mitochondrial membrane disruption in yeast, similar to that of animals. The recent
discovery of a novel mammalian ion channel, named mitochondrial apoptosis-induced channel, whose
activity correlates with the onset of apoptosis, and the finding of a similar channel activity in
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mitochondrial outer membranes of yeast expressing human Bax, may indicate that release of cell
death-inducing factors from mitochondria occurs via a similar mechanism in mammals and yeast (10).

Although it was generally accepted that there are no homologs of metazoan apoptotic proteins
present in yeast, recent data indicate that some yeast proteins have regions with similarity to mamma-
lian proteins involved in cell death. The Pbh1p protein from S. pombe (11) and the Bir1p protein from
S. cerevisiae (12) are some of the proteins that share homology with members of the evolutionary
conserved cell death protein family. These proteins contain BIR (Baculovirus IAP repeat) domains
characteristic to a family of inhibitor of apoptotis proteins (IAPs). Another protein that shares simi-
larity with human apoptotic proteins was recently identified in S. pombe. It is a homolog of human
Rad9 protein, SpRad9 (13). SpRad9 contains a group of amino acids with similarity to the Bcl-2
homology 3 domain, and may be a member of the BH3-only family of apoptosis promoting proteins.
SpRad9 can induce apoptosis in human cells by interacting with human Bcl-2 through the region
similar to BH3 domain. An ancient family of caspase-like proteins, namely metacaspases, was also
identified in the S. cerevisae genome using the caspase-like domain of the Dictyostelium sequence as
a query for BLAST search  (14). Of note, a recent study has identified a yeast protein with structural
homology to mammalian caspases (15). More importantly, this protein named Yeast Caspase-1
exhibits caspase enzymatic activity, mediating not only apoptosis induced by hydrogen peroxide in
yeast but also the death process of overaged cultures (15).

PCD IN PLANTS

Plants are simple multicellular organisms that vary considerably from animals. On the cellular
level, plant cells contain rigid cell walls composed mainly of cellulose, a large vacuole that partici-
pates in many molecular and biochemical processes, and a specialized organelle responsible for con-
ducting photosynthesis, i.e., the chloroplast. Plants do not have an immune system similar to animals,
but are capable of controlling and coordinating a large array of defenses when attacked by pathogens.
In addition, the development of plants is solely determined by cell division and not by a combination
of cell division and cell migration. Despite these differences, plants, much like animals, rely heavily
on PCD for their proper development and response to different environmental insults (16,17). Plants
may therefore represent an interesting example of how a simple multicellular organism adapts and
uses PCD for its specific evolutionary needs.

Although similar in its conceptual and functional definition, in many characteristic and mechanis-
tic aspects PCD in plants is different from apoptosis in animals. The lack of an immune system, for
example, lowers the need for the formation of apoptotic bodies and the “clean” elimination of cells,
because an inflammatory response is not likely to occur when the content of a plant cell is spilled. In
addition, in most examples of PCD in plants, the cell wall remains intact, making the trafficking of
apoptotic bodies from one cell to the other, or the engulfment of a dying cell by neighboring cells,
impossible. Despite their relative simplicity, plants appear to encode and execute a large number of
different pathways for PCD.

Types of PCD in Plants
There are three major types of PCD in plants: developmental PCD, pathogen-induced PCD, and

environmental (abiotic) PCD.

Developmental PCD
Plants use PCD throughout their development and reproduction cycles. Examples of PCD range

from death of root-tip cells, through the death of differentiating xylem vessels, leaf cells, stem cells,
and the different processes of PCD in floral organs. These include PCD during the abortion of floral
organs, the abortion of megaspores, tapetum degradation, synergid cell death, and PCD involved in
pollen growth and self-incompatibility. There are also examples of PCD during embryogenesis, such
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as the death of the suspensor, and the death of storage cells (18–20). Senescence, a defined develop-
mental program in plants, is also considered to be a PCD process (18).

The most characterized example of developmental PCD in plants is the death of xylem cells (21).
These cells compose the water-conducting vessels of the plant, and transmit water from the roots to
the leaves and the reproductive organs. Cells of the tracheary elements (TE), the principal component
of this tissue, differentiate from progenitor cambium and procambium cells. Their differentiation
involves a complex process of cell expansion, thickening and patterning of cell walls, dismantling of
the wall plates that connect each TE with the upper and lower part of the tube, and PCD of the
protoplast. This process is controlled by the plant hormones auxin and cytokinin and involves the
activation of a genetic program that dismantles the dying cells, in order not to leave a cell corpse
clogging the xylem vessel. Although the latter sounds like a true apoptotic process, TE undergo PCD
in a unique manner. They first accumulate a large number of hydrolytic enzymes such as proteases,
nucleases, and lipases in their vacuole. When they reach the developmental point of PCD, the vacu-
ole swells, ruptures, and releases all of its deadly hydrolytic content into the cytosol. The plasma
membrane remains intact and the cell undergoes a process of near-complete autolysis. Following the
digestion of most cellular components, the plasma membrane is also ruptured and the degraded con-
tent of the cell is released and possibly uptaked as nutrients by neighboring cells. Thus, although
determined by a genetic PCD program, this process is very different from apoptosis in animal cells
(21).

Pathogen-Induced PCD
In general, there appear to be two types of pathogen-induced PCD in plants: PCD activated by the

plant as part of an active defense mechanism against pathogen attack (16), and PCD induced in plant
cells by certain pathogens that feed on dead plant cells (necrotrophic pathogens; ref. 22).

The interaction of plants with pathogens is dependent on a set of plant-encoded genes (resistance
genes), and a set of pathogen-encoded genes (virulance genes). This interaction, termed “gene-for-
gene,” determines whether the plant will recognize the pathogen and activate its defenses, and thereby
become resistant, or will fail to recognize the pathogen, will not activate defense mechanisms, and
thereby become infected (16). Interestingly, some of these gene-for-gene genes were found to be
similar to animal genes controlling bacterial pathogenicity (23). One of the key defense mechanisms
activated by plants upon pathogen recognition is a type of PCD called the hypersensitive response
(HR). This response is activated in cells that directly come into contact with the pathogen, as well as
in neighboring cells that surround the primary infected cells. These cells will undergo a rapid process
of PCD that will result in the formation of a lesion composed of dead cells (Fig. 1A). It is thought that
this rapid cell-death process slows down the propagation of the invading pathogen and allows the
plant to activate other defenses such as pathogenesis-related proteins and other chemicals and com-
pounds with antimicrobial activity (24). Because most of the pathogens that activate this response are
obligate parasites, they cannot replicate within dead cells and their growth is inhibited. Recently, a
number of plant genes that control this response were cloned and characterized (17). Mutations in
these genes resulted in uncontrollable activation of PCD and the formation of HR lesions on plants in
the absence of pathogens. A similar phenotype, that is, the spontaneous development of lesions in the
absence of pathogens, can also appear on plants following the expression of foreign genes that alter
plant metabolism (24). This finding suggests that many different signals in plants can result in the
activation of the HR-PCD pathway.

Major players involved in the activation of PCD during the HR are ROI, nitric oxide (NO), cal-
cium and proton pumps, mitogen-activated protein kinase (MAPK), and salicylic acid (SA). It is
believed that the initial recognition of the pathogen via the gene-for-gene response activates a signal-
transduction pathway that involves the translocation of calcium and protons across the plasma mem-
brane into the cytosol, protein phosphorylation/dephosporylation events, the activation of enzymes
that generate ROI such as NADPH-oxidase and peroxidases, and the accumulation of NO and SA.
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Manipulations of proton and calcium homeostasis pharmacologically or genetically were shown to
activate the HR (ref. 24; Fig. 1B). A combination of enhanced production of ROI and NO was also
shown to activate the HR in the absence of a pathogen, and SA was shown to facilitate the formation
of ROI as well as to inhibit catalase and ascorbate peroxidase, two of the key ROI removal enzymes
in plants (18,25). These processes are thought to be orchestrated by a cascade of MAPKs (26).

The morphological and biochemical characteristics of HR-PCD appear to depend on the nature of
the plant pathogen interaction. Thus, some types of HR-PCD are accompanied by the formation of
DNA ladders and apoptotic bodies, and some are not. In all cases, however, the corpse of the dead
cell, composed mainly of cell walls and cell debris, is left behind and is not completely eliminated.

Plant-pathogen interactions that result in the successful infection of plants and the development of
disease symptoms are sometimes accompanied by the activation of PCD in plant cells by the patho-
gen. For many years, it was thought that disease symptoms that included host cell death were caused
by toxins produced by the pathogens. However, it was recently discovered that similar symptoms
could be induced spontaneously in mutants in the absence of a pathogen. Moreover, it was recently
reported that animal genes that inhibit apoptosis can inhibit the formation of these symptoms
(described below). Thus, it appears as if some necrotrophic pathogens that feed on dead plant tissues
actually activate a plant PCD pathway to induce cell death in plant tissues. As opposed to the type of
cell death described earlier for the HR, little is known about the processes involved in this response.
However, it is thought that ROI play an important role in this response as well (27).

Fig. 1. Induction of PCD in plants. (A) Hypersensitive response (HR) lesions induced by plants in response
to infection by tobacco mosaic virus. These lesions (1–2 mm diameter) result from the activation of a PCD
pathway in infected cells and in cells that surrounds the infected region. (B) Induction of HR-PCD in transgenic
tobacco plants expressing a bacterial proton pump. The induction of a proton flux across the plasma membrane
of plant cells by the pump mimics an early signal-transduction event that occurs during the HR and activates the
HR-PCD pathway. This response, termed a “lesion mimic response,” results in the formation of HR lesions on
leaves, in the absence of a pathogen.
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Environmental PCD
A number of abiotic stress conditions were found to induce PCD in plants. These include anaero-

biosis, ultraviolet (UV) and ionizing radiation, and oxidative stress. Anaerobiosis that results from
flooding of fields was shown to induce in plants a process of PCD in stem and root cells. This process
creates a new tissue called aeronchyma, composed mainly of empty spaces. Long tunnels are formed
within stems and connect the upper part of the plant with its root system. These are not visible from
the outside but they enhance the rate of oxygen diffusion to the submerged roots. The plant hormone
ethylene is thought to regulate this process (18).

Oxidative stress induced by different compounds such as paraquat, a herbicide that enhances the
rate of superoxide generation in cells, or by ionizing radiation, induce cell death in plants. Recently it
was reported that the animal anti-apoptotic genes Bcl-XL and Ced-9 can inhibit paraquat- and radia-
tion-induced cell death in plants, suggesting that this cell death process may be a PCD (28). Other
environmental stresses such as high salt, UV radiation, and certain toxins were shown to induce cell
death that was accompanied by internucleosomal DNA cleavage, suggesting that it may involve some
processes similar to apoptosis in animals.

Molecular Mechanisms of PCD in Plants
Many of the molecular switches that control PCD in plants are unknown. The sequencing of the

entire genome of the flowering plant Arabidopsis thaliana failed to identify homologs of key regula-
tors of apoptosis in animals such as caspases and Bcl-2 or Bax. Plants were, however, found to
contain a group of proteases named metacaspases, and homologs of BI-1 (Bax inhibitor-1), and DAD-
1 (24,29). There are two types of metacaspases in plants: Type I, which contains a predicted caspase-
like proteolytic domain but lacks the death effector domain; and Type II, which contains, in addition
to the caspase-like domain, an N-terminal zinc finger and proline-rich domains, also found in LSD-1,
a protein involved in the control of PCD during the HR. Supporting the involvement of caspases in
PCD in plants (possibly mediated by the metacaspase family) are studies that demonstrated the sup-
pression of HR-PCD by synthetic peptides that act as inhibitors of caspase activity (29). In addition,
caspase-like protease activity was demonstrated in plant cells undergoing HR-PCD (29). Additional
players that may be similar to some of those controlling PCD in animals are small GTP-binding
proteins of the Ras class and cystein-sensitive proteases.

Although Bax homologs were not found in plant cells, expression of Bax in plants induces PCD
(30). Moreover, this induction requires the proper oligomerization and cellular localization of Bax in
plants. The BI-1 protein was recently identified by a screen of human genes that inhibit Bax toxicity
in yeast. Homologs of this protein were found in plants. Co-expression of Bax and the plant homolog
of BI-1 resulted in the inhibition of Bax-induced cell death in plants (30). These results suggest an
active role for the mitochondria in plant PCD processes. In support of this hypothesis, overexpression
of animal anti-apoptotic genes such as Bcl-2, Bcl-XL, and Ced-9 was found to inhibit pathogen-
induced PCD and oxidative stress-induced PCD in plants (28). A recent homology search using BI-1
sequences revealed the possible existence of a functional homolog of Bcl-2 in plants (called ABR
proteins; ref. 29). However, further experimental work is required to support this possibility. Interest-
ingly, the expression of the different animal anti-apoptotic genes in plants did not seem to affect
certain developmental processes that require PCD such as xylem formation, suggesting that different
PCD pathways in plants may be controlled by different mechanisms.

CONCLUSIONS

The finding of PCD in prokaryotes, unicellular euokaryots, and simple multicellular organism
such as plants suggest that PCD is a basic biological process that may be essential for the survival of
almost all living organisms. Interestingly, at least some mechanisms of PCD appear to be conserved
between yeast, plants, and animals. These appear to involve the mitochondrion as a central player.
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Because the mitochondrion is believed to have originated from an endosymbiotic event between a
primitive eukaryotic cell and a proteobacteria, the finding of different PCD processes in bacteria may
extend the link between yeast, plants, and animals to include bacteria and mechanisms of PCD in
bacteria that involve the rupture of bacterial cells. These may resemble the leakage of proteins from
mitochondria during apoptosis. Because PCD appears to be a key mechanism for the survival of
almost all known organisms, deeper understanding of the evolutionary path of PCD in different
organisms will considerably enhance our perception of the balance between life and death, and the
different driving forces that affect and shape all living organisms.
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Programmed Cell Death in C. elegans

Yi-Chun Wu and Ding Xue

INTRODUCTION

Studies in the nematode Caenorhabditis elegans established that programmed cell death is a nor-
mal, genetically determined part of development and is controlled by a number of specific genes.
Genetic analyses have ordered these genes into a pathway. This cell death pathway is evolutionarily
conserved and provides a basis for understanding programmed cell death in more complex organ-
isms, including humans.

C. ELEGANS AS A MODEL ORGANISM FOR STUDIES OF PROGRAMMED
CELL DEATH

C. elegans is a small (adult animals are approx 1 mm in length), free-living worm with a short
generation time (3 d at 20°C) (Fig. 1). It can feed on bacteria Escherichia coli and is cultivated on
Petri dishes in the laboratory (1). Because C. elegans is small and transparent, its internal structures
can be visualized with the light microscope. Furthermore, using high-magnification Nomarski differ-
ential interference contrast optics, cell divisions and cell deaths can be observed and followed in
living animals (2–4). For these reasons, C. elegans has been an excellent model organism for experi-
mental analyses and has proven to be exceptionally well-suited for the study of programmed cell
death.

During the development of the C. elegans adult hermaphrodite from the fertilized egg, 1090
somatic nuclei are generated by essentially invariant patterns of cell divisions. Of these 1090 somatic
cells, 131 undergo programmed cell death (2–4). When observed with Nomarski optics, the dying
cell adopts a refractile and raised, flattened button-like appearance (Fig. 2). When viewed using an
electron microscope, the cells that undergo programmed cell death in C. elegans display characteris-
tic features of apoptosis observed in mammals, including cell shrinkage, chromatin aggregation, and
phagocytosis of cell corpse (5). The entire process of cell death from the birth to the disappearance of
the cell by phagocytosis occurs within approximately an hour (2,6).

THE GENETIC PATHWAY FOR PROGRAMMED CELL DEATH

Genetic approaches have been taken to identify genes that are involved in controlling different
aspects of C. elegans programmed cell death. Genetic analyses have placed these genes in five
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sequential and distinct steps: 1) the decision of individual cells whether to live or die; 2) the activa-
tion of the cell-killing machinery in a cell that is committed to die; 3) the execution of the cell-killing
process; 4) the phagocytosis of the dying cell by its neighboring cell; and 5) the degradation of the
dead cell (7) (Fig. 3). Genes acting in the first step affect only specific cells. By contrast, genes that
function in the later four steps appear to affect all somatic cell deaths and are likely act in a pathway
common to all cell deaths.

In the following sections, we first review our current understanding of genes that function as
global cell-death regulators during the cell-death activation and then discuss how these regulators
may be controlled by cell-fate specification genes to commit the life vs death fates of specific cells.
Last, we focus on genes that function in the cell death execution and in the engulfment and the
degradation of cell corpses.

ACTIVATION OF CELL DEATH

The Genetic Pathway for Cell-Killing
Three death-promoting genes egl-1, ced-3, and ced-4 are required for most, if not all, programmed

cell death in C. elegans. Strong loss-of-function (lf) mutations in any of these genes lead to the
survival of essentially all cells that normally undergo programmed cell death during the development
of wild-type animals (8,9). Genetic mosaic analyses were carried out to determine whether these
death-promoting genes act in cells that are doomed to die to mediate or promote a cell suicide process
or instead function in adjacent cells to promote the death of dying cells as “murders.” In these experi-
ments, mosaic animals that contain both genotypically wild-type cells and genotypically mutant ced-
3 (or ced-4) cells were generated (10). It was found that in these mosaic animals cells that are
genotypically wild-type are capable of undergoing programmed cell death and those cells that are
genotypically mutant for the ced-3 (or the ced-4) gene fail to die. These findings indicate that both

Fig. 1. A C. elegans adult hermaphrodite and an embryo viewed using bright-field microscopy. The embryo
is indicated by an arrow. Dorsal is up and anterior is to the left for the adult. The bar represents 0.1 mm.
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Fig. 3. Genetic pathway of programmed cell death in C. elegans. Five sequential steps of programmed cell
death are indicated. In the cell-death specification step, genes involved in regulating the death fates of two
specific cell types (HSN neurons and sister cells of NSM neurons) are shown. There are two partially redundant
pathways (ced-1, -6, -7 and ced-2, -5, -10, -12, respectively) that mediate the engulfment of cell corpses.

ced-3 and ced-4 genes function within dying cells to cause cell death and provide the first genetic
evidence that cells undergoing programmed cell death are killed by an intrinsic suicide mechanism.

In contrast to those death-promoting genes, the activity of the ced-9 gene protects a majority of
cells from undergoing programmed cell death during C. elegans development (11). Loss-of-function
mutations in ced-9 cause embryonic lethality, as a consequence of massive ectopic deaths of cells
that normally live (11).

To understand how egl-1, ced-3, ced-4, and ced-9 coordinate to regulate programmed cell death,
two approaches have been taken to order their functions in a pathway leading to cell death. First,
genetic epistasis analyses have been performed to define the relationships of the killer genes egl-1,
ced-3, and ced-4 with respect to the protector gene ced-9, taking advantage that the phenotype of

Fig. 2. A Nomarski photomicrograph of an embryo with apoptotic cells. Three cells indicated by arrows
underwent programmed cell death in a bean/comma stage embryo and exhibited a refractile raised-button-like
appearance. The bar represents 5 µm.
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mutants defective in any of these killer genes is opposite to the Ced-9(lf) phenotype. Specifically,
double-mutant combinations such as ced-9;ced-3, ced-4;ced-9, and ced-9;egl-1 were generated, and
the phenotypes of double mutants were compared with those of respective single mutants. For
example, ced-9;ced-3 and ced-4;ced-9 double mutants are viable and have extra surviving cells as
observed in ced-3 and ced-4 single mutants (11). This result indicates that the ectopic cell deaths and
lethality caused by loss-of-function mutations in ced-9 are suppressed by loss-of-function mutations
in ced-3 or ced-4 and are dependent on the activities of ced-3 and ced-4. Therefore, ced-9 likely acts
upstream of ced-3 and ced-4 to negatively regulate the activities of these two death-promoting genes.
By contrast, ced-9;egl-1 double mutants are lethal and exhibit a large amount of ectopic cell deaths as
observed in ced-9(lf) single mutants, indicating that loss of egl-1 function does not suppress ectopic
deaths caused by loss of ced-9 function (9). Therefore, egl-1 likely acts upstream to negatively regu-
late ced-9.

Transcriptional overexpression experiments have been used to help order the functions of death-
promoting genes egl-1, ced-3, and ced-4. Overexpression of egl-1, ced-3, or ced-4 in C. elegans can
induce deaths of cells in which one of these genes is ectopically expressed (12). The resulting killing
effects vary in different genetic backgrounds. For example, the cell killing caused by overexpression
of egl-1 is greatly reduced in ced-3(lf) or ced-4(lf) mutants (9), consistent with the model that ced-3
and ced-4 act genetically downstream of egl-1. Similarly, the cell killing caused by overexpression of
ced-4 is greatly reduced in ced-3(lf) mutants (12). By contrast, cell killing mediated by overexpression
of ced-3 does not seem to be affected by the absence of the ced-4 activity (12). These observations
indicate that ced-3 likely acts genetically downstream of ced-4.

Molecular Identities of egl-1, ced-3, ced-4, and ced-9

CED-9 is similar to the product of human proto-oncogene bcl-2 (13), which plays a similar role in
preventing apoptosis in mammals (14–18). ced-9 and bcl-2 are two members of an expanding gene
family that play important roles in regulating apoptosis in diverse organisms (for review, see refs. 19
and 20). All members of this gene family contain at least one Bcl-2 homology region (BH domain),
and some members, such as CED-9 and Bcl-2, consist of up to four BH domains (19). The C. elegans
killer gene egl-1 encodes a relatively small protein of 91 amino acids with a potential BH3 motif that
has been found in all death-promoting Bcl-2/CED-9 family members (9).

CED-3 belongs to a family of cysteine proteases called caspases (cysteine aspartate-specific pro-
tease), which cleave their substrates exclusively after an aspartate amino acid (21). CED-3, like many
other caspases, is first synthesized as a 56 kDa proenzyme and can be proteolytically activated to
generate an active cysteine protease that contains two protease subunits derived from the cleavage
products (21,22; Fig. 4D). Protease activity assay of several mutant CED-3 proteins showed that the
extents of reduction of CED-3 in vitro protease activities correlate directly with the extents of reduc-
tion of ced-3 in vivo killing activities (22). These findings indicate that the CED-3 protease activity is
important for ced-3 to cause programmed cell death in C. elegans. The ced-4 gene encodes a protein
similar to mammalian Apaf-1, which is an activator of caspases during apoptosis in mammals
(23–26).

Molecular Model for the Killing Process

Molecular studies of C. elegans killer and protector genes not only reveal molecular identities of
these genes, but also facilitate further biochemical and immunocytochemical analyses of these genes.
These studies have provided important insights into how EGL-1, CED-3, CED-4, and CED-9 pro-
teins function in a protein interaction cascade leading to the activation of programmed cell death.

CED-4 has been shown to interact physically with CED-9 in vitro (27). Endogenous CED-4 and
CED-9 proteins are co-localized at mitochondria in C. elegans embryos as detected using antibodies
against CED-4 and CED-9 proteins (28). In embryos in which cells had been induced to die by



Apoptosis in C. elegans 139

overexpression of egl-1, CED-4 assumed a perinuclear instead of mitochondrial localization (28).
This translocalization of CED-4 is mediated through interaction between EGL-1 and CED-9, as bio-
chemical assays show that EGL-1 can bind CED-9 (9,29) and this binding induces release of CED-4
from CED-9/CED-4 complex (30) (Fig. 4A,B). The ced-9 gain-of-function mutation n1950, which
substitutes glycine 169 with glutamate, impairs the binding of EGL-1 to CED-9 but does not affect
association of CED-9 with CED-4. As a result, this mutation inhibits the EGL-1-induced transloca-
tion of CED-4 and results in inhibition of programmed cell death (30).

In addition to interacting with CED-9, CED-4 has been shown to interact with CED-3 (31,32). The
binding of CED-3 and CED-9 to CED-4 is not mutually exclusive (31,32). This observation leads to
the hypothesis that in living cells CED-3, CED-4, and CED-9 may co-exist as a ternary protein com-
plex in which CED-3 remains an inactive proenzyme. However, the CED-3 subcellular localization
has not yet been determined. It is also possible that CED-3 does not associate with CED-4/CED-9
complex and exists as inactive monomer elsewhere in the cell. In either case, EGL-1-induced disso-
ciation of CED-4 from CED-9 may allow the formation of CED-3/CED-4 complex (Fig. 4). In addi-
tion to translocating to the perinuclear region, CED-4 may also undergo self-oligomerization, which
appears to be important for CED-3 activation, as mutant CED-4 proteins that cannot self-oligomerize
fail to activate CED-3 killing activity in mammalian cells (31). These findings lead to the hypothesis
that CED-4 oligomerization may bring CED-3 zymogens to close proximity and thus facilitate inter-
molecular proteolytic cleavage between CED-3 zymogens to activate the CED-3 protease (Fig. 4C,D).
Activated CED-3 proteases may cause cell death by cleaving key substrates and hence lead to

Fig. 4. The molecular model for the activation of programmed cell death. (A) In living cells CED-4 and
CED-9 form a complex, which is tethered to mitochondria through CED-9. CED-3 may associate with CED-4
at the mitochondria or exist elsewhere without binding to CED-4. However, in either case, CED-3 remains an
inactive proenzyme in living cells. (B) In the cells that are doomed to die, the death-initiator protein EGL-1
binds to CED-9 and triggers the release of CED-4 (or the CED-4/CED-3 complex) from CED-9. (C) Released
CED-4 proteins undergo oligomerization, which brings two CED-3 proenzymes to close proximity and (D)
leads to CED-3 autoproteolytic activation.
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systematic cell disassembly and the eventual recognition and phagocytosis of the cell corpse by its
neighboring cell.

In addition to CED-4, CED-3 can interact with CED-9. Moreover, CED-9 is an excellent substrate
of the CED-3 protease in vitro. Mutations that destroy both CED-3 cleavage sites in CED-9 markedly
reduce the death-protective activity of CED-9 in vivo, suggesting that CED-3 cleavage sites are
important for CED-9 death-protective function (33). Cleavage of CED-9 by CED-3 generates a car-
boxyl-terminal product that resembles Bcl-2 in sequence and is sufficient to mediate interaction with
CED-4 (33). These results suggest that CED-9 may inhibit cell death in C. elegans by two distinct
mechanisms. First, CED-9 may directly inhibit the CED-3 protease activity through its CED-3 cleav-
age sites, probably acting as a competitive inhibitor. Second, CED-9 may indirectly inhibit the acti-
vation of CED-3 by forming a complex with CED-4 through its carboxyl-terminal Bcl-2 homology
regions.

SPECIFICATION OF THE LIFE VS DEATH FATES

Genetic studies in C. elegans suggest that the life vs death decisions of individual cells are con-
trolled by cell-type specific regulatory genes (34). These regulatory genes appear to control cell
deaths by regulating the expression or activities of key components in the central cell-killing path-
way. The control of the life vs death fates of two specific cell types, hermaphrodite-specific neurons
(HSNs) and neurosecretory motor (NSM) sister cells, will be discussed below.

HSN Neurons
The hermaphrodite-specific neurons (HSN) of C. elegans, which control the egg-laying behavior

in hermaphrodites, are generated embryonically in both hermaphrodites and males but undergo pro-
grammed cell death specifically in males, because they are not needed in males (4). In these sexually
dimorphic HSNs, the cell-killer gene egl-1 is under the direct transcriptional control of the C. elegans
sex-determination pathway. TRA-1A, a zinc-finger protein, is the terminal global regulator of somatic
sexual fate and binds to the egl-1 gene in vitro (35). Specific mutations in a cis-regulatory element of
the egl-1 gene that disrupt the binding of the TRA-1A to the egl-1 gene result in transcriptional
activation of egl-1 in the HSNs and subsequent deaths of HSNs not only in males but also in her-
maphrodites (35). Therefore, tra-1 helps to prevent the cell-death fate of the HSNs in hermaphrodites
by transcriptionally repressing the expression of the egl-1 gene (Fig. 3).

Sister Cells of NSM Neurons
Two genes, ces-1 and ces-2 (cell death specification), are important in determining the life vs

death fates of the sister cells of the two neurosecretory motor (NSM) neurons in C. elegans pharynx
(34). Either the loss-of-function mutation in ces-2 or gain-of-function mutations in ces-1 can prevent
these two cells from adopting their normal apoptotic cell fates. Interestingly, these cells undergo
programmed cell death normally in ces-1(lf) mutants and ces-1(lf);ces-2(lf) double mutants. These
observations suggest that the activity of ces-1 normally is suppressed to allow NSM sister cells to die
and that ces-2 likely acts upstream of ces-1 to suppress the activity of ces-1.

The ces-1 gene encodes a Snail family zinc-finger protein (36). CES-2, a putative bZIP (basic
leucine-zipper) transcription factor (37), can bind to the ces-1 gene in vitro and may thus directly
repress ces-1 transcription (36). These findings suggest that a transcriptional regulatory cascade may
control the deaths of NSM sister cells in C. elegans.

The relationship of the ces genes with the death-promoting genes has mainly been inferred from
the phenotype of ces-1;egl-1 double mutants (9). In ces-1(lf);egl-1(lf) mutants, NSM sister cells sur-
vive as they do in the egl-1(lf) mutants. This observation indicates that egl-1 likely acts downstream
of ces-1 to cause programmed death and ces-1 may negatively regulate the activity of egl-1 in these
cells. Therefore, ces-2, ces-1, and egl-1 function in a negative regulatory chain to regulate the death
fate of NSM sister cells (Fig. 3).
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ENGULFMENT OF CELL CORPSES

Once a cell undergoes programmed death, the cell corpse is rapidly engulfed by one of its neighbor-
ing cells (2,6). Genetic analyses have identified at least seven genes, ced-1, ced-2, ced-5, ced-6, ced-
7, ced-10, and ced-12, which function in the cell-corpse engulfment process in C. elegans (6,38–41).
Mutations in any of these genes block the engulfment of many dying cells and lead to persistence of
cell corpses. Genetic analysis of double-mutant combinations suggests that these seven genes fall
into two classes: ced-1, ced-6, ced-7 in one and ced-2, ced-5, ced-10, ced-12 in the other. Single
mutants or double mutants within the same class show relatively weak engulfment defects, whereas
double mutants between two classes show much stronger engulfment defects. This finding suggests
that dying cells likely present at least two different engulfment-inducing signals, which can be recog-
nized by distinct molecules from engulfing cells, and both signaling events are required for efficient
and complete phagocytosis.

The engulfment process consists of three sequential steps: 1) the recognition of a cell corpse by an
engulfing cell, 2) transduction of the engulfing signal to the cellular machinery in the engulfing cell,
and 3) the phagocytosis of the cell corpse by the engulfing cell. The genes ced-1, ced-6, and ced-7,
which define one engulfment pathway, appear to encode components of a signaling pathway involved
in cell-corpse recognition. CED-1 is similar to the human scavenger receptor SREC and may func-
tion as a corpse-recognizing phagocytic receptor because CED-1 protein was found to cluster around
dying cells (42). CED-7 is similar to ABC (ATP-binding cassette) transporters (42,43) and may play
a role in promoting or mediating cell-corpse recognition by CED-1 as CED-1 receptors fail to cluster
around dying cells in mutants defective in the ced-7 gene (42,43). The CED-6 protein contains a PTB
(phosphotyrosine-binding) domain (44) and may act as a signaling adaptor downstream of CED-1
and CED-7 (Fig. 5).

The ced-2, ced-5, ced-10, and ced-12 genes, which define the other engulfment pathway, also
control the migration of specific somatic cells, the gonadal distal tip cells (DTC) of C. elegans. These
four genes encode conserved components of the Rac GTPase signaling pathway involved in regulat-
ing actin cytoskeleton rearrangement essential for cell-corpse phagocytosis and cell migration. CED-
2 is a CrkII-like adaptor, consisting of one SH2 and two SH3 domains (45). CED-5 is similar to
human DOCK180 that physically interacts with human CrkII (46). CED-10 is a C. elegans homolog
of mammalian Rac GTPase (45), which controls cytoskeletal dynamics and cell shape change (for
review, see ref. 47). CED-12 contains a potential PH (pleckstrin-homology) domain and an SH3-
binding motif (39–41). Transcriptional overexpression studies suggest that ced-2, ced-5, and ced-12
function at the same step upstream of ced-10 during the engulfment process. Biochemical analysis
indicates that CED-2, CED-5, and CED-12 form a ternary complex in vitro and so do their human
homologs (39–41). Based on these findings, it has been postulated that the engulfing signal induces
the formation and translocation of CED-2, CED-5, and CED-12 ternary complex to the plasma mem-
brane of engulfing cells and the subsequent activation of CED-10 GTPase, leading to extension of
membrane processes around cell corpses (Fig. 5).

DEGRADATION OF CHROMOSOMAL DNA IN DYING CELLS
Degradation of chromosomal DNA has been thought to be a crucial step and a hallmark of

apoptosis. Apoptotic DNA degradation in C. elegans has been studied with the aid of DNA-staining
techniques. For example, DAPI or Feulgen dye has been used to visualize DNA for in situ staining,
and the terminal deoxynuleotidyl transferase mediated dUTP-biotin nick end labeling (TUNEL) tech-
nique, which was initially developed to specifically label dying cells because DNA degradation causes
these cells to have more free DNA ends than do viable cells (48), has been applied to detect the DNA
intermediates with 3’-hydroxyl ends during the degradation process.

When stained with TUNEL, only a small subset of cells that undergo programmed cell death in
wild-type C. elegans embryos is TUNEL-positive (49), suggesting that DNA degradation is a rapid
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process and TUNEL only labels apoptotic cells during a transient intermediate stage. Interestingly,
mutant embryos defective in nuc-1, which encodes a mammalian DNAse II homolog, have many
more TUNEL-reactive nuclei than do wild-type embryos (49). This finding indicates that mutations
in nuc-1 allow the generation of TUNEL-reactive DNA breaks, but block the subsequent conversion
of these TUNEL-reactive DNA ends to TUNEL-unreactive ones. Like nuc-1 mutations, the mutation
in the cps-6 gene (CED-3 protease suppressor), which encodes a homolog of mammalian mitochon-
drial endonuclease G, also increases the number of TUNEL-reactive nuclei (50). Interestingly, cps-6:
nuc-1 double mutants have more TUNEL-reactive nuclei than cps-6 or nuc-1 single mutants, sug-
gesting that cps-6 and nuc-1 likely function in a partially redundant fashion to destroy TUNEL-
reactive DNA ends. However, cps-6 and nuc-1 appear to play different roles during apoptosis. A
loss-of-function mutation in the cps-6 gene not only delays the appearance of embryonic cell corpses
during development, but also can block the deaths of some cells if the activity of other cell-death
components is compromised (50), suggesting that cps-6 is important for the normal progression and
execution of apoptosis. In contrast, mutations in nuc-1 do not appear to affect either the execution of
cell death or the engulfment of cell corpses. Furthermore, nuc-1 mutants are also defective in the

Fig. 5. The molecular model for the cell corpse-engulfment process. The engulfment process is mediated by
two partially redundant pathways. Molecules in the CED-1, CED-6, and CED-7 pathway are labeled in black.
CED-1 and CED-7 act on the surface of engulfing cells to mediate cell-corpse recognition and to transduce the
engulfing signal through CED-6 to the cellular machinery of the engulfing cells for engulfment. CED-7 also
acts in dying cells. Molecules in the CED-2, CED-5, CED-10, and CED-12 pathway are labeled in gray. The
CED-2/CED-5/CED-12 ternary complex mediates the signaling event from unidentified engulfing signal(s)
and receptor(s) to activate CED-10 during phagocytosis.
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degradation of DNA from ingested bacteria in the intestinal lumens. These observations indicate that
cps-6 is a more specific cell-death nuclease and may function at an earlier stage in the apoptotic DNA
degradation process than nuc-1 does. CPS-6 is the first mitochondrial protein that is shown to be
important for apoptosis in invertebrates, underscoring the conserved role of mitochondria in regulat-
ing apoptosis.

SUMMARY

Genetic studies in C. elegans have identified more than a dozen genes that function in different
aspects of programmed cell death. These genes have defined a programmed cell death pathway that is
evolutionarily conserved. In C. elegans the life vs death fates of cells appear to be controlled at the
level of transcription. Once the decision to die has been made, a protein interaction cascade involving
EGL-1, CED-3, CED-4, and CED-9 is responsible for the activation of the cell-death machinery
which initiates various cell disassembly processes such as the apoptotic DNA degradation process
involving CPS-6 and NUC-1. The dying cell presents at least two distinct engulfing signals to their
neighboring cells for phagocytosis. These two signals are mediated by two partially redundant path-
ways: CED-1, CED-6, and CED-7 in one and CED-2, CED-5, CED-10, and CED-12 in the other.
Finally, the dying cell is completely degraded in the engulfing cell.
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Cell Death in Drosophila

Sujin Bao and Ross L. Cagan

INTRODUCTION

Only relatively recently has programmed cell death (PCD) been fully appreciated as a central
component of development and disease. Removal of damaged cells represents one of the most impor-
tant defenses our body has to prevent pathology, and abnormal removal of cells has been observed in
a number of degenerative diseases. In this review, we emphasize the importance of cell death during
development, with a brief excursion at the end to examine neurodegeneration. The fruitfly Droso-
phila has been at the center of a number of important discoveries regarding development and signal
transduction, so it is perhaps surprising that it has been a relatively late entrant into the world of
programmed cell death. However, flies have been making up for lost time.

Why produce cells during development that are then removed by programmed cell death? The
details of cell death often seem specific to the tissue using it, but some basic principles have emerged.
During cell division, some determinants are partitioned selectively to one daughter cell; for example,
the developing Caenhorhabditis elegans embryo presents several examples of segregating away
unneeded determinants to permit one type of neuron to survive while the sister cell is removed by
programmed cell death (reviewed in ref. 1). A more common use of cell death in higher organisms is
during patterning, an issue we will discuss in some detail below. After establishing a crudely-patterned
structure, spatially selective cell death then “sculpts” the tissue towards a final structure. Examples
abound and include the hollowing out of certain neural tubes (2), the removal of intervening tissue to
form digits (3,4), the shaping of kidney glomeruli (for a review see ref. 5), and the tightening of
rhombomere boundaries in the hindbrain (6). These examples all share an important issue that is not
at all understood: how are some cells removed in a spatially restricted fashion while others in the
region are left alone?

A BRIEF PRIMER ON CELL DEATH

Programmed cell death refers to the process by which particular cells are removed by design. Cells
are most commonly removed by apoptosis, a process that includes membrane alteration and blebbing,
organelle dissolution, coherent DNA fractionation, and eventual engulfment by neighboring cells or
dedicated macrophages. This process has been seen in all metazoans examined to date, and the pro-
cess of apoptosis is remarkably well-conserved. Several excellent reviews have explored our knowl-
edge of this process (e.g., see refs. 7–12). This section serves as a brief review of those aspects of cell
death that are relevant to work in Drosophila.
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Cell Intrinsic Machinery
Although a caspase-independent pathway has been suggested to mediate cell death involving Bax

group proteins (for a review see ref. 13), the cysteine aspartases known as caspases appear to be the
major final mediators of cell death. Caspases exist in two categories: upstream caspases or “initiator
caspases” that are targeted by upstream cell death effectors to trigger the cell death pathway, and
downstream or “effector caspases.” In flies, the upstream caspases include Dredd and Dronc; the
downstream caspases are DCP-1, DRICE, and DECAY (Table 1). Although they are not fully charac-
terized in flies, activated effector caspases target a number of death substrates in mammals, including
poly (ADP) ribose polymerase (PARP), nucleases, gelsolin, actin, lamin, fodrin, and so on. Together,
these factors complete the task of destroying the cell. Regulation of effector caspases, therefore,
represents a central step in regulating the cell-death process.

One mechanism by which effector caspases are regulated is through the “inhibitor of apoptosis
protein” family or IAPs (Table 1). IAPs complex directly with effector caspases, covering their site
of self-cleavage and activation (for reviews see refs. 9, 14). IAPs are ubiquitously expressed; their
presence prevents most cells from undergoing apoptotic cell death. Regulation of IAPs is an area of
intense study. In flies, the novel cytoplasmic proteins Reaper (Rpr), Grim, or Hid can physically
interact with IAP and antagonize its anti-apoptotic properties: binding by Rpr, Grim, or Hid to IAPs
disrupts the caspase/IAP complex to induce apoptosis (15,16). Complete removal of these three genes
through an overlapping deficiency results in the loss of most apoptotic cell death in the embryo (17).
Although clear orthologs of Reaper, Grim, or Hid have not been reported in mammals, they share an
“RGH” domain with the death activator Smac/Diablo and HtrA2 (18–20), which also target IAPs.
Recently, Morgue, a ubiquitin-conjugating enzyme-related protein, has been shown to bind IAP
directly and promote its degradation in the fly retina (21,22).

Another mechanism by which effector caspases are activated is through inclusion within a
multimeric complex that includes Apaf-1 (the fly ortholog is Dark/Hac-1) and cytochrome c (for
reviews see refs. 23, 24). This “apoptosome” complex is formed when cytochrome c is released from

Table 1
Conserved Intrinsic Death Machinery

Mammalian Drosophila C. elegans

Death activator Smac/Diablo, HtrA2 Rpr, Hid, Grim Not known
Inhibitor of apoptosis NIAP, cIAP1, CIAP2 DIAP1, DIAP2 IAP-1, IAP-2

protein XIAP, Survivin
Caspases

Initiator caspases Caspases-1, -2, -4, DRONC, DREDD Ced-3
-5, -8,-9, -10, etc.

Effector caspases Caspases-3, -6, -7, DRICE, DCP-1, Not known
-14 DECAY

Apoptosis activating Apaf-1 DARK Ced-4
factor

Bcl-2 family
Pro-apoptotic ligand Bad, Bod, Bid, Drob/DBORG-1 Egl-1

with BH3 domain only Bik, Blk, Hrk, DBORG-2
Nip3, Nix

Pro-apoptotic channel Bax, Bak, Bok, Diva Not known Not known
members

Anti-apoptotic channel Bcl-2, BclXL,BclW Not known Ced-9
members Mcl-1, Bfl-1/A1
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mitochondria to form a cytochrome c/Apaf-1/caspase complex. The Drosophila Apaf-1 ortholog Dark
was shown to interact with initiator Caspases Dredd and Dronc (25), facilitating their enzymatic
activation; importantly, Dark contains a consensus cytochrome c binding site and presumably forms
a similar apoptosome complex. However, the precise role played by cytochrome c in Drosophila is
not clear (10). Mutations in Dark suppress the normal programmed cell death and ectopic killing
induced by Rpr, Hid, and Grim (25–27).

In mammals, release of cytochrome c and other mitochondrial factors is regulated by members of
the Bcl-2 family (Table 1). The Bcl-2 family includes members that protect from apoptotic cell death
(e.g., Bcl-2, Bcl-XL) and those that promote cell death (e.g., Bax, Bok, Bik, Bad, and Bid). Although
the details of how Bcl-2 family members regulate cell death is still not fully understood, the balance
between death-protective and death-promoting members appears to determine whether a cell will
respond to death stimuli by surviving or by dying (for a review see ref. 28). At least some data
indicates that death-promoting factors such as Bax act by promoting release of mitochondrial factors
such as cytochrome c. The sole Drosophila Bcl-2 family members identified to date are Drob/Debcl/
Dborg-1 and Dborg-2 (29–31). Based on sequence and some biochemistry, both appear to promote
cell death, suggesting they are most similar to Bax or Bok. The Drosophila genome does not appear
to contain a clear candidate for a true “pro-life” Bcl-2 ortholog, a surprising omission (Table 1).

Cell Extrinsic Machinery

While the molecules and mechanisms involved in triggering, executing, and regulating apoptotic
cell death within a cell are becoming well-understood, only now are we beginning to understand the
connections between this process and cell signaling, either extracellular or intracellular. Importantly,
until recently most of our understanding of cell death has come from studies in the immune system or
in tissue-culture cells. For example, in the immune system, regulation through the tumor necrosis
factor (TNF) receptor and Fas mediate death signaling through activation of initiator caspases such as
caspase-8, which in turn cleave and activate downstream effector caspases (for a review see ref. 32).
This work has given us important information about the basal death machinery, but we are beginning
to look at developing epithelia in an effort to understand its spatial regulation. For example, simply
releasing death-promoting factors across an epithelium is an efficient method to ensure the entire
tissue goes away.

An important example of invoking cell death in response to external stimuli involves signaling
through the Ras signal-transduction pathway. Following stimuli from growth factors and extracellu-
lar matrix, activated Ras signaling can regulate apoptosis, either positively or negatively, by control-
ling the activity of multiple effectors. In fibroblasts and lymphocytes, Ras can promote apoptosis
through either accumulating p53, p16, or p21, upregulating Fas ligand expression or activating JNK
pathway (33–35). In flies, activation of Ras signaling can block cell death (see below); interestingly,
it can also lead to apoptotic cell death in surrounding cells that have not received ectopic Ras activa-
tion (i.e., nonautonomously; 36), suggesting that a death-promoting factor is being released to
neighbors.

In contrast, activation of Ras in epithelial cells can inhibit apoptosis induced by detachment from
extracellular matrix through activation of the PKB/Akt pathway (37) and Ras can protect neurons
from apoptosis induced by neurotrophic factor withdrawal through the Raf/MAP kinase pathway
(35). Similarly, in flies the EGF receptor ortholog dEGFR acts through dRas1 signaling to promote
survival. During Drosophila embryogenesis (see below), activation of dEGFR leads to phosphoryla-
tion of the death activator Hid and suppression of its proapoptotic activity (38). Additionally, the
Ras/Raf/MAPK signaling pathway has been shown to promote survival both by downregulating Hid
expression and by inactivating Hid activity through phosphorylation (39,40).

Finally, a few words about an important cell-death regulator that reacts to internal signals. Genomic
instability and the excess accumulation of free oxygen radicals can also trigger apoptotic cell death
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through the tumor-suppressor protein p53. Increased levels of p53 due to cell-cycle imbalance or
DNA damage induce the expression of Bax to promote apoptosis (41). In mammals, p53 appears to
regulate both cell-cycle progression and cell death. Drosophila Dmp53 appears to target exclusively
cell death; one reason is its ability to directly target the death activator gene reaper (42–44).

Figure 1 presents many of the players in the cell-death game.

EARLY USE OF CELL DEATH IN OOGENESIS AND EMBRYOGENESIS

Cell Death in Drosophila Oogenesis
Drosophila oogenesis can be divided into 14 stages during its maturation from a germarium stem

cell to a mature oocyte (45). During early stages (S1–S8) of oogenesis, the Drosophila egg chamber
encloses a cluster of 16 interconnected germline cells surrounded by a monolayer of follicle cells.
One of these 16 germline cells will become the oocyte and the other 15 will develop into nurse cells
which support the oocyte by transporting proteins and RNAs into the oocyte through cytoplasmic
bridges. Programmed cell death plays an important role in a number of steps. For example, defective
egg chambers will be removed by apoptosis between stages 7 and 8 of oogenesis (46). After dumping
their contents, the remaining depleted nurse cells are removed from the egg chambers during stages
12 and 13, again by apoptotic cell death (Fig. 2). The dying nurse cells are phagocytosed by overlying
follicle cells.

Most components of the intrinsic cell death machinery in Drosophila are found in nurse cells,
including death-activator genes reaper, hid, and grim; anti-apoptotic genes diap1 and diap2; caspase
orthologs dredd, dronc, dcp-1, and decay; and the Bcl-2 family member drob-1/debcl/dborg-1 (29–
31; 47–51). At stages 10–11, nurse cells undergo a dramatic rearrangement of filamentous actin to

 Fig. 1. Outline of cell-death machinery. Although the signals to trigger death or survival can be diverse and
dynamic, they converge in the regulation of caspases through the intrinsic cell-death machinery, which is con-
served from worms to flies to mammals (see also Table 1) Some special fly orthologs are noted in bold. For
details see text.
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Fig. 2. Programmed cell death removes nurse cells. Nuclei are marked by an enhancer trap line: (A) stage
10, (B) stage 10B/11; (C) stage 11; (D) stage 12. ncn, nurse cell nuclei; oon, oocyte nucleus. Adapted with
permission from ref. (123).

form actin bundles that, due to myosin-based contraction, transport cytoplasm through the ring canal
(reviewed in ref. 52). Interestingly, dcp-1 egg chambers display delayed actin-bundle formation and
defects in nurse cell nuclear-envelope perforation and contraction; the result is a “dumpless” pheno-
type. This indicates that dcp-1-mediated cell death is required to initiate rapid cytoplasm transport as
well as the removal of nurse cells (49). Surprisingly, oogenesis proceeds normally in germline clones
homozygous for the H99 deficiency that removes reaper, grim, and hid (47). These death activators
are widely utilized in other developmental processes, suggesting that oogenesis uses at least some
unique cell death regulators.

Cell-cell signaling also plays an important role in regulating nurse cell death. The BMP2/4 ortholog
Dpp is expressed in the follicle cells while its receptors are expressed in both the nurse cells and
follicle cells. Several experiments suggest that Dpp signaling is central to regulating cell death during
oogenesis. Reducing the activity of either Dpp or its receptor Saxophone in egg chambers produces
defective anterior eggshell structures. In addition, germline cells mutant for saxophone display defects
in actin-bundle formation and failure of the nurse cells to complete cytoplasm transfer (53), suggest-
ing Dpp signaling orchestrates programmed cell death in the germline. The circulating steroid hor-
mone ecdysone also provides a death-inducing signal during Drosophila oogenesis. In females
injected with ecdysone, stage 9 egg chambers are almost completely eliminated by apoptosis (54).
However, little is understood to date about the link between upstream signals and activation of
caspases during oogenesis.

Cell Death in the Embryonic Epidermis
Cell death is utilized throughout embryonic development, and the embryo has provided a number

of important insights into the role of programmed cell death during normal epithelial patterning. An
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excellent example is the establishment of segments. Cell division and cell movement create 14 seg-
ments that represent the fundamental segmental units of the embryo. Each segment expresses
hedgehog and engrailed at its posterior margin, whereas wingless is expressed within its anterior.
wingless- and hedgehog-expressing cells signal each other to stabilize segment boundaries (for a
review see ref. 55). In late-stage wild-type embryos, about 10 diverse epidermal cell types are gener-
ated within each segment; each cell type contributes to a different part of the cuticular covering that
serves to mark positional information.

Time-lapse microscopic studies using acridine orange (AO)-injected embryos found that approx
40–45 dying cells were detected in the ectoderm of each segment during stages 12–14 (56). Although
the number of dying cells varies from embryo to embryo, the pattern of cell death within each embryo
is conserved. Approximately three-fourths of the dying cells were located in or immediately adjacent
to the engrailed posterior stripe. Some dying cells form clusters at specific locations along the dorsal-
ventral axis and the expression pattern of Reaper correlates closely with this distribution (Fig. 3).
Dead cells are eventually engulfed by their neighbors (57).

Segment polarity genes wingless, hedgehog, and their signal-pathway components play an essen-
tial role in patterning the embryonic epidermis (58–60). Loss of wingless signaling leads to abnor-
mally small embryos with a number of patterning defects (61–63). These defects are likely due to
inappropriate cell death: disruption of the wingless signal components dishevelled or armadillo leads
to both patterning defects and increased cell death within the embryonic epidermis (62,63). Using
time-lapse imaging studies, Pazdera et al. (56) showed that removal of wingless signaling resulted in
a fivefold increase in the number of dying cells within the anterior of each segment; this death
occurred in cells approximately six rows away from the wingless secreting cells. Conversely, activat-
ing the wingless pathway by reducing naked function led to a sixfold increase in apoptosis in the
posterior region (56).

This regional increase in cell death appears to be a common phenomenon of mutations that affect
axis formation. The best evidence to date suggests that wingless and hedgehog do not directly acti-
vate the apoptotic pathway. Instead, cell death is a response common to mutations in a number of
signaling pathways, suggesting that embryos monitor the precision with which segments are made.
Surprisingly, correcting axis defects appears to use only cell death and not, for example, cell cycle. In
an elegant set of experiments, Namba et al. (64) demonstrated that an overall increase in the gene
dosage of the anterior determinant bicoid leads initially to an enlarged head region; however, the
embryo compensates by increasing cell death in its anterior regions and decreasing it in the posterior
(64). A decrease in bicoid led to the complementary response. Cell-cycle levels were unaffected.
These experiments point to the central role of selective cell death to clean up the normal errors that
occur during development. Cell death acts as a buffer against errors, and provides precision to the
emerging embryo. As we shall see later in this review, other tissues such as the eye utilize death in
much the same way.

Death in the CNS Midline
As tissues involute during gastrulation, two stripes of mesectoderm in each side of the ventral

midline are brought together and eventually generate a distinct set of 6–8 central nervous system
(CNS) midline nerve-cell precursors (CMPs) per segment. These cells later differentiate into approx
25 neurons and glia. During this process, two-thirds of the developing midline glia die and are quickly
phagocytosed by migrating macrophages. In contrast, all of the associated ventral unpaired median
(VUM) neurons survive (65,66). As expected, cell death in midline cells is caspase-dependent: mid-
line-targeted expression of the caspase inhibiting protein p35 blocks normal cell death as well as
death due to ectopically expressed reaper and hid (66).

Expression of reaper, hid, and grim can be detected in dying midline cells and these death-activator
genes are essential for patterning CNS midline cell death (65–68). Analysis of mutations that remove
different combinations of reaper, hid, and grim demonstrated that these three death-activator genes
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normally act synergistically to promote cell death at the midline (66). Also, ectopic expression of
reaper or hid alone failed to induce ectopic cell death in midline cells, whereas co-expression of
reaper and hid results in rapid midline cell death. grim can also act cooperatively with reaper or hid
to induce a higher level of midline cell death than either gene alone.

Interestingly, grim presents some unique features. Ectopic expression of grim alone was sufficient
to induce ectopic midline cell death (69). Ectopic Diap2, which blocks both reaper- and hid-induced
cell death, fails to block grim-induced cell death of midline cells (69).

Recently, a connection between surface signaling and the downstream cell-death effectors has
been identified. The majority of midline cells are kept alive through activation of the dEGFR path-
way. Secretion of the dEGFR ligand Spitz from neurons promotes activation of downstream effector
ERKA/Rolled, which in turn phosphorylates and inactivates Hid (38). By calibrating this signaling,
presumably, the correct number of cells can be retained. How this calibration is achieved, however, is
not understood.

Embryonic Head Development
The emerging embryonic head undergoes axial induction during a process of “head involution,” in

which the head is “swallowed” inward at the mouth regions. Based on the expression of reaper as a
marker for regions of death, normal head morphogenetic movements utilize widespread cell death
during retraction of the clypeolabrum during early head involution, formation of the dorsal ridge,
fusion and involution of dorsal structures of the pharynx and mouth cavity, and segregation of
progenitor cells of the brain (70). Although the early stage of head development, such as formation of
dorsal ridge and pharynx, proceeds almost normally without apoptotic death, programmed cell death
is required for later stages of head development. Embryos homozygous for Df(3L)H99, a deletion
that uncovers the death-activator genes reaper, hid, and grim, fail to demonstrate normal morphogen-
esis associated with head involution including retraction of the clypeolabrum, formation of dorsal
pouch, and fusion of gnathal lobes (70). This suggests that shaping and reducing the size of the head
are all important aspects of normal involution.

Fig. 3. Cell-death pattern in the embryonic epidermis. Apoptotic cells detected by Acridine Orange (light
gray) are shown relative to each segment border (stripes) in an embryo at stages 12–14 (A–C). A map of cell
death in the abdominal epidermis is illustrated during stages 11–12 (D) and stages 13–14 (E). The arrow and
arrowheads indicate three clusters of dying cells along the dorsal-ventral axis. Adapted with permission from
ref. (56).
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Another important role for programmed cell death is to correct misplaced cells. This can be seen
in mutations that alter the distribution of cells in the head. Early expression of wingless is essential
for the proper development of the anterior brain region (71). During embryonic stages 9–10 when
wingless-expressing protocephalic neuroblasts begin to delaminate, loss of wingless activity leads to
incorrect cell-fate determination within wingless-expressing cells and their neighbors. In these
mutants, increased cell death is observed at the anterior end of the embryonic protocerebrum: approx
one-half of the protocerebrum is deleted by programmed cell death at late embryonic stages (71).
Again, removal of incorrectly specified cells is a recurring theme in development; how mispositioned
cells are recognized and removed represents an enduring mystery in the cell-death field.

CELL DEATH DURING METAMORPHOSIS

Metamorphosis, the wonderful process that turns a larva into an adult fly, is regulated by changes
in the titer of the steroid hormone ecdysone. A sharp rise in ecdysone at the end of larval development
triggers puparium formation and the onset of prepupal development. A second major ecdysone pulse
10 h later initiates the prepupal-pupal transition. Pupal development then proceeds for most of the
next 4 d until ecdysone titers return to basal levels and the adult fly emerges or “ecloses.” During
prepupal and early pupal development, the larval tissues such as the larval midgut and salivary glands
undergo histolysis (72). Programmed cell death also plays an integral part in the development of
imaginal discs, islands of tissue that will give rise to most of the adult structures. Precisely patterned
cell death has been reported in the mature larval and young pupal wing and eye imaginal discs.
Between 50 and 80% of metamorphosis, virtually all of the midline glia in the CNS of Drosophila
undergo programmed cell death (73). Below we focus on cell death during metamorphosis of larval
tissues and in the developing wing. The special case of the developing eye deserves its own section.

Midgut and Salivary Gland
During metamorphosis, the larval midgut and salivary gland undergo histolysis and are replaced

by related adult tissue. Dramatic morphological changes in the midgut occur between 2–4 h after
puparium formation (APF), marked by contraction of the midgut body, disappearance of the gastric
caeca, and reduction of the proventriculus (74). Acridine orange and TUNEL staining in these struc-
tures confirm widespread apoptosis (74). High-level expression of the initiator caspase Dronc was
also observed in midgut and salivary-gland cells from late third instar larvae, preceding apoptosis in
these tissues (50). In support of the essential role of caspases during destruction of these tissues,
ectopic expression of the anti-apoptotic Baculovirus protein p35 inhibited cell death in these tissues
(74). The dying midgut cells are replaced by elongating adult midgut cells, and are eventually expelled
as a “meconium” after eclosion. In contrast, programmed cell death in the salivary gland occurs at 10
h APF, correlating to the second ecdysone pulse. The cells in the gland detach from the basement
membrane surrounding them and are degraded rapidly by 14.5 h APF.

Ecdysone signaling is a key trigger for programmed cell death in larval tissues. In cultured tissues,
expression of reaper and dronc was upregulated while the caspase inhibitor diap2 was downregulated
after addition of ecdysone (50,74). Transcription factors within the Broad-Complex (BR-C) and
E74A, two early targets of ecdysone, can function together with the ecdysone receptor to induce
expression of cell-death activators reaper and hid; the transcription factor E75B, also an early
response target of ecdysone, can downregulate diap2 by repressing the ß-FTZ-F1 orphan nuclear
receptor (75).

The difference in the timing of death between these two ecdysone-dependent events—midgut and
salivary gland—may reside in their distinct expression of death activators. reaper and hid were
detected in the prepupal midgut (0 h APF) but at 12 h APF in the salivary gland, consistent with the
timing of cell death reported in these tissues. Also, the caspase inhibitor diap2 is induced in the mid-
prepupal salivary gland and repressed during later stages.
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Cell Death in the Developing Wing
Adult wings develop from wing imaginal discs. These discs invaginate from the embryonic ecto-

derm as simple pouches of epithelium during embryogenesis and remain as such until metamorpho-
sis, when they differentiate and fold into their final form. Based on Hoechst and TUNEL staining, a
steady average of 1.4% of wing cells are apoptotic throughout the entire second and early third instar
larval wing disc (76). The location of these apoptotic cells is not random: dying cells localize prefer-
entially at the wing/notum border in the late larval period; in the early pupal wing (0–12 h APF), the
majority of dying cells are found at the wing hinge; at 12–20 h APF they appear in the pupal wing
blade, and at 20–24 h APF dying cells are distributed along the periphery of the wing blade and at the
wing margin. After 24 h APF, there is no detectable cell death in the pupal wing (76).

Activation of the Drosophila c-Jun amino-terminal kinase (DJNK) pathway is sufficient to initiate
cell death within the wing primordium in the late third instar larva: expressing a constitutively active
form of the DJNK kinase Hemipterous led to massive cell death in both the proximal and distal wing
primordia (77). What regulates this evolving pattern of programmed cell death in the wing? One clear
candidate is Dpp, which acts as a morphogen to establish the antero-posterior and proximo-distal
axes. In the distal wing, reduced activity of Dpp activates DJNK-dependent cell death, an effect that
is further enhanced by reduced Wingless activity (77). Conversely, ectopic expression of Dpp can
induce DJNK-dependent apoptosis in proximal wing cells. Thus, similar to the embryo, programmed
cell death appears to correct mispatterning along the proximo-distal axis when normal signals are
distorted.

CELL DEATH IN THE DEVELOPING EYE

The Drosophila compound eye is composed of approx 750 identical units or ommatidia. Each
adult ommatidium contains eight photoreceptor neurons, four cone cells, and two primary pigment
cells. Between ommatidia lies an interweaving hexagonal lattice composed of secondary/tertiary pig-
ment cells and mechanosensory bristles (Fig. 4). In our humble opinion, the compound eye represents
one of the most beautiful structures in nature.

It is also an excellent amplifier of mutation-induced defects: misplacement of just a few omma-
tidia can make the entire eye seem jumbled, similar to throwing a stone in a pond. For this reason, a
number of mutations that affect cell fate and cell death have been discovered or studied in the eye.
Also, the retina offers the opportunity to study cell death at the level of single cells and within the
context of an emerging, patterning neuroepithelium.

The eye has been particularly popular as a tool for overexpression studies, in part because the fly
can survive without its eye (at least in a vial). For example, ectopic expression of the death activators
reaper, hid, and grim can induce extensive cell death in the eye, leading to a small or ablated eye
(68,78–80).

Cell Death in the Larval Eye
Drosophila retinal development occurs within a special retinal epithelium, the “eye disc.” This

retinal epithelium is specified by the combined efforts of a number of genes, including eyeless, twin
of eyeless, sine oculus, eyes absent, and dachsund. Loss of, for example, eyes absent activity will
result in loss of the eye progenitor cells by programmed cell death, leading to complete loss of the
adult eye (81).

After the imaginal tissue is specified as eye primordia, cells within the eye simply proliferate
without commitment to a specific retinal cell fate until the final larval stage—the third instar—when
retinal pattern formation begins in a wave of morphogenesis that sweeps across the eye disc from
posterior to anterior (82). At the front of this wave is the “morphogenetic furrow,” the region in
which cells prepare for differentiation by arresting in G1 of the cell cycle. A low level of cell death
can be observed anterior to and 10–12 rows posterior to the morphogenetic furrow (83). Failure to
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propagate the morphogenetic furrow (e.g., in hedgehog mutants), leads to ectopic cell death (for a
review see ref. 84).

Abnormal regulation of the cell cycle can also lead to removal of cells by apoptosis. Within the
morphogenetic furrow, the entry of cells into G1 arrest requires several genes, including the cyclin
genes, string, dEGFR, dpp, and roughex. Cells with loss-of-function roughex mutations fail to enter
G1 arrest, leading to errors in pattern formation and cell-fate determination. These cells—which
attempt to become neurons while still dividing—undergo apoptosis (85).

Within the morphogenetic furrow, a patterned array of proneural clusters is established and cell
fate of the first neuron, photoreceptor R8, is determined. The cell number in each proneural cluster
and spacing between the clusters are controlled by coordinated action of a number of genes, includ-
ing scabrous, Notch, atonal, dEGFR, spitz, argos, and Star. These factors continue to play a promi-
nent role in subsequent differentiation of the remaining photoreceptors (R1–R7) and the supporting
glial-like cone and primary pigment cells (for a review see refs. 86, 87). In most cases, mutation or
ectopic expression of these genes will result in global mispatterning, leading to ectopic cell death (for
a review see ref. 88).

In a set of elegant studies, Baker and Yu demonstrated that dEGFR is required for cell-cycle
progression from G2 phase to M phase in cells between emerging ommatidia. Ommatidia produce the
dEGFR ligand Spitz to ensure survival of most interommatidial cells; those cells furthest from

Fig. 4. Cell death in the pupal eye visualized with a probe to the junctional protein Armadillo. During early
Drosophila eye development, an excess of lattice cells are generated (A, 22 h APF); one ommatidial core is
outlined. Approximately one-third of these cells are then eliminated by programmed cell death in the pupa,
yielding an exquisitely precise hexagonal array of ommatidia (B, 42 h APF) and a smoothly patterned adult eye
(D). IrreC-rst mutations block lattice cell death (C, 42 h APF). Compare the region of three 2°-like cells (aster-
isks) to the single 2° found in the same position in panel B. The result is a “rough” adult eye, which contains
disordered rows of ommatidial lenses (E). Labeled cell types in (B): c, cone cell; 1°, primary pigment cell; 2°,
3° lattice of secondary, and tertiary pigment cells; b, bristle.
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ommatidia often fail to survive (89). This is the first step in ensuring the correct number of
interommatidial cells.

Cell Death in the Pupal Eye
Starting at 22 h APF, secondary and tertiary pigment cells (2°/3°s for simplicity) and the bristle

complex (composed of four cells) begin to rearrange themselves with the goal of forming an invariant
hexagonal lattice between the ommatidial array (Fig. 4). In the end, each ommatidium will share six
secondaries, three tertiaries, and three bristles with its neighbors. This process involves extensive cell
movement and, of course, extensive programmed cell death: about 2000 excess interommatidial pre-
cursor cells (IPCs) in the pupal retina will be removed (83,90). Our laboratory has been working to
understand the link between morphogenesis and cell death, and how these work together to create a
proper hexagon.

Many of the cell-death regulatory factors that we discussed earlier are active in the pupal retina as
well. Blocking caspase activity, either by ectopic expression of the caspase inhibitor P35 or by
overexpression of DIAP1 or DIAP2, leads to ectopic 2°/3° cells within the lattice (68,78–80,91).
Furthermore, mutation of initiator caspase dredd suppresses rpr- and grim-induced cell death in the
eye (48).

Prior to cell death, IPCs switch their arrangement from lying in multiple layers (“side-by-side”)
between ommatidia to lying in single file (“end-to-end”; Fig. 4). Work with the irregular chiasm
C-roughest (irreC-rst) locus indicates that this morphogenesis may represent an important first step
in the cell-death process (83,92). The irreC-rst locus encodes a single pass transmembrane protein of
the immunoglobulin superfamily that preferentially accumulates at the border between primary pig-
ment cells and IPCs in the wild-type pupal retina (92,93). Mutations that reduce irreC-rst activity
block cell death in the pupal eye, giving rise to doubled or tripled secondary pigment cells lying side-
by-side (Fig. 4). By contrast, echinus mutations also result in a partial block of lattice cell death, but
the additional cells are aligned end-to-end (83). These subtle differences in the organization of IPCs
can be used to determine which step each mutant acts at: for example, the failure of irreC-rst IPCs to
rearrange indicates that IrreC-rst acts at an earlier stage than echinus.

Recent work is beginning to shed light on the cell extrinsic factors that mediate cell death across
the pupal retina. Two transmembrane proteins have been implicated in providing a cell death signal,
IrreC-rst and Notch. Notch, a type I transmembrane receptor, is expressed in the IPCs during the
stage of pupal programmed cell death (94). Reduction of Notch activity in the early pupal eye blocks
programmed cell death in IPCs (83,95). Interestingly, the subcellular localization of IrreC-rst protein
is altered in Notch mutants (92,96), although the link between these two interesting transmembrane
proteins is not understood.

Cell-ablation studies revealed that primary pigment cells oppose this death signaling by providing
a “life” signal to the IPCs (97). A number of studies have implicated signaling through the Droso-
phila EGF receptor (dEGFR). The dEGFR is expressed primarily in the IPCs and its ligand is
expressed in the neighboring cone cells and primary pigment cells (97). Importantly, loss of dEGFR
activity leads to a loss of lattice cells (98,99), whereas ectopic activation of dEGFR partially blocked
programmed cell death (97,98). This “life” signal appears to be mediated through the dRas1 signal-
transduction pathway, counteracting a Notch-imposed “death” signal (97,100–102).

Together, these data suggest a model in which ommatidia signal IPCs through the dEGFR, block-
ing cell death in most cells; excess cells are then removed by Notch signaling. Unfortunately, this
model cannot account for the spatial precision of the interommatidial lattice: how are just the correct
number of cells removed in the correct positions?

Finally, a special word about the periphery of the retina. The outer rim of the retina contains a row
of stunted ommatidia; these perimeter “ommatidia” probably exist to aid normal pathfinding and
perhaps ensure straight ommatidial rows near the retina’s edge. They are removed by apoptotic cell
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death between 60 and 70 h APF at 20°C’ (83). Surprisingly, this cell death was left intact in irreC-rst
mutations, suggesting that the edges of the eye disc require other, separate cell-death signals.

CELL DEATH IN THE NEWLY EMERGING ADULT

At the end of metamorphosis (about 4 d after pupariation), pupae push through the pupal case
(eclosion) and the adult fly emerges with unexpanded wings and long, thin, and relatively unpig-
mented bodies. Cell death is observed in muscles and neurons of the newly emerged adult. Many of
the abdominal muscles used for eclosion and wing-spreading behavior die by 12 h after eclosion
(103). Most of the ptilinal muscles, a special set of muscles involved in retracting the ptilinum into
the head capsule, die, and are absorbed within 24 h after eclosion (104). Ligation experiments dem-
onstrated that muscle degeneration is triggered by a signal from the anterior region that occurs about
1 h before eclosion.

Most neuronal death occurred in the dorsal and lateral regions of the abdominal and metathoracic
neuromeres (103). In contrast to muscular cell death, neural cell death is triggered after eclosion. The
type II neurons, a group of approx 300 neurons that express 10-fold higher levels of the A isoform of
the ecdysone receptor (EcR-A) than other central neurons, start to die by 4 h after adult emergence
(105). Dying neurons reach their maximal abundance at 6–8 h and decrease to none by 24 h after
eclosion (103).

Ecdysone also plays an essential role in regulating programmed cell death in the muscle break-
down and neuronal death that occurs in the emerging adult (103,105,106). A decline in the levels of
Ecdysone at the end of metamorphosis is required for death of ventral CNS type II neurons; these
neurons in turn express high levels of EcR-A (105). Treatment of flies with 20-hydroxyecdysone 3 h
before the onset of neuronal degeneration prevents the death of these neurons. Also, reaper, hid, and
grim are expressed in all dying n4 cells, a subset of type II neurons (106). Interestingly, hormone
injection or decapitation of newly emerged adults demonstrated that reaper transcript accumulation
is regulated by both steroid hormone titer and a signal from the head of the emerging adult (106).
Currently, little is known about the genetic control of programmed cell death in muscle and neuron
after adult emergence. Mutations in two different loci delay cell death in the ptilinal head muscle
(104) but the genes involved are still not clear.

DEGENERATION IN ADULTS

A chapter on cell death in Drosophila would not be complete without at least a few words about
degeneration of adult structures. Adult fly cells, similar to our own, retain the capacity to undergo
apoptosis. Many cells, particularly in the nervous system, require continual trophic support for their
survival. This has been perhaps best demonstrated with the mutual requirement for connections
between photoreceptor neurons in the eye and their target neurons in the optic lobes of the brain.
Failure to establish and maintain proper connections leads to loss of the optic lobes (e.g., ref. 107)
and, conversely, eventual degeneration of the photoreceptor neurons themselves (108–110). Recently,
a beautiful set of experiments has begun to define mutations that lead to degeneration of the nervous
system, particularly the brain. Seymour Benzer and colleagues have initiated studies that have iden-
tified a number of interesting loci with names such as spongecake, eggroll, drop dead, and bubblegum
(111–113).

The mechanisms that regulate cell death is an increasingly hot topic in studies of phototransduction
mutants; these studies have particular relevance to a number of human diseases leading to blindness
such as retinitis pigmentosa. Mutations in several components of the rhodopsin signaling pathway
can lead to apoptotic cell death; these mutations mirror mutations in human genes associated with
blindness to a remarkable degree (reviewed in ref. 114, 115). Significantly, the degeneration observed
in these mutations can be rescued by expressing the caspase inhibitor P35 in the eye; vision appears
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to be fully restored (116,117). The links between mutations that alter light-mediated signaling and
the triggering of the apoptotic machinery remain mysterious.

Although Drosophila is often thought of as a great model for studying development, these muta-
tions herald a growing interest in the cell death field: the use of flies to study issues of adult human
disease. The ability to target genes—including disease forms of genes—to specific fly tissues allows
us to take advantage of the myriad of fly tools to better dissect the underlying basis of a pathogenesis.
These include Parkinson’s disease (118) and polyglutamine repeat-based diseases such as Spinocer-
ebellar ataxia type 1 and type 3 and Huntington’s disease (119–121). Once established, these models
can be subjected to genetic screening, and an increasing wealth of new factors are being discovered
that participate in the cell-death process (reviewed in ref. 122).

SUMMARY

Drosophila has firmly placed itself as an important contributor to the cell-death field. The ability
to use genetics to identify functional components of the cell-death machinery has made Drosophila
an important tool both for identifying new death factors and as a testing site to determine if interac-
tions observed in vitro or in tissue-culture cells can be identified in normal developing tissues.
Recently, cell-death work in Drosophila has been extended to include a more direct assault on spe-
cific questions of human disease. These studies represent the next logical step in utilizing
Drosophila’s remarkable features.
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Cell Death in Mammalian Development
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INTRODUCTION

Physiological mechanisms of cell death are required throughout the development and adulthood
of all multicellular organisms (1,2). From primitive multicellular organisms to higher vertebrates,
well-orchestrated cell-death events are critical for the removal of superfluous cells as a vital part of
tissue sculpting during development. Physiological cell death enables the elimination of unwanted
extra cells to maintain cellular homeostasis in developed adults, as well as the elimination of organ-
isms of harmful cells or cells with serious cellular or genomic damage. Apoptosis—physiological
cell death—is characterized by a distinct set of morphological and biochemical features including
chromatin condensation, internucleosomal DNA fragmentation, and perhaps most important, cell-
surface alterations, which signal for the rapid recognition and engulfment of apoptotic cells by neigh-
boring phagocytic cells, thus avoiding the induction of any pathological reactions (3).

The actual term for physiological cell death, apoptosis, was introduced in the early 1970s by Kerr
and colleagues to define a type of cell death distinct from necrosis, based on unique morphological
characteristics (4). Kerr, Wyllie, and Currie observed that liver cells underwent two different types of
cell death that can be defined morphologically after ligation of the portal vein. While dying hepato-
cytes in areas immediately surrounding the vessel exhibited classic necrotic features including cellu-
lar swelling, mitochondria damage, and cytoplasmic-membrane rupturing, liver cells in the peripheral
areas underwent slow ischemic death; instead of swelling up, those dying cells actually shrunk with
blebbed, yet intact, cytoplasmic membranes (4). Kerr et al. delineated the two distinct death mecha-
nisms in a single cell type and named the latter type of cell death “apoptosis.” Later, Wyllie demon-
strated that apoptosis could be induced experimentally in isolated cells in vitro. By exposing
thymocytes to glucocorticoid, he also discovered that cellular DNA was being fragmented to gener-
ate a ladder of DNA bands during apoptotic death, indicating the activation of an endogenous endo-
nuclease (5). Based on their study and other previous observations, Wyllie and his colleagues
hypothesized that apoptosis is the common form of cell death under physiological conditions, such as
naturally occurring deaths during development and homeostasis, whereas necrosis occurs only in
response to pathological conditions such as injury. According to their model, the morphological and
biochemical features of apoptosis, such as cell shrinkage, degradation of genetic material, and removal
by phagocytosis, make it more congruous with the subtle removal of cells for remodeling of tissues
during development than the far more violent necrosis (3).
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The importance of apoptosis is underscored by the finding that the process is genetically con-
trolled and conserved in evolution. Using the genetic models of Caenorhabditis elegans, Horwitz and
colleagues have made seminal contributions to our understanding of the evolutionarily well-conserved
genetic and biochemical apoptotic pathways underlying physiological cell death (6). In light of this,
in this review we delineate mechanisms of apoptosis in the vertebrate revealed by various murine
transgenic model systems.

APOPTOTIC PATHWAYS IN MAMMALS

The breakthrough in understanding cell death mechanisms came from genetic studies in C. elegans
by Horvitz and his colleagues over the last decade (6). The clearly defined and highly consistent
lineage commitment during C. elegans development made it possible to trace the fate of each single
cell and it was found that an appreciable number of cells are eliminated shortly after their generation.
Importantly, these deaths occur in a highly reproducible manner in that the same cells die at the same
exact time for every animal, indicating the existence of a precisely controlled death mechanism.
Therefore, the phenomenon is often referred to as programmed cell death (PCD). Direct microscopic
observations of these transparent organisms revealed that these dying cells all exhibited the diagnos-
tic characteristics of apoptosis, providing indisputable evidence that apoptosis is indeed the preferred
form of physiological cell death during development of multicellular organisms (7).

Further genetic screening and molecular analysis has revealed more than a dozen genes whose
mutation affects PCD in C. elegans. In particular, three genes, ced-3, ced-4, and ced-9, have been
found to be absolutely required. Loss of function mutations in either ced-3 or ced-4 genes allow the
survival of those cells that are destined to die (8). In contrast, ced-9 has been identified as the only
gene for which activity is necessary and sufficient to inhibit cell death (9). Inactivation of ced-9
causes the death of cells that normally survive, and overexpression of wild-type ced-9 results in the rescue
of cells that would otherwise die. It is important to note that mutations in ced-3 and ced-4 can completely
reverse the ectopic death caused by the lack of ced-9 activity, indicating an epistatic pathway (9).

The evolutionary conservation of the death pathway between nematodes and mammals became
evident when homology was found between ced-9 and bcl-2, a gene known to block apoptosis in
mammalian cells (10). ced-3 was then found to encode a cysteine protease homologous to interleukin-
1α (IL-1α) converting enzyme (ICE) (11). With greater complexity expected in mammals, other
mammalian homologs of ced-3 and ced-9 were subsequently discovered to form the caspase (cysteinyl
aspartate-specific proteinases) family and the Bcl-2 protein family, respectively (12). More recently,
Apaf-1 (apoptotic protease-activating factor-1), a candidate mammalian homolog of ced-4 was iden-
tified biochemically by its ability to activate one of the mammalian caspases, caspase-9, thus filling
a gap between Bcl-2 function and caspase activation (13). To date, a variety of cell death and survival
signals have been shown eventually to activate or deactivate common apoptotic machinery composed
of several adaptors represented by Apaf-1, caspases, and Bcl-2 family members (see Table 1 on pp.
171-172).

Caspases and Their Activation Cascades
Caspases are important effectors in inducing the characteristic changes seen in the course of

apoptosis. Similar to many other intracellular proteases, all caspases are synthesized as dormant
proenzymes containing three domains, N-terminal prodomain, large P20 subunit, and small P10 sub-
unit, with little, if any, catalytic activity (14). In response to apoptotic stimulation, these otherwise
latent proteases are proteolytically activated to cleave a number of cellular proteins whose degrada-
tion leads to eventual cell death. Enzymatic activation of caspases requires proteolytic cleavages at
least between large and small subunits at sites that contain caspase consensus sequences, strongly
implying that caspases are activated autocatalytically and/or by other caspases in a sequential man-
ner. Such a cascade mechanism would not only allow simultaneous regulation of the activities of
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multiple caspases through stringent control over the initiation of upstream caspase(s), but also pro-
vide a positive feedback mechanism to amplify the activation process, ensuring the rapid elimination
of the doomed cell (15).

Initiation of Caspase Cascades

Although the mechanistic details as to how diverse stimuli converge into one common apoptotic
machinery remains to be understood, two well-studied apoptosis-signaling pathways (Fig. 1). They
respond to apoptotic signals with a limited number of adaptors, and support the overall scheme that
mediate the recruitment and subsequent activation of their respective initiator caspases (12).

Perhaps the best-characterized apoptotic pathway, signaling of the death receptor, Fas, relies upon
the stepwise formation of the death inducing signaling complex (DISC) following the trimerization
of Fas receptor (16). One central component of this complex is the apoptotic adaptor molecule FADD,
which is rapidly recruited to the Fas molecule through protein-protein interactions mediated by the
death domain (DD) motif present both in the cytoplasmic tail of Fas and in the C-terminus of FADD
(17,18). Following its recruitment to the DISC complex, FADD further engages initiator caspases
such as procaspases-8 and/or -10 through death effector domain (DED)–DED interactions through its
N-terminal DED. This induced proximity of procaspases-8 and/or -10 proteins and, presumably due
to auto-cleavage by weak intrinsic protease activity, results in their self-processing, activation, and
ultimately initiation of the whole caspase cascade by cleaving and activating effector caspase such as
caspases-3, -6, and -7 (14). This activation mechanism is likely used by the other members of the
tumor necrosis factor (TNF) receptor family containing DDs.

A second pathway capable of triggering the activation of caspase cascade requires cytochrome c,
a component of the mitochondrial electron-transport chain (19). During an early stage of apoptosis,
cytochrome c is released from the intermembrane space of the mitochondria into the cytosol in a
process that can be regulated both positively and negatively by members of the Bcl-2 family (20–24).

Fig. 1. Two main pathways leading to caspase activation. Analysis of mutant mice of genes implicated in
caspase activation underscores the importance of caspase activation pathways during the development. Caspases
are mainly activated by two pathways, one induced by death receptors and the other mediated by cytochrome c.
Each pathway can be affected by various post-translational modifications such as phosphorylation and reloca-
tion. Those two pathways converge at the point of activation of effector caspase such as caspase-3, then leading
to degradation of physiologically important molecules. Solid lines represent activation; dotted lines represent
inhibition.
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Once in the cytosol, cytochrome c binds to the apoptotic adaptor Apaf-1 and, by hydrolyzing ATP,
recruits procaspase-9 through interaction of caspase recruitment domains (CARDs) that are present
both in Apaf-1 and in initiator caspases, to form an effector caspase-activating complex, also known
as the apoptosome (25). It is within this apoptosome complex where Apaf-1 potentiates initiator
procaspase-9 to undergo auto- or trans-catalysis to generate active caspase-9, which is capable of
activating effector caspases such as caspase-3.

Although a variety of proteins have been found to be cleaved by effector caspases, a pro-apoptotic
Bcl-2 family member, Bid, requires a specific cleavage by an initiator caspase, caspase-8 (26,27).
Activated caspase-8 cleaves p22 Bid, and generates an active myristolyated version of Bid which is
then translocated into the mitochondria membrane and induces cytochrome c release. As a conse-
quence, the aforementioned caspase-9 pathway is activated to amplify the caspase cascade initiated
by the death receptors.

Taken together, emerging evidence supports the model of oligomerization-induced auto- or trans-
catalysis of procaspase. According to this model, procaspase are normally present in cells, but in a
conformation or a complex that prevents their auto- or trans-catalysis. Upon apoptotic stimulation,
recruitment by adaptors leads to dissociation of inhibitors, auto- or trans-catalysis, change of
procaspase conformation, and aggregation of procaspase.

Regulation of Caspase Cascades by Bcl-2 Family Molecules

Because the caspase cascade is a self-amplifying process, it is believed that most, if not all, regu-
lation of the caspase cascade occurs at the level of initiation. In fact, the very requirement for stepwise
assembly of various components to form caspase-activating complexes such as DISC and the
apoptosome implicates the existence of multiple safeguarding mechanisms that exert stringent con-
trols at various levels over this cellular switch between life and death.

The most-studied regulatory mechanism of caspase activation is that provided by members of the
Bcl-2 superfamily (28). Originally bcl-2 was identified as the gene involved in a translocation event
in non-Hodgkin’s follicular lymphomas to induce cell survival (29,30). To date, more than a dozen
Bcl-2 family members have been identified in mammalian cells. Interestingly, although many pos-
sess anti-apoptotic activity as Bcl-2 does, the other members lacking a distinct anti-apoptotic domain
can antagonize Bcl-2-like functions and are death inducers (12).

Two potential mechanisms by which Bcl-2 family members regulate the activation of caspases
have been proposed. First, in a model analogous to biochemical studies in the C. elegans system
where Ced-9 can directly bind to Ced-4, anti-apoptotic Bcl-2 proteins such as Bcl-XL have been
shown to bind directly to Apaf-1 (31–33). Such binding may perturb the ability of Apaf-1 to bind to
the CARD domain of procaspase-9 and thus inhibits the activation of caspase-9. Furthermore,
according to this model, pro-apoptotic members of the Bcl-2 family, such as Bax and Bad, function at
least in part by heterodimerizing with pro-survival members like Bcl-2 and thereby titrating out their
anti-apoptotic activity (34,35). Moreover, the most potent inducers of apoptosis in this group pos-
sessing only a BH3 (Bcl-2 homology region 3) domain such as Bak or Bik also inhibit the association
of Apaf-1 with Bcl-XL (34). The similar observation has been reported for a homolog of the BH3-
domain-only Bcl-2 family members, Egl-1 in C. elegans (36). The second model argues that many
Bcl-2 family members are localized predominantly in the outer membrane of the mitochondria and
contends that their physiological function is likely either to facilitate or to block the release of cyto-
chrome c and other factors capable of inducing apoptosis from the mitochondria. In support of this
model, Bcl-2 and Bcl-XL have been shown to inhibit the release of cytochrome c in vitro independent
of caspase activity, reaffirming the notion that Bcl-2 and its relatives act upstream of caspase activa-
tion (20–22). More recently, both Bax and Bid were found to translocate into the mitochondria upon
apoptotic stimulation and subsequently mediate the release of cytochrome c in a Bcl-2-inhibitable
manner (23,24,26,27). Very little is known about the molecular basis of how Bcl-2 family members
antagonize each other in mediating the release of cytochrome c. Nuclear magnetic resonance (NMR)
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structural analysis of Bcl-XL and other in vitro studies suggest that several Bcl-2 family members are
able to form pores that regulate the transport of small molecules across the membrane (37–40). More
recently, pro-apoptotic Bcl-2 members such as Bax and Bak have been shown to accelerate opening
of the mitochondrial porin channel termed VDAC. Moreover, cytochrome c can be released through
this channel and the passage of cytochrome c can be antagonized by anti-apoptotic Bcl-2 family
member, Bcl-XL (41).

Regulation of Caspase Activation by Inhibitor-of-Apoptosis Proteins
A second family of proteins that regulates caspase activation is a group of endogenous caspase

inhibitors known as inhibitor of apoptosis proteins (IAPs), a family of proteins characterized by the
presence of at least one baculovirus IAP repeat (BIR) domain (42). Interestingly, several IAPs
including c-IAP1, c-IAP2, and XIAP (x-linked IAP) also contain a conserved ring finger domain at
their C-termini that is also present in the viral IAP. Although the ring domain is required for the
ability of viral IAP to suppress apoptosis in insect cells, NAIP, and survivin, both lacking ring
domains, inhibit apoptosis in mammalian cells. Despite the uncertainty about the functional impor-
tance of the ring domain, deletion and structural studies have indicated that the BIR domain contrib-
utes to IAPs’ anti-apoptotic activity by mediating direct interactions between IAPs and caspases
(43,44). Specifically, XIAP can potently and specifically inhibit active caspases-3 and -7 in a BIR-
dependent manner while having no effect on active caspase-8 (45). It has also been shown that both
c-IAP1 and c-IAP2 can selectively suppress the activity of caspases-3 and -7, albeit with a much
lower potency (46). Recently a mitochondrial protein, Smac/Diablo, has been isolated to bind to
IAP members and intervene their anti-apoptotic functions (47,48), whereas structure analysis of
co-complexes between the effector caspase and XIAP have revealed a steric hindrance is a mecha-
nism for caspase inhibition (49–51). Taken together, although the anti-apoptotic activities of IAPs
are well-established in vitro, the biological advantage to have such a secondary anti-apoptotic mecha-
nism is still unknown. XIAP null mice are viable without any obvious effect on caspase-mediated
apoptosis (52).

Other Regulations on Caspase Activities
Recent studies indicate that, in addition to regulation by Bcl-2 family proteins and IAPs, caspase

activation can also be regulated through other mechanisms such as phosphorylation, nitrosylation,
and compartmentalization of caspases. In studying the mechanism by which p21–Ras inhibits
apoptosis, it has been shown that p21–Ras activated Akt kinase phosphorylates procaspase-9. More
importantly, phosphorylation of caspase-9 by Akt reduces its proteolytic activity (53). Similarly, it
has been demonstrated that caspase activity can be negatively regulated through nitrosylation,
whereas Fas signaling induces denitrosylation of caspase-3, thus increasing its activity (54,55). To
further complicate the matter, a number of studies have shown that upon apoptotic stimulation, sev-
eral caspases including caspases-2, -3, -7, and -9 undergo intracellular translocation, although the
functional significance of such translocations remains to be elucidated (56–58).

APOPTOSIS IN VERTEBRATES DEVELOPMENT

Despite the early recognition of the existence of physiological cell death during vertebrate devel-
opment, its importance in development was not fully realized until recently. Thanks to the various
genetic models in C. elegans, Drosophila, and mice, it is now evident that physiological cell death in
the form of apoptosis is critical for deleting structures that are no longer needed, for controlling cell
numbers, and for molding tissue structures (1). Studies using these model systems further suggest
that the necessity of using apoptosis as a crucial mechanism to regulate the development of tissue and
organs has increased during evolution, as defects in cell death results in much more severe pheno-
types in Drosophila and mice than in the nematode C. elegans.
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Physiological Roles of the Bcl-2 Family
Transgenic and gene-targeting approaches have also confirmed the involvement of Bcl-2 family

members in mediating apoptosis during nervous-system development. Transgenic mice
overexpressing Bcl-2 exhibit somewhat enlarged brain (12% increase in weight) and a 40–50%
increase in the cell number in the facial nucleus (59). In contrast, Bcl-2-deficient mice are small and
have polycystic kidneys and hypopigmentation without any obvious cell death abnormality in the
nervous system (60,61). In addition, mature lymphocytes in the mutant mice are incapable of main-
taining homeostasis and become vulnerable to apoptotic stimuli (62).

The gene locus for bcl-x can produce two protein isoforms, Bcl-XL and Bcl-XS, which are anti-
apoptotic and pro-apoptotic molecules, respectively. Its null mutation abrogating both isoforms causes
extensive apoptosis of postmitotic neurons in the embryonic nervous system (63). Chimera mice
generated by blastocyst complementation with recombination deficient mice reveal that immature T
cells, not mature T (or B) cells, become extremely sensitive to apoptosis. These results are consistent
with the expression profiles of Bcl-2 and Bcl-X in immature and mature lymophocytes. In addition,
Bcl-X transgene introduced in Bcl-2 null mice can rescue the defect in T cells, suggesting that func-
tions of the anti-apoptotic Bcl-2 family are redundant (64).

Mice deficient in the other anti-apoptotic Bcl-2 members have also been reported. Bcl-W null mice
have defects in spermatogenesis, despite its ubiquitous expression. The deletion of bcl-W gene results
in depletion of germ cells at all stages, leading to eventual loss of supporting Sertoli cells (65,66).
Mcl-1-deficient embryos die at the peri-implantation period without evidence of increased apoptosis,
suggesting that the bcl-W gene may have an additional function other than regulating apoptosis in
hematopoietic cells (67,68). Finally, mice deficient in A1–a/Bfl-1 have selected defects in neutrophil
apoptosis (69).

In contrast, naturally occurring neuronal death and apoptosis induced by the withdrawal of trophic
factors are reduced in mice lacking the pro-apoptotic gene Bax (70,71). Furthermore, the Bax defi-
ciency is able to prevent postmitotic neurons from undergoing apoptosis in animals carrying an addi-
tional Bcl-XL null mutation, demonstrating an intracellular balance between proapoptotic and
antiapoptotic effects within the Bcl-2 protein family (72). Bax null mice also have defects in sper-
matogenesis represented by accumulation of atypical and premeiotic germ cells and lack of mutant
haploid sperm (73). It is noteworthy that Bax-deficient female mice have excess primordial follicles
failing to undergo normal developmental apoptosis (74). Again these data suggest that pro-apoptotic
Bax may have a distinct role in spermatogenesis as well as in oocytegenesis.

Mice lacking another pro-apoptotic Bcl-2 member, Bak, develop normally and do not show any
obvious abnormality. However, mice deficient both in Bak and in Bax exhibit interdigital webs,
imperforate viginal and accumulated neurons in the central nervous system (75). The vast majority of
the double knockout mice die perinatally due to the developmental defects. The survived mutant
mice are still sensitive to anti-Fas-induced liver damage. Interestingly, embryonic fibroblasts (EFs)
from the double-mutant mice are resistant to many apoptotic stimuli including ones causing endo-
plasmic reticulum (ER) stress, which is strengthened by the fact that cytochrome c release by the
truncated Bid is abrogated in the double-mutant EFs. Because neither Bak nor Bax is reported to be
associated with ER, this data may suggests that ER stress causes mitochondorial dysfunction leading
to apoptosis.

A half of mice deficient in the BH3-domain-only member, Bim, are embryonic lethal around E10
(76,77). Survived mice have abnormalities in the hematopoietic components. Bim-deficient T and B
cells become resistant to cytokine withdrawal, resulting in progressive lympadenopathy and sple-
nomegaly with a dramatic increase in plasma cell numbers and immunoglobulin levels (76). These
results suggest that Bim antagonize Bcl-2 activity in mature lymphocytes. Another BH3-domain-
only molecule, Bid, requires caspase-8-dependent cleavage for its action, and Bid null mice indeed
are resistant to Fas-induced cell death in the liver (78). Interestingly the other types of cells are still
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sensitive to Fas or TNF-α with a subtle delay in cell-death kinetics, implying that Bid is not abso-
lutely required for apoptosis to occur.

Apoptosis in Neural Progenitor Cells and the Caspase Cascade
In line with the hypothesis that caspase-9 activates caspase-3 in a linear fashion, both caspases-3

and -9 null mutant mice exhibited essentially the same developmental defects in the nervous system.
Most homozygous caspases-3 and -9 knockout mice die perinatally with severe brain malformations
including multiple indentations of the cerebrum and periventricular ectopic cell masses (79–81).
Close examination of the mutant embryonic tissues revealed a drastic reduction in the number of
pyknotic cells in the neuroepithelial progenitor population around the proliferative zone. Moreover,
Apaf-1 null mice exhibit the same neural phenotype, indicating that the mitochondria caspase activa-
tion pathway is indispensable in developmental apoptosis in the early neural progenitor cells (82,83).
These results are in contrast to those of Bcl-XL-deficient mice of which only postmitotic neurons
show excess apoptosis. In C. elegans, the mutation of Ced-3 suppresses the ectopic cell deaths caused
by the mutation of Ced-9 (9). Similarly in mice deficient both in caspase-3 and in Bcl-XL, the aberrant
neuronal apoptosis due to the Bcl-XL deficiency is indeed abolished by the additional caspase-3 defi-
ciency (84). In fact, the neuronal phenotype of the caspase-3 and Bcl-XL double deficiency is literally
indistinguishable from the caspase-3 single null mutation. Taken together, caspase-3 and -9 knockout
models not only confirmed the importance of cell death during neuronal development, but also
revealed the existence of early cell death in the progenitor population that is not target-driven. Based
on the various phenotypes of the Bax, Bcl-XL, caspase-3, and caspase-9 null mutations, it appears that
Bcl-X deficiency causes increased apoptosis of postmitotic immature neurons, which is prevented by
the additional absence of caspase-3 (84). Therefore, the null-mutation of Bax reduces the normally
occurring developmental death of postmitotic matured neurons without affecting the global forma-
tion of the nervous system (70,71).

Caspase-3-deficient mice have been shown to survive to adulthood when backcrossed to C57BL/
6 (85). Those mice exhibit a significantly delayed response to Fas-induced apoptosis in vivo (85,86).
In addition, lymphocytes from the mice are partially resistant to activation-induced cell death (87).
These results indicate that caspase-3 is the main target of caspase-8 in Fas-induced apoptosis in
mature lymphocytes and liver cells.

Caspase-8 and Cardiac Development
Mice lacking caspase-8, the upstream caspase primarily involved in death receptor-mediated

apoptosis, die in utero around E11.5 and exhibit impaired formation of cardiac muscles (88). Impor-
tantly, a nearly identical developmental defect was also observed in embryos carrying a null mutation
in FADD (89,90), the apoptotic adaptor molecule bridging death receptors and caspase-8, suggesting
that apoptosis mediated through death receptor is crucial for proper cardiac development. Contrarily,
mice deficient in Casper/c-FLIP, a caspase-8 homolog lacking the catalytic residues, exhibit the simi-
lar cardiac defects despite of data supporting its role as an antagonist for the death receptor-induced
caspase activation in established cell lines from the mutant mice (91). These results may underscore
the importance of proper regulation of activation of caspases-8/-10 during the cardiac development.

Caspase-12 and ER-Stress
Caspase-12 is a mouse caspase belonging to a caspase-1 (ICE) subfamily. Members in this sub-

family are implicated in cytokine maturation rather than apoptosis (92). Caspase-12 is ubquitously
expressed in mouse tissues. Further biochemical analysis revealed that significant amount of caspase-
12 is localized in the ER (93). Interestingly, although widely used apoptotic stimuli such as serum
withdrawal, TNF, and anti-Fas antibody treatment do not cause activation of caspase-12, reagents
inducing ER stress such as brefeldin A, tunicamycin, and thapsigargin initiate caspase-12 cleavage
and subsequent activation in vitro. In addition, it is noteworthy that Calpain, another class of cystein
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protease, has been shown to be responsible for caspase-12 activation, indicating the uniqueness of
this pathway (94). Caspase-12 null mice are viable, and histological analysis has not revealed any
gross developmental abnormality (93). However, caspase-12-deficient mice are resistant to
pathlogical changes induced by tunicamycin in vivo. Interestingly primary neural-cell culture pre-
pared from the null mice exhibits resistance to toxicity induced by amyloid-β protein (Aβ) (93).
Given that a potential intracellular target of Aβ is ER (95), it is tempting to suggest that inhibition of
caspase-12 would be a therapeutic target for Alzheimer’s disease.

Mitochondria Proteins and Apoptosis
Cytochrome c, the only water-soluble component of the electron transfer chain in the

mitochondoria, has been shown to have the additional role in activation of caspase when it is released
from the mitochondria into the cytosol upon apoptotic stimuli compromising integrity of the
mitochondoria (19). Mouse embryos deficient in cytochrome c can live up to E8.5 with a significant
developmental delay probably due to transmission of healthy mitochondrion from oocytes (96). Con-
sistent with data from cell lines deprived of the mitochondria, however, embryonic cell lines can be
established to study a role of cytochrome c in apoptosis. The cell lines are completely resistant to
ultraviolet (UV) irradiation and staurosporine, whereas they show partial resistance to serum with-
drawal. In accordance with data from Apaf-1 and caspase-9 null mice, the death-receptor pathway is
intact in cells deficient in cytochrome c (96).

Apoptosis-inducing factor (AIF) is an enigmatic molecule homologous to flavoproteins that also
plays a role in the electron transfer in the mitochondria. In addition, AIF is translocated to the nucleus
upon apototic stimulation and then induces chromatin condensation and large-scale DNA fragmenta-
tion (97). Embryonic bodies derived from AIF null embryonic stem cells lack cavities inside the
bodies (98). None of knockout mice described earlier shows this type of phenotype though the cavi-
tation has been shown to be mediated by an apoptotic mechanism (99). These data indicate a role of
AIF in apoptosis in the very early development. However, involvement of AIF in other apoptotic
events remains to be investigated.

CONCLUSION

Apoptosis or physiological cell death is a process that not only plays a critical role during develop-
ment for the proper formation of various organs and tissues, but that is also intimately involved in the
control of cellular homeostasis throughout the life span of the organism. Following the breakthrough
discovery of the genetic control of apoptosis in the nematode by Horvitz and his colleague (6–11),
great progress has been made in understanding the underlying mechanism by which the apoptotic
pathways are regulated. The molecular dissection of the apoptosis pathways indicates that a blueprint
for apoptosis is the same throughout multicellular organisms and even conserved during the evolu-
tion. Along with the analysis of apoptotic mutants in C. elegans, gene-disrupted mice described here
have made a significant contribution to our understanding of apoptotic mechanisms and their impor-
tance in vivo. Yet many questions remain to be answered because of the functional redundancy of
genes and the compensatory activation seen in some gene-targeting mice, indicating that generation
of mice deficient in multiple genes is necessary. In some cases, embryonic lethality hampers us from
investigating the roles of apoptotic genes in mature cells, which emphasizes the need for tissue-
specific or conditional gene ablation. Moreover, genetic backgrounds of different strains of mice
further complicate phenotypes of mutant mice, suggesting that more apoptotic regulators remain to
be discovered. Nevertheless, mice possessing a specific gene mutation in an apoptotic pathway have
been used in various pharmacological models to elucidate the pathological consequences of inhibi-
tion of a specific target. It is conceivable that, within the foreseeable future, therapeutic strategies
based on modulation of apoptosis will provide new opportunities for the treatment of various human
diseases.
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Table 1
Summary of Knockout Mice for Various Genes Implicated in Apoptosis

Genes Phenotypes References

Caspases
Caspase-1 Viable 100,101

Maturation defects in IL-1ß and IL-18
Caspase-2 Viable 102

Increased oocytes that are resistant to cytotoxic agents
B cells become resistant to apoptosis induced by granzyme B
Accelerated motor neuron apoptosis due to lack of expression of the

short anti-apoptotic isoform
Caspase-3 Embryonic lethal 79,87

Generation of supernemenary neural cells
Survived knockout mice are resistant to Fas-induced apoptosis in liver

as well as AICD in lymphocytes
Caspase-6 Viable 86

No obvious defects
Caspase-8 Embryonic lethal (E12) 88

Impaired cardica development
MEFs are resistant to apoptosis induced by several death receptors

Caspase-9 Embryonic lethal 80,81
Severe morphological abnormality in CNS due to excess of nerua cells
MEFs and lymphocytes become resistant to various apoptotic stimuli

except ones induced by death receptors
Caspase-11 Viable 103

Resistant to LPS-induced endotoxic shock
Caspase-12 Viable 93

Resistant to ER stress
Casper Embryonic lethal 91

Similar phenotypes to those of caspase-8 knockout mice
Adaptors

Apaf-1 Embryonic lethal 82,83
Similar to caspase-9 knockout mice

FADD Embryonic lethal 89,90
Similar cardiac abnormality to that of caspase-8 knockout mice

Bcl-2 family
Bcl-2 Succumb by renal failure 60–62

Increased apoptosis in mature lymphocytes and melanocytes
Accelerated apoptosis in subsets of postmitotic neurons

Bcl-X Embryonic lethal 63,104
Pervasive neural and immature hematopoietic cell death
Increased apoptosis in immature lymphocytes

Mcl-1 Embryonic lethal around peri-implantation 67
A1a Viable 69

Accelerated neutrophil apoptosis
Bcl-W Viable 65,66

Male infertility due to abnormality in spermatogenesis
Bax Viable 73,74

Increased cell numbers in subsets of neurons; increased oocytes lifespan
Bak Viable 105
Bid Viable; resistant to Fas-induced liver damage 78
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INTRODUCTION

Apoptotic pathways appear to have evolved along with the earliest metazoans. Homologs of human
Bcl-2 and caspase family members have been identified in eukaryotes as ancient as the nematode
Caenhorhabditis elegans. This observation suggests these pathways did not strictly evolve as a sys-
tem to prevent cancer. However, it is clear that while these pathways likely evolved to aid develop-
ment, they now also play a critical role in carcinogenesis in humans. In this chapter we discuss some
of the examples of how alterations in the normal apoptotic pathways can lead to tumor formation and
the relevance of apoptosis to cancer therapy.

Proper control of cellular growth can be viewed as an intricate network of signaling pathways
starting at the cell surface and proceeding to the nucleus. A large number of genes along these path-
ways have been identified as potential mutational targets in human cancer. Abnormal activation of
oncogenes, genes that normally stimulate cell growth, can result in an inability to respond to normal
cellular growth signals and excessive proliferation. These types of mutations can activate tumor-
suppressor activity and initiate apoptotic pathways leading to cell death. Loss of homeostatic control
coupled with loss of tumor suppression can therefore result in tumor formation.

It is clear that many of our well-established cancer therapies require intact apoptotic pathways to
destroy tumors. Gaining knowledge of the specific mutations in a tumor is leading to treatments that
are specifically tailored for the causative mutation. Several groups are even developing gene-
replacement therapies designed to correct these mutations. As the number of genes involved in can-
cer increases, so does the number of potential therapeutic targets. Advances in our understanding of
oncogenes, tumor suppressors, and apoptotic regulators should certainly increase the effectiveness of
cancer therapies.

This concept has recently been validated convincingly in chronic myelogenous leukemia (CML).
The cytogenetic hallmark of this cancer is the t(9:22) translocation that results in constitutive bcr-abl
tyrosine kinase activity. Recently completed clinical trials selectively targeting the bcr-abl tyrosine
kinase demonstrates remarkable therapeutic effect in CML patients that may be attributable in part to
apoptosis induction (1–3).
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This review will focus on several of the common molecular alterations in cell death regulatory
proteins observed in cancer. The significance of these alterations in the context of new therapy devel-
opment will be discussed.

TRAIL

The TNF family of proteins (tumor necrosis factor-α [TNF-α], FasL, and TNF-related apoptosis-
inducing ligand [TRAIL]) are cytokines with multiple physiological roles. The ability of this family
to induce apoptosis has been well-characterized in inflammatory and immune responses (4,5). This
has led many investigators to assess the anti-cancer therapeutic capability of these molecules (4,6).
However, systemic administration of TNF-α and FasL has proven to be too toxic for therapeutic use
(7,8). A more recently identified member of TNF-α family, TRAIL, may be a better candidate for
cancer therapy (6). Mice that have been engineered to lack TRAIL ligand are more susceptible to
spontaneous and induced tumor formation supporting the role of TRAIL as a normal defense against
cancer (9).

Similar to TNF-α and FasL, TRAIL induces apoptosis by binding to specific cell surface death
receptors (see Chapter 5). The TRAIL receptors DR4 and DR5 contain cytoplasmic death domains
(DD) required for transmitting apoptotic signals. Binding of TRAIL to DR4 and DR5 recruits the
cytoplasmic adapter protein FADD (Fas-associated death domain), via the death domain. FADD then
induces caspase-8, which in turn induces an apoptotic cascade through other caspases (10). The
TRAIL receptors DcR1 and DcR2 are also able to bind TRAIL but lack the cytoplasmic death domains
and are unable to induce apoptosis (11). These receptors are therefore referred to as decoy receptors.

Early experiments suggested TRAIL to be an excellent cancer therapeutic because it can induce
apoptosis in tumors without any effect on normal tissues. Unfortunately, certain tumors appear resis-
tant to TRAIL and the determinants of TRAIL specificity remains unclear. It was initially believed
the relative distribution of DR4 and DR5 vs DcR1 and DcR2 controlled sensitivity to TRAIL (11);
however, subsequent studies suggest that this may not be the only mechanism. Recent studies have
suggested TRAIL-induced apoptosis is regulated by intracellular mechanisms, including currently
unidentified factors (12).

The role of the FADD/caspase-8 complex in TRAIL sensitivity is also under investigation, with
some evidence supporting its importance and other results suggesting the opposite (13,14). For
example, cells derived from FADD-/- mice are still able to undergo TRAIL-induced apoptosis, sug-
gesting the existence of another FADD-like adapter protein (13). In addition, it was reported that
FLIP (FLICE-inhibitory protein), which has similar domains as caspase-8 but does not have an active
enzymatic site, has some correlation with resistance to TRAIL-induced apoptosis in melanoma cell
lines (15,16).

The PI3K (phosphoinositide 3-kinase)/Akt pathway may also regulate sensitivity to TRAIL. This
pathway is an important intracellular mediator of survival signals (17,18). Akt phosphorylates and
subsequently inactivates inducers of apoptosis, such as Bad, caspase-9, and the forkhead transcrip-
tion factors, AFK and FKHR (19–23). Akt also activates the anti-apoptotic factor NF-κB. There is
some evidence that PI3K-inhibitors can enhance sensitivity to TRAIL (24). Together, these experi-
ments suggest several regulators of apoptosis are involved in controlling sensitivity to TRAIL.

It is hoped TRAIL will be a powerful new drug capable of selectively killing cancer cells. Unlike
TNF and FAS ligand, TRAIL shows no toxic effects in nonhuman primate studies (25). Recombinant
TRAIL exhibited effective growth suppression of human mammary adenocarcinoma xenografts with
no apparent toxicity to normal tissue (26). These tumor cells show clear signs of apoptosis within 12
h of treatment. Similarly, a 2-d treatment with TRAIL prevented tumor formation in 20% of nude
mice injected with a human colon carcinoma cell line (25). However, when TRIAL was used in
combination with 5-FU, tumor formation was blocked in 90% of mice, demonstrating a strong syner-
gistic effect. Moreover, TRAIL may be able to induce apoptosis even in chemotherapy resistant
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cancer cells that overexpress Bcl-2 or Bcl-XL (27). To develop TRAIL as a therapeutic drug, its side
effects need to be taken into consideration. There is some evidence that human primary hepatocytes
may be efficiently killed by TRAIL (28). It is interesting that different recombinant versions of TRAIL
appear to have varying anti-tumor abilities and normal tissue toxicity, suggesting that by manipulat-
ing the structure of TRAIL it may be possible to develop a highly effective therapeutic agent (29).

E2F 1/RB

E2F1 is a critical regulator of cell cycle progression and was the first member of the E2F transcrip-
tion factor family identified (30). These transcription factors were first identified by their ability to
bind the adenovirus E2 promoter. E2F1, like all E2F family members, functions as a heterodimer
consisting of an E2F and a DP subunit. Six E2F genes and two DP genes have been identified and
recent surveys of the human genome indicate many more may exist. Different forms of E2F can be
found in most cell types, and these have been characterized largely by gel shift assays.

E2F1 is important for the initiation of DNA synthesis and induction of apoptosis (Fig. 1). E2F1
levels are modulated during the cell cycle and results from multiple experiments show that the level
of E2F1 is rate-limiting for the G1/S transition (31). E2F1 is also regulated through its interactions
with Rb proteins. E2F1/DP heterodimers can either be “free” or stably “complexed” to a member of
the pRb family of proteins (pRb, P107, p130) (31,32). A short, highly conserved domain near the
carboxyl terminus of the E2F mediates binding to Rb family proteins (33). This domain is embedded
in the transactivation domain of the E2F1 subunit. The overlap of these two domains provides a
model for how the association of pRb, p107, or p130 might inhibit E2F-dependent transcription.

The E2F/Rb axis is possibly the most commonly affected genetic pathway in human cancer (34).
Studies of E2F1 suggest it can function as both an oncogene and tumor suppressor. Overexpression
of E2F1 is sufficient to drive quiescent cells into S phase (32). Conversely, molecules that inhibit
E2F1 dependent transcription can cause accumulation of cells in G1. These data suggest E2F1

Fig. 1. Myc and E2F signaling. The proteins Myc and E2F participate in a series of signaling cascades that
can result in either cell proliferation or cell death. Both Myc and E2F are largely regulated through their direct
interactions with other proteins. Myc can form a heterodimer with Max, which leads to the transactivation of
numerous downstream genes. E2F function is blocked by interactions with the retinoblastoma gene (RB). Phos-
phorylation of RB will free E2F from this repression and permit downstream signaling.
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functions as an oncogene (35–37). However, mice that lack E2F1 develop tumors and E2F1 can
suppress skin carcinogenesis in a two-stage skin carcinogenesis assay, suggesting E2F1 functions as
a tumor suppressor (38–40).

The anticancer effects of several E2F1 pathway inhibitors are currently under investigation. The
development of cyclin-dependent kinase (CDK) inhibitors like SU9516 that can deregulate E2F could
serve as a plausible pharmacological strategy for cancer therapy (41). DNA-binding drugs, which
consist of an A + T selective DNA minor groove binding tripyrrole peptide and polyamine chains
attached to a central pyrrole, can effectively inhibit E2F1 association with DNA promoter elements.
Recent studies suggest E2F1 (viral delivery/overexpression) in combination with gemicitabine may
be an alternative approach for treating pancreatic cancer. E2F1 gene therapy is also thought to be a
promising treatment for esophageal cancer (42). Further advances in the understanding of the other
E2F family members could provide highly selective targets for cancer therapy in the future.

NF-κB

Nuclear factor-κB (NF-κB) is a transcription factor involved in the regulation of diverse cellular
functions, including immune and inflammatory response, proliferation, apoptosis, and cell survival.
In its inactive form, NF-κB exists in the cytoplasm as a dimer bound to an inhibitor protein, IκB
(IκBα, β, γ, ε) (43). The mammalian NF-κB family consist of five known subunits: 1) p100/p52
(NF-κB2) p100 is processed to an active p52 form, 2) p105/p50 (NF-κB1) p105 is cleaved to form
p50, 3) Rel B, 4) c-Rel, and 5) p65 (Rel A). All share a conserved Rel homology domain that controls
DNA binding, dimerization, and interactions with inhibitory factors (43–45). The composition of the
dimers in the cell is thought to control transcriptional specificity and regulation.

Activators of NF-κB include cytokines, growth factors, infectious agents, oxidative stress, phar-
maceutical drugs, and γ-irradiation. These external signals stimulate kinases such as NF-κB-inducing
kinase, MEKK1, and Akt, which activate the inhibitor of NF-κB protein kinase (IKK α, β, γ) (43).
This ser/thr kinase then phosphorylates IκB in the NH2-terminal region, which ultimately results in
the ubiquitination and degradation of IκB by a proteasome complex. This event unmasks the nuclear
localization signal (NLS) sequence of NF-κB and frees the molecule for translocation to the nucleus
(43–45). Once in the nucleus, NF-κB dimers bind to the promoter region of genes containing κB
sites, a loosely related group of DNA sequences about 10 base pairs in length, and promotes tran-
scription of target genes. NF-κB can also be regulated by a direct phosphorylation of the subunits,
which enhances the transactivating function of the transcription factor without affecting the nuclear
translocation or the DNA binding activity (46,47).

There are three mechanisms by which NF-κB activity becomes deregulated: 1) IκB mutation, 2)
translocation/amplification of NF-κB subunits, and 3) constitutive IκB kinase activity. Each of these
events can lead to the constitutive presence of NF-κB in the nucleus (48). Consistent evidence from
in vivo and in vitro studies exists to link these types of NF-κB mutations to tumor induction. Several
members of the NF-κB and IκB are amplified or translocated in human cancers (Table 1).

NF-κB may promote oncogenesis in various ways, one of which may be to inhibit transformation-
associated apoptosis. Increases in proliferation resulting from oncogene overexpression in cancer
cells frequently makes the cell more susceptible to apoptotic signals. Malignant cells can overcome
this adverse effect of proliferation by utilizing NF-κB activation to induce expression of genes
involved in cell survival. NF-κB also inhibits cell-death induction from TNF-α, cytotoxic drugs,
ionizing irradiation, and oxidative stress (49–53). This may be accomplished by upregulating the
expression of genes involved in cell survival, such as inhibitor of apoptosis proteins (IAPs), anti-
apoptotic members of Bcl-2 family proteins, TNF-receptor associated factor 1 and 2 (TRAF1 and
TRAF2), A20, and IEX-1L (54–62). TRAF1 and TRAF2 interact with NF-κB-inducing kinase (NIK)
to bring about phosphorylation and degradation of the I-κB family of NF-κB inhibitors (63). c-IAPs
block caspase-8 activation, a protease involved in execution of apoptosis (59).



Apoptosis and Cancer 181

Other oncogenic activities of NF-κB include regulation of genes involved in proliferation such as
c-Myc and cyclin D1 (64–66). In later stages of oncogenesis, NF-κB may promote tumorigenesis by
upregulating the expression of various genes involved in cell adhesion, ICAM-1, and angiogenesis,
COX-2, iNOS, GRO α (43,67,68).

The effectiveness of chemotherapeutic drugs and ionizing radiation for cancer therapy is reduced
by activation of NF-κB, which enhances cell survival. Inhibition of NF-κB reduces tumor growth in
mouse models and sensitizes tumor cells to apoptosis induced by TNF-α, chemotherapeutic agents,
and γ-irradiation (48,69). These findings make NF-κB a potential target for cancer therapies.

Various strategies to prevent NF-κB activation are being developed. Nonspecific inhibitors of
NF-κB including proteasome inhibitors, antioxidants, and anti-inflammatory drugs are effective in
sensitizing the cancer cells to apoptosis induction from chemotherapeutic drugs and γ-irradiation
(53,70–75). Inhibitors with greater specificity to NF-κB are also being designed and show promising
results in facilitating cell death in cancer cell lines. These include synthetic peptides that compete
with NF-κB for the machinery responsible for nuclear translocation, anti-sense mRNA, and double-
stranded oligonucleotides that contain promoter sequences of κB site and act as transcription decoys
(76–78). Even greater specificity may be obtained through the use of gene therapy to inhibit NF-κB.
For example, adenovirus vector expression of IκBα “super repressor,” so-called because the mutated
phosphorylation site increases the half-life of the molecule, has been found to be effective in
sensitizing resistant tumors to chemotherapy (79,80). Although inhibition of NF-κB may not be suf-
ficient in treating all tumors, sensitizing the cancer cells to apoptosis-inducing agents may allow
reduction in dosage of chemotherapeutic drugs, thus making the treatment less toxic and more
effective.

However, NF-κB is not unique to cancer cells and its activity is vital for the normal production of
various cytokines and growth factors. It is also important to consider that under certain situations

Table 1
Cancers Associated with NF-κκκκκB and C-myc Gene Deregulation

Cancer Defect/Mutation Reference

NF-κκκκκB-associated
Hodgkin’s disease IκB-A mutations (207–209)
B-cell chronic Bcl-3 (t14,19) (210)

lymphocytic leukemia chromosomal translocation
B-cell neoplasmas Bcl-3 overexpression (211)
B-cell non-Hodgkin’s NF-κB2 (t10,14) (212)

lymphomas chromosomal translocation
Cutaneous lymphomas NF-κB2 (t10,14) (213)

chromosomal translocation
Myc-associated

Breast carcinoma Increased expression through translation and (214–217)
protein stability by PI3K, and MAP kinase

Burkitt’s lymphoma Chromosomas translocations, pt. mutations (91,218–220)
(occasionally large B-cell,
lymphoblastic and follicular
lymphomas and multiple
myelomas)

Prostate carcinoma Increased copy number, RNA levels (221,222)
Colon carcinoma Increased expression (possibly trans- (223,224)

criptional through APC)
Small cell lung cancer Increased expression and amplification (225,226)
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NF-κB may be required for p53-mediated apoptosis by activating p53 transcription (81,82). There-
fore, in p53 wild-type cancers, inhibition of NF-κB may actually promote the process of tumorigen-
esis. In some cell systems, NF-κB is required for apoptotic response induced by Sindbis-infected
cells, Fas, ischemia, and cytotoxic drugs (83–87). Furthermore, NF-κB can either induce or repress
apoptosis in thymocytes depending on the nature of the activation (88). To make NF-κB an effective
therapeutic target, further studies are needed to fully elucidate the mechanisms of NF-κB activation
and its anti- and pro-apoptotic functions in cancer cells in specific contexts.

C-MYC

C-myc is a basic helix-loop-helix leucine zipper transcription factor that normally regulates cell-
cycle progression and proliferation. C-myc forms a heterodimer with Max then binds to E-box
sequences and transactivates effector genes. Extensive regulation of the c-myc/Max network exists
through alternative binding partners to Max, including Mad, Mxi-1, Mnt, and Max itself. These alter-
native dimers can bind to the same E-box sequences as c-myc-Max heterodimers resulting in inhibi-
tion of transcription (89).

C-myc is induced by mitogenic stimuli and is expressed throughout the entire cell cycle (90).
Overexpression of c-myc in quiescent fibroblasts in the absence of growth factors induces S-phase
entry and c-myc-null fibroblasts proliferate at a slower rate (91). Downstream targets of c-myc
include: cyclin D2, ckd4, id2, and cdc25 (Fig. 1). C-myc has also been shown to repress cell-cycle
inhibitors such as p21, p27, and GADD45 (89). The combination of these two events enables a cell to
be driven through the cell cycle even in the absence of a mitogenic stimulus.

C-myc is deregulated in many types of cancer including Burkitt’s lymphoma (BL); osteosarcoma;
glioblastoma; and carcinomas of the cervix, colon, breast, and prostate (Table 1) (90). Deregulation
occurs owing to several mechanisms including chromosomal translocation, direct mutation, and acti-
vation of upstream signaling pathways (90). In BL, a highly aggressive B-cell malignancy, C-myc is
overexpressed due to chromosomal translocations. The predominant translocation, (8:14)(q24:q32),
results in an IgH enhancer element upstream of the c-myc coding region stimulating c-myc expres-
sion in B-cells (91). Point mutations have also been identified that can dramatically increase the half-
life of the C-myc protein or alter key phosphorylation sites (92).

Increased expression of c-myc can also occur through alterations of upstream pathways such as
the ErbB2 (HER2/neu) pathway (92). ErbB2 is a receptor tyrosine kinase that is overexpressed and
constitutively active in many mammary tumors. Downregulation of ErbB2 in SKBr3 breast tumor
cells correlates with a decreased expression of c-myc, suggesting c-myc is a target of the ErbB2
pathway. This is associated with a downregulation of the MAP kinase and PI3K pathways. It has
been demonstrated that the ras/MAP pathway stabilizes c-myc protein and the PI3K pathway is
involved in the translational induction of c-myc. These results suggest that a culmination of upstream
signaling pathways are important for regulation of c-myc and altered signaling through one or several
pathways may lead to increased levels of c-myc and tumorigenesis. The therapeutic potential of
selectively targeting these upstream pathways has recently been demonstrated in clinical trials using
trastuzumab (Herceptin) in patients with metastatic breast cancer (93).

C-myc can also affect tumorigenesis by controlling cellular differentiation. C-myc is usually
downregulated in differentiating cells (91). C-myc-fused to the IgH Eu enhancer was demonstrated
to increase the number of cycling pre-B cells and decrease the number of mature B-cells (91). It has
been shown c-myc is able to repress transcription of C/EBP alpha, a gene involved in differentiation
of many cells types. C-myc can also upregulate telomerase, which is associated with immortaliza-
tion, and to downregulate LFA-1, collagen, and fibronectin, which leads to decreased cellular adhe-
sion. C-myc also effects cellular metabolism by increasing levels of: serum lactate dehydrogenase A,
enabling cells to survive under hypoxic conditions; and factors involved in protein synthesis (EIF5A,
EIF4E), iron metabolism (TFRC, IRP2) and nucleotide synthesis (ODC, fibrillarin, nucleolin) (91).
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Although it is clear that c-myc is involved in controlling growth, it also appears to be involved in
stimulating apoptosis. Initial observations demonstrated that overexpression of c-myc in an
interleukin-3 (IL-3) dependent cell line in the absence of IL-3 results in the induction of apoptosis
(94). It was later discovered that c-myc can sensitize cells to a variety of apoptotic stimuli including
heat shock, hypoxia, TNF-α, Fas, and DNA damage (90). It has been suggested that c-myc-induced
apoptosis can be either p53-dependent or -independent and that the induction of apoptosis may be
modulated by the presence of growth/survival factors (95), anti-apoptotic genes, including bcl-2 (96),
and p53 mutational status (90).

It is apparent from the Eµ-myc transgenic mouse model of Burkitt’s lymphoma that in order for
tumors to develop in the context of primary c-myc gene deregulation, the affected cell must acquire
compensatory mechanisms to overcome the susceptibility to undergo apoptosis. This may be achieved
by one of several mechanisms. p53 is mutated in 30–40% of BL and ARF is deleted in several BL cell
lines with wild-type p53 (90). It has been demonstrated in animal models of lymphoma that c-myc
deregulation and p53 inactivation are potently synergistic (97). Caspase-8 is often methylated and
silenced in aggressive neuroblastomas, which are resistant to apoptosis by Fas, TNF, and doxorubi-
cin (90). Many neuroblastomas also carry deletions of chromosome 1p36, which carries the gene for
caspase-9 (90). An alternative method through which tumorigenic cells inhibit c-myc-induced
apoptosis is by upregulation of anti-apoptotic factors. Bcl-2 is able to cooperate with c-myc in tumor
formation in transgenic mice (96).

Fig. 2. Ras pathway. Ras has been demonstrated to regulate a large number of downstream pathways involved
in proliferation, differentiation, and apoptosis. For Ras to be activated, it must first be transported to the cell
membrane. Transport of Ras involves multiple post-translationally modifications including farnesylation, which
is catalyzed by farnesyltransferase (FTase). Numerous compounds that inhibit FTase (FTI) are being tested for
their chemotherapy potential. Ras is also regulated through its association with GDP and GTP. In its inactive
state, Ras binds GDP, whereas in its active state, it binds GTP. Ras can hydrolyze GTP to GDP leading to the
inactivation. GRB2 interacts with cell-surface receptors and forms a complex with SOS and GTP-Ras. The
activated Ras complex can then stimulate multiple downstream pathways.
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Current experimental therapies against c-myc-induced tumorigenesis focus on downregulation of
c-myc at either the mRNA or protein level. Some initial approaches involved the use of anti-sense
oligonucleotides that bind to c-myc mRNA and inhibit translation. Anti-sense oligonucleotides have
been shown to downregulate c-myc levels and inhibit cellular proliferation in several cell lines
including HL-60, melanoma, colon carcinoma, and breast carcinoma (98–101). Recent approaches
have focused on reducing c-myc levels at the transcriptional level through the use of triplex DNA
formation. C-myc transcription can be blocked by using an oligonucleotide that is selective to a
nuclease-hypersensitive element, upstream of the promoter P1. The mechanism involves the binding
of sequence-specific oligonucleotides to a polypurine-rich strand of duplex DNA in the major groove
of DNA, thus inhibiting transcription-factor access (102). This strategy results in downregulation of
c-myc mRNA, reduced proliferation, and induction of apoptosis (102). Currently, these antisense and
triplex-forming strategies are in preclinical phase studies.

The importance of c-myc in the development of the malignant phenotype is exemplified by a
recent study using a tetracycline-inducible c-myc. Hematopoietic cells induced to overexpress c-myc
developed leukemias and lymphomas in mice. When c-myc expression was turned off, the tumors
regressed and normal differentiation and proliferation occurred (90). This study suggests that thera-
pies targeted to c-myc alone may be sufficient to treat some types of tumors, despite the multistep
carcinogenesis model.

RAS

Ras proteins are some of the most important molecular switches for regulating transmission of
extracellular signals such as growth factors, hormones, and cytokines (Fig. 2). Ras signaling can
regulate cell proliferation, differentiation, and apoptosis. Alterations in ras signaling can lead to tumor
formation and progression.

There are several ras family gene isotypes including Harvey (H), Kirsten (K), and neuroblastoma
(N). These genes encode 21-kDa G proteins localized to the inner leaflet of the plasma membrane. In
order for Ras to be transported to the plasma membrane, it must first go through several post-
translational modifications. These modifications consist of prenylation, proteolysis, carbo-
xylmethylation, and palmitoylation. Once Ras has been transported to the membrane, it is largely
regulated by its association with either GTP (active state) or GDP (inactive state). Like other G
proteins, this cycle is tightly regulated by Ras-associated proteins. GTPase-activating proteins (GAP)
hydrolyze GTP to GDP and guanine nucleotide exchange factors (GEF) facilitate GDP release. Once
stimulated by external signals, Ras proteins are able to activate several downstream signaling path-
ways (Fig. 2).

Ras has been implicated in both protection from and promotion of apoptosis depending on the type
external signals and genetic background. For example, Ras-mediated activation of the PI3K-PKB/
Ark pathway in fibroblasts can inhibit c-myc-induced apoptosis by inactivating the Bad protein (103).
The Bad protein can also be targeted for degradation by being phosphorylated through the Ras-
mediated activation of PKB (19). Because Bad inhibits the anti-apoptotic protein Bcl-XL, loss of Bad
function promotes cell survival (104). Recently, raf, a Ras downstream kinase in the ERK pathway,
has been shown to phosphorylate Bad (105). Conversely, Ras has also been implicated in induction
of apoptosis. The Ras protein was reported to function in Fas-mediated induction of apoptosis (106).
Furthermore, in a human T-lymphoblastoid cell line (Jurkat) and murine fibroblasts, oncogenic Ras
expression induces apoptosis flowing inhibition of protein kinase C (PKC) activity (107). These
examples illustrate the importance of cellular context in death/survival signaling.

The large number of proteins and pathways that Ras activates and the wide range of cellular pro-
cesses that it can control makes Ras a frequent site of mutation in human cancer. The two most
frequent alterations of Ras in cancer are point mutations and mutations that lead to constitute Ras
activity. The vast majority of Ras point mutations occur in codons 12, 13, and 61. These mutations
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prevent GTP hydrolysis, thus locking Ras into an active state. The second common class of Ras
mutations result in high expression of the Ras protein due to deregulation at the transcriptional level.
Approximately 30% of human tumors contain mutations that inappropriately activate the Ras path-
way. As many as 90% of adenocarcinomas of the pancreas, 50% of colon, and 30% of lung have ras
gene mutations (108). Thyroid cancers (50%) and myeloid leukemias (30%) also have been shown to
express mutated Ras proteins (109).

Because of the high incidence of Ras mutation in human cancer, several groups are focusing on ras
signaling in the development of cancer therapy. In general, three approaches are being considered: 1)
inhibition of Ras protein production through antisense oligonucleotides; 2) blocking Ras activation
by inhibiting required post-translational modifications; and 3) inhibition of downstream ras-signal-
ing molecules (110–116).

One approach to reduce oncogenic Ras expression is through the use of antisense oligonucle-
otides. These small complementary fragments are designed to hybridize with ras mRNA and block
protein translation. Therapeutic efficiencies depend greatly on the delivery system of the nucleotides
to the tumor sites (110). Transfections using adenoviral vector or liposome carrying the nucleotides
are commonly used for this purpose. It has been demonstrated that an adenoviral vector containing
K-ras antisense sequence can inhibit growth of human lung tumor xenografts growing in nude mice
(111).

A critical step in Ras activation is its post-translational modifications required for proper traffick-
ing of Ras to the membrane. One of the enzymes that catalyzes these modifications is farnesyl-
transferase, which attaches a 15 carbon moiety to the Ras protein (117). The inhibition of farnesylation
prevents Ras from reaching the membrane and therefore should prevent the tumorigenic effects of
activating Ras mutations. Some in vitro studies have shown this inhibition can induce apoptosis
(118–120). Numerous farnesyltransferase inhibitors have been identified and tested for anti-tumor
effects. Several reports have shown these inhibitors have effective tumor regressions in clinical trials
(112,113). However, an increasing number of studies show that these compounds have anti-tumor
effects in cells that do not carry activating Ras mutations (114). The exact mechanism of these pos-
sible Ras-independent anti-tumor compounds remains to be determined.

Interrupting downstream ras signaling molecules is another approach in cancer therapy. Inhibitors
for Raf and MEK, which are key kinases for Ras-mediated MAP kinase pathways, have also induced
significant regressions in several kinds of tumors (115). However, the clinical application of these
compounds may be limited due to toxic effects caused by inhibiting other MAPK signaling mol-
ecules, which are critical for normal cellular functions (116).

BCL-2 FAMILY
The Bcl-2 gene family consists of anti-apoptotic and pro-apoptotic proteins with opposing bio-

logical functions that either inhibit or promote cell death (see Chapter 2). The anti-apoptotic mem-
bers such as Bcl-2, Bcl-XL, Mcl-1, and Bcl-W suppress cell death and pro-apoptotic family members
such as Bax, Bak, Bad, and Bid promote cell death (121). These proteins share conserved Bcl-2
homology (BH) domains that have functional and structural significance and mediate homodimer
and/or heterodimer interactions (122).

The anti-apoptotic members of the Bcl-2 family have been shown to be important contributors to
the development of therapeutic resistance of a wide variety of cancers. Transgenic mouse models of
bcl-2 gene deregulation consistently demonstrate the oncogenic potential of bcl-2 in lymphoid, cuta-
neous, and prostatic malignancies (123–125).

The high levels of the Bcl-2 protein in cancers may confer resistance to therapeutic cell-death
induction by chemotherapeutic drugs and radiation. This effect may be mediated by inhibiting the
release of cytochrome-c from mitochondria or by forming heterodimers with pro-apoptotic Bcl-2
family members (122). Therefore, inhibiting Bcl-2 or Bcl-XL may restore apoptotic pathways and
sensitize cancer cells to chemotherapeutic agents or radiation. Several studies have demonstrated that
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antisense oligonucleotides targeted against Bcl-2 may be beneficial as therapeutic agents (126,127).
Similarly, single-chain antibodies sensitized overexpressing Bcl-2 breast cancer cells to drug-
mediated cytotoxicity (128). Natural products have also been found to antagonize the anti-apoptotic
effect of Bcl-2, including Tetrocarcin-A (129).

Bcl-XL is homologous to Bcl-2 and overexpression of Bcl-XL is characteristic of specific cancers,
including primary colorectal carcinomas (130). The ability of Bcl-XL to inhibit apoptosis is modu-
lated by the Akt signaling axis (19). Activated Akt phosphorylates the pro-apoptotic Bcl-2 family
member Bad, thereby releasing its inhibition of Bcl-XL (131). Cell lines lacking PTEN expression
have elevated levels of phospho-Akt, which may account for PTEN tumor-suppressor activity in
breast and prostate cancer (132,133).

The pro-apoptotic members of the Bcl-2 family may be divided into two groups based on the
presence of BH domains. Some members, such as Bak and Bax, possess BH1–BH3 domains. Others,
including Bid and Bad, possess only the BH3 domain. Bax is a p53-regulated protein that is involved
in the induction of apoptosis in response to specific stimuli (134). Bax has been shown to exhibit
tumor-suppressor activity in vivo (135) and inactivating bax mutations have been identified in
selected cancers (136). The absence of Bax in colorectal carcinoma cells completely abolished the
apoptotic response to nonsteroidal anti-inflammatory drugs (NSAIDs) (137).

Decreased expression of Bak has been observed in breast (138) and colorectal cancers (130). The
BH3 domain of pro-apoptotic Bcl-2 family members, including Bad and Bim, can interact with the
hydrophobic cleft formed by the BH1–3 domains of the anti-apoptotic family members (139). It is
possible this interaction serves to sequester the BH3 domain-only molecules and prevent activation
of bax and bak. Importantly, it has recently been demonstrated cells that are deficient in both bax and
bak are resistant to cell-death induction by BH3 domain-only molecules and a variety of other agents
(140). Synthetic peptides that disrupt this interaction may sensitize cancer cells to apoptosis induc-
tion (141). Another strategy under consideration involves adenoviral gene transfer of pro-apoptotic
Bcl-2 family members (142,143). The utility of tissue-specific promoters in conferring targeted
transgene expression has the potential to enhance the selectivity of these vectors (144).

Coincident with our understanding of the three-dimensional structure of Bcl-2 family member
proteins (145) is the ability to manipulate the function of these proteins. This is already leading to the
development of small molecular-weight molecules that have enormous potential as therapeutic agents
for diseases, including cancer, characterized by disordered cell death (146–148).

P53

The p53 gene is comprised of 11 exons that code for a 393 amino acid, 53kDa phosphoprotein
(Fig. 3). The protein product is a transcription factor that binds to specific DNA sequences to regulate
the expression of target genes. p53 possesses, in general, four functional domains. These domains
include an amino terminal transactivation domain (amino acids 1–42), central sequence-specific DNA
binding domain (amino acids 102–292), tetramerization domain (amino acids 320–360), and a highly
basic C-terminal region (amino acids 363–393) (149). p53 most efficiently binds to its consensus
sequence as a tetramer (150). Certain mutant p53 proteins can act in a dominant negative fashion,
forming inactive tetramers with wild-type p53. The regulatory C-terminal domain can influence the
ability of p53 to bind DNA in a sequence-specific manner (149). Post-translational modifications or
deletions of this region can activate sequence-specific DNA binding.

p53 functions as a tumor suppressor. Consistent with this function, homozygous and heterozygous
p53 knockout mice are highly susceptible to early-onset tumor formation (151). Similarly,
Li-Fraumeni syndrome, a rare familial cancer disorder, illustrates p53’s role as a tumor suppressor in
humans (152). Affected individuals typically develop tumors at an early age and multiple primary
tumors are not uncommon. It is estimated that 50% of Li-Fraumeni syndrome family members will
develop cancer by age 30, compared to 1% for the general population (152). Diverse tumor types are
observed including sarcomas, breast cancer, leukemia, and brain cancers. Germ-line p53 mutations
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were identified in affected members of Li-Fraumeni families. Importantly, tumors from these indi-
viduals exhibit loss of the remaining p53 allele (153).

Under normal conditions, p53 protein is present at low levels in the cytoplasm, and is inactive for
DNA binding and transactivation. These characteristics of p53 are controlled, at least in part, by the
oncoprotein MDM2 (154). MDM2 physically interacts with p53, acts as a ubiquitin ligase, and tar-
gets p53 for degradation by the proteosome. In addition to controlling the degradation rate and pro-
tein level of p53, MDM2 also helps maintain p53 in an inactive state. This inhibition is thought to
exist because MDM2 binds directly to the transactivation domain of p53. Finally, MDM2 helps main-
tain the cytoplasmic localization of p53 in normal, resting cells (155). MDM2 contains both a nuclear
localization signal (NLS) and a nuclear export signal (NES), permitting MDM2 to constantly shuttle
between the nucleus and cytoplasm. As MDM2 is exported, bound p53 shuttles to the cytoplasm,
where it is degraded by the proteosome.

High levels of active p53 protein will accumulate in the nucleus in response to various forms of
cell stress. The most well-characterized stimulus for nuclear p53 accumulation is DNA damage. For
example, exposure of cells to either ultraviolet (UV) or ionizing radiation results in a dose-dependent
increase in nuclear p53 levels (156). Furthermore, many common chemotherapeutic agents, includ-
ing as mitomycin C, cisplatin, doxorubicin, etoposide, and 5-FU, are known to damage DNA and
induce p53 protein accumulation (157). Other forms of cell stress that do not directly damage DNA,
such as hypoxia, heat shock, nucleotide depletion, and oxidative stress can also lead to p53 accumu-
lation (158,159).

For active p53 to accumulate in the nucleus, the inhibition by MDM2 must be overcome. One
potential mechanism by which this takes place is the phosphorylation of p53 in response to DNA

Fig. 3. p53. The p53 protein can be divided into five functional domains (transactivation, SH3, sequence-
specific DNA binding, tetramerization, and sequence-nonspecific DNA binding). The location of somatic
mutations of p53 isolated from tumors has been compiled by the International Agency for Research on Cancer
(http://www.iarc.fr/p53/index.html). This database currently has over 15,000 entries. This histogram was gen-
erated using the data from the IARC database and uses the same N-terminus to C-terminus orientation and scale
as the p53 schematic below the graph. Over 95% of tumor associated p53 somatic mutations map to the
sequence-specific DNA binding domain. Several mutational hotspots have been identified in this domain. The
majority of these mutations are point mutations that result in single amino acid substitutions.
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damage (160). Phosphorylation events at key serine residues in the N-terminus of p53 disrupt the
p53/MDM2 interaction. When this occurs, p53 is temporarily free of MDM2-mediated ubiquitination,
cytoplasmic shuttling, and degradation. p53 protein, active for DNA binding and transactivation,
then accumulates in the nucleus.

Forced expression of exogenous p53 or activation of endogenous p53 can produce cell-cycle arrest.
Furthermore, DNA damage produced in cells harboring wild-type p53 almost invariably leads to
nuclear p53 accumulation and cell cycle arrest (156). Importantly, cells with mutant or no p53 exhibit
no cell-cycle arrest after DNA damage, suggesting the presence of p53 is required for cell-cycle
arrest following DNA damage. p53 regulates cell-cycle arrest through the transactivation of the cel-
lular gene p21waf1/cip1/sdi1, a cyclin-dependent kinase inhibitor, and is strongly induced upon expres-
sion of exogenous p53 (161).

Induced expression of exogenous p53 can also result in loss of cell viability and features of
apoptosis, including chromatin condensation, nuclear disintegration, and DNA fragmentation (162).
Furthermore, the use of an inducible p53 vector results in regression of tumor xenografts associated
with the induction of apoptosis (162). Importantly, the activation of endogenous p53 is required for
the induction of apoptosis in some cases, however, p53-independent apoptotic pathways do exist.

p53 can induce apoptosis by activating the mitochondrial pathway leading to caspase activation.
Expression of wild-type p53 leads to cytochrome c release from mitochondria, processing of
procaspase-9, and cleavage of caspase-3 (163). Death receptor-mediated caspase activation may also
be associated with p53-dependent apoptosis (164). An increase in Fas protein levels is observed
following adenoviral p53 gene transfer in human lung cancer cells. Importantly, northern and nuclear
run-on experiments demonstrate a transcriptional regulation of Fas by p53. In contrast, p53 expres-
sion in vascular smooth-muscle cells results in increased cell-surface Fas expression due to increased
Fas trafficking to the cell surface. Finally, expression of ectopic p53, or p53 activation in response to
DNA damage, results in a p53-dependent upregulation of DR5, the death receptor for the ligand
TRAIL.

In addition to Fas and DR5, p53 can transactivate a large number of genes that play a role in
apoptosis (165). For example, Bax is a direct transcriptional target of p53. During p53-dependent
apoptosis, the Bax protein level increases and translocates from the cytosol to mitochondria. Noxa is
another Bcl-2 protein family member directly induced by p53 (166). An additional p53 target shown
to have a direct role in apoptosis in p53AIP1. This gene is strongly induced after Ad-p53 infection,
exposure to ionizing radiation, or treatment with adriamycin (167). Like Bax and Noxa, p53AIP1 is
a direct transcriptional target of p53, localizes to mitochondria and can, by itself, induce apoptosis.

p53 has been referred to as the “guardian of the genome” (168). In response to DNA damage, p53
protein accumulates in the nucleus and induces a transient cell-cycle arrest, giving the cell time to
make critical repairs. If the damage is too severe and/or if repair is not successful, p53 can induce
apoptosis. In this way, p53 monitors the integrity of the genome and prevents the accumulation of
deleterious mutations that could eventually contribute to a malignant phenotype. If p53 is mutated
and cannot respond to DNA damage, then it cannot prevent the propagation of mutations in other
genes. Such cells are then more easily transformed. This idea is supported by the observation that
mutation of the p53 gene is the most common genetic alteration occurring in human tumors (169).
More specifically, it is estimated that greater than 50% of all human tumors contain a mutant p53
gene.

Mutant p53 proteins can have a greatly extended half-life, can leave altered conformation, and are
capable of interfering with wild-type p53 function (170). The mutations occurring in p53 are not
random. The vast majority are missense mutations and over 90% of these occur in one of the four
highly conserved regions within the central DNA binding domain (Fig. 3) (169). These conserved
regions are responsible for contacting DNA during sequence specific binding. Mutational hotspots
exist at codons 175, 248, and 273. Co-transfection assays using p53 responsive reporter constructs
demonstrate that codon 175, 248, and 273 mutants lose the ability to bind DNA and activate tran-
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scription (171). These dominant-negative p53 proteins interfere with the transcription factor function
of wild-type p53. Mutant p53 proteins can also lose the ability to induce apoptosis.

The presence of p53 mutations can have important implications for cancer therapy. Many antican-
cer therapies, including ionizing radiation (IR), cisplatin, mitomycin C, etoposide, doxorubicin, and
5-FU, directly or indirectly cause DNA damage, induce nuclear p53 accumulation, and kill cells by
inducing apoptosis (172). The presence of wild-type p53 is required for the cytotoxic action of some
of these therapies. The influence of p53 status was evaluated in a National Cancer Institute drug
screen using 123 standard anti-cancer agents and 60 human cancer cell lines (173). In general, com-
pared with wild-type p53 cells, cell lines harboring mutant p53 genes are less sensitive to most agents
tested.

p53 status can also affect treatment outcome in vivo. Transformed mouse embryonic fibroblasts
(MEFs) will form tumors in nude mice regardless of p53 status. However, only tumors formed from
wild-type p53 MEFs will undergo apoptosis and regress following treatment with IR or adriamycin
(174). This study demonstrates a direct relationship between p53 status, induction of apoptosis, and
response to therapy. Investigations of several human tumor types also find a link between p53 status,
resistance to treatment, and prognosis (175). Several investigators have observed that breast tumors
expressing mutant p53 are more resistant than wild-type p53 tumors to treatments such as 5-FU,
doxorubicin, methotrexate, and mitomycin-C. Furthermore, p53 mutation in breast cancer can be a
strong predictor of relapse and shortened survival. Cancers of the colon, esophagus, ovary, and lym-
phoid cancers show a similar link between p53 mutation, therapy resistance, and prognosis. How-
ever, it is important to point out that some studies fail to find a correlation between p53 status and
response to therapy. In some cases, the presence of mutant p53 correlates with increased sensitivity
to treatment.

Advances in the field of gene therapy now allow for the introduction of exogenous wild-type p53
directly into tumors. This is being investigated as an anti-cancer treatment based on the preclinical
observations that forced p53 expression can directly induce apoptosis and can increase sensitivity to
other treatments. p53 gene transfer and expression is now achieved primarily by using replication-
deficient adenoviral vectors engineered to drive p53 expression from a CMV promoter. This approach
has proven efficacy in preclinical studies using several different human cancer cell types. For
example, Ad-p53 infection can directly induce apoptosis in HeLa, colon, bladder, osteosarcoma, and
prostate cancer cell lines (163,176–180). Importantly, in some cell types, Ad-p53 infection can induce
apoptosis independent of endogenous p53 status. Prostate cancer Tsu-pr1 and PC3 cells express no
endogenous p53, whereas LNCap cells are wild-type p53 and Du145 cells express high levels of
mutant p53. Despite these differences in p53 genotype, each cell line can be induced to undergo
apoptosis by Ad-p53 treatment (179,180). Ad-p53 treatment can also suppress tumor growth in nude
mice. Ex vivo infection of prostate cancer cells or in vivo, intratumoral injection of head and neck
tumors prevents tumor growth or causes tumor regression in mice (180,181). However, in some
reported cases, Ad-p53 treatment has minimal effect on cells harboring wild-type p53 alleles (182).

Synergism between Ad-p53 infection and other cancer treatments has also been observed in pre-
clinical development (175). For example, the SW620 colon cancer cell line was treated with Ad-p53
in combination with ionizing radiation. TUNEL assay detects more apoptotic cells after combination
treatment compared to either treatment alone. Additionally, Ad-p53 sensitizes lung cancer and glioma
cells to radiation-induced apoptosis (182). Encouraging results from preclinical experiments
prompted Ad-p53 Phase I trials to be conducted. Early trials established the feasibility and safety of
this approach in human patients. One of the first Phase I trials involving p53 gene transfer utilized a
retroviral vector to treat lung cancer patients (183). Nine patients, all with tumors harboring a mutated
p53 gene, were given intratumoral injections of p53 on five consecutive days. Six patients displayed
tumor regression or stabilized disease. p53 transgene expression was detected along with the induc-
tion of apoptosis. A second Phase I trial evaluated the treatment of non-small cell lung cancer
(NSCLC) with Ad-p53 in combination with cisplatin (184). p53 transgene mRNA was detected in
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43% of patients and no severe toxicity attributable to Ad-p53 treatment was documented. Seventeen
of 24 patients achieved stable disease and two demonstrated partial response.

All subsequent trials have not produced results supporting the continued use of Ad-p53 in the
clinic. For example, 25 patients with nonresectable NSCLC were enrolled in a Phase II clinical trial
investigating Ad-p53 treatment in combination with two chemotherapy regimens (185). No patients
had been previously treated with chemotherapy and all had tumors with either mutated or deleted
p53. All patients received chemotherapy and intratumoral Ad-p53 injections. Tumor response was
evaluated in each patient by measuring the response of two lesions, each in the same organ, one
treated with Ad-p53 and one untreated. There was no difference in the clinical response of lesions
treated with Ad-p53 plus chemotherapy compared to lesions treated with chemotherapy alone. Results
from additional, ongoing Phase II and Phase III clinical trials are needed to fully assess the benefit of
Ad-p53 treatment.

CASPASES

Caspases are a family of proteases vital for proper regulation of apoptosis (see Chapter 1). The
term caspase is derived from the fact that these proteins are cysteine proteases with aspartate sequence
specificity. Caspases are regulated in part by the translation of a proenzyme followed by cleavage to
an active form. In certain cases, this cleavage is autocatalytic. At least 10 different caspases have
been identified in humans with homologous proteins existing in most metazoans. Caspases can be
separated into two groups, effectors and executioners. The effector caspases can be activated by
multiple pathways, some involving the mitochondria and others independent of this organelle. Once
effector caspases become active, they cleave and activate the downstream executioner caspases. These
downstream caspases then cleave and activate a series of molecules, which are involved in terminal
apoptotic events such as chromatin condensation, nuclear disintegration, and DNA fragmentation.
Loss of proper caspase function is implicated in tumor formation. Without properly functioning
caspases, the upstream tumor-suppressor genes may be unable to activate the apoptosis pathway.
Caspases are therefore becoming an increasingly important prognostic indicator and target for
therapy.

The study of multiple tumor types reveals changes in caspase expression and/or activity. For
example, analysis of cancer of the colon shows decreases in caspases-1, -7, -8, and -9 relative to
normal colon tissue (186,187). Analysis of neuroblatomas and renal carcinomas has identified simi-
lar caspase downregulation (188,189). At least one colon carcinoma study has demonstrated that
alterations in caspase-3 activity correlates with a higher risk of recurrence, thus indicating that
caspase-3 may be an important prognostic indicator (190).

A growing body of work suggests that there are multiple mechanisms behind this loss of caspase
function in tumors. Caspases can be inactivated by either direct mutation, silencing by methylation,
or overexpression of an endogenous caspase inhibitor. Many caspases have promoter sequences that
contain large CpG islands that can become inactivated by DNA methylation (191). The inhibition of
caspases by methylation of their promoter sequences has been observed in melanomas, neuroblasto-
mas, breast carcinomas, and renal carcinomas (188,189,192,193). Although the mechanisms are not
fully understood, the proteins FAP-1, FLIP, and survivin are potent inhibitors of caspase activity.
Analysis of neuroblastomas, melanomas, colon adenocarcinomas, and T-cell leukemias has revealed
increased expression of at least one of these inhibitors in many of these tumors (189,194–196). These
alterations presumably prevent apoptosis in tumor cells by inhibiting the caspase pathways.

As the number of genes known to be mutated in cancer grows, researchers are becoming more
interested in using gene therapy to treat cancer. Several therapies have focused on gene replacement
to correct tumor-linked mutations, most notably p53 (197). A major limit to gene-replacement therapy
is the vast number of genes that can be mutated in cancer and the difficulty of identifying all of these
mutations. It may therefore be potentially useful to develop therapies that are effective regardless of
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the causative defect. Because caspases are downstream of most oncogenes and tumor suppressors,
they are promising candidates for gene-based therapies. Experiments using adenovirus-mediated
caspase transfer have demonstrated that replacement of the appropriate caspase gene can restore
normal apoptosis (198,199). One approach currently being pursued is to bypass much of the normal
apoptotic signaling pathway and to go directly to activating caspases in tumor cells. The normal
function of caspases as the final apoptosis signal transducers makes them an obvious choice for gene
therapy. This approach has many similarities to systems using HSV-tk, nitroreductase, or purine
nucleoside phosphorylase, which catalyze pro-drugs into lethal compounds. Although both caspase
and pro-drug based systems induced apoptosis, the later typically requires rapid cell division and can
leach toxins to surrounding healthy tissue. Caspases have the advantage of functioning in a cell cycle-
independent manner, do not affect neighboring cells, and activate a cell’s normal death pathway. By
placing the caspase under the control of tissue specific promoters and using a viral delivery system,
researchers have been able to induce apoptosis in cultured tumor cells (200,201). One group has
added a further level of control by engineering a version of caspase-9 that also requires chemical
inducers (201).

Proper regulation of the caspase pathway is not only achieved through inducers but also by the
activity of a family of proteins known as inhibitors of apoptosis (IAP). So far, eight members of this
family have been identified in humans (NAIP, cIAP1, cIAP2, XIAP, Ts-XIAP, ML-IAP, Apollon,
and Survivin), as well as several homologs in other organisms (202). These proteins all contain at
least one BIR (Baculovirus IAP Repeat) domain, a unique zinc-finger protein-binding motif (202).
The analysis of several IAP family members suggest that the BIR domain is able to inhibit caspase
activity by binding directly to the caspase active site (203). The mechanism of IAPs is not fully
understood and certain anti-apoptotic actives of these proteins may not involve direct caspase inhibi-
tion and require other protein interactions. IAPs are normally absent from adult tissue but are present
in fetal tissue and many cancers (204). Presumably, the upregulation of these inhibitors gives a sur-
vival advantage to the tumor cells. These proteins have therefore attracted interest as possible thera-
peutic targets.

The inhibitor that has attracted the most attention is survivin. A dominant-negative form of this
protein containing a threonine to alanine substitution at amino acid 34 (T34A) prevents the normal
phosphorylation of the protein (205). When this dominant-negative form of survivin is introduced
into tumor cells using a nonreplicating adenovirus, it is an effective inducer of apoptosis (206). This
treatment also does not induce apoptosis in normal tissue and shows synergistic effects with some
established chemotherapy agents. The effectiveness of this treatment is also independent of p53 or
RB status. As with many promising anti-cancer therapies, clinical trials will need to be performed to
determine whether these treatments will work in humans.

CONCLUSION
Humans have acquired numerous defenses against tumor formation. If cells lose homeostatic con-

trol, then apoptotic pathways act to eliminate the cells before tumor formation can occur. Failure to
properly initiate and execute apoptosis can clearly result in cancer progression. Many of our anti-
cancer treatments are able to bypass the normal signaling pathways and induce apoptosis, even when
there are mutations upstream. The failure of a cancer to respond to therapy is often associated with an
altered apoptotic response. As our knowledge of the molecular regulation of cell death expands, it
will be possible to identify new therapeutic targets and to develop effective treatment strategies for
currently refractory malignancies.
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INTRODUCTION

Cell death occurs in all tissues of the mammalian body, most prominently in three areas: the
digestive tract, the skin, and the hematopoietic system, of which the immune system is part. Each of
these is an interface between the body and the external world. As such, they are exposed to a variety
of physical, chemical, and biological threats. It might be possible to toughen these contact surfaces in
an attempt to make them impervious to injury, as is the case in many invertebrates, which possess
nearly impenetrable exoskeletons. The inconveniences of this design are apparent, however, when an
invertebrate tries to grow. It must soften and shed its exoskeleton, leaving it susceptible to predators.
A better solution is to replace cells in the contact zones regularly and frequently, as is the case in man.
This offers an additional advantage: if a cell sustains an injury that results in DNA damage, chances
are that the cell will die before the mutation is locked in by cell division. If it were not for this
mechanism, it is possible that skin and gastrointestinal tumors would be far more frequent than they
are. Similarly, cells of the innate and acquired immune responses have, in general, short life expect-
ancies; one of them, the polymorphonuclear neutrophil, has probably the shortest lifespan in the
human body—usually less than a day. Most lymphocytes—the cells that carry out the work of
acquired immunity—are also short-lived, and furthermore, owing to extraordinary demands that are
made on their specificity and reactivity, risk death at many stages in their lives. We review the most
interesting examples of programmed (and, to a lesser extent, unprogrammed) cell death in the immune
system. We begin with an overview of immunity, so that apoptotic events may be placed in context.

INNATE IMMUNITY AND INFLAMMATION

Threats to the body’s integrity can be thought of as appearing in two types: crude and subtle.
Crude threats are structural motifs that are clearly different from those that make up the mammalian
host, and thus can be recognized with just a few invariant receptors. Invertebrates have similar motif-
recognition mechanisms, but lack the more sophisticated adaptive response that is the immune sys-
tem. The Drosophila gene Toll plays a major role in development, but also codes for a receptor
involved in host defenses. There is a family of Toll-like receptors (TLR) in mammals. They are
expressed on the surfaces of many cell types, and have a crude sort of specificity. TLR2 and TLR4
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bind peptidoglycans from Gram-positive bacteria and lipopolysaccharides from Gram-negative bac-
teria, respectively. TLR9 recognizes bacterial species-specific CpG DNA motifs, and TLR3 recog-
nizes double-stranded RNA. Binding results in signal transduction, which can lead to release of
proinflammatory cytokines, reactive oxygen intermediates (ROI), and other stress signals. It can also
result in death by apoptosis (1). It remains to be determined when and why a cell would choose to
become activated (and thus initiate an inflammatory response to the invader) or to commit suicide.
Both options seem to have survival advantages for the organism.

During times of physical and psychological stress, blood levels of adrenal glucocorticoids rise in
mammals, in some cases by more than 10-fold. Steroids modulate lymphocyte function and thus have
many effects on the immune response (2). In addition, they affect nonlymphoid cells that take part in
immune-mediated inflammatory responses. Of interest in this context are glucocorticoids, which pro-
long the survival of polymorphonuclear leukocytes (PMN), cells that normally only live a day or so.
Thus, clinically, diseases in which PMN play an important role, such as the adult respiratory distress
syndrome, may not be ameliorated by glucocorticoid treatment. On the other hand, eosinophils rap-
idly undergo apoptosis when exposed to glucocorticoids (3), which may partially explain the great
usefulness of these drugs in allergic disease, in which inflammation is dominated by the eosinophil.

STRESS RESPONSES AND ALTRUISTIC SUICIDE

When a cell is severely stressed or damaged, for example, by radiation or a toxin, there are three
possible outcomes, depending on the intensity of the injury: 1) repair of the damage, 2) suicide by
apoptosis, or 3) direct lethality by the damaging agent (usually by necrosis). It is clear that cells of the
lymphoid type choose apoptosis in response to damage far more readily than do most other cells. The
immune system’s response to cellular stress is well-illustrated by lymphocytes exposed to ionizing
radiation. It has long been known that lymphocytes are peculiarly sensitive to radiation, dying at
doses several logs lower than those required to kill fibroblasts, for example. Furthermore, they are
more susceptible when resting in G0 than when in cell cycle. This death is by apoptosis (4) and is
dependent on p53 (5). There is good reason for lymphocytes to commit suicide: they are the only
cells in the body that are poised to enter cell cycle rapidly in response to a relatively minor event, the
binding of antigen to their receptor. When properly stimulated, lymphocytes in the body can divide
every 6 h; 4 d later, one lymphocyte has given rise to a clone of 65,000 cells. A mutation in such a
rapidly expanding clone could lead to a response to a self-derived antigen and possibly autoimmu-
nity; if growth becomes unregulated, it could lead to lymphoma. In such essential but potentially
dangerous cells, it makes sense to build in mechanisms that activate an altruistic suicide program
when a problem is detected. The underlying instruction to the cell is: better dead than wrong.

The most dramatic illustration of this point is the thymocyte, or immature T cell. The literature
contains literally hundreds of reports of agents that induce thymocyte apoptosis (see Table 1 for a
sampling). Clearly there are not specific receptors for all these agents, nor do they all cause DNA
damage and activate a p53-dependent apoptotic pathway. It is not yet known what common events
could be triggered by so many different stimuli. If they all lead to a single intracellular crisis, it may
be the activation of proteinases in an ever-intensifying positive feedback loop; these proteinases
include the caspases, and in some cases, calpains and cathepsins. One possible mechanism by which
unrelated stressors could induce apoptosis is via the activation of eIF2α (alpha subunit of eukaryotic
initiation factor 2) by kinases such as GCN2, PERK, PKR, or HRI. Phosphorylated eIF2 blocks
translation and also initiates transcription of many stress-response genes, which can, under the right
circumstances, trigger the apoptotic process (6–9). It is also possible that many stressors increase
demand for ATP (which might be needed, for example, in an attempt to refold damaged proteins),
leading to an exhaustion of glucose and the activation of the glucose-regulated protein (GRP) group
of stress-response genes (10).
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Table 1
Some Agents that Induce Apoptosis in Thymocytes

1-(5-Isoquinolinesulfonyl)-2- 1-beta-D-arabinosylcytosine 2,2'-bis(2–aminoethyl)-4,4'- 2,3,7,8-Tetrachlorodibenzo-p-dioxin
methylpiperazine dihydrochloride bithiazole

25-Hydroxycholesterol 27-Hydroxycholesterol 2-amino 3,5-dihydro-7- 2–Amino-2-(2-[4-octylphenyl]ethyl)-
(3–thienylmethyl)-4H-pyrrolo 1,3-propanediol HCl
[3,2-D]-pyrimidin-4-one HCl

2-Chloroadenosine 2-Chloroethylethyl sulfide 3-aminobenzamide 5'-(N-ethyl)-carboxamide adenosine
5-Azacytidine 5-Fluorouracil 6-hydroxydopamine 7 β,25-dihydroxycholesterol
7,12-Dimethylbenz[a]anthracene 9-CIS-Retinoic acid A 23187 Acetaldehyde
Acrolein Actinomycin D Adenosine Adriamycin
All trans-retinoic acid Amsacrine Anti-αβ T cell receptor Anti-γδ T-cell receptor
Anti-alpha 4 integrin Anti-CD2 Anti-CD3 Anti-CD50
Anti-CD98 Anti-Fas Anti-Thy-1 Antigen
Antigenic peptides Arabinosylcytosine Arsenic ATP
Beauvericin β-estradiol Bile salts Bis(tri-N-butyltin)oxide
Butyric acid CdCl2 Calcium ionophores Camptothecin
Carbachol Carbimazole Carbon monoxide Chicken anemia virus
Cisplatin Cocaine Coffee creamer (whitener) Colchicine
Curcumin Cyanide Cycloheximide Cyclophosphamide
Cyclosporin A Cytomegalovirus Cytotoxic T lymphocytes DbCAMP
DDT Deltamethrin Deoxycholate Deoxycorticosterone
Dexamethasone Dibutyltin Dimethyl sulfoxide Dithiocarbamate
Dopamine Doxorubicin Epipodophyllotoxin Ethanol
Ethylene dimethanesulphonate Etoposide Feline immunodeficiency virus Flavopiridol
Forskolin Fusarenon-X Galectin-1 Galectin-9
Genistein Gliotoxin Glucocorticoids GM1 ganglioside
H2O2 Hemorrhage Herbimycin A Human immunodeficiency virus
Hydrocortisone Hyperthermia ICRF-154 Indium
Infectious bursal disease virus Ingenol 3, 20-dibenzoate Interleukin-2 LIGHT (a member of the TNF family)
Linomide Lipopolysaccharide Listeria monocytogenes Magnetic field
Marek’s disease virus Measles virus Methamphetamine Methimazole
Methyl-2,5-dihydroxycinnamate Methylcholanthrene Methylprednisolone Mitomycin C
Moloney murine leukemia virus Moloney murine sarcoma virus Mouse hepatitis virus Mouse mammary tumor virus

(continued)
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Table 1 (continued)
Some Agents that Induce Apoptosis in Thymocytes

MST-16 N-(4–hydroxyphenyl)retinamide N,N, N'N',-tetrakis (2- Nifedipine
pyridylmethyl)ethylenediamine

Nitric oxide N-methyl-N-nitrosourea Novobiocin Organotin compounds
Oxotremorine-M Peritoneal dialysis fluid Peroxynitrite PGE2
Phorbol esters Prednisolone Prednisone Pregnancy
Rabies virus Radiation, ionizing Sepsis Simian immunodeficiency virus
S-nitrosoglutathione Sodium salicylate Somatostatin Staphylococcal enterotoxin-B
Staurosporine Taxol Teniposide Testosterone
Thapsigargin Thromboxane A2 TNF-α TNF-β
Trauma Trehalose 6,6'-dimycolate Tributyltin Trichothecene mycotoxin
Triphenyltin Trypanosoma cruzi Ultrasound UV irradiation
Valinomycin Vanadium compounds Verapamil Vomitoxin
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THE ADAPTIVE IMMUNE SYSTEM
We find it useful to think of the immune system as a chemical sense organ, similar to the more

familiar senses of taste and smell. They all function to identify novel materials, in a sense, which we
then arrange to remove or inactivate. The immune system comes into play once foreign materials
have achieved access to the interior. It is our cellular and molecular surveillance organ, and must not
only distinguish between self and non-self, but also arrange for the inactivation, destruction, and
removal of cells or molecules that it determines to be foreign. Foreign molecules are potential patho-
gens. The immune system makes no value judgments; harmful or inert, if it is foreign, it should be
removed.

From an immunological point of view, the body consists of two regions: extracellular spaces and
intracellular spaces. Intracellular parasites are dealt with by T cells (see below). Infectious organisms
that prefer to live extracellularly are approachable by antibodies, the immunoglobulin proteins spe-
cialized for recognition of a nearly infinite array of foreign molecular configurations. Antibodies are
produced by B lymphocytes (B cells), which use a sample of the antibody they will produce as a
surface receptor for antigen. Each B cell makes only one of the millions of antibody specificities of
which the organism is capable. When it divides, the clone makes the same antibody, although after
stimulation by antigen, there is a very high rate of mutation in the genes that code for the variable part
of the molecule. This results in daughter cells producing similar but not necessarily identical anti-
body molecules, and allows for the selection of cells whose mutated receptor has higher affinity for
antigen than did the original B cell. This process is called affinity maturation (11).

B CELL-RECEPTOR GENE REARRANGEMENT
There are five major classes of antibodies, each with a specialized function: IgG, IgM, IgA, IgD,

and IgE. Each has as its basic structure two identical light chains and two identical heavy chains;
depending on the class, this basic tetramer has a mass of 150–190 kDa. IgA, the major antibody in
secretions, is comprised of two basic tetramers held together by a J (joining) chain, and is associated
with a secretory component chain. IgM has five basic tetramers and a J chain; its molecular weight is
about 900 kDa and it is sometime called macroglobulin. IgG and IgM are the main antibody classes in
blood. IgD serves as a membrane-bound receptor on B cells. IgE, by virtue of its ability to bind to
mast cells, is the mediator of parasite resistance and allergic disease.

The origin of the enormous diversity of antibodies is extremely interesting. The immune system
must be able to recognize and react against virtually any molecular configuration in the universe, but
not against molecules that constitute the “self.” This is not easy to manage in a random-bred species,
because the genetic composition of the organism is not determined until the ovum is fertilized. Nature
has designed a system that randomly generates an enormous number of antibody specificities—the
possibilities are close to infinite—and then suppresses potentially dangerous, autoreactive ones.

When the primary sequences of many antibody heavy and light chains are examined, it becomes
clear that a single cell can secrete IgM today, and IgG, IgA, or IgE tomorrow. The class changes, but
the specificity of the antibody does not. The light chains stay the same; what changes is the constant,
nonantigen-binding portion of the heavy chain. The N-terminal variable domain is retained, similar
to keeping the teeth of a house key, but changing its handle. This indicates that a single heavy chain
must be coded for by at least two genes. In fact, at least four loci contribute to the final functional
heavy-chain gene, and three to the light-chain gene. The variable domain of the heavy chain is coded
for in three subloci called V, D, and J, each of which contains multiple slight variants of a similar
gene segment. The light chain locus is similar, but has only V and J. During differentiation of a B
cell, special recombinases are activated and the DNA of the D region on one chromosome is brought
near the DNA of the J region. The DNA is cut and spliced to make a randomly chosen DJ unit, and the
intervening DNA is discarded. There are other enzymes at work during this joining process, so that a
few random (nontemplate-encoded) nucleotides may be added and/or subtracted. This creates an “N
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region” at the joining sites, and results in an almost infinite amount of variability among the proteins
that will be expressed. A similar process joins a V region to the rearranged DJ. Then the light-chain
DNA rearranges.

This marvelous system creates a huge diversity of antibodies, but at a cost. Because the addition
and subtraction of nucleotides at the DNA splice sites is random, it is clear that two times out of three,
the net effect will be a rearrangement that puts the downstream segment out-of-frame. A trial tran-
script detects the situation. The cell then can try again on the other chromosome, or it can try a
process called receptor editing, which is a further rearrangement of V, D, and J, as long as the
recombinases are still expressed. If both these mechanisms fail, the cell is useless and will die by
apoptosis (12). How often this happens is unknown, but it is likely common, because the production
of B-cell precursors in the bone marrow far exceeds the release of mature B cells to the periphery
(13).

CLONAL ABORTION IN B CELLS

When a B cell successfully rearranges its immunoglobulin genes, it then expresses the corre-
sponding immunoglobulin on its surface as a receptor. Because the gene rearrangement and N-region
creation are random, the expressed surface immunoglobulin of some cells will be “anti-self.” If such
cells encounter antigen at an immature stage, they may attempt receptor editing if the recombinases
are still present; if not, they undergo apoptosis. The process is called clonal abortion or deletion. Like
other apoptotic processes in hematopoietic cells, B-cell clonal deletion depends on the proteinase
calpain (14).

T CELL-MEDIATED IMMUNITY

Intracellular parasites, such as viruses, protozoa, and some fungi and bacteria, are protected from
antibodies by the plasma membrane’s lipid bilayer. The body uses another system to deal with these
parasites: the T cells (thymus-derived lymphocytes). Particles shed by invading organisms are taken
up by dendritic cells, which tend to be found in skin and mucous membranes, the natural portals of
pathogen entry. The dendritic cells then move towards the draining lymph nodes. As they do, they
process the antigens into peptides, and these become associated with the antigen-binding groove of
major histocompatibility complex class II (MHC II) molecules. Vesicles bearing peptide-loaded MHC
II molecules move to the cell surface. At the same time, the dendritic cell upregulates various acces-
sory binding and adhesion molecules, becoming a specialized antigen-presenting cell. T cells have
clonally variable receptors for antigen plus MHC; the receptor is not antibody but is conceptually
very similar. T cells with receptors for MHC II plus antigenic peptides pass by the dendritic cell. If its
receptor has the right affinity for the particular peptide-MHC complex, the T cell becomes activated,
which leads to division and cytokine secretion. There are two major types of T cells, helpers and
killers. Helper T cells are the ones specialized for examining MHC II; their characteristic accessory
molecule, CD4, also associates with the MHC II, strengthening the T cell–dendritic cell bond and
transducing some of the activating signals. Helper cells do what their name implies: they help B cells
get activated to produce antibody of different classes; they help killer T cells get activated; and they
attract large numbers of macrophages, the professional phagocytes. The central role of helper T cells
in immunity is underscored by the devastating effects of HIV infection; HIV targets CD4 on helper
cells.

But what about the hidden intracellular parasites? All cells, when they synthesize proteins, load
peptide samples of these proteins onto major histocompatibility complex class I (MHC I) molecules,
which, like MHC II, have a groove specialized for binding and displaying peptides. The loaded MHC
I is transported to the surface and displayed there for the inspection of T cells. T cells that are special-
ized for recognition of antigenic peptides on MHC I are the cytotoxic T lymphocytes (CTL), also
called killer cells. For the most part, the peptides on MHC I will derive from normal endogenous



Immune Cell Death 207

molecules, and will be ignored by the immune system. When a T cell comes by that has a receptor
complimentary to the MHC I and its presented peptide, there is sufficiently strong binding that the
CTL becomes activated.

APOPTOSIS INDUCED BY CTL

Cells that display a foreign or novel peptide on surface MHC I molecules become targets for CTL
cells. CTL express surface CD8, which strengthens the bond to the target cell, a role analogous to that
of CD4. When a CTL engages MHC I bearing a peptide, other accessory interactions between the
CTL and the target cell are recruited until an activation threshold is reached. Events then follow that
result in the target cell’s committing suicide by apoptosis. The total time required for CTL adherence
to its target is short, in the order of a few minutes, during which the target is programmed to die.

There is more than one mechanism by which apoptosis is induced in targets. The best-understood
involves the upregulation of CD95L, also known as the Fas ligand, on the CTL surface. This engages
CD95 (Fas, Apo-1) on the target cell surface, which becomes oligomerized, allowing it to interact
with the cytoplasmic signal-transduction adaptor molecule FADD. FADD binds caspase-8; the whole
molecular grouping forms an active death-inducing signal complex or DISC (15,16). Active caspase-
8 cleaves and activates caspase-3, triggering the final apoptotic cascade. This is a well-designed
system for the context in which it works: it involves only pre-existing molecules and is not dependent
on new protein synthesis. The most important class of intracellular pathogens are the viruses, and
CTL are essential for recovery from infection with most, if not all, viruses. Viruses suppress tran-
scription and translation and would be likely to escape if de novo protein synthesis were required for
CTL-induced apoptosis. Many viruses, however, have evolved (or stolen) mechanisms for interfer-
ing with the death mechanism. One such mechanism is the production of v-FLIP, the viral equivalent
of cellular c-FLIP (17). FLIP competitively interferes with the interaction of FADD and caspase-8,
blocking the transduction of the apoptotic signal.

Probably because viruses evolve escape mechanisms, CTL have other ways to induce apoptosis.
In some cases they can secrete molecules such as tumor necrosis factor-α (TNF-α) and TNF-related
apoptosis-inducing ligands (TRAILs) which, like CD95L, are members of the nerve growth factor
(NGF) family that bind surface receptors related to the NGF receptor, and signal an apoptotic cascade
similar to that used by CD95 (18).

More intensely studied, but less well-understood, is the killer mechanism involving the CTL’s
cytotoxic granules (19). These contain the pore-forming protein perforin. Activation of the CTL by
binding its target causes release of granules (modified lysosomes) into the space between the cells.
Although perforin has been shown to polymerize into complement-like pores on a cell surface, there
is no convincing evidence that such large pores develop early in the cytotoxic process. Rather, it may
be that perforin stimulates uptake of the granule-associated serine proteinases called granzymes.
These have been shown to cleave certain caspases, and are capable of initiating the apoptotic process
(20).

The purpose of inducing apoptosis, rather than allowing the virus itself to kill the cell it has
infected, is this: peptides from viral proteins are expressed on MHC I on the cell surface before
complete viruses have been assembled within the cell. If the cell can be killed in this “eclipse” phase,
it will not release infectious virus, and the cycle of infection can be interrupted. Thus, death by CTL
is a true example of altruistic suicide; the cell’s death ensures the survival of its neighbors.

T-CELL REPERTOIRE SELECTION

T cells develop in the thymus from bone marrow-derived precursors. Their receptors (T-cell
receptors; TCR) are made up of α and β chains (an uncommon subpopulation has γ and δ chains).
Like the heavy and light chains of B cells, each of the TCR chains has hypervariable or
complementarity-determining regions, and they are similarly assembled by DNA recombination.
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However, T cells are required to recognize not just an antigenic peptide, but the MHC I or II molecule
that presents it. Because the generation of TCR is by random recombination, most newly expressed
TCR will not meet these stringent requirements. It is not at present completely understood how the
T-cell repertoire is selected, but most research favors an affinity selection model. It states that when
a developing T cell displays its TCR in the thymic environment, it will encounter MHC molecules on
the stromal cells. There are three possibilities: binding will be essentially zero, or with low affinity,
or with high affinity. High-affinity TCR represent an autoreactive cell; it is potentially dangerous,
and the signal (which would activate a mature T cell) is somehow, at the immature intrathymic stage,
interpreted as an instruction to engage the apoptotic pathway. It may be that this is regulated by
accessory binding molecules, such as CD8. In the immature cell, CD8 is not sialylated, and its affin-
ity for MHC I is high; in the mature T cell, after sialylation, its affinity is considerably less (21). As
a result, a cell in the thymus that happens to bind MHC I plus a “self” peptide would receive a
supraoptimal signal. Such a signal would initiate an apoptotic cascade, in which the pro-apoptotic
BH3–only Bcl-2 family member Bim has been strongly implicated (22). The removal of highly self-
reactive developing thymocytes is called negative selection, and probably involves a relatively small
fraction of cells.

In a young mouse, about 98% of the T cells that begin development in the thymus, die in the
thymus. Most die because their TCR turn out to have no affinity for the MHC molecules they encoun-
ter, and thus are not likely to be of use to the organism as mature T cells. These cells also die by
apoptosis, and again, the mechanism by which this occurs is unclear. It has been known for decades
that these cells are exquisitely sensitive to glucocorticoids; in fact, the levels achieved at the peak of
the circadian cycle are sufficient to kill thymocytes in vitro by apoptosis. A model has been sug-
gested in which thymocytes are killed by endogenous glucocorticoids unless they are also receiving
a moderate signal through their TCR. This signal would not be strong enough to activate the cell by
itself; but if the cell is allowed to mature, it would then focus its attention on MHC, and if that MHC
contains the correct peptide, the net signal strength could now be activating (23,24). Thus, most cells
would die by glucocorticoid-induced apoptosis, whereas the small fraction with low but real TCR
affinity for MHC would be positively selected for survival, maturation, and export to the periphery as
mature T cells.

POST-THYMIC T-CELL DELETION

T cells that bind with high affinity to self-derived peptides presented on MHC molecules in the
thymus are deleted from the repertoire. Not all self antigens are expressed in the thymus, and so
mechanisms must exist for refining the repertoire of mature T cells that the thymus exports. How this
is done is not fully established. It is known that antigens must be presented correctly to T cells. That
means that not only must there be binding between the TCR and its cognate MHC-peptide combina-
tion, but several accessory binding events must also take place between the T cell and the antigen-
presenting cell. Few normal cells bear all the necessary accessory ligands, which are found primarily
on dendritic cells and cells of the macrophage family. Thus, a T cell that happens to bind to a self
antigen on, for instance, a kidney cell, will find itself receiving some, but not all, of the necessary
activating signals. T cells seem to interpret this incomplete signal as dangerous, and cease to respond
(a process called anergy) or, more commonly, undergo apoptosis. The signal is transduced through
cell-surface Fas (CD95). Mice that lack a functional Fas have massive lymphoaccumulation that
mimics lymphoma, and they develop autoimmunity (25). Recently a human counterpart of this syn-
drome has been described (26).

GROWTH-FACTOR WITHDRAWAL

Growth factors are often in fact survival factors; that is, they keep cells alive so that they, or other
factors, can stimulate growth. Removal of such factors results in death by apoptosis. The immune
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system, with its complex helper interactions, offers several examples of this phenomenon. During a
response to antigen, CTL upregulate interleukin-2 (IL-2) receptors, and helper T cells provide IL-2.
When antigen declines, less IL-2 is available, and most of the CTL, deprived of growth factor, die by
apoptosis (27). Similarly, B cells can become dependent on helper T cell-derived lymphokines like
IL-3 and IL-4; it was in this system that the anti-apoptotic properties of Bcl-2 were first described
(28).

CONCLUSIONS

The immune system, perhaps better than any other system, reveals the extraordinary importance
of apoptosis in the normal functioning of adult organisms. By far the most probable fate of a develop-
ing lymphocyte is an early death; the requirements for a successful lymphocyte are so stringent that
few make the grade. It is not surprising that much of our knowledge of apoptosis in mammals comes
from immune system models, nor that several abnormalities of apoptosis leading to disease have
already been described. As in other systems, learning enough about apoptosis in immunity to be able
to regulate the process will certainly lead to new therapies, for conditions as various and important as
autoimmunity, allergy, and cancer.
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Cell-Death Mechanisms in Neurodegenerative Diseases

Diversity Among Cerebral Ischemia, Parkinson’s Disease,
and Huntington’s Disease

R. Anne Stetler and Jun Chen

THE COMPLEXITY OF CELL DEATH IN NEURODEGENERATION

Early in the field of cell death, two distinct forms of cell death were noted: necrotic, or bursting of
the cell membrane, and apoptotic, wherein the cell membrane remains intact and the nuclear material
is digested in a methodical manner. However, morphological analyses of both human tissue and
animal models of neuronal diseases have indicated a wide range of neuronal cell-death capabilities.
Although some similarities to other model systems exist, an alarming amount of disparity appears to
be uniquely neuronal. Additionally, many of the biochemical processes observed in non-neuronal
systems is paralleled in neuronal systems, but the morphological outcome can be vastly different.
Here, we will limit the discussion of neurodegenerative diseases to the morphological, biochemical,
and molecular aspects of cerebral ischemia, Parkinson’s disease, and Huntington’s disease as diverse
examples of the different modalities of cell death in the adult nervous system.

CEREBRAL ISCHEMIA

Cellular Morphological Aspects
Despite the recent tremendous advances in the basic biology of cell death, our knowledge is insuf-

ficient regarding the role of cell death, the cell-death execution programs, and the regulation of these
programs in the pathophysiology of brain injury after stroke. There have been debates about whether
and to what extent the apoptotic form of cell death contributes to ischemic brain injury. Ischemic
neuronal death has classically been considered to be necrotic owing to several common features of
cerebral ischemia including energy depletion, loss of calcium homeostasis, and cell and organelle
swelling. Moreover, several studies at light or electron microscopy levels have shown that ischemic
neurons failed to manifest the characteristic morphological changes identified in classical apoptosis
occurring during neuronal development (1). These results, however, are in contrast to the observa-
tions made by numerous other studies using similar or different animal models, in which almost all
morphological changes akin to apoptosis have been described so far (2), including cell shrinkage,
membrane blebbing, chromatin condensation, internucleosomal DNA fragmentation, and the forma-
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tion of apoptotic bodies. This discrepancy may reflect the complexity of the death stimuli received by
the ischemic neurons under different experimental conditions.

A prominent feature of ischemic neuronal death that strongly supports a role of apoptosis in cere-
bral ischemia is the induction of internucleosomal DNA fragmentation, which is a hallmark of
apoptosis. Using combined in situ detection (TUNEL) and DNA gel electrophoresis, many studies
detected internucleosomal DNA fragmentation in ischemia models (3–7), as well as in human post-
mortem tissue (8). DNA fragmentation constitutes the final step in the execution of apoptosis in
ischemic neurons and is often accompanied by morphological characteristics of apoptosis (3,6,7).
The molecular basis for this DNA degradation process in ischemic brain has remained elusive until
recently. We have recently cloned the CAD/ICAD genes from rat brain and obtained direct evidence
that the caspase-3-activated CAD (caspase-activated DNase) mediates internucleosomal DNA frag-
mentation and advanced chromatin condensation in the brain after transient ischemia (9,10). Given
that both the morphological aspects of DNA fragmentation and chromatin condensation exist, along
with evidence of the activation of the responsible enzymes, an apoptotic-like biochemical cascade of
events during cerebral ischemia is expected.

Biochemical Aspects
Brain Mitochondria and Calcium

Owing to the high density of neurotransmitters stored in neurons, the cytotoxic potential of these
molecules needs to be considered when exploring the origins of cell death in neurodegenerative dis-
eases. Glutamate has long been known to have high excitotoxic potential, and is classically character-
ized to induce an excitotoxic cascade of events due to excessive release, ineffective uptake, or
nonspecific diffusion across cell membrane during ischemic insults (11). Excessive stimulation of
NMDA receptors results in prolonged calcium influx into the cell. The molecular actions of handling
this influx are still unclear; however, mitochondria have long been known to have calcium-buffering
capabilities (11). Recently, the role of the mitochondria and calcium in mediating cell death follow-
ing cerebral ischemia has become better understood. Transient inhibition of mitochondrial function
via the respiratory-chain uncouplers was found to have neuroprotective effects against glutamate
toxicity in primary cortical cultures, despite an increase in intracellular free calcium (12). In vitro
studies with isolated mitochondria have demonstrated that increases in mitochondrial calcium uptake
can impair respiration and cause release of cytochrome c from the intermembrane in isolated mito-
chondria (13,14). The mechanism of release of cytochrome c from the mitochondria has been under
some debate. The opening of the mitochondrial permeability transition pore (PTP) was originally
thought to be the major mechanism of cytochrome c release (15); however, several studies have
found release of cytochrome c without evidence of PTP opening. Schild et al. found that different
concentrations of extramitochondrial calcium could cause distinct changes in isolated brain mito-
chondria (13). In particular, concentrations greater than 1 µM caused cytochrome c release without
evidence of PTP opening or mitochondrial swelling. However, at calcium concentrations greater than
200 µM, mitochondria lost the integrity of the cristae, indicative of water influx and loss of mem-
brane potential. Loss of mitochondrial membrane potential can lead to severe depletion of ATP (13),
as would be the case in the ischemic core regions in stroke. Thus, the levels of calcium concentration
in differential brain areas may be a contributing factor in determining apoptotic-like vs necrotic-like
cell death after cerebral ischemia. Another mechanism by which mitochondrial calcium uptake con-
tributes to cytotoxicity is via oxidative stress. Maciel et al. found that calcium uptake into isolated
brain mitochondria resulted in a burst of reactive oxygen species (ROS), and that this ROS formation
and the induction of mitochondrial permeability transition were potentiated with the addition of 10
mM sodium (16). Increased cellular sodium concentration has been noted in a model of glutamate-
induced toxicity (17). Thus, the physiological setting for mitochondrial-generated toxicity may be
present in both the ischemic core and the penumbra during cerebral ischemia.
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Caspases and Alternative Cell-Death Programs
It is now widely accepted that caspases, particularly caspase-3, play an important role in mediat-

ing ischemic neuronal death. Caspase-3 gene expression and activity are selectively increased in
injured neurons after ischemia (18–20). Caspase-3-mediated proteolytic cleavage of cell-death sub-
strates including poly(ADP-ribose)polymerase, DNA protein kinase, and inhibitor of CAD has been
reproducibly detected in the ischemic brain (10,18,21). Furthermore, pharmacological inhibition or
genetic blockage of caspase-3 activity significantly decreases infarct size (20,22,23) or attenuates the
loss of hippocampal CA1 neurons following transient cerebral ischemia (18). In line with these
observations, Xu et al. demonstrated that overexpression of XIAP (X chromosome-linked inhibitor
of apoptosis protein), which directly inhibited caspase-3 and caspase-7, attenuated hippocampal neu-
ronal loss after global ischemia (24). In a recent study by Benchoua et al., permanent focal ischemia
was found to elicit a biphasic wave of caspase-3 activity, suggesting that the cell-death mechanisms
in the core and the penumbra may both trigger caspase-3 activation (25). Accordingly, it has been
proposed that caspase-3 and caspase-7 could be a “final common pathway” by which cell death is
executed after cerebral ischemia and thus could be the optimal therapeutic target.

The precise mechanism by which caspase-3 is activated in neurons after cerebral ischemia remains
unclear at the present time. Several studies suggest that both extrinsic and intrinsic pathways could be
involved in ischemic cell death and caspase activation. For instance, cytochrome c release has been
reproducibly detected in selectively vulnerable neurons after transient focal or global cerebral
ischemia (26,27) and is consistent with the effects of mitochondrial calcium uptake in isolated brain
mitochondria (13,14). Furthermore, there is enhanced formation of the Apaf-1/caspase-9
heterodimeric complex in the hippocampal protein extracts after transient global ischemia (28), thus
providing direct evidence of cytochrome c-mediated activation of Apaf-1. In addition, Bax transloca-
tion to the mitochondria appears to be a prominent and early feature of ischemic neuronal injury (29),
which could trigger or augment cytochrome c release and the Apaf-1/caspase-9 pathway in ischemic
neurons. On the other hand, the Fas/Fas-L system has also been found to be activated after ischemia
and may contribute to neuronal cell death (30–32). Caspase-8, which may serve to transmit death
signals from the cell membrane, has been found to be activated within 30 min of permanent focal
ischemia (25). Caspase-8 has been shown to cleave Bid in vitro (33). Bid, a proapoptotic member of
the bcl-2 family, has been found in non-neuronal systems to translocate to the mitochondria and
induce cytochrome c release following activation by caspase-8 (34). Recently, Plesnila et al. found
that Bid-deficient mice were resistant to cell death induced by transient cerebral ischemia, and these
genetically altered mice also showed attenuated cytochrome c release after ischemia (33). Further-
more, in the culture model of oxygen/glucose deprivation, caspase-3 activity was greatly reduced in
neurons derived from Bid-deficient mice, whereas caspase-8 processing was unaltered. Thus, caspase-
8 may cleave Bid and subsequently act on the mitochondria to activate the intrinsic pathway, result-
ing in the activation of caspase-3 and other terminal caspases.

Despite of the biochemical evidence of the activation of both extrinsic and intrinsic pathways, the
direct functional linkage between the deduced upstream pro-apoptotic events and the activation of
terminal caspases in ischemic neurons has yet to be established. Based on the temporal correlation
analysis, it was suggested that in focal ischemia the activation of caspase-3 during the early phase of
injury might be mediated mainly via the caspase-8-dependent extrinsic pathway, whereas caspase-9
activation might contribute to caspase-3 activation associated with the secondary expansion of inf-
arction (25). In another study, however, caspase-8 and caspase-3 were expressed in different popula-
tions of neurons after ischemia (35), opposing a direct role of the extrinsic pathway. These somewhat
discrepant observations raised the possibility that the mechanism underlying terminal caspase activa-
tion after ischemia may vary depending on the neuronal phenotype and the stage of ischemic injury,
and that the differences between ischemia models and between different ischemic regimens (perma-
nent vs transient) may also contribute to the variables. Moreover, the activation of terminal caspases
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in ischemic neurons may also be mediated via other alternative mechanisms. Recent findings have
suggested that caspase-3 can be cleaved in vitro directly by calpain (36) or by calpain cleavage of
caspase-12 (37). Further support for the role of calpain-caspase-3 interaction in ischemic cell death
was evidenced by the observation that calpain inhibitors could suppress caspase-3 cleavage in a
model of neonatal hypoxia/ischemia (36). These studies suggest that though the final cell-death
execution pathway may be similar, apoptotic ischemic cell death may occur by multiple and highly
divergent mechanisms.

PARKINSON’S DISEASE

Cellular Morphological Aspects
Parkinson’s disease (PD) is a debilitating neurodegenerative disorder characterized by selective

loss of dopaminergic neurons in substantia nigra pars compacta and, consequently, by diminishment
of dopamine levels in the striatum and development of severe motor deficits. A number of studies
based on the examination of postmortem human brain tissue suggest that apoptosis, the common
morphological form of programmed cell death (PCD), may play a major role in the degeneration of
neurons in PD (reviewed in refs. 38–40). Important evidence that supports the PCD hypothesis
includes the biochemical detection of DNA fragmentation, along with findings of ultrastructural fea-
tures of apoptosis such as chromatin condensation, nucleolus disappearance, shrinkage of cell bod-
ies, and formation of apoptotic-like bodies in the substantia nigra neurons of PD patients (41–46).
However, so far not all human-subject studies have supported the PCD hypothesis. Several studies
failed to obtain convincing morphological features of apoptosis in PD nigra (47–49). It is believed,
however, that the failure to demonstrate apoptotic morphology in a pathologic condition does not
rule out a role for PCD for at least two reasons (40). First, in vivo apoptotic cells are phagocytized
and digested within a matter of hours, whereas PD involves a slow pathologic process; thus, the
number of apoptotic cells present in a tissue section at any single time point could be negligible.
Second, apoptosis is only one of the forms of PCD, and neurons could undergo PCD without demon-
strating the characteristic apoptotic morphology. However, in spite of these controversies, the induc-
tion of neuronal PCD in PD has now become an important hypothesis that has grown in interest and
empirical support.

Biochemical Aspects
Caspases

Additional biochemical evidence that strongly supports the PCD hypothesis comes from the
observation that nigrostriatal neuronal degeneration in PD patients is associated with the regulation
of several key apoptosis-regulatory gene products. For instance, the levels of Bcl-2 were found to be
significantly higher in the nigrostriatal regions, but not in cerebral cortex, compared to those in age-
matched control subjects (45,50,51). Furthermore, increased Bax immunoreactivity was detected in
neurons of the PD nigra in conjunction with increased numbers of apoptotic neuronal nuclei in the
same brain region (45), although another study by Hartmann et al. failed to find any difference in the
overall expression of Bax between PD patients and controls, but found an increased Bax immunore-
activity in Lewy-body containing melanin neurons as compared to non-Lewy body containing mela-
nin neurons (52). Finally, the percentage of dopaminergic neurons containing the active form of
caspase-3, -8, and -9, and caspase-1- and caspase-3-like protease activity were increased in the sub-
stantia nigra of PD patients compared to controls (53–56). These observations provide histological
evidence suggesting that the inappropriate activation of certain PCD executioners may contribute to
the intracellular cascade that leads to the pathogenesis of PD.

A growing body of evidence suggests that caspases, particularly caspase-3, may be an important
executor of dopaminergic neuronal cell death in experimental models of PD. Tetrapeptide inhibitors
of caspase-3 have shown reproducible protective effects against MPP+- or 6-OHDA-induced cell
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death in several dopaminergic cell types, including dopamine neurons in the ventral mesencephalon
cultures (57–61), although in the MN9D dopaminergic cell line, these two toxins may elicit different
cell death mechanisms (62–64). However, results supporting the role for caspase involvement in
dopaminergic cell death have also been obtained in in vivo models of PD. Intraperitoneal administra-
tion of MPTP resulted in increased caspases-3-, -8-, and -9-like activities, cytochrome c release and
cleavage of Bid in the SN of wild-type mice, all of which were attenuated in p35 transgenic mice
(53). Eberhardt et al. have shown that a peptide caspase inhibitor or adenorviral gene transfer of a
protein caspase inhibitor (XIAP) prevents MPTP-induced cell death of dopaminergic neurons in SNc
(65). Consistent with the deduced role of caspase-3 in dopaminergic neuronal apoptosis, markedly
increased caspase-3-like protease activity is detected in cultured dopamine neurons exposed to MPP+

or 6-OHDA (58,66). Jeon et al. found that activated caspase-3 is expressed in three models of PCD
affecting SNc neurons in the rat (67). All of these results support the concept that caspase-3 may play
a critical role in the molecular cascade leading to the pathogenesis of PD and that inhibition of spe-
cific caspase(s) may be a promising therapeutic strategy for PD.

Despite the potential importance of caspases as executors of dopaminergic neuronal death in PD,
two important questions warrant investigation in the future: 1) What are the mechanisms leading to
the activation of caspases in dopaminergic neurons selectively? and 2) Are there caspase-indepen-
dent pathways of PCD that function in parallel with or synergistically with the caspase-dependent
pathway to cause dopaminergic neuron death?

The molecular events upstream of caspase activation in dopaminergic neurons have not been thor-
oughly investigated. Bax activation and cytochrome c release are known initiation factors for caspase-
3 activation, and both events have been detected in dopaminergic neurons under PD-relevant insults
(61,68). However, a causative relationship has not yet been established. Furthermore, two recent
studies suggest that caspase-independent mechanisms may also be responsible for PCD in PD. Choi
et al. reported a lack of caspase-3 activation or neuroprotection by caspase inhibitors in the murine
dopaminergic MN9D neuronal cell line exposed to MPP+ (63). MPP+-induced MN9D cell death was
characterized by mitochondrial swelling and lack of DNA fragmentation (64). Nevertheless, Bcl-2
overexpression or inhibitors of macromolecule synthesis such as cycloheximide blocked this cell
death (64), strongly suggesting that caspase-independent PCD mechanisms may be involved in the
cell-death process. Hence, these results warrant more thorough investigation of the execution mol-
ecules and pathways in dopamine neuron PCD in PD.

Oxidative Stress
Oxidative stress has long been the leading hypothesis as the major mechanism for cell death in PD

(69,70). Membrane and lipid peroxidation, oxidative DNA and protein modifications, decreased
antioxidants such as glutathione (GSH), glutathione peroxidase and catalase, and increased intracel-
lular iron have all been found in post-mortem tissue from parkinsonian patients (reviewed in ref.
71,72). In addition, some PD patients show impaired mitochondrial function (73), which may lead to
increased mitochondrial superoxide production, and increased vulnerability of dopaminergic neu-
rons to glutamate toxicity (74). The initial source(s) of the oxidative stress in PD is not clear, and may
be a combination of several factors contributing to the overall environment. Depletion of GSH and
changes in other antioxidant reserves can reduce the cellular ability to buffer physiologically pro-
duced reactive oxygen species, and thus might exacerbate oxidative stresses within the nigrostriatal
system during PD pathogenesis (75–78). In addition to glutathione depletion, increased iron bound to
neuromelanin has been shown to enhance the formation of lipid peroxidation and free radicals, also
contributing to oxidative stress (79,80). Supporting a role for increased iron in the pathogenesis of
PD is the finding that iron chelators are neuroprotective in a rat model of PD (79).

A recent report by Good et al. demonstrated the presence of increased nitrotyrosine in the brains of
PD patients (81), suggesting a role for reactive nitrogen species as ROS in PD pathogenesis.
Peroxynitrite is formed from the reaction of superoxide with nitric oxide and is the major species
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believed to be involved in nitrating protein tyrosine residues (82). Peroxynitrite can also react to
modify protein cysteine residues, and these nitration effects of peroxynitrite likely contribute to the
inhibition of important enzymes such as tyrosine hydroxylase (83).

Dopamine itself may be another source of oxidative stress in PD, which may partially explain the
particular susceptibility of dopaminergic neurons to oxidative injury (84). Sequestration of dopamine
within acidic secretory vesicles is protective. However, once dopamine is released from nerve termi-
nals in the striatum, the neutral pH in the extracellular space promotes autoxidation of its catechol
ring, generating superoxide, hydrogen peroxide, and hydroxyl radicals. In addition, in oxidizing
environments, dopamine is able to form a highly reactive dopamine quinone, which are then able to
form covalent bonds with cysteine residues found in proteins, glutathione, or free cysteine (85,86).
The biological significance of the formation of protein-bound cysteinyl-dopamine has yet to be
determined, but work by Hastings et al. has demonstrated that the toxic potential of intrastriatal
injections of dopamine is closely correlated with the formation of cysteinyl-dopamine in rats (86).
Supporting a role for dopamine oxidation in parkinsonian pathology, Spencer et al. were able to
detect increased dopamine-modified cysteine and GSH in the substantia nigra and putamen of post-
mortem human tissue (87). In addition to forming protein adducts, oxidized dopamine itself may
have direct effects on mitochondria. In a study by Berman and Hastings (88), incubation of isolated
brain mitochondria with dopamine quinone altered respiration induced permeability transition and
resulted in mitochondrial swelling. The treatment of mitochondria with dopamine has also been found
to induce release of cytochrome c (89), supporting the findings in a cell-culture model of dopamine
neurotoxicity, which showed a caspase-dependent form of cell death (90). In addition to auto-oxida-
tion, the metabolism of dopamine by monoamine oxidase generates hydrogen peroxide, and thus can
also act to induce oxidative stress (72).

HUNTINGTON’S DISEASE

Cellular Morphological Aspects
Huntington’s disease (HD) is an autosomal dominant neurodegenerative disease that is character-

ized by the morphological loss of neurons predominantly in the striatum and cortex. The progression
of the disease occurs over decades, often not becoming behaviorally evident until the fourth decade
in life. The severity of HD occurs in a dose-dependent manner; increased severity is associated with
greater expansion of the glutamine repeat and the number of affected alleles. In addition to cell death,
histological examination of HD brains reveals the presence of nuclear and cytoplasmic protein aggre-
gates. The exact role of these insoluble aggregates is currently unknown—it is debated whether these
aggregates are a byproduct of the toxicity, are a mechanism for sequestering away toxic fragments, or
are the cause of cellular dysfunction (91). However, in cell culture, neurodegeneration can be induced
by nuclear-targeted expanded htt in the absence of protein-aggregate formation (92–94).

The particular morphology of cell death has been termed “dark cell death” to describe dense neu-
ronal staining described in both transgenic mice overexpressing exon 1 htt with a pathological
glutamine expansion and postmortem HD brain (95). Degenerating neurons were identifiable by
increased affinity for, and hence darker staining with, toluidine blue or osmium. Morphologically,
the nucleus and cytoplasm were both condensed and other distinct morphological processes occurred
(e.g., late transient swelling of the Golgi and mitochondria), but no evidence of blebbing or the for-
mation of apoptotic bodies was observed at the ultrastructural level. Several studies have found
TUNEL-positive degenerating neurons and glia in HD postmortem tissue (95–98); however, without
the ultrastructural formation of apoptotic bodies, this “dark cell death” is not considered to be classi-
cal apoptosis (95).

Huntington, Caspases, and Regulation of Cell Death
The protein product of htt itself contains five potential caspase cleavage sites within exon 1, located

approx 400 amino acids downstream of the polyglutamine tract (99). It was shown in vitro that
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caspase-1 is able to cleave htt (100), whereas caspases-3 and -6 were found to cleave htt both in in
vitro and in in vivo cell models (101). Indeed, htt N-terminal fragments of similar size to the caspase-
3-cleaved form have been found in human HD brain (102,103). Transgenic mice expressing full-
length huntingtin with a pathological number of glutamine repeats were found to produce N-terminal
fragments that aggregated both in the cytoplasm and nucleus (104). It has been postulated that the
N-terminal fragments of htt that translocate to the nucleus are the byproducts of caspase cleavage
(105) and may lead to decreased cell viability (106). However, if this hypothesis is correct, the ques-
tion still remains as to the catalyst for caspase activation in the first place. Expansion of the
polyglutamine tract has been shown to expedite cleavage of htt in vitro (107), though it is currently
debated whether the N-terminal fragments arise from cleavage of the expanded htt or the wild-type
htt (102,103). Another suggested mechanism for caspase activation is via caspase-8 recruitment to
the protein aggregates, resulting in autoactivation (108,109). Alternatively, several studies have
reported abnormalities in mitochondrial energy metabolism in HD brain and/or platelets (110).
Although these aberrations may result in cellular toxicity, the mitochondrial caspase cascade has yet
to be directly elucidated in the pathogenesis of HD.

Selective Vulnerability
Excitotoxicity

Originally, striatal neuronal death in HD was thought to be due to impaired neuronal signaling
(111,112). The parallel finding that injections of quinolinic acid affected the same neurons as HD,
leading to the excitotoxicity hypothesis, supported this presumption. Additionally, when taken from
brain lysates or co-expressed in cell culture, the protein product of huntingtin was found to interact
with the postsynaptic density-95 (PSD95) protein and NMDA and GluR6 receptors (113), which in
turn is known to bind to NMDA and kainate receptors (114). Polyglutamine expansion in huntingtin
disrupts the association with PSD95, and is thus thought to potentiate NMDA and kainate receptor
hypersensitivity (113,115). Further indication of aberrant neuronal signaling can be derived from the
full-length transgenic HD mouse model (YAC72) (104). These mice were found to have electro-
physiological abnormalities consistent with NMDA receptor hyperactivity. Other indications of
increased sensitivity to stress included the finding that primary striatal cultures taken from the exon1
transgenic mouse model were found to be hypersensitive to oxidative stress induced by addition of
exogenous dopamine (116). One potential mechanism for increased sensitivity to toxic stimuli may
be due to a loss of huntingtin function caused by the repeat expansion. For example, wild-type
huntingtin has been found to suppress activation of the mixed-lineage kinase 2 (MLK2), an upstream
kinase that activates the c-jun N-terminal kinase (JNK) pathway (117). Polyglutamine expansion of
huntingtin weakens this suppression, and causes activation of JNK in cellular models, which may
lead to cell death via signaling or transcriptional upregulation of pro-apoptotic genes (117,118). These
reports indicate that the selective vulnerability of striatal neurons to HD may result from a lower
threshold to handle excitotoxicity.

Transcriptional Dysregulation

BRAIN-DERIVED NEUROTROPHIC FACTOR

(BDNF) has been found to be necessary for the promotion and survival of striatal cells in vivo
(119,120). Although BDNF mRNA production has been found to occur in striatal cells (121), most
studies have found that the majority of BDNF targeted to the striatum is produced in cortical areas,
and subsequently transported to the striatum via cortico-striatal projections (121,122). The potential
involvement of BDNF in HD was postulated because: 1) striatal cells in particular rely on BDNF for
survival in culture (120); 2) BDNF was found to be able to prevent excitotoxin-induced
neurodegeneration (123); and 3) the BDNF content was found to be reduced in the cortex, caudate,
and putamen of HD human brains (124,125). These observations then led to the question raised by
Zuccato et al.: is huntingtin involved in BDNF transcription? In cell-culture models and in the cortex
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and striatum of a full-length htt transgenic mouse model, and more relevantly in human HD cortical
tissues, Zuccato et al. reproducibly found decreased BDNF mRNA and protein levels in the presence
of expanded htt (125). Furthermore, cells and mice that overexpressed wild-type htt were found to
have increased BDNF mRNA and protein, indicating that htt plays a role in BDNF transcription in a
dose-dependent manner (125). Thus, therapies aimed at increasing striatal BDNF may prove to be of
some value.

CREB-BINDING PROTEIN (CBP)

CBP is one of the many proteins that have been found to be present in the intracellular aggregates
of HD (126,127). CBP appears to be a major determinant in promoting neuronal cell survival
(128,129), presumably via regulating the transcription of gene products downstream of the CRE
element (130). Interestingly, CBP itself contains a stretch of polyglutamines, which were found to be
required for its association with mutant huntingtin (131). In various cellular models, using both gene-
chip array and luciferase reporter assays, several independent groups found that CRE-mediated gene
transcription in particular was consistently decreased following overexpression of huntingtin exon1
containing a pathological number of repeats (131,132). Other studies have indicated that this sup-
pression was not unique to mutant huntingtin, because glutamine-expanded DRPLA protein could
also inhibit CREB-dependent transcription (133). Furthermore, Nucifora et al. found that
overexpression of CBP with a deletion in its polyglutamine stretch was effective at rescuing cortical
neurons from toxicity induced by overexpression of mutant huntingtin (exon1) (131). The mecha-
nism by which CBP overexpression could confer neuroprotection is not clear. However, the tran-
scription of BDNF has been shown to be regulated by CREB (134,135), and CREB activation has
been found to contribute to BDNF-dependent cell survival in cerebellar granule cells (128). Because
YAC18 transgenic mice exhibited increased BDNF transcription, there is likely a specific function of
normal huntingtin that can modulate transcription. It remains to be seen whether this is via interac-
tion with CREB signaling.

Loss-of-Function or Gain-of-Function
Cleavage or glutamine expansion of wild-type htt could result in either a toxic gain of function, or

deleterious loss of function. As described earlier, “sticky” glutamine aggregates in the nucleus may
sequester necessary transcription factors, such as CBP, which would argue for a pathological gain of
function. On the other hand, evidence that normal htt overexpression is protective against apoptotic
stimuli would suggest that normal htt itself may contribute to cellular survival. Additionally,
researchers have also found that htt is important in many cellular functions, such as vesicular traf-
ficking (136,137). This observation and the potential dysregulation of signaling pathways owing to
the glutamine expansion in htt described earlier argue for a loss of function. Quite likely, both mecha-
nisms exist, which feed back on each other. However, the initial impetus giving rise to the pathology
is still under investigation. For example, expanded htt may, via disinhibition of signaling, result in
low-level caspase activation and cleavage of normal htt, and result in loss of function. Dyer et al.
used size and proteolytic analysis to indicate that in human, N-terminal htt fragments arose primarily
from normal htt, and that the expanded htt was actually more resistant to proteolysis (103). Determi-
nation of the primary mechanism site of pathology—whether transcriptional, cleavage, or aggrega-
tion—is the next step in our understanding of HD.

CONCLUDING REMARKS
Emerging evidence now points to a key role for apoptosis in the pathogenesis of various

neurodegenerative diseases. Thus, the control of inappropriate activation of the apoptosis execution
machinery in neurons represents an attractive and important target for development of novel thera-
peutic interventions. Cerebral ischemia, Huntington’s disease, and Parkinson’s disease are represen-
tative of the better-defined neurodegenerative diseases, however, much work remains to be done to
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elucidate the specific cell-death mechanisms involved in the neuropathologies. Although the mecha-
nisms responsible for the terminal cell-death execution associated with these diseases appear to share
similarities, the initiation and transduction of cell-death signals in neurons are unique for each of the
disorders, and even in different stages of a given disorder. Furthermore, it remains largely elusive
what mechanisms are responsible for the selective vulnerability of defined cell populations in the
brain for neurodegeneration seen in different disorders. Nevertheless, by studying neuronal cell death
in different neuropathologies, much insight may be gained to further understand neuronal death and
survival mechanisms.
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Apoptosis in Ischemic Disease

Zheng Dong and Manjeri A. Venkatachalam

INTRODUCTION

Ischemia defines a condition of lack of blood supply to tissues. It takes place in vivo under situa-
tions of cardiac malfunction, shock, or vascular defects such as constriction and obstruction of blood
vessels. Ischemic injury is the key determinant of tissue pathology in devastating diseases such as
myocardial infarction, acute renal failure, and stroke in the brain. Ischemic diseases are also the
leading cause of morbidity in industrial countries (1,2). Previously, cell death during ischemia has
been described as a chaotic autolytic process, or “necrosis.” Indeed, impressive cell death in the
necrotic form is usually found in ischemic tissues. However, recent studies have revealed apoptosis
during ischemia of organs including brain, heart, liver, and kidneys.

DETRIMENTAL FACTORS ACTIVATED BY ISCHEMIA

ATP Depletion
High-energy phosphate in the form of adenosine triphosphate (ATP) is required for various activi-

ties within the cell, from maintenance of ion homeostasis and biochemical regulation to synthesis and
proliferation. Without ATP, the cell will become “passive” and degradation ensues. In mammalian
cells, ATP is produced in two ways. A major pathway for ATP production is oxidative
phosphoylation, which takes place in mitochondria and is oxygen-dependent. Alternatively, ATP can
be produced in the absence of oxygen through glycolysis, using glucose as the main metabolic sub-
strate. During ischemia, cells are deprived not only of nutrients but also of oxygen; either pathway for
ATP generation is thereby blocked. Thus, an early and drastic response of the cell to ischemia is rapid
decline of ATP, caused by consumption of the nucleotide and cessation of its synthesis. ATP deple-
tion, in turn, initiates a set of destructive processes within the cell, culminating in tissue damage (3–5).

Disturbance in Ion Homeostasis
Ion homeostasis is critical for cell physiology; loss of ion homeostasis is usually associated with

the development of cell injury and death. Maintaining ion homeostasis requires the consumption of
ATP, because the activity of ion pumps or channels is usually energy-dependent. During ischemia,
cells are deprived of ATP, and thus have lost their ability to sustain the activity of ion pumps, result-
ing in the loss of cellular ion homeostasis (6). This is well-exemplified by ischemia-induced alter-
ations of the cation, Ca2+. Under physiological situations, free Ca2+ in the cytosol is kept at extremely
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low levels (<100 nM) compared with extracellular Ca2+ of 1.25 mM. Such a steep gradient is sus-
tained mainly through the activity of Ca2+, Mg2+-ATPase, which, in the presence of ATP, pumps
Ca2+ out of the cell and sequesters the ions in mitochondria and endoplasmic reticulum (7). Without
ATP, the pump stops, leading to uncontrollable increases of cytosolic Ca2+. This is followed by the
activation of various deleterious processes, including the activation of hydrolytic enzymes (3–5).
Similarly, lack of ATP during ischemia leads to cessation of Na+ pump activity, which is accompa-
nied by the accumulation Na+, Cl–, and water in the cytoplasm, resulting in cell swelling (6).

Activation of Hydrolytic Enzymes

Destructive processes activated by ischemia include the activation of hydrolytic enzymes such as
phospholipases, proteases, and endonucleases. Uncontrolled activation of these enzymes may result
from cellular changes associated with ischemia, such as increases of cytosolic Ca2+ (3–5). Upon
activation, these hydrolytic enzymes attack their substrates within the cell. Phospholipases degrade
lipids and promote membrane damage. Proteases cut structural as well as enzymatic proteins. Endo-
nucleases break down DNA and cause pathological alterations in the genetic core. These events may
progress to the development of irreversible injury and cell death.

Loss of Cytoprotective Agents

Yet another mechanism responsible for cell injury during ischemia is the loss of cytoprotective
agents (8). In this aspect, the tripeptide glutathione and the small amino acid glycine are good
examples. Glutathione is one of the most important molecules in cellular defense against oxidant
injury. In addition, degradation of glutathione results in the production of glycine, another crucial
cytoprotective molecule in ischemic cells. During ischemia, cellular concentrations of glutathione
and glycine decrease to levels that are not sufficient to maintain cell viability. Addition of these
cytoprotective agents during in vivo ischemia or in vitro hypoxia has been shown to prevent mem-
brane damage and enhance cellular viability (9).

Free Radical Production

Free radicals are cytotoxic at concentrations above physiological levels, owing to their high reac-
tivity with various molecules in cells (10). During ischemia, lack of oxygen leads to cease of mito-
chondrial respiration and reduction of ubiquinone (complexes I and III), which may generate
superoxide in the presence of residual oxygen. However, production of free radicals in the ischemic
period is usually limited, owing to low availability, and ultimately the lack of oxygen. On the other
hand, significant amounts of free radicals are generated when the blood flow to the tissue is resumed
after ischemia. This may account in large part for cell injury caused by reperfusion (11). Cell damage
by free radicals takes place at various levels. For example, lipid peroxidation by free radicals can lead
to alterations in the plasma membrane and loss of membrane integrity. Free radicals also damage
DNA of the cells, resulting in strand breaks (12).

Inflammation

Release of degraded cellular constituents in ischemic tissues can lead to inflammation after
reperfusion. This is indicated by accumulation of leukocytes in the ischemic zone. Although the
purpose of leukocytes is to clean up dead cells and debris, inflammation by itself leads to secondary
damage of tissue. Leukocytes may induce cell injury by producing numerous toxic factors, including
large amount of free radicals. In addition, accumulation of inflammatory cells may occlude blood
vessels and block blood flow to the ischemic region, worsening the degree of ischemia (13,14).
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APOPTOSIS IN ISCHEMIC INJURY

Apoptotic Activity of Ischemic Factors
Solid evidence has been collected to indicate that the deleterious factors activated in ischemic

cells are capable of initiating apoptosis. Using in vitro models, ATP depletion has been shown to
activate caspases through the mitochondrial pathway, involving the translocation of Bax from cyto-
sol to mitochondria followed by the release of cytochrome c from the organelles (15). Stepwise or
gradient depletion of ATP upregulates Fas-Fas ligand system, triggering apoptosis through the death-
receptor pathway (16). Disturbance of Ca2+ homeostasis has been proposed as a trigger for apoptosis
for some time (17). Increases of cytosolic free Ca2+ have been demonstrated in apoptotic cells. More-
over, amelioration of Ca2+ increases within cells diminishes apoptosis under certain situations. Echo-
ing these observations, pharmacologically induced increases in cytosolic Ca2+ lead to the development
of apoptotic morphology in diverse types of cells. Free radicals that are produced during ischemia or
reperfusion are also among the most effective inducers of apoptosis (11,18). Addition of exogenous
oxidants leads to apoptosis of cells cultured in vitro. During myocardial ischemia, oxidative stress
was shown to be responsible for apoptosis in cadiomyocytes (19). Together, these findings indicate
that detrimental factors activated by ischemia can indeed induce apoptosis.

Evidence for Apoptosis During Ischemic Injury
Morphological and Histological Examinations

Development of apoptotic morphology has been and is still considered the gold standard for
apoptosis identification (20). However, it has proven difficult to assess apoptotic morphology in vivo
(21). First of all, cells undergoing apoptosis in vivo may not progress through all the typical morpho-
logical changes observed in vitro in cultured cells. In addition, apoptotic cells are usually rapidly and
“quietly” (i.e., no inflammation) cleaned up through phagocytosis by macrophages or neighboring
cells (22). Thus, it is not very surprising that cells with typical apoptotic morphology are infrequent
in ischemic and postischemic tissues. Nevertheless, by light and electron microscopy, apoptotic
alterations in cell nuclei, including fragmentation and chromatin condensation, have been shown in
ischemic rat kidneys (23). Similar observations have also been reported for heart, liver, and brain of
several species after ischemic insults (13,24,25).

DNA Fragmentation
Ischemia-associated apoptosis was initially recognized by the occurrence of DNA fragmentation,

which has been considered to be biochemical “hallmark” of apoptosis (26). The formation of DNA
breaks in vivo is usually detected by histochemical techniques such as the TUNEL assay (see Chapter
16 for details). Internucleosomal DNA cleavage is shown by the formation of nucleosomal frag-
ments, which are visualized as DNA “ladders” by gel electrophoresis. By these methods, DNA frag-
mentation was first shown in postischemic rat kidneys and rabbit heart (27,28). In the same studies,
internucleosomal DNA cleavage was accompanied by apoptotic morphology, including chromatin
condensation and the formation of apoptotic bodies. DNA fragmentation, as well as TUNEL-positive
cells, has been subsequently detected by numerous studies in ischemic and postischemic tissues
(13,24,25). DNA breakdown under these conditions may be mediated by the activation of endonu-
cleases. The apoptotic endonuclease, caspase-activated DNase or CAD/DFF40, is activated during
brain ischemia and is responsible for DNA fragmentation in ischemic neurons (29).

Caspase Activation
Caspases are a family of cysteine proteases that play a central role in the initiation and execution

of apoptosis (30). Following ischemia, activation of caspases has been shown in the brain, liver, and
heart (31–33). Although systematic analysis of various caspases are not available, caspase-3 activa-
tion is often detected in ischemic tissues. Increases of caspase-3 activity have been documented during
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or following organ ischemia, using exogenous peptide substrates (31–33). Processing of procaspase-
3 into active forms has been shown in experimental models of brain and liver ischemia (31,33).
Moreover, using antibodies specifically reactive to the active form of caspase-3, recent studies have
demonstrated activation of this caspase in cardiomyocytes and neurons in ischemic heart and brain
(31,34). By the same method, caspase activation was visualized in human brain infarcts (35). Of
significance, the cells with active caspase-3 show DNA fragmentation (TUNEL-positive), and to
various extent, exhibit apoptotic morphology such as chromatin condensation (34). In the heart, tar-
geted expression of caspase-3 sensitizes cardiomyocytes to ischemic injury, which is accompanied
by increases in infarct size and accelerated loss of cardiac function (36). Together, these observations
indicate that caspases are activated during or following ischemia, and may have an important role in
the development of ischemic tissue damage.

Apoptotic Gene Regulation
An important feature of ischemic injury is the accompanied regulation of apoptotic genes. These

genes either participate in the execution of apoptosis or have a regulatory role. Expression of caspases,
including caspases-2, -3, and -8 is induced following ischemia of the brain and kidneys in the rat (37–
39). In failing sheep hearts, ischemia is associated with gene expression of caspases –2 and -3 (40).
Induction of Fas, Fas ligand, and the adapter protein FADD has also been documented following
ischemia of the brain, heart, and kidneys (41–43). For ischemic liver, however, the tumor necrosis
factor-α (TNF-α) system, rather than Fas, is upregulated (44). Another class of apoptotic genes that
are induced by ischemia is the inhibitor of apoptosis protein (IAP). When cultured kidney cells are
subjected to hypoxia to simulate ischemia, IAP2 is specifically upregulated (45). Upregulation of
IAP2 results from hypoxic gene transcription, and yet can be dissociated from hypoxia-inducible
factor 1 (45). During forebrain ischemia, neuronal IAP is induced. It is interesting to note that IAP
expression is localized to neurons that are resistant to ischemic damage, suggesting a protective role
for this inductive response (46). Finally, ischemia or ischemia-reperfusion triggers notable alter-
ations in the expression of Bcl-2 family genes. For example, following global brain ischemia in the
rat, Bcl-2, Bcl-XL, and Bax were shown to be induced (47). In human hearts with myocardial infarc-
tion, expression levels of Bcl-2 and Bax are significantly higher than that of normal hearts (48).
Upregulation of these genes was also shown during end stage heart failure (49). It is puzzling why
pro-apoptotic and anti-apoptotic Bcl-2 genes are upregulated following the same course of ischemic
hit. This question has been addressed by recent studies localizing gene expression to specific cells.
Apparently, the Bcl-2 family genes are differentially regulated in different cells, with protective genes
such as Bcl-2/Bcl-XL expressed in surviving cells and death genes such as Bax induced in dying cells
(50). These findings suggest an important role for Bcl-2 family genes in regulating cell injury follow-
ing ischemic challenge.

Amelioration of Ischemic Injury by Antagonizing Apoptosis

Direct evidence to support a role for apoptosis in ischemic injury comes from inhibition experi-
ments. First, infusion of caspase inhibitors has been shown to diminish ischemic tissue damage in
vivo. During focal ischemia of mouse brain, peptide inhibitors of caspases not only reduce infarct
size, but also significantly attenuate neurological and behavioral deficits (51). It is notable that caspase
inhibitors afford neuroprotection in the brain, even when administered during the reperfusion period
following ischemic challenge (52,53). Similar beneficial effects have been shown for caspase inhibi-
tors during ischemia of the heart and liver (24,32,54). In addition, several known approaches that
reduce ischemic damage are associated with the reduction of apoptosis. For example, ischemic pre-
conditioning decreases tissue injury by subsequent ischemic episodes. As shown by recent studies,
this is accompanied by significant decreases in caspase activation and apoptosis (55,56). Also, growth
factors including fibroblast growth factor (FGF), insulin-like growth factor-1 (IGF-1), and hepatocyte
growth factor (HGF) were shown to attenuate ischemic damage in the brain and heart by regulating
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Bcl-2 family proteins and reducing apoptosis (57–60). Finally, a role for apoptosis in ischemic injury
is suggested by studies using transgenic models. In this direction, transgenic mice overexpressing
Bcl-2 are more resistant to tissue damage during permanent brain ischemia. One study showed that
stroke size in Bcl-2 mice was reduced to half of that of wild-type mice (61). In models of transient
global ischemia, less injury was also noticed in the hippocampus of Bcl-2-expressing animals (62,63).
Consistent with these observations, targeted disruption of the Bcl-2 gene exacerbates brain damage
during focal ischemia (63). Similar protective actions have been documented for Bcl-2 during heart
and liver ischemia, using transgenic models (64,65). Following ischemic challenge, hearts from Bcl-
2 mice demonstrate functional recovery significantly better than that of wild type animals (64). In
addition to Bcl-2, Bcl-XL overexpression was also shown to protect neurons from injury during brain
ischemia (66). In contrast to Bcl-2 and Bcl-XL, pro-apoptotic genes such as Bax and Bid promote cell
death by apoptosis. In knockout models, Bax deficiency is associated with a reduction of caspase
activation, apoptosis, and tissue damage during neonatal brain ischemia (67). Similarly, Bid knock-
out mice are also more resistant to focal brain ischemia, with reduced infarction volume (68). In
caspase transgenic models, deficiency of caspases-1 and -11 is associated with reduced tissue dam-
age following brain ischemia (69,70). In line with these studies, transgenic mice expressing domi-
nant-negative caspase-1 were shown to be resistant to ischemic brain injury (71). Transfection of
caspase inhibitory genes, including X-linked IAP (XIAP) and p35, also mitigated ischemic brain
damage in rat and mouse, respectively (72,73). The role of caspase-mediated injury in ischemic tis-
sue damage was further suggested by the observation that targeted overexpression of caspase-3 in
transgenic mice led to increased infarct size and loss of cardiac function after heart ischemia (36).
Using lpr mice with a loss of function mutation in the Fas gene, it has been shown that tissue damage
is significantly ameliorated following ischemia of the brain and heart (42,74). This is accompanied
by a reduction of apoptotic cells. Together, these transgenic studies based on specifically modified
apoptotic genes provide strong evidence for a role of apoptosis in ischemic injury.

APOPTOTIC PATHWAYS IN ISCHEMIC CELL INJURY

Two major pathways leading to apoptosis have been delineated (75). In the intrinsic pathway,
mitochondria play a pivotal role (76). Upon stimulation, pathological alterations take place in mito-
chondrial membranes, resulting in the release of apoptogenic factors, including cytochrome c. In the
cytosol, cytochrome c binds the adapter protein Apaf-1, which in turn associates with caspase-9 to
form a complex called apoptosome, leading to caspase activation. The extrinsic pathway is initiated
by the engagement of death receptors with their ligands (77). This leads to the recruitment of adapter
proteins and the association and activation of caspase-8. These two apoptotic pathways, triggered
differently, ultimately converge at the level of executioner caspases that disassemble the committed
cells. During ischemic injury, activation of both intrinsic and extrinsic apoptotic pathways has been
documented (Fig. 1).

For the intrinsic pathway, mitochondrial damage characterized as interruption of respiration and
development of permeability transition pores has been long recognized as a key event in ischemic
cell injury (78). Cytochrome c, a central molecule relaying apoptotic signals from mitochondria, is
released into cytosol in ischemic tissues (33,79–81). For example, global brain ischemia in rats leads
to accumulation of cytochrome c in the cytosol of neurons in the hippocampus, which is accompanied
by sequential activations of caspases-9 and -3 (81). Of interest, transgenic rats overexpressing super-
oxide dismutase (SOD) produced less free radicals during ischemia, and apoptotic progression was
significantly suppressed (81). The results suggest an important role for oxygen free radicals in
ischemic activation of the mitochondrial apoptosis pathway. Alternatively, development of mito-
chondrial pathology in ischemic cells might be caused by the dysregulation of Bcl-2 family proteins.
A good example is the proapoptotic molecule Bax. In a cell-culture model of kidney ischemia, Bax
was shown to translocate from the cytosol to mitochondria and form oligomers in the outer membrane,
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releasing cytochrome c to activate casapses (15). It is interesting to note that Bcl-2 overexpression
prevents Bax oligomerization in mitochondria, without blocking translocation of the proapoptotic
molecule. This is accompanied by complete inhibition of downstream apoptotic events, including
mitochondrial cytochrome c release and caspase activation (82). Bax translocation was also demon-
strated during transient brain ischemia. This is followed by cytochrome c release from the organelle
and activation of caspase-9 (83). A role for Bax in the development of mitochondrial pathology under
ischemia is further supported by studies using Bax knockout mice. These animals, compared with
wild-type, show significantly less apoptosis and caspase activation after hypoxic-ischemic chal-
lenge (67).

Fig. 1. Apoptotic events during tissue ischemia-reperfusion. Both intrinsic and extrinsic pathways for
apoptosis can be activated. For the intrinsic pathway, ischemia leads to depletion of cellular ATP, which in turn
triggers mitochondrial accumulation of Ca2+ and proapoptotic molecules such as Bax, resulting in the develop-
ment of membrane defects in the organelle. This is followed by the release of apoptotic factors, including
cytochrome c, and subsequent activation of caspase-9. For the extrinsic pathway, upregulation of Fas and TNF-
α receptor and their ligands during ischemia-reperfusion leads to the formation of death-inducing signaling
complex (DISC), activating caspase-8. Upon activation, the initiator caspases (-8 and -9) proteolytically pro-
cess and activate executioner caspases, including caspase-3. The executioner caspases are responsible for the
ultimate cleavage of enzymatic or structural proteins, culminating in the development of apoptotic morphology.
One important substrate for caspase-3 is inhibitor of caspase-activated DNase (ICAD), which normally associ-
ates with CAD and keeps it in check. After being cleaved, ICAD releases CAD, leading to CAD activation,
followed by cleavage of nuclear DNA. DNA damage is also induced by free radicals that are generated mainly
during reperfusion. DNA damage may activate p53, which can upregulate pro-apoptotic genes such as bax,
apaf-1, and fas, promoting ischemic injury.
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With respect to the extrinsic pathway of apoptosis, upregulation of Fas and Fas ligand has been
shown in ischemic regions of the brain where apoptotic cells accumulate (42,74). Fas expression is
also induced by ischemia-reperfusion of the kidney (43). In the heart, reperfusion following ischemia
leads to de novo synthesis of Fas ligand and its release (42). Of significance, ischemic injury of the
brain, heart and kidney is ameliorated in lpr mice with mutated nonfunctional Fas (42,43). In the
liver, however, TNF-α and not Fas mediates ischemic apoptosis, as shown by recent studies using
transgenic models (44). Nevertheless, these studies suggest that the extrinsic pathway is activated
during ischemia, and may cooperate with the mitochondria-mediated intrinsic pathway to orchestrate
cell death by apoptosis. It is possible that different populations of cells undertake different pathways
to accomplish the suicide program. Such a scenario is supported by the observation that brain ischemia
activates caspase-8, the apical caspase in the extrinsic pathway, in neurons that are different from
those showing caspase-3 activation (37).

Yet another pathway that may lead to apoptosis during ischemia is through p53 activation. p53,
a well-recognized tumor-suppressor gene, is often activated in response to DNA damage (84). In
ischemic tissues, DNA damage in the forms of fragmentation or strand breaks prevails. Thus, it is not
surprising that p53 is activated during brain and heart ischemia (85,86). The role of p53 in ischemic
injury is suggested by pharmacological as well as transgenic studies of brain ischemia (87,88). In p53
knockout mice, infarct size after focal brain ischemia is significantly reduced, compared with wild-
type animals (88). However, p53 seems dispensable in ischemic damage during heart ischemia (89).
The mechanisms underlying p53-induced apoptosis are unclear. Pro-apoptotic genes, including bax
and Apaf-1, are transcriptional targets for p53 (90,91). Activation of p53 by ischemia may therefore
upregulate these genes, sensitizing the cells to apoptosis. In support of this idea, p53-dependent
apoptosis is attenuated in cells that are devoid of Bax or Apaf-1 (73,91–93). Alternatively, p53 may
promote apoptosis independent of transactivation of apoptotic genes. P53 has been implicated in the
shuttling of preformed Fas to cell membrane (94). Also, it may induce apoptosis by enhancing free
radical production in mitochondria (95). P53 mediated caspase-8 activation in a FADD-independent
manner has also been documented (96). Therefore, depending on experimental models, p53 may
promote apoptosis in different ways. Nevertheless, little has been learned with regard to how p53
mediates apoptosis under ischemia.

A notable feature of ischemic apoptosis is the regulation of apoptotic genes. To date, such regula-
tion has been documented for death receptors and their ligands, Bcl-2 family members, caspases, and
IAP. By their respective natures, these proteins are expected to either promote apoptosis or antago-
nize the suicide program. However, whether and how this regulation is involved in ischemic apoptosis
remain largely unknown. One important observation is that protective genes exemplified by Bcl-2
are often induced in surviving cells, whereas pro-apoptotic Bax is upregulated in dying cells (50).
The results point out an important role for apoptotic gene regulation in determining cellular sensitiv-
ity to apoptosis. Apparently, such regulation is involved in deciding the fate of ischemic cells, that is,
whether they live or die.

CONCLUDING REMARKS

Apoptosis has been detected in ischemic tissues in numerous studies. Despite intensive investiga-
tion, the significance of apoptosis in ischemic diseases remains to be established. In particular, differ-
ential contributions by apoptotic and necrotic mechanisms to ischemic tissue damage remain
controversial. For example, in experimental models of liver ischemia, as high as 80% and as low as
less than 1% apoptosis has been reported (25). In human heart infarcts, one study showed that 12%
myocytes in the border zone and 1% in remote areas were apoptotic (97); however, in another study,
less than 0.5% apoptotic cells were found in the infarcts (98). Discrepancy between these observations
raises important questions: what is responsible for such inconsistency? How can reliable apoptosis
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measurements be achieved in vivo? Is apoptosis indeed a crucial contributing factor in ischemic
injury?

Discrepancy between apoptosis measurements in vivo might be caused by multiple factors. First,
it has proven to be difficult to monitor apoptosis in vivo. Owing to cellular heterogeneity, cells com-
mitted to apoptosis may accomplish the degenerative process at different times. In addition, end-
stage apoptotic cells are rapidly and quietly absorbed through phagocytosis by neighboring cells or
macrophages, without inducing inflammation (22). Second, techniques for apoptosis detection are
not always accurate or straightforward. For most techniques, technical difficulties are inherent, par-
ticularly when used to examine in vivo apoptosis. For example, the TUNEL assay, as useful as it is
under specified conditions, may not distinguish apoptosis from necrosis (see Chapter 16 for discus-
sion). Third, apoptosis and necrosis can be triggered by the same injurious process, depending on the
severity of the insults. Thus, it is not surprising that mixed profiles of cell death are usually found in
ischemic tissues. Finally, whether an injured cell is going to die by apoptosis or necrosis is also
affected by the cellular condition. In this regard, cellular level of ATP seems to be a key; in the
absence of ATP, cells committed to apoptosis may not be able to complete the suicide program and
end up with necrosis (99). These considerations call for caution in interpreting results obtained from
specific ischemic models. On the other hand, they point out the complexity of ischemic injury and the
need for systematic analysis of apoptosis in this important setting.

The association of apoptosis with ischemia reveals a new set of perspectives for treatment of
ischemic diseases. Pharmacological inhibition of caspases has proven to be effective in diminishing
ischemic damage in several experimental models. Promising results have also been achieved through
genetic modulation of apoptotic genes, including Bcl-2. While critical evaluation and in-depth stud-
ies of these approaches are emerging, new strategies targeting other apoptotic events are expected.
These, in combination with conventional methods, may lead to new therapies for ischemic diseases
such as myocardial infarction, stroke, or ischemic failure of the liver and kidneys.
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Analysis of Apoptosis

Basic Principles and Procedures

Li Bai, Jinzhao Wang, Xiao-Ming Yin, and Zheng Dong

INTRODUCTION

Apoptosis is a distinct form of cell death. Originally defined by cellular morphology, apoptosis
can now be characterized at molecular, biochemical, and cellular levels. Detection of apoptosis has
become more important, not only because of scientific interests but also because of the significance
in clinical practice. For example, because apoptosis has been implicated in the development of a
variety of devastating diseases such as cancer, a therapeutic approach using apoptosis-inducing drugs
is expected. To evaluate the effectiveness of the treatment, one may have to assess the apoptotic
response following the treatment. In typical apoptosis, a set of cell structure and biochemical charac-
teristics has been well-defined. In combination, these provide the basis for apoptosis detection in a
given setting. The methodology for analyzing these characteristics is as diverse as the research sub-
jects. Several books devoted to the methodology of apoptosis analysis have been published recently
(1–3). Readers are advised to review the detailed experimental protocols in these books. This chapter
aims to provide an overview of the basic approaches used in analyzing apoptosis, the principles, and
the basic methodology, in order to provide a quick reference guide that readers can use to decide what
method is available for their own studies. We start with the determination of cell viability and the
morphology of dying cells. We then discuss the approaches available to examine apoptotic changes
on the cell membrane, in both the cytosol and nucleus.

DETERMINATION OF CELL VIABILITY

Introduction
Regardless of how and when it takes place, apoptosis indicates the death of a cell. Cells undergo-

ing apoptosis end up with compromised metabolism, function, and capacity for proliferation; that is,
loss of viability. Therefore, assessment of cell viability should be considered to be one of the primary
criteria for apoptosis. Commonly used approaches to measure cell viability can be classified into
three categories. The first group of methods relies on the fact that living cells maintain the integrity of
their plasma membranes. The second group of methods is based on the ability of a cell to sustain
specific metabolic functions. The third group of methods measures the cellular capacity to divide and
proliferate.
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General Procedures
Measurement of Plasma Membrane Integrity by Vital Dye Exclusion Assay

Vital dyes can be generally classified into two types. The first type is not permeable to plasma
membranes, and therefore do not enter intact cells. As a result, they do not stain viable cells, but can
enter cells with compromised plasma membranes and bind to internal structures or molecules, label-
ing these cells with color or fluorescence. Good examples in this class include trypan blue, propidium
iodide (PI), and ethidium homodimer. The second class of vital dyes is permeable to plasma mem-
branes and usually, after entering the cell, the dyes are modified and trapped inside in the presence of
intact plasma membranes. Therefore, these dyes, unlike those in the first class, stain viable cells.
Good examples of these dyes include fluorescein diacetate and Calcein-AM (4).

VITAL DYE EXCLUSION ASSAY PROCEDURE

Adherent Cells
1. Cells are rinsed twice with phosphate-buffered saline (PBS) and incubated with PBS containing a vital

dye for 5 min.
2. Cells are subsequently rinsed with PBS to remove extracellular dye prior to examination by microscopy.

Cell Suspension
1. Cells are collected by centrifugation, and rinsed with PBS.
2. The cells are subsequently resuspended into PBS containing vital dye.
3. After 5 min of staining, extracellular dye is removed by centrifugation.
4. Cells are resuspended in PBS for microscopic examination.

Measurement of Cytosolic Leakage

This method is based on the consideration that viable cells with intact plasma membranes are able
to preserve their cellular contents, particularly macromolecules such as proteins. Once the plasma
membrane is broken, cytosol is leaked into the extracellular space. A classic and still commonly used
indicator for cytosolic leakage is the release of intracellular enzymes such as lactate dehydrogenase
(LDH). LDH is a ubiquitous cytosolic protein of 136 kilodalton with enzymatic activities to catalyze
the reaction: pyruvate + NADH = lactate + NAD+. NADH exhibits fluorescence at an excitation
wavelength of 360 nm with emission at 450 nm. The velocity of decreases in Ex360 nm/Em450 nm
fluorescence in the reaction indicates the conversion of NADH to the nonfluorescent NAD, and there-
fore LDH activity. Breakdown of the plasma membranes leads to the release of LDH into the incuba-
tion medium. The amount of LDH present in the extracellular space can therefore be used as an index
of cell leakage or death (5).

CYTOSOLIC LEAKAGE MEASUREMENT PROCEDURE
1. Incubation medium is subjected to brief centrifugation to remove cellular debris.
2. Resultant supernatant is added to enzymatic reaction buffer containing pyruvate and NADH.
3. NADH fluorescence at Ex360 nm/Em 450 nm is monitored during the reaction. Velocity of decreases in

NADH fluorescence indicates the conversion of NADH to nonfluorescent NAD+ and therefore LDH
activity.

4. Parallel dishes of cells are lysed with 0.l% Triton X-100 to determine total LDH activity.
5. LDH activity obtained from cell incubation medium is divided by the total LDH activity to calculate the

percentage of LDH release.

Clonogenic Activity

The ability of cells to divide and form colonies is called clonogenic activity. For proliferative
cells, clonogenic activity is a functional measurement of cell viability. Cellular clonogenic activity
depends not only on the integrity of plasma membranes but also on a complex set of cellular func-
tions involving energy production, macromolecule synthesis, and mitotic division.
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CLONOGENIC ACTIVITY MEASUREMENT PROCEDURES

Adherent Cells
1. Cells are collected and separated into individual cells by trypsinization and pipetting.
2. Cells are plated at a very low density (200–1,000 cells/100 mm tissue-culture dish).
3. Cultures are maintained for a period of ~5 cell divisions.
4. Colonies can be counted directly or after MTT (0.5 mg/mL in PBS) staining, under a microscope.

Cell Suspension
1. Cells are collected by centrifugation and cell clumps are broken-up by pipetting.
2. Individual cells are then plated in 0.1–0.2% agarose at low densities.
3. Cultures are maintained and colonies counted as described for adherent cells.

Comments
(a) Although intact plasma membrane is a prerequisite for a cell to live, it does not necessarily indicate that

the cell is viable. In the case of apoptosis, usually the integrity of plasma membranes is not compromised
until the late stage of the so-called “secondary necrosis.” Thus, the measurement of plasma membrane
integrity is not very useful in apoptosis detection; rather, they are utilized in examination of cell injury
accompanied by membrane damage.

(b) The dose and exposure time of vital dyes should be titrated for specific types of cells. Too much exposure
may lead to cytotoxicity and nonspecific permeabilization.

(c) Vital dye staining can be used in conjunction with flow cytometry. This provides quantitative assessment
of cell viability.

(d) For enzymatic measurement of cytosolic leakage, one must be sure that the treatment does not interfere
with the enzyme directly. Proper controls should be considered.

(e) Obviously, clonogenic activity assay cannot be utilized to assess viability of nondividing cells; for
example, primary cultures of neurons usually do not proliferate when grown in vitro.

MORPHOLOGICAL EXAMINATION

Introduction

Apoptosis was originally defined by a sequence of morphologic features (6). Despite recent
progress in apoptosis research at the biochemical and molecular levels, morphological changes are
still considered the “gold standard” for apoptosis.

By utilizing light microscopy, it can be seen that apoptosis starts with the condensation of nuclear
chromatin and shrinkage of the cell. Chromatin after condensation becomes segregated against the
nuclear membrane. At this stage, the nucleus appears to be shrunken and condensed as well. After the
initial phase, the cell detaches from the neighboring tissues and enters the stage of fragmentation.
Cellular fragmentation is characterized by the formation of apoptotic bodies, or blebbing. In the
apoptotic bodies, fragments of nucleus and cellular organelles including mitochondria are usually
found. In vivo, the apoptotic bodies are rapidly absorbed through phagocytosis by macrophages or
neighboring cells. In in vitro experimental models where phagocytosis is not available, the apoptotic
cells will eventually undergo degradation by a process similar to necrosis, releasing the cellular con-
tents into the incubation medium. This degradation is also called “secondary necrosis” (6).

Electron microscopy is used to examine ultrastructural features of apoptosis. Typical ultrastruc-
tural alterations include the condensation of cytoplasm, fragmentation of nucleus, aggregation of
dense masses of chromatin beneath the nuclear membrane, and protrusion of the cell surface or for-
mation of apoptotic bodies.

General Procedures

Standard procedures for light microscopy and transmission electron microscopy are recommended.
A light microscope with phase contrast is helpful in documenting the stereotypic morphological
changes during apoptosis.
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Comments
(a) Morphological features are considered to be the most reliable criteria in defining apoptosis.
(b) Light microscopy provides a quick, convenient, and on-site method for monitoring the progression of

apoptosis. It can be semi-quantitative, if the images of representative fields of cells are captured. Electron
microscopy provides the definitive morphological evidence of apoptosis; however, it does not provide
quantitative data and thus cannot be used to compare apoptosis between experimental conditions.

(c) Microscopic quantitation is subject to individual bias. Development of apoptotic morphology is highly
heterogeneous among the cells. A consensus must be reached between investigators as to what is consid-
ered apoptotic.

ALTERATIONS IN THE PLASMA MEMBRANE

Introduction
A noticeable change in the plasma membrane of apoptotic cells is the redistribution of phospholip-

ids. In normal cells, phospholipids are present asymmetrically across the plasma membrane. Whereas
phosphatidylcholine and sphingomyelin are located mainly in the external leaflet, most of the phos-
phatidylethanolamine and all of the phosphatidylserine (PS) are restricted to the inner leaflet of the
plasma membrane. Early in apoptosis, the lipid asymmetry is lost, resulting in the appearance of PS
on the cell surface (7). Measurement of the membrane lipid redistribution therefore provides another
indication of apoptosis. The commonly used approach to detect membrane lipid redistribution moni-
tors the appearance of PS on the cell surface. When PS is exposed on the cell surface, it can bind to
Annexin V in a Ca2+-dependent way. Annexin V conjugated with fluorophores or biotin is available
from commercial sources. One of the popular conjugates is FITC-Annexin V, which binds PS on
apoptotic cell surface and labels the cells with fluorescein.

General Procedures
A basic method has been described (8), and can be modified in various experimental models.

Adherent Cells
1. Rinse the cells with PBS.
2. Add FITC-Annexin V prepared in the binding buffer (2.5 mM CaCl2, 150 mM NaCl, 10 mM HEPES, pH

7.4).
3. Incubate cells for 2–5 min at room temperature.
4. Rinse cells thoroughly with binding buffer to remove free FITC-Annexin V for microscopic examination.

Cell Suspension
1. Collect cells by centrifugation.
2. Resuspend cells in FITC-Annexin V in binding buffer.
3. After 2–5 min of staining, wash off the unbound FITC-Annexin V with binding buffer.
4. Examine cells under a fluorescence microscope.

Comments
(a) Binding of Annexin V can be used as a marker only in cells with intact plasma membranes. If the integrity

of plasma membranes is compromised, Annexin V enters cells and becomes associated with PS from
inside, labeling the cells regardless the mode of cell death. Therefore, to identify apoptosis, another stain-
ing, such as with PI, which probes plasma membrane integrity, should be included.

(b) Binding of Annexin to PS requires Ca2+. Thus, care must be taken not to significantly reduce Ca2+ concen-
tration in the binding buffer.

(c) Detection of PS exposure by Annexin V binding can be analyzed with flow cytometry to quantify
apoptosis.
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CHANGES IN THE CYTOSOL

Introduction
A number of apoptotic changes occur in the cytosol. Perhaps the most important events are the

activation of caspases and the cleavage of multiple cellular proteins by the activated caspases. Other
cellular changes involve the regulatory proteins such as the Bcl-2 family proteins. The background
information of caspases and the Bcl-2 family proteins are given in Chapters 1 and 2, respectively.
Following is a general discussion of the approaches that can be taken to determine these changes.

Caspases
Activation of caspases is arguably the biochemical hallmark of apoptosis. There are several ways

to detect caspase activation. Caspases are a family of cysteine proteases that cleave their substrates
after aspartate residues. Existing as zymogens (also called procaspases) within un-stimulated cells,
caspases are activated through the cleavage of the zymogen to form the large and small subunits,
which in turn form a heterotetramer complex. Thus caspase activation can be determined by Western
blots using anti-caspase antibodies to examine whether the zymogen is converted into cleaved active
forms. Alternatively, the enzymatic activities of caspases can be measured using synthetic fluorogenic
or chromatogenic substrates. Finally, caspase activation status can also be determined by examining
the cleavage of endogenous substrates, such as poly (ADP-ribose) polymerase (PARP) (see Chapter 1).

General Procedures
WESTERN BLOT FOR DETECTING CASPASE CLEAVAGE AND CASPASE SUBSTRATE CLEAVAGE

Cells undergoing apoptosis are harvested and washed in cold PBS. The cytosol can be prepared by
a number of different methods. However, for detecting caspase substrate cleavage, a most effective
way is to lyse the cell in a buffer containing 4 M urea, 10% glycerol, 2% sodium dodecyl sulfate
(SDS), 0.003% bromophenol and 5% 2-ME (added immediately before analysis) (9). Proteins are
separated by a standard sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE)
followed by Western blot with specific antibodies against either the large or the small subunit of the
caspase of interest. Commonly examined caspases are caspases-3, -7, -8, and -9. Alternatively, anti-
bodies against caspase substrates, such as PARP, which is cleaved from 116 kDa to 85 kDa during
apoptosis, can be used for the Western blot. There is a selectivity of certain substrates for some
caspases, based on the recognition site (see Chapter 1).

MEASUREMENT OF CASPASE ACTIVITIES USING SYNTHETIC SUBSTRATES

The caspase recognition site is composed of a tetrapeptide sequence that differs from one type of
caspase to another. For example, caspases-3, -6, and -7 will mainly recognize the motif of Asp-Glu-
Val-Asp or DEVD, whereas caspases-8, -9, and -10 will recognize the sequence of Ile-Glu-Thr-Asp
or IETD. Caspases-1, -4, and -5 will recognize the tetrapeptide sequence of WEHD or YVAD. These
tetrapeptide can be synthesized and conjugated to a report group, which can be cleaved by the corre-
sponding caspases. The activity of the measured caspases is in proportion to the amount of the released
report group. The most commonly used report groups include p-nitroanilide (pNA, colorimetric
detection by absorbance at 405–410 nm), 7-amino-4-methylcoumarin (AMC, fluorometric detection
at excitation/emission wavelength of 380 and 460 nm, respectively) and 7-amino-4-trifluoro-
methylcoumarin (AFC, fluorometric detection at 405 and 500 nm, respectively, or colorimetric
detection at 380 nm).

To measure the caspase activities, cells are first lysed in a caspase assay buffer (20 mM PIPES,
100 mM NaCl, 10 mM dithiothretol (DTT), 1 mM EDTA, 0.1% CHAPS, 10% sucrose, pH 7.2) (10).
About 20–50 µg of proteins are used in each assay, mixed with 20–50 µM of the substrates in a
volume of about 200 mL. The reaction is then monitored by fluorometric or colorimetric detection at
the specific wavelengths. The values reflect the relative caspase activity, which can be converted to
specific activity with proper standards. Commercial kits for caspase activity measurement are now
widely available.
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MEASUREMENT OF CASPASE ACTIVATION BY IMMUNOSTAINING OR WITH FLUORESCENT SUBSTRATES

IN TISSUES AND CELLS

To detect the activation of caspase in a specific anatomic location, one can perform immunohis-
tochemical or immunofluorescence staining on formalin-fixed paraffin sections with antibodies
specifically against the activated caspases, which usually target to the subunits, but not the zymogen.
Antibodies against activated caspases-3, -7, and -9 are now commercially available (e.g., from Cell
Signaling Technology, MA and BD PharMingen, CA). The procedure is no different from the gen-
eral immunostaining. The primary antibody is the anti-activate caspase and the secondary antibody
can be either conjugated to horseradish peroxidase (HRP) or a fluorophore for either histochemical
detection or fluorescent detection. It is possible to doubly stain the section with a cell-specific anti-
body to determine the type of cells that are undergoing apoptosis and therefore contain the activated
caspases. A good example of such an application can be found in ref. (11).

To detect caspase activation in cultured cells, other than Western blot, one can also take advantage
of several recently developed cell-permeable fluorescent substrates. One such substrate with the trade
name of PhiPhiLux (Oncogene Research Products, CA) is a peptide of 18 amino acids, with caspase
recognition motifs in the center, and two fluorophores covalently attached near the termini. The two
fluorophores quench each other in the native molecule because of intramolecular interactions until
caspase hydrolysis breaks the peptide linkage. Thus the substrates fluoresce in response to caspase
activation (12). Because these products are cell-permeable, they can label the cells undergoing
apoptosis, which can be quickly identified and quantified by fluorescence microscopy or flow
cytometry. It is possible to doubly stain the cell to obtain additional information about the nature of
the positive cells.

Comments
Caspase activation is determined mainly based on the cleavage of the zymogen and by measuring

the proteolytic activities. By combining proper identification methods, one can not only detect caspase
activation qualitatively and quantitatively, but also in tissue- or cell-specific ways. However, it is
important to note that the synthetic substrates used for measuring various caspase activities are not
absolutely specific for a particular type of caspase. Thus DEVD-AFC may detect caspase activities
that would be better described as DEVDase activities, which could include those of caspases-3,-7, or -6.

Bcl-2 Family Proteins
The status of the Bcl-2 family proteins can be examined from two aspects: expression level and

activation status. For the former, a Western blot or Northern blot could be performed. For the latter,
the approach will depend on the individual members. Commonly used assays can determine Bad
phosphorylation; Bid cleavage; translocation of Bax, Bid, Bad, or Bim from the cytosol to the mito-
chondria; and the formation of Bax or Bak oligomers.

General Procedures
All the assays can be based on Western blot using antibodies specific to individual members.

Preparation of cell fractions will vary depending on the nature of the experiments. If subcellular
localization is not relevant, cells can be lysed in an isotonic buffer with a nonionic detergent (0.5–
1%). Cells need to be thoroughly solubilized because many Bcl-2 family proteins are membrane-
bound. If subcellular localization is to be examined, then cellular components are subfractionated to
obtain the mitochondria and the cytosol fractions (see below).

These fractions are then run on a 12.5% SDS-PAGE followed by Western blot with specific anti-
bodies to individual members to determine whether there is a change in the expression level, a cleav-
age product (such as p15 of Bid), or a phosphorylation event. Commercial kits are now available to
examine the phosphorylation of Bad using specific anti-phosphorylated Bad antibodies (e.g., Upstate
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Biotechnology, MA and Cell Signaling Technology, MA). Translocation from the cytosol to the
mitochondria is indicated by the appearance of the molecule, such as Bid or Bax, in the mitochondrial
fraction following apoptosis stimulation, which would be present only in the cytosol in healthy cells.

To determine whether Bax or Bak forms oligomers that are important to their functions, cross-
linking agents are used (13–15). For Bax oligomerization, both a membrane-permeable agent,
disuccinimidyl suberate (DSS), and a membrane-impermeable agent, Bis (sulfosuccinimidyl) suberate
(BS3) (Pierce Chemicals), have been used successfully (13,14). For Bak oligomerizatin,
Bismaleimidohexane (BMH) (Pierce Chemicals) has been used successfully (15). For the detection
of Bax oligomerization (13), the mitochondria fraction (0.5 mg of protein) is suspended in an isotonic
buffer (200 mM mannitol, 70 mM sucrose, 1 mM EGTA, 10 mM HEPES, pH 7.5), and BS3 (in 5 mM
sodium citrate buffer, pH 5.0) or DSS (in dimethyl sulfoxide [DMSO]) is added to a final concentra-
tion of 10 mM. After 30 min of incubation at room temperature, the crosslinker is quenced by 1 M
Tris-HCl, pH 7.5, to a final concentration of 20 mM. The membranes are then lysed in radioimmunol
precipitation assay (RIPA) buffer and cleared by centrifugation at 12,000g before analyzed by SDS-
PAGE and Western blot with an anti-Bax antibody. For Bak oligomerization, 10 mM BMH in DMSO
is added to the mitochondria pellet for 30 min at room temperature. The mitochondria are pelleted
again and resuspended in protein sample buffer for SDS-PAGE and Western blot with an anti-Bak
antibody (15). In both cases, oligomerization can be initiated by an activating molecule, such as Bid,
and can be visualized as a high molecular-weight species.

Comments
The location of Bax can be confusing, because in many cultured cells, it is already present in the

mitochondria. However, in primary cells, it is likely present only in the cytosol (16,17). It is possible
that a suboptimal culture condition may cause Bax translocation even in the absence of an apparent
apoptotic signal. Thus, a better way to determine whether or not Bax is activated in these cells fol-
lowing death stimulation is to examine whether or not Bax oligomerization occurs.

MITOCHONDRIAL CHANGES

Introduction
Mitochondria are perhaps the most important organelle involved in apoptosis initiation and regu-

lation. Significant changes can be observed in mitochondrial physiology and morphology during
apoptosis. In general, the apoptotic changes can be divided into two categories: release of apoptotic
proteins and alteration in mitochondrial functions. The released apoptotic proteins include cytochrome
c, Smac/Diablo, HtrA2/Omi, endonuclease G, and apoptosis-inducing factor (AIF), in addition to
some nonapoptotic proteins (see Chapter 6). The redistribution of these proteins can be determined
by Western blot, enzyme-linked immunosorbant assay (ELISA), or immunofluorescence staining.
One major test for mitochondria functions related to apoptosis is the determination of the transmem-
brane potentials. Other assays have been developed to determine mitochondria permeability transi-
tion, mitochondrial generation of free radicals, mitochondria calcium content, and mitochondria pH
changes (for reviews see ref. 18–20).

Mitochondria Release of Cytochrome c
Cytochrome c release is perhaps the most common parameter measured to determine whether or

not the mitochondria pathway is activated. It is usually determined by Western blot or ELISA using
the cytosol, or by immunofluorescence staining on intact cells. In addition, to test whether an agent is
capable of inducing cytochrome c, this agent can be incubated with isolated mitochondria; the distri-
bution of cytochrome c across the mitochondria can then be determined by Western blot or ELISA.
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General Procedures
SUBCELLULAR FRACTIONATION

Cells are harvested, washed with cold PBS and then disrupted in the presence of a cocktail of
protease inhibitors (21). Cell disruption is conducted with a Dounce homogenizer, a polytron homog-
enizer, or by repeated passing through a fine needle. Isotonic buffers are used to avoid breakage of
mitochondria during homogenization. A commonly used buffer contains 200 mM mannitol, 70 mM
sucrose, 1 mM EGTA, 10 mM HEPES, pH 7.5 (13). Alternatively, a KCl-based buffer could be as
simple as 150 mM KCl plus 5 mM Tris-HCl, pH 7.4 (22). Experimentation may be required to deter-
mine the best way to disrupt a maximal amount of cells without damaging the mitochondria mem-
branes, which could be cell type-dependent and empirically determined. The lysates are then
centrifuged at 600g to remove the undisrupted intact cells. The supernatant is then further centrifuged
at 12,000g to pellet the heavy membranes, which is mainly comprised of mitochondria. This prepara-
tion of mitochondria should be sufficient for the general use described in this chapter. The mitochon-
dria can then be resuspended in an isotonic buffer with energizing agents (250 mM sucrose, 10 mM
HEPES, 1 mM ATP, 5 mM sodium succinate, 0.08 mM ADP, 2 mM K2HPO4, pH 7.5) (23).

WESTERN BLOT ANALYSIS

Western blot is conducted with both the supernatant and the pellet fractions with a suitable anti-
cytochrome c antibody. A control for the cytosol proteins can be β-actin; and for the mitochondria
fraction, cytochrome c oxidase subunit IV. The appearance of cytochrome c (~12 kDa) in the super-
natant fraction and/or a reduction of cytochrome c content in the pellet fraction indicate cytochrome
c release from mitochondria.

ELISA
The supernatant is prepared as described earlier and subjected to ELISA analysis for the detection

of cytochrome c using one of the commercial kits (e.g., Oncogene Research Products, CA or R&D
Systems, MN). The advantage of this assay is that the released proteins can be easily quantified for
comparisons among samples.

IMMUNOSTAINING

If the cell number is too low for subcellular fractionation, cytochrome c release may be examined
by immunofluorescence staining. Cells undergoing apoptosis are washed and fixed in 4% paraform-
aldehyde solution. The primary anti-cytochrome c antibody applied should be able to recognize the
native conformation of the molecule, such as the one from BD PharMingen (clone 6H2.B4, cat. no.
556432). After the application of the secondary antibody conjugated with a fluorophore, cells can be
observed under a fluorescence microscope. Normal cells would have a punctuated staining pattern,
consistent with the mitochondria distribution of the molecule. In apoptotic cells, the staining may
either assume a diffusive cytoplamic distribution, or become very faint or disappear. To further dif-
ferentiate the mitochondria and cytosol locations, cells can be co-stained with anti-Hsp60 antibodies,
or with a mitochondria-specific dye, such as MitoTracker, before fixation.

Comments
These methods can be selected based on different situations. If there are plenty of cells, and it is

easy to subfractionate the cells, then Western blot or ELISA can be used for qualitative or quantita-
tive analysis. Otherwise, immunostaining can be used where fewer numbers of cells are available.
However, it is important to determine the percentage of cells with a particular cytochrome c staining
pattern for a direct comparison among different samples.
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Mitochondria Transmembrane Potentials

The mitochondria transmembrane potentials (∆Ψm) have been used by many investigators as a
functional parameter of the mitochondria during apoptosis. The potential is about 180 mV (negative
inside). The potentials can be determined with lipophilic cations, which accumulate inside the mito-
chondria in a potential-dependent way. Commonly used fluorescent lipophilic cations include
Rhodamine-123 (Rh123), 3,3’-dihexiloxocarbocyanine iodide (DiOC6[3]), tetramethyrhodamine
methyl ester (TMRM), and 5,5’,6,6’tetrachloro-1,1’,3,3’-tetraethylbenzimidazol-carbocyanine iodide
(JC-1), which can be analyzed by flow cytometry or fluorescent microscopy. Nonfluorescent probe
are also used, such as tetraphenyl phosphonium ion (TPP+), which can be analyzed with a specific
electrode (24).

General Procedures
The procedures are fairly straightforward and can be applied to both cultured cells and isolated

mitochondria, although only the formal is discussed here (25,26). The probes can be directly added
into the cell culture at their optimal concentration (10 µg/mL JC-1, 0.5 µM TMRM, or 20 nM
DiOC6[3]) and incubated for 15 min at 37°C in the dark. Cells are then harvested and subjected to
flow-cytometry analysis. Alternatively, cells can be observed directly under a fluorescent micro-
scope. For probes such as TMRM, the fluorescence intensity is directly coupled with the potentials;
the higher the potentials, the greater the fluorescence intensity. On the other hand, JC-1 shifts revers-
ibly from monomeric form to aggregated form upon membrane polarization. The emission wave-
length also changes from 530 nm to 590 nm, accordingly, when excited at 488 nm. Thus, cells with a
lower ∆Ψm would be detected in the green channel, and cells with a higher ∆Ψm would be detected
in the orange/red channel. The quotient between green and red fluorescence provides an estimate of
the mitochondria potentials of the population, which are independent of mitochondria mass. It is still
possible to measure the percentage of positive cells in each channel and the mean fluorescent inten-
sity (27).

It would be ideal to set up control cells that are perfectly healthy with polarized mitochondria and
control cells with depolarized mitochondria. The latter could be obtained by adding to the culture
either the K+ ionophore; valinomycin (100 nM or more); or the mitochondrial uncoupler, carbonyl
cyanide p-(trifluoromethoxy) phenylhydrazone (FCCP, 250 nM) or carnonyl cyanide m-chlorophenyl
hydrazone (CCCP, 10 µM). The chemicals can be added 15 min before the addition of the potential
probes and will completely dissipate the potentials, thus providing a good negative control for the
assay.

Comments
There are many discussions about the use of different probes for the measurement of ∆Ψm, con-

cerning specificity, sensitivity, and potential interference with mitochondria function (25,26,28).
Rho123 is a classic probe. However, for cells containing mitochondria with different maturation
states, as in a continuously growing cell line, Rh123 binding to the mitochondria may not be consis-
tent to the potentials, but affected by the available binding sites (26). It also may not be sensitive
enough to a smaller change in potentials (29). DiOC6(3) is another commonly used probe. However,
its incorporation can be affected by the plasma-membrane potentials. It also may be redistributed into
endoplasmic reticulum (ER) in cells with depolarized mitochondria. Thus cells may maintain the
fluorescence intensity even when mitochondria are depolarized (29). Adjusting the concentration
of DiOC6(3) to a low concentration (20 nM) may reduce some of these concerns (25). Chloro-
methyltetramethyl-rosamine (CMTMRos) or MitoTracker, which had also been used for detecting
membrane potentials, is now found to bind to mitochondria irrespective of the magnitude of poten-
tials (30). Furthermore, it can induce permeability transition once it enters into the mitochondria
(30); thus, it is no longer recommended for measurement of ∆Ψm. Instead, both TMRM and JC-1 are
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considered to be far more suitable for this purpose, because they are specific to mitochondria, sensi-
tive to potential changes, and do not interfere with mitochondria functions.

CHANGES IN THE NUCLEUS

Introduction
During apoptosis, nucleus of the cell undergoes dramatic morphological changes, including chro-

matin condensation, peripheral margination, nuclear shrinkage, and subsequent fragmentation (6).
The changes are apparently driven by biochemical processes that become active during apoptosis.
Key proteins responsible for maintaining nuclear structure and chromatin integrity are proteolysed
during apoptosis, releasing specific fragments. In addition, DNA breaks, including internucleosomal
cleavage, are generated, and have been recognized as a biochemical hallmark of apoptosis (31).

Nuclear Condensation and Fragmentation
Nuclear condensation and fragmentation in apoptotic cells can be visualized by light and electron

microscopy, as noted earlier. An alternative approach is to stain nucleus and its fragments with fluo-
rescent dyes that bind DNA. Two commonly used dyes are Hoechst (bisbenzimide) and DAPI (4’,6’-
diamidino-2-phenyindole, dilactate). Upon staining, apoptotic nucleus exhibits much stronger
fluorescence than the nucleus of normal control cells. Intense staining of apoptotic nucleus may
result from the increased permeability of the dyes and higher binding to DNA owing to altered chro-
matin configuration.

General Procedures

ADHERENT CELLS
1. Cells are rinsed with PBS.
2. Cells are incubated with PBS containing 0.1–1 µg/mL Hoechst or DAPI for approx 2 min.
3. Cells are subsequently rinsed with PBS to remove extracellular dye prior to examination by fluorescence

microscopy.

CELL SUSPENSION
1. Cells are collected by centrifugation.
2. Cells are rinsed with PBS.
3. Cells are resuspended into PBS containing Hoechst or DAPI.
4. After 2 min of incubation, extracellular dye is removed by centrifugation and cells are resuspended for

fluorescence microscopy.

Comments
Nuclear staining methods are easy to perform and do not take much time. They can confirm

apoptotic nuclear morphology and also can be used for semi-quantitative purposes. Under certain
conditions, the nucleus of necrotic cells also displays intense Hoechst or DAPI staining. This is
owing to increased permeability of the dyes to the necrotic cells with broken plasma membranes.
Therefore, integrity of plasma membranes should be examined simultaneously, for example, by PI
staining.

DNA Content Staining by Propidium Iodide
An impressive degenerative process during apoptosis is the degradation of nuclear DNA, resulting

in decreases in DNA content in the cell or hypoploidity. This provides the basis for sorting and
quantification of apoptosis by measuring cellular DNA content with flow cytometry.

General Procedures
A good protocol can be found in ref. (32).

1. Collect and resuspend cells in ice-cold PBS.
2. Fix cells by dropwise addition of 2 vol. of cold methanol and vortex gently.
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3. Stain the cells with PBS containing 10–20 µg/mL PI, 0.1% Triton X-100, 2 mM EDTA, and 2 U/mL
DNase-free RNase for 30 min.

4. Analyze cells by flow cytometry.

Comments
PI staining using this method is conducted in the presence of Triton X-100, which permeabilizes

the plasma membrane. Triton X-100 incubation ensures the same PI exposure to DNA in different
cells, regardless of the original plasma-membrane integrity. This is different from PI staining detec-
tion of plasma-membrane integrity, where no detergent is included, as mentioned previously.

Not all hypoploid populations represent apoptotic cells. Cellular fragments and debris can be
counted into the hypoploid population, resulting in an overestimation of apoptotic cells. To avoid this
problem, it is necessary to utilize rigid gating and threshold setting in flow cytometric analysis to
exclude cellular fragments or debris. In addition, necrosis could also result in nonspecific DNA deg-
radation, which can also lead to hypoploidity recognized by PI staining.

DNA Fragmentation
Internucleosomal DNA Cleavage

One of the first biochemical hallmarks identified for apoptosis is the cleavage of DNA at
internucleosomal sites. This specific cleavage leads to the formation of nucleosomal fragments of
180–200 bp lengths, which upon electrophoresis resolve into a “DNA ladder” (31). Specific endonu-
cleases including DNA fragmentation factor (DFF) or caspase-activated DNase (CAD) are activated
during apoptosis, and are responsible mainly for this type of DNA breakdown (33). Internucleusomal
DNA cleavage, although a late event in apoptosis, has been used frequently as an indicator of
apoptosis.

GENERAL PROCEDURES

Cells are lysed with a hypotonic buffer containing 0.5% Triton X-100, 20 mM EDTA, 10 mM
Tris-HCl, pH 7.4. The lysates are centrifuged at 14,000g for 20 min. The supernatant is collected and
is subjected to proteinase K and RNase digestion, followed by phenol-chloroform extraction. DNA
fragments in the aqueous phase are precipitated with ethanol and subjected to 1.5% agarose gel
electrophoresis. After electrophoresis, DNA in the gel is stained with ethidium bromide and visual-
ized under UV transmission (34).

COMMENTS

Internucleosomal DNA cleavage is not always associated with apoptosis. Similar pattern of DNA
breakdown has been shown in cells with necrotic morphology, although necrosis usually lead to
nonspecific DNA degradation, which more often exibits as a smear in the gel (34,35).

DNA degradation appears to be a late event in apoptosis. In certain apoptotic models, typical
apoptosis develops in the absence of internucleosomal DNA cleavage (36).

DNA fragmentation is a qualitative rather than quantitative measurement of apoptosis. The amount
of fragmented DNA is not proportional to the frequency of apoptosis. For example, the same apoptotic
cells release more DNA fragments as apoptosis develops into later stage (37).

Detection of DNA Breaks by Histochemical Methods (TUNEL)
Based on DNA breakdown in apoptotic cells, two histochemical techniques for apoptosis detec-

tion have been developed. The methods are commonly used to examine apoptosis in vivo or in tissue
sections. The first method, terminal deoxynucleotidyl transferase (TdT) mediated dUTP-biotin nick
end labeling (TUNEL), utilizes the enzyme TdT to incorporate biotinylated dUTP onto the 3’
hydroxyl ends of fragmented DNA. The second method, in situ end labeling (ISEL), utilizes the
enzyme DNA polymerase I or its Klenow fragment to fill in recessed 3’ ends of DNA fragments with
biotinylated dUTP. For both methods, incorporated biotinylated dUTP can be revealed by fluores-
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cence microscopy after reaction with fluorescein isothiocyanate (FITC)-conjugated avidin. Alterna-
tively, it can be detected with avidin-conjugated horseradish peroxidase (HRP) and the HRP sub-
strate 3,3’-diaminobenzidine tetrahydrochloride (DAB).

GENERAL PROCEDURES

Tissue sections or cells are first fixed with 10% formalin or 4% paraformaldehyde in PBS, fol-
lowed by a partial digestion with proteinase K. This step is to reduce fixation-induced protein-DNA
cross-linkage and increase the accessibility of DNA to TdT and dUTP-biotin. The endogenous per-
oxidase is inactivated by incubation of the tissues in 3% hydrogen peroxide. Tissue sections are then
incubated with a mixture of the TdT enzyme and dUTP-biotin for 1 h at 37°C to label the 3’ ends of
the broken DNA. After wash, FITC-conjugated avidin can be directly applied for detection. Alterna-
tively, avidin-HRP conjugate can be added, followed by the HRP substrate, DAB.

COMMENTS

The general procedure for ISEL is similar to that of TUNEL assay; instead of TdT, DNA poly-
merase I or Klenow fragment is used to incorporate biotinlytaed-dUTP.

For a technical control, parallel tissue sections should be processed without enzyme exposure. For
example, in TUNEL assay, a control without TdT incubation should be included.

These methods detect DNA breakdown without discriminating the mode of cell death. Positive
staining has been shown in cells with either apoptotic or necrotic DNA damage. The staining of
necrosis is usually more diffusive than in the latter, which often exhibits a nuclear pattern of staining
(38).
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TNFR1, see Tumor necrosis factor receptor-1
Toll-like receptors (TLRs), types, 201, 202
TRAIL,

cancer therapy, 178, 179
gene, 78
structure, 79
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